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 Today, molecular and genomic information is informing the patient care decisions in many, if 
not most, areas of healthcare. Clearly, cancer diagnosis, prognosis, and treatment are driven 
largely by the molecular variants that drive the cancer and are the targets for new therapies. 
Medical genetics is moving beyond the classic single gene genetic disorders as we understand 
the genetic risk factors that drive the common chronic diseases that are costly to our healthcare 
system. While the clinical relevance of all areas of the human genome is not yet understood, 
our knowledge is growing rapidly and expanding well beyond the protein-coding genes to 
include many regulatory-coding regions, such as microRNAs and long noncoding RNAs 
(lncRNAs), in regions of the genome which used to be considered “junk.” For infectious dis-
eases, we are beginning to understand not only the well-known and emerging infectious agents, 
but that health and disease also relates to the symbiotic relationship of each patient with their 
microbiomes. Finally, the technologies available to the clinical molecular laboratory have 
advanced so the genome of individual patients can be analyzed for clinical care, even resulting 
in the defi nition of genomic critical values, which are recommended to be reported any time an 
exome or genome is sequenced for clinical purposes. 

  Molecular Pathology in Clinical Practice  addresses all areas of clinical molecular pathol-
ogy practice in a single textbook. This second edition has 12 new chapters, in addition to 
updates on the chapters from the fi rst edition. The new chapters cover diseases not included 
in the fi rst edition, plus two chapters on next-generation sequencing applications in genetics 
and cancer, and a proteomics chapter. The purpose of this textbook remains to provide a 
comprehensive reference for the practicing molecular pathologist as well as a resource for 
pathologists in any area of practice. The book also will continue to be used by training pro-
grams, both for Anatomic and Clinical Pathology and for Molecular Genetic Pathology 
trainees. This book is not meant to be a recipe book for clinical molecular tests, simply 
because the specifi cs of testing change quite rapidly in molecular pathology as new tech-
nologies emerge and are integrated into clinical molecular practice. Instead, the emphasis 
remains the molecular variants being detected for clinical purposes, the clinical usefulness 
of molecular test results, and the clinical and laboratory issues that require special attention. 
While this textbook focuses on molecular and genomic testing, with only a single chapter 
covering proteomics, the reader must understand that the genome does not drive all disease 
and health, but works in concert with the environment, the metabolome, the methylome, and 
other determinants of disease and health. 

 As we move toward genomic medicine, the molecular pathologist and all pathologists will 
play a signifi cant role in the proper utilization of molecular and genomic tests to improve 
patient outcomes and the cost-effectiveness of the care we deliver. In the era of US healthcare 
reform, the promise of genomic medicine aligns almost perfectly with the healthcare reform 
goals of improving individual patient outcomes, improving the health of populations, and 
reducing the cost of healthcare. While much of genomic research focuses on the clinical 
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 signifi cance of pathogen and patient genomic variants for diagnosis and therapy, evidence of 
the value of genomics in clinical care also is needed, especially as we move toward population 
health management and global payment models. 

 My hope is that you apply the information in  Molecular Pathology in Clinical Practice  to 
the care you provide for your patients.  

  Burlington, VT, USA     Debra     G.  B.     Leonard     
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Basics of Molecular Biology

Deborah Ann Payne

Abstract

Molecular biology entails the analysis and study of the chemical organization of the cell. 

Molecules comprise the smallest chemical component capable of performing all the activi-

ties (structural or catalytic) of a substance. One or more atoms constitute each molecule. 

Many molecules comprise the various cellular and subcellular components of an organism. 

Molecules form not only the physical structure of the organism but communicate informa-

tion between the various compartments of the cell. This communication can be the transfer 

of information from DNA to RNA and finally to protein or the subtle regulation of the cell’s 

internal homeostatic processes. This communication relies on the interaction of various 

molecules to insure the fidelity of the message or cellular regulation. This chapter describes 

the physical organization of cells, cellular organelles, and molecules important in cell divi-

sion, inheritance, and protein synthesis and describes how genetic information is communi-

cated within the cell.
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 Introduction

Molecular biology entails the analysis and study of the 

chemical organization of the cell. Molecules comprise the 

smallest chemical component capable of performing all 

the activities (structural or catalytic) of a substance. One or 

more atoms constitute each molecule. Many molecules com-

prise the various cellular and subcellular components of an 

organism. Molecules form not only the physical structure of 

the organism but communicate information between the 

various compartments of the cell. This communication can 

be the transfer of information from DNA to RNA and finally 

to protein or the subtle regulation of the cell’s internal 

homeostatic processes. This communication relies on the 

interaction of various molecules to insure the fidelity of 

the message or cellular regulation. This chapter describes 

the physical organization of cells, cellular organelles, and 

molecules important in cell division, inheritance, and pro-

tein synthesis and describes how genetic information is 

communicated within the cell.

 Organization of the Cell

The cell is a mass of protoplasm surrounded by a semiper-

meable membrane [1

of living matter capable of functioning independently; how-

with other cells. To function independently, cells must pro-

mailto:dpayne@unipathdx.com
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organisms, these organic processes form and maintain tis-

sues and the organism as a whole.

encode proteins, and control the function of the cell. 

comprise the two types of nucleic acids found in all cells. 

live and function.

 Prokaryotic Cells

6 base pairs (bp) (Table 1.1) [ -

mosomal genetic elements consist of circular plasmids also 

-

ria [3, 4]. Transposons also may confer antibiotic resistance 

contact with the bacteria’s cytoplasm.

 Eukaryotic Cells

 Cytoplasm

highly compartmentalized structures. The cytoplasm con-

organelles. The cellular membrane separates the cellular 

consist of hydrophobic lipid bilayers. The lipid bilayer con-

tains proteins that serve as receptors and channels.

 Nucleus and Nucleolus

The nucleus of the cell contains the cell’s linear chromo-

somes and serves as the primary locus of inherited genetic 

the nucleus and separate the chromosomes from the sur-

rounding cytoplasm. Further partitioning occurs within the 

nucleus to generate the nucleolus, which functions as the 

-

-

lus organizer (a specific part of a chromosome containing the 

genes that encode ribosomal RNAs) interacts with other 

molecules to form immature large and small ribosomal sub-

units. Following processing, immature subunits depart the 

-

through the nuclear pores and enter the cytoplasm.

 Mitochondria

Mitochondria are membrane-bound organelles within the 

cytoplasm of cells that have several cellular functions. 

chromosomes, resides in mitochondria. These maternally 

derived organelles contain their own circular chromosome 

another. As a result, not all mitochondria in a given cell have 

diversity of these organelles within and between different 

-

ent per cell, and this number may vary with different disease 

states [6, 7]. Mitochondrial genes encode mitochondria-spe-

-

various subunits of NAD dehydrogenase. Other components 

nuclear genes. For this reason, not all mitochondrial genetic 

diseases demonstrate maternal transmission. Mutations asso-

Table 1.1
elements [ ]

Genetic element Size in base pairs
9

Bacterial chromosome 6

Mitochondrial chromosome

Bacteriophage

Small nucleolar RNA (snoRNA)

Transcription start site-associated RNA 

(TSSa-RNA)

microRNA (miRNA)

Transcription initiation RNA (tiRNA)

D.A. Payne
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( ). The higher copy 

number per cell of mtDNA compared with genomic DNA 

-

acterization of mtDNA from severely degraded samples and 

scant samples. For this reason, mtDNA is suitable for paleon-

tological, medical, and forensic genetic investigations. 

Analysis of mtDNA has applications for diagnosis of mito-

chondrial-inherited genetic diseases, disease prognosis, as well 

as forensic identification of severely decomposed bodies [6 9].

 Other Cellular Organelles

Membranes not only segregate heritable genetic molecules 

into the nucleus and mitochondria, but also separate various 

cellular functions into distinct areas of the cell. The compart-

mentalization of cellular functions (such as molecular syn-

thesis, modification, and catabolism) increases the local 

concentration of reactive molecules and improves the bio-

chemical efficiency of the cell. This partitioning also protects 

inappropriate molecules from becoming substrates for these 

lysosomes segregate digestive and reactive molecules from the 

remainder of the cellular contents to prevent damage to the 

cell’s internal molecules and infrastructure. The pathologic 

accumulation of large molecules within lysosomes occurs 

when enzymes cannot chemically cleave or modify the large 

-

age diseases are associated with a variety of genetic variants 

1].

 Biological Molecules

-

the scaffold for all biomolecules. Basic subunit biomolecules 

-

bohydrates, nucleic acids, and amino acids.

 Carbohydrates

-

to lipids and proteins. The basic unit of a carbohydrate 

consists of the simple sugars or monosaccharides. These 

form a chain. As a result, the formula for a simple sugar is 

O)n, where n

the sugar element of DNA and RNA molecules, respectively. 

 Nucleic Acids

-

4) group, and a purine or pyrimidine 

base. The nucleotides are joined into a DNA or RNA strand 

ring molecules, which form N-glycosidic bonds with ribose 

4N4), while 

4 N ). 

two DNA molecules (Fig. 1.1). The additional hydrogen 

hydrogen bonds) dramatically enhances the strength of this 

interaction compared to the two hydrogen bonds present 

between A and T nucleotides. This hydrogen-bonding capac-

-

tion for all nucleic acids and assures the passage of genetic 

information during DNA replication, RNA synthesis from 

DNA (transcription), and the transfer of genetic information 

from nucleic acids to the amino acids of proteins.

Numerous types of base modifications increase the num-

hydrogen bonding characteristics, modified nucleotides 

serve various functions in the cell including (1) regulating 

reactivation, (3) identifying DNA damage, and (4) facilitat-

-

-

in normal tissue but hypomethylated in cancer tissue [ ]. 

1 Basics of Molecular Biology
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prevents various insults to the host genome by inactivating 

the ability of these elements to transpose themselves. 

Methylation also regulates the phenomenon of imprinting. 

wimpy testis (in Drosophila
interacting noncoding RNAs (specifically, piRNA) [11]. 

the function of tRNAs [ ]. Some of these modifications 

cation defects result in mitochondrial disease [13]. 

′-O-methylation and pseu-

douridylation and enable rRNA folding and stability. Such 

modifications result from interactions of the bases with small 

nucleolar ribonucleoproteins and noncoding small nucleolar 

RNAs [

the detection of modified bases, the role of modified bases in 

human disease may become better understood [14].

 Amino Acids

3), a 

atom. The R group can be a simple hydrogen, as found in 

-

), and 

determine whether an amino acid has a neutral, basic, or 

acidic charge. The amino group of a polypeptide is consid-

ered the beginning of the protein (N-terminus), while the 

-

ity to the protein.

 Genetic Molecules

Nucleic acids encode genetic information but also partici-

pate in additional physiological processes ranging from 

metabolism to energy transfer. Nucleotides constitute the 

monomeric units of nucleic acids (Fig. 1.1). Nucleosides 

and DNA, respectively, and either a purine or pyrimidine 

base). A nucleotide is produced from a nucleoside by the 

addition of one to three phosphate groups through a covalent 

′ carbon of the nucleo-

side’s sugar ring.

phosphodiester bonds between the 3′ carbon of the first 

′ carbon of the adjacent 

′ to 3′ directionality. The alternating 

P

P

Deoxyribose

Deoxyribose

N

N

N

N

N

N

H

H

H

O CH3

O

O

N

P

Deoxyribose

N

N

N H

H

H

N

N

O

N

Adenine Thymine

P

Deoxyribose

N

Cytosine

N H

H

Guanine

Figure 1.1 DNA base pairing. DNA 

nucleotides are composed of three moieties 

(e.g., sugar, base, and phosphate groups). The 

bases are either purine (adenine and guanine) 

or pyrimidine (thymine and cytosine). Note 

the difference in hydrogen bonds between 

adenine and thymine base pairs, with two 

hydrogen bonds, compared to cytosine and 

guanine base pairs, with three hydrogen 

bonds. Reprinted with permission from 
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sugar-phosphate chain forms a continuous molecule with 

′ carbon of each sugar. For this 

-

bone of nucleic acids (Fig. ). The phosphate groups give 

nucleic acids a negative charge that imparts important phys-

iochemical properties to nucleic acids. The negative charge 

of DNA facilitates the binding of mammalian DNA to vari-

ous proteins and allows separation of nucleic acid molecules 

by charge and size during gel or capillary electrophoresis.

 Structure

the bases of the two strands, in which case the two strands 

are said to be complementary. The two strands are oriented 

′ to 3′ directions, such that one strand is oriented 

′ to 3′ and the complementary strand is oriented 3′ ′ in 

an antiparallel fashion (see Fig. 

′ end) of one DNA strand being adja-

cent to the tail (or 3′ end) of the opposite strand.

The molecular curves of the two DNA strands form anti-

turn, occupying 3.4 nm. Because the bonds between the 

sugar and the base are not perfectly symmetrical, the strands 

curve slightly. The slight curve of the offset glycosidic bonds 

results in major and minor grooves characteristic of the B 

]. Many clinical molecular tests 

Table 1.2 Amino acids

Amino acid

Amino acid  
symbols

Linear structure
Three 
letter

Single 
letter

Alanine ala A 3

Arginine arg R )3

Asparagine asn N

Aspartic acid asp D

cys

glu )

gln Q )

gly

his N C

ile 3 3

leu 3)

lys K )4

Methionine met M 3 )

phe F

pro N )3 C
Serine ser S

Threonine thr T 3

Tryptophan trp Ph C

Tyrosine tyr Y

Valine val V 3)

-

nyl ring.

AT

GC

CG

CG

CG

CG

Sugar-
phosphate
backbone

AT

GC

Major
groove

Minor
groove

TA

AT

3′

5′

3′

5′

Figure 1.2 Double-stranded DNA. The two DNA strands are oriented 

in an antiparallel relationship, with asymmetric base pairing of two 

DNA strands that generates the minor and major grooves of the DNA 

1 Basics of Molecular Biology
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and very deep grooves.

 Thermodynamics of Nucleotide Base Pairing

Thermodynamics plays a major role in the structure and sta-

bility of nucleic acid molecules. The core mechanism of 

nucleic acid thermodynamics centers on the hydrogen- 

bonding capabilities of the nucleotides. The stability of these 

the structure and catalytic characteristics of single-stranded 

-

tion to these physiological functions, the phenomenon of 

complementary base pairing profoundly impacts clinical 

specific antibody to identify or detect a target protein. The 

procedures for generating and validating diagnostic antibod-

pair as the basis for detection and characterization of target 

nucleic acids has greatly facilitated clinical molecular test 

development. The formation of hydrogen bonding between 

two pieces of nucleic acid is called hybridization, or anneal-

ing, and the disruption of the hydrogen bonds holding two 

nucleic acid molecules together is called denaturation, or 

melting. The fact that clinical molecular tests use hybridiza-

-

scores the necessity for understanding the thermodynamics 

of the hydrogen base pairing of nucleic acids.

Short pieces of DNA or RNA called probes, or primers, 

related region of DNA or RNA from a clinical specimen are 

hybridization of a DNA or RNA probe to genomic DNA for 

a clinical molecular test, the two genomic DNA strands must 

be separated, or denatured, prior to probe hybridization. 

-

nism for disrupting the hydrogen bonds between the DNA 

base pairs and denaturing double-stranded DNA into single- 

stranded DNA molecules separate into single-stranded form 

constitutes the melting temperature (Tm). The shorter the two 

complementary DNA molecules are, the easier it is to calcu-

late the Tm -

hood of nonspecific intramolecular annealing or base pairing 

compared to inter- and intramolecular base pairing. The sim-

plest and least accurate formula for determining the Tm for 

base pairs by 4 and multiplies the sum of the A:T base pairs 

 
Tm G C A T= ( )éë ùû + ( )éë ùû4 2: :  

Although this is the least accurate method for calculation of 

the Tm of a double-stranded DNA molecule, it mathemati-

Tm calcu-

lation for DNA and RNA is more accurate [16, 17]:

 

T
H

S Rm Ct
=

+ ( )
-

D
D ln

.273 15
 

where

∆H
∆S
R −1 mol−1

-

mula for calculation of Tm is as follows [ ]:

 

Tm 10
+C aN GC

formamide

= + + [ ]
- ( ) -
81 5 16 6 0 41

0 65 675

. . log ) . %

. % /

( [ ]°
llength mismatch-%  

Table 1.3 demonstrates the effect of increasing the relative 

Tm using these formulas.

dimensional forms within single-stranded nucleic acid mol-

RNA molecules affords great structural diversity via intra-

molecular base pairing. These conformations strain the lin-

ear RNA molecule and produce chemically reactive RNA 

-

lar functions and in gene-targeting therapies.

affect hybridizations. Dimers, bulge loops, and hairpin loops 

-

]. 

Table 1.3 Melting temperature calculations for short oligomers

Total 
length

Number  
of G:C

Number  
of A:T Tm

a %G:Cb A:T + G:Cc

71.6

aNearest-neighbor calculation of Tm [16]
bTm ]
c

D.A. Payne
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These detrimental effects also may include initiation of spu-

rious nonspecific polymerization, steric hindrance of hybrid-

or primers), and depletion of probes or primers away from 

the specific target by either primer dimerization or other 

mechanisms. These interactions can result in poor sensitivity 

or specificity for clinical molecular tests.

 Topology

The DNA and RNA molecules assume various geometric 

shapes or topologies that are independent of base pair inter-

contrast to the circular forms of mitochondrial and bacterial 

chromosomal DNA. Transposable elements within the 

human genome also have a linear topology. Viral genomes 

occur as different forms, ranging from segmented linear to 

circular, and can be present in the nucleus, cytoplasm, or 

integrated within the human genome. Although the confor-

-

lar base pairing, the topology of messenger RNA (mRNA) 

molecules is primarily linear. An organism’s genomic topol-

-

lication and the number of replication cycles a given 

linear genomes limit the total number of possible replication 

cycles due to progressive shortening of the linear chromo-

-

mosomes, the ends of the chromosome contain tandem 

 Mammalian Chromosomal Organization

× 9 base 

19]. 

the bioinformatic definition of a gene changes [ ]. 

RNA- and/or chromatin-based activity with many of these 

-

-

nous retroviruses, a chimeric element (SVA) composed of 

The ability of retrotransposons to duplicate and insert within 

the genome (i.e., either autonomously or with the help of 

autonomous elements) has been associated with various 

types of genetic mutations. Mechanisms for mutations 

reports associate retrotransposons with various genetic dis-

orders ranging from hemophilia to breast cancer [ , ]. 

(discussed later in this chapter). Because transposable ele-

ments can replicate and cause genetic deletions with the 

human genome, the number of human base pairs is not static. 

cleaving transposable element transcripts [ ].

The total DNA is contained in 46 double-stranded DNA 

diploid human cell possesses 46 chromosomes: two of each 

-

males. Since the length of each helical turn of a double-

stranded DNA molecule is 3.4 nm and consists of ten bases, 

the length of the total genomic DNA in each cell measures 

For each cell to contain these long DNA molecules, the 

contains positively-charged amino acids that bind to 146 

either partially or tightly, resulting in compression of the 

DNA strand. Tight folding of the DNA condenses the DNA 

-

-

visualization of condensed metaphase chromosomes.

million sites with less condensed DNA in the genome [ ]. 

-

-

DNA regions. These proteins also may prevent access to 

nucleic acid probes or primers for clinical molecular tests. 

between the nucleic acid and these proteins that can cause 

molecular testing artifacts (e.g., false-negative results). As a 

digestion step to liberate the DNA from the DNA-binding 

proteins. Removal of the proteins facilitates hybridization 

with short pieces of nucleic acid, such as primers or probes.

1 Basics of Molecular Biology
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 DNA Replication

 Eukaryotic DNA Replication

-

cific physiological temperatures and a host of proteins. As 

mentioned previously, clinical molecular testing methods 

rely on the ability to denature or melt a double-stranded 

-

-

logical conditions, dissociation of DNA strands for replica-

tion is accomplished by numerous enzymes, such as helicases 

and topoisomerases. The region of transition from double- 

stranded to separated single-stranded DNA is called the rep-

double-stranded DNA molecule as replication proceeds. At 

polymerases bind to the original or parental DNA strands 

and generate two new daughter strands. Known collectively 

as a replisome, these enzymatic activities generate two new 

nucleic acid strands that are complementary to and base 

paired with each of the original two template or parent DNA 

-

tive because each resulting double-stranded DNA molecule 

consists of one new and one old DNA strand (Fig. 1.3).

-

acid molecule, and the polymerase adds nucleotides accord-

and A:T pairing. The new strand is antiparallel to the parent 

′ to 3′ direction. Of the two 

parent strands of genomic DNA, one strand (called the lead-

ing strand) can be read continuously in a 3′ ′ direction by 

the polymerase, with the new strand generated in a continu-

′ to 3′
as the lagging strand) cannot be read continuously by the 

′ to 3′ direction, and the polymerase synthesizes 

only by reading the parent strand in a 3′ ′ direction while 

′ to 3′ direction. Therefore, 

synthesis cannot proceed continuously along the lagging 

strand, which must be copied in short stretches primed from 

lagging strand is formed by removal of the RNA primer 

regions and ligation of the short DNA fragments into a con-

tinuous daughter strand complementary to the lagging strand.

Discontinuous 3′ ′ replication results in the progres-

normal cells. The guanine-rich telomeres form secondary 

structures (or caps) that prevent chemical processes that can 

damage the chromosome. Apoptosis occurs when the number 

of uncapped telomeres reaches a critical threshold that trig-

to telomere homeostasis by adding bases to the 3′ end. 

-

monary fibrosis [ ]. Telomerase activity varies with cell 

shortening than granulocytes. Telomeres shorten with age 

with the most prominent shortening occurring between birth 

and the first year of age, followed by childhood and after 

puberty or adulthood [

changes, some malignant cells retain telomerase activity that 

the chromosomes, prolonging the life of the cell.

determines the speed and accuracy of new strand synthesis. 

The rate that the four nucleotides are polymerized into a 

nucleic acid chain defines the processivity of the enzyme. 

bases per minute.

Leading strand

Replicated DNA
double helixes

DNA polymerase

Okazaki fragments

Lagging strand

DNA helicase

DNA

polymerasePrimers

Original DNA
double helix 3′ 5′

3′ 5′

Figure 1.3
depicting the leading and lagging strands and 

involved with replication. Reprinted with 
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The fidelity of the polymerase refers to the accuracy of 

the enzyme to incorporate the correct complementary bases 

bases or other replication errors can result in cell death or 

oncogenesis. The error rate of polymerases varies widely 

1.4). DNA is 

susceptible to base pair changes while in the single-stranded 

form due to the activity of various deaminating enzymes. 

have been associated with somatic hypermutation of rear-

ranged immunoglobulin genes [ ].

This DNA editing process may be a mechanism to protect 

the host genome from viruses replicating within the nucleus 

[33, 34]. To correct the erroneous incorporation of bases or 

(Fig. 1.4). Malignant cells may not pause to allow for error 

correction, resulting in the accumulation of damaged or 

mutated DNA.

high degree of regulation for generating two strands from 

These multiple sites grow progressively until the newly 

generated strands join to form complete chromosomal- 

length DNA.

 Bacterial and Mitochondrial Replication

-
6 base pairs) are replicated by a simpler mechanism 

origin of replication initiates the duplication of the bacterial 

chromosome, and replication occurs simultaneously on both 

strands in opposite directions from the origin of replication. 

This efficient replication process depends on the circular 

topology of the bacterial genome.

-

lication is the mechanism by which bacterial chromosomes 

viruses (i.e., bacteriophages). As a result, many bacteria pro-

duce restriction enzymes that degrade foreign nucleic acids. 

chromosomal DNA prevents most restriction enzymes from 

digesting the chromosomal DNA of the bacteria. Following 

replication, methylating enzymes add methyl groups to the 

new bacterial chromosomal DNA, preventing chromosomal 

degradation by the restriction enzymes. This methylation 

and restriction process functions as a primitive immune sys-

tem by destroying foreign bacteriophage DNA before it can 

usurp the bacteria’s replication system. Bacterial restriction 

enzymes are used to specifically cleave DNA in clinical 

molecular tests and can be used to identify genetic 

variations.

Additional types of replication occur in some viruses 

and bacteria. The rolling-circle mechanism of replication 

stranded circular genomes, followed by replication pro-

′ to 3′ direction. The new strand 

Table 1.4 Fidelity of various polymerases

Polymerase Error rate (×10−6)

pol aa

pol betaa 666

pol gammaa

b 1

VentRb 3

b

Klenow fragment DNA polymerase 1

c

a ]
bForward mutation assay [ ]
c 31]

Mitosis (M phase)

MET

A

T

PM

P

Interphase

G1

G2

S

Figure 1.4 clear panels are the ordered phases of mito-

sis (M phase), while the gray and black panels are the ordered stages of 

interphase. A anaphase, G1 gap 1, G2 MET metaphase, P pro-

phase, PM prometaphase, S DNA synthesis, T telophase

1 Basics of Molecular Biology
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displaces the old strand as replication proceeds. RNA viral 

the case of retroviruses, a reverse transcriptase generates an 

intermediate DNA molecule, which integrates into the host 

chromosome and then is used for generation of progeny 

RNA molecules. The high error rate of human immunode-

-

[31]. Some of these mutations confer resistance to antiret-

roviral therapies and can be identified by clinical molecular 

tests.

 Cell Division and Cell Cycle

-

cess of generating two daughter cells from one original 

cell, with chromosomal replication as one of the steps. 

The two parts of the cell cycle are called interphase and 

mitosis. DNA synthesis occurs during interphase and 

1.4). Regulation of cell division depends 

cyclins and growth factors. Some of these factors cause 

the cycle to progress while others stop the cycle at cer-

and allow the cell time to repair any DNA damage that 

may be  present before and after replication of the DNA, 

respectively.

receptors. Several molecular events such as the dephosphor-

ylation of the retinoblastoma protein and cyclin binding to 

-

with higher levels preventing cell cycle progression. Because 

various DNA-damaging events, such as ultraviolet light, 

removes this sentinel pause in the cell cycle process and 

results in the accumulation of genetic errors. Alternatively, 

interaction with the promoter of long intergenic noncoding 

]. Therefore, inactiva-

replication of the DNA, the cell proceeds to S phase. DNA 

synthesis to create a second complete set of chromosomes 

Mitosis, the process of physical division of the parent cell 

into two daughter cells, occurs during mitosis or M phase of 

the cell cycle. During mitosis, the duplicated chromosomes 

are physically separated so that each daughter cell receives 

the correct number of chromosomes. Mitosis consists of five 

phases: prophase, prometaphase, metaphase, anaphase, and 

telophase. The duplicated chromosomes condense during 

originates from two structures called centrioles, which move 

to opposite sides or poles of the cell and the spindle forms 

between the centrioles. The nuclear membrane dissipates, 

-

duplicated chromosome pairs attach at central points along 

the spindles. The arrangement of the highly condensed chro-

-

phase. As previously discussed, highly condensed 

chromosomes cannot bind proteins necessary for gene 

solely on cell division during metaphase. The centriole- 

derived spindle guidelines pull the duplicate chromosomes 

apart and drag them toward each centriole during anaphase. 

-

tids) into opposite poles of the cell and the reformation of 

nuclear membranes around the two daughter sets of chromo-

somes, telophase begins.

are randomly and potentially unevenly distributed in the 

daughter cells. The cell cycle can then be reinitiated by one 

or both of the daughter cells to generate additional cells. 

delay before initiating replication again or no longer divide.

-

maternal and paternal homologous chromosomes pair (i.e., 

-

-

somes by either crossing-over or recombination mechanisms 

homologous chromosomes separate into daughter cells, 

-

nal and/or paternal origin in each daughter cell. A second 

D.A. Payne
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 chromosomes, resulting in haploid cells (eggs or sperm) con-

 From Gene to Protein

The genomic DNA content is the same in all cells of the 

same person, unless mosaicism or cell-type specific gene 

rearrangements are present, and encodes all the genetic 

information for cellular function, in combination with the 

blueprints for the RNA and protein molecules present in 

any type of cell. Different parts of the genetic information 

are used by different types of cells to accomplish each 

cell’s specific function. DNA is used to produce RNA 

which in turn can be used to produce proteins by processes 

called transcription and translation, respectively. The 

regions of DNA that encode RNA for production of pro-

teins are called genes.

chromatin cannot produce gene products because proteins 

at this phase of replication. Regulation of such processes 

involves some long noncoding RNAs (lncRNA) that mediate 

36, 

37

permits the binding of specific proteins (e.g., RNA polymer-

ases) that synthesize mRNA and tRNA, which ultimately 

facilitate the production of gene products, specifically 

proteins.

Some RNA molecules function as the mediators between 

DNA and protein, while others have a regulatory function 

(discussed later in the chapter). RNA essentially is in the 

same language as DNA because, as nucleic acids, RNA can 

-

copying information from DNA to RNA is referred to as 

-

teins, must unwind the double-stranded DNA at the specific 

gene site to be copied into RNA, locate the polymerase 

binding site on one of the DNA strands, and generate a pri-

-

neous nuclear RNA (hnRNA) by reading the DNA strand in 

a 3′ ′ ′ 
to 3′
mRNA, and finally the DNA in the region of the gene 

bind RNA and proteins that regulate and coordinate gene 

locations of genes within the entire human genome 

human genome, the interest in understanding gene struc-

ture has increased with the goal of identifying disease-asso-

ciated genes [ ].

 Gene Structure

 Promoting Transcription

of the human genome, respectively [ ]. Not all transcribed 

-

scripts serve regulatory functions with many of these being 

lncRNAs (http://www.lncrnadb.org/). According to the 

-

1.1]), 

-

ases in combination with transcription factors to drive and 

Table 

′

Table 1.5

Name Sequence

3/4

YNYTRAY

NF-1

AATAAA

Splice acceptor

Splice donor

TATA
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are collectively called the promoter region of a gene. 

upstream of the first protein-coding codon of the gene. The 

-

promoter binding to the RNA polymerase and result in 

functions from the same promoter.

multiple proteins and/or regulatory RNA molecules, which 

catalytically modify and activate other bound proteins. 

). These bases initiate binding of a TATA- 

bind to and open the DNA strands downstream from the pro-

-

tion of the polymerase and initiation of transcription.

alter the efficiency of transcription. These variations may be 

base pair changes or base modifications. As previously men-

and initiate transcription. The strength of the binding is 

determined by how closely the promoter-binding sites 

the presence of modified bases near or distant from the pro-

-

41]. 

[ ]. As a result, a gene may appear to be unaltered or intact 

but may be transcriptionally silent due to methylated bases 

transcriptional activity occurs with gene-body methylation. 

The proposed mechanism of enhanced methylated gene- 

body associated transcriptional activity suggests that elonga-

tion efficiency and prevention of spurious initiations result 

from genes methylated in this manner [43]. These are just a 

 Elongation and Termination of the mRNA

Once the RNA polymerase binds to the promoter, transcrip-

-

merase reads the DNA in a 3′ ′ direction, while synthesis 

′ to 3′
bacteria, the complete transcript serves as the template for 

translation. Transcription ends with a termination process. 

The mRNA must be terminated in bacteria; termination of 

the transcript can result from attenuation or the formation of 

hairpin structures. Termination occurs at several sites beyond 

-

dent on bases near the stop codon [44 -

Promoter region

CCAAT TATAAA ATG GT AG
TAA

TAG or TGA

Protein-coding sequence Protein-coding sequence

Initiation
codon

Exon ExonIntron

Splice acceptor

site

Splice donor

site Termination

codon

Figure 1.5
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otic cell transcripts are polyadenylated, termination of 

transcription by a process similar to attenuation is not neces-

produced in the nucleus, this transcript is processed to form 

an mRNA by splicing to remove the non-protein coding 

from RNA to amino acids during protein synthesis. Splicing 

-

′ 
and 3′

u 

-

ceosome from recognizing and catalyzing the splicing event 

[ , 46]. Autoantibodies directed to or alterations in the 

steady-state level of the spliceosome may play a role in some 

diseases [47, ]. Alternate splicing may generate multiple 

may be spliced out in one mRNA molecule but retained in 

another. As a result, alternate splicing generates different 

-

script [49, ].

RNA transcripts entails trans-splicing (initially identified in 

Drosophila -

scripts form a hybrid molecule by using the splice donor 

from one transcript and the splice acceptor from the second 

-

the process is used for gene therapy applications, normal 

gene function has been restored from defective genes using 

trans-splicing [ , ]. Other therapeutic applications for 

catalytic RNA molecules involve innovative treatments for 

-

]. RNA 

editing involving adenosine deaminases acting on tRNAs 

(ADATs) changes transcripts that will ultimately produce 

different polypeptides (i.e., by converting adenosine into 

human apolipoprotein B (apoB) by introducing a stop codon 

resulting in a smaller protein in the intestine compared with 

the liver [ ].

-

script enhance the stability and transport of the mRNA. One 

such modification occurs immediately after the generation of 

-

′ ′
′ ′ cap. This 

transcript modification is cleavage at a polyadenylation sig-

′ end of the transcript, followed by 

polyadenylate polymerase. Mutations in the polyadenylation 

signal have been associated with altered transcriptional sta-

a more stable mRNA resulting in a gain of function [ ]. The 

poly-A tail facilitates transportation of the mature mRNA 

into the cytoplasm and protection of the transcript from deg-

polyadenylation signals, providing another level of variation 

for a single gene [ ].

After the completion of a full-length mRNA, posttran-

proceed to translation. RNA interference (iRNA) is mediated 

by short interfering RNAs (siRNAs) and microRNAs (miR-

-

NAs in that miRNAs are transcribed from a primary miRNA 

(pri-miRNA). Many miRNA promoters are found in Alu 

61, -

script forms a double-stranded hairpin structure which is 

resulting in a double-stranded hairpin pre-miRNA molecule. 

-

plasma where the dicer protein further digests the pre-

-

duced double-stranded RNA. At this point, both siRNA and 

and either translationally represses or cleaves the mRNA. The 

[63

with the initiation and progression of oncogenesis [64

addition, miRNAs also are regulated by epigenetic modifica-

tions [ ].

 Translation

DNA gene to produce a functional protein. This process 

changes the genetic information from a nucleic-acid-based 

language into an amino-acid-based language of polypeptides 

Following transportation of the mRNA into the cyto-

plasm, translation begins with the mRNA binding to a ribo-

protein-associated RNA molecules (Fig. 1.6). A ribosome is 

1 Basics of Molecular Biology
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-

of small RNAs (i.e., sRNAs) produce catalytic RNAs, such 

66 -

otes, rRNA molecules associate with proteins in the nucleo-

′ cap 

of translation.

genetic code (Table 1.6

mRNA that encodes an amino acid is called a codon. As seen 

in Table 1.6, the first and second nucleotide positions largely 

determine which amino acid is encoded by the mRNA codon, 

while the third base has less effect on which amino acid will 

mRNA codons are used to initiate (START) or terminate 

(Table 1.7). Thus, while one mRNA encodes only one pro-

-

eracy of the genetic code.

Synthesis of the encoded protein begins at the initiation 

which encodes a methionine amino acid. This methionine 

step in the translation process uses RNA molecules to bridge 

codons to the encoded amino acid in the growing polypep-

tide chain of the protein. Another set of RNA molecules, 

′ end of 

each type of tRNA binds the specific amino acid correspond-

alignment of each new amino acid (attached to the opposite 

growing polypeptide chain and occurs in the small subunit of 

the ribosome. The large subunit of the ribosome catalyzes 

growing polypeptide chain.

Translation ceases when the ribosome encounters a stop 

stop codon catalyze the addition of a water molecule rather 

completed polypeptide chain [67, ]. Some factors bound to 

the 3′ untranslated portion of the gene also affect termina-

to as tmRNAs as they have properties common to both tRNA 

-

nation codon (e.g., due to a rare codon), the tmRNA provides 

-

peptides and enables the ribosome to be released and recy-

69]. Additionally, some 

sRNA molecules regulate mRNA utilization through an anti-

sense mechanism [66].

 Structure of Proteins

Just as nucleic acids form various structures via intra- and 

intermolecular base pairing, proteins also assume various 

structures depending on the types and locations of amino 

how amino acid groups interact with neighboring amino 

The tertiary structure of a protein is created by amino acids 

-

the three-dimensional and functional conformation of the 

protein. The shape that is ultimately assumed by the protein 

depends on the arrangement of the different charged, 

uncharged, polar, and nonpolar amino acids.

Ribosome

AUG UUU UAG mRNA

tRNA

Protein

Met

Met

Phe

Phe

Pro

Pro

Ala

Ala Lys

Ly
s

5′

3′CCC GCC AAA

Figure 1.6 RNA translation. RNA is translated through binding events 

between the mRNA, a ribosome, tRNA, and amino acids, resulting in 

the production of a protein polypeptide chain. Reprinted with permis-
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 Posttranslational Modifications

After generation of the polypeptide chain of amino acids, 

additional enzymatic changes may diversify the function of 

the protein. These changes are termed posttranslational mod-

ifications and can include proteolytic cleavage, glycosyl-

ation, phosphorylation, acylation, sulfation, prenylation, and 

-

tion, selenium may be added to form selenocysteine. The 

adds this unusual amino acid.

 Mutations: Genotype vs Phenotype

function to create a phenotype, an outwardly observable 

phenotypic alterations. Some genotype changes are called 

synonymous mutations because the change in the codon does 

not change the amino acid. Sometimes these synonymous 

be altered by a synonymous mutation. Some of the mechanisms 

Table 1.6 The human genetic code

First base of codon Second base of codon

U C A G

U UUU UCU UAU UGU

Serine (Ser/S) Tyrosine (Tyr/Y)

UUC UCC UAC UGC

Serine (Ser/S) Tyrosine (Tyr/Y)

UUA UCA UAA UGA

Serine (Ser/S) STOP STOP

UUG UCG UAG UGG

Serine (Ser/S) STOP

C CUU CCU CAU CGU

Arginine (Arg/R)

CUC CCC CAC CGC

Arginine (Arg/R)

CUA CCA CAA CGA

Arginine (Arg/R)

CUG CCG CAG CGG

Arginine (Arg/R)

A AUU ACU AAU AGU

Threonine (Thr/T) Asparagine (Asn/N) Serine (Ser/S)

AUC ACC AAC AGC

Threonine (Thr/T) Asparagine (Asn/N) Serine (Ser/S)

AUA ACA AAA AGA

Threonine (Thr/T) Arginine (Arg/R)

AUG START ACG AAG AGG

Methionine (Met/M) Threonine (Thr/T) Arginine (Arg/R)

G GUU GCU GAU GGU

Valine (Val/V) Alanine (Ala/A) Aspartic acid (Asp/D)

GUC GCC GAC GGC

Valine (Val/V) Alanine (Ala/A) Aspartic acid (Asp/D)

GUA GCA GAA GGA

Valine (Val/V) Alanine (Ala/A)

GUG GCG GAG GGG

Valine (Val/V) Alanine (Ala/A)

Table 1.7

Codon Nuclear code Mitochondrial code

Stop Trp

Met

Arg Stop

Arg Stop
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associated with deleterious synonymous mutations include 

-

tein by using codons encoding rare anticodons [ ]. The 

mechanisms by which synonymous mutations create pheno-

interpretation of these mutations difficult.

Missense mutations refer to genetic changes that result in 

the incorporation of a different amino acid at a specific codon 

location. These changes may not dramatically alter the pro-

tein if the replacement amino acid is similar in size and charge 

replacement of an amino acid with a different type of amino 

acid may significantly change the conformation of the protein 

-

mia, a valine replaces a glutamic acid at a single position and 

permits the polymerization of the beta globin molecules to 

conformers) provide the mechanism for diseases ranging 

Nonsense mutations describe base changes that replace an 

amino-acid-encoding codon with a stop codon, which causes 

premature termination of translation and results in a truncated 

protein [71]. Truncation may result from the addition or dele-

tion of one or two nucleotide bases, resulting in a shift in the 

translational reading frame. Frameshifts often result in pre-

mature termination when stop codons are formed downstream 

from the mutation. Alterations in splice donor or acceptor 

sites may either erroneously generate or prevent appropriate 

[

affecting the promoter, enhancer, or polyadenylation signals 

phenotypic change. Not all genotypic changes affect the phe-

to cause incorporation of a different amino acid.

single-nucleotide variants and other types of variants have 

been identified, demonstrating the individual nature of 

human beings. Numerous studies currently target correlating 

genotype variations to disease phenotypes. These efforts, in 

combination with improved understanding of gene structure 

and function, promise continued improvement for diagnosis, 

treatment, and patient outcomes in the future.
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        Introduction 

 Molecular pathology is based on the principles, techniques, 
and tools of molecular biology as they are applied to medical 
practice in the clinical laboratory. These tools were devel-
oped in the research setting and perfected throughout the 
second half of the twentieth century, long before the Human 
Genome Project (HGP) was conceived. Molecular biology 
methods were used to elucidate the genetic and molecular 
basis of many diseases, and these discoveries ultimately led 
to the fi eld of molecular pathology. Eventually the insights 
these tools provided for laboratory medicine were so valu-
able to the armamentarium of the pathologist that they were 
incorporated into pathology practice. Today, clinical molec-
ular testing continues to grow rapidly as in vitro diagnostic 
companies develop new kits for the marketplace and as the 
insights into disease that have been gained as a result of the 
HGP develop into clinical laboratory tests. 

 Molecular pathology is a natural extension of anatomic 
and clinical pathology. As molecular research identifi es the 
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most fundamental causes and markers of disease, clinical 
testing of human and pathogen genetic material has become 
routine in laboratory medicine. Underlying sequences and 
variations responsible for genetic diseases, cancers and 
infectious diseases are being discovered and used in clinical 
molecular tests. Some have become routine tests in  molecular 
pathology and are described in detail elsewhere in this book. 

 In this chapter, fundamental and more advanced molecu-
lar biology techniques, as practiced in the molecular pathol-
ogy laboratory, are reviewed. The entire fi eld of molecular 
pathology is relatively new, having begun in the 1980s and 
matured through the 1990s. The new century has brought 
important advances in automated nucleic acid preparation 
[ 1 – 3 ], polymerase chain reaction (PCR), real-time PCR, 
deoxyribonucleic acid (DNA) sequencing, genomic microar-
rays, and, most recently, massively parallel sequencing of 
large portions of the genome. More and more, the underlying 
biochemistry occurring in laboratory instruments may be 
invisible to the user. The goal of this chapter is to describe 
the principles of these methods so that practitioners have 
adequate information for instrument troubleshooting and test 
interpretation. 

 Gene products, such as proteins and polypeptides, are 
molecules and could technically be classifi ed within “molec-
ular pathology.” This chapter focuses on nucleic acid meth-
ods, including investigation of DNA and ribonucleic acid 
(RNA). The fi eld will eventually move beyond genomics to 
proteomics. Proteomics is not addressed in this chapter since 
clinical proteomics is in extremely limited practice in molec-
ular pathology today (see Chap.   61    ). 

    Basic Science Discoveries: The Foundation 

 Molecular pathology techniques are rooted in fundamental 
molecular biology discoveries of the 1940s–1980s [ 4 ]. The 
clinical laboratory application of molecular biology tech-
niques would not be possible without the discovery by 
Griffi th and Avery that nucleic acid is the genetic material. 
The foundation of work by Chargaff and Franklin was capi-
talized on by Watson and Crick, who elucidated the structure 
of DNA. Understanding DNA structure is seminal to under-
standing nucleic acid hybridization, which is central to 
almost all molecular methods used in the clinical molecular 
pathology laboratory. Additionally, work by Nirenberg 
(unraveling the genetic code), Wilcox, Smith, Nathans, and 
others (use of restriction endonucleases for DNA manipula-
tion), Baltimore and Temin (discovery of RNA-dependent 
DNA polymerase or reverse transcriptase), Britten and Davis 
(hybridization kinetics), Kornberg and Okazaki (work on 
DNA polymerases and DNA replication, respectively), 
Southern (development of solid-phase DNA hybridization, 
i.e., the Southern blot), Sanger, Maxam, and Gilbert (devel-

opment of DNA sequencing), Mullis (discovery of PCR 
for in vitro nucleic acid amplifi cation), and their scientifi c 
collaborators and competitors led to a refi ned understanding 
of how DNA may be manipulated in vitro for research and 
ultimately clinical molecular testing purposes.   

    General Methods 

    Nucleic Acid Isolation 

 The fi rst step of most molecular pathology tests is isolation 
of DNA or RNA from a patient specimen, by either manual 
or automated methods. Nucleic acid purifi cation begins with 
lysis of the cells in the sample. Cell lysis liberates cellular 
macromolecules including proteins, lipids, and nucleic acids. 
Cell lysis can be accomplished using a detergent solution to 
break cell membranes and remove lipids. Proteins are enzy-
matically degraded with protease or selectively precipitated. 
Protein digestion is performed at about 56 °C which perma-
nently denatures many proteins but does not affect nucleic 
acids. This process is followed by selective nucleic acid 
extraction that takes advantage of the physical and chemical 
differences between nucleic acids and other cellular mole-
cules, forming the basis for their isolation. The nucleic acid 
is then purifi ed from the soluble contaminants produced in 
the extraction method by precipitation in an ethanol–salt 
solution. Variations on this theme that combine extraction 
and purifi cation are the selective adsorption of nucleic acids 
to silica columns under chaotropic salt conditions or mag-
netic bead chemistry. The isolated nucleic acid is resus-
pended in a dilute salt buffer, for example, 10 mM Tris/1 or 
0.1 mM EDTA pH 7.6–8.0 (TE buffer). 

 The initial lysis step is modifi ed according to the speci-
men. If the specimen is fresh or frozen solid tissue, the tissue 
is fi rst homogenized in an appropriate buffer (often TE buf-
fer). If the specimen is formalin-fi xed, paraffi n-embedded 
(FFPE) tissue, the paraffi n is removed with an organic sol-
vent such as xylenes, followed by rehydration through an 
alcohol series to a dilute salt buffer before protease diges-
tion. FFPE tissue also is heated during the prolonged prote-
ase digestion step to reverse formalin cross-linking between 
proteins (primarily histones) and nucleic acids. Although 
this reduces the degree of nucleic acid shearing in subse-
quent vortexing or centrifugation steps, DNA longer than 
that packaged into a nucleosome (about 200 base pairs [bp]) 
is diffi cult to recover from FFPE tissue. Whole blood speci-
mens may require Ficoll separation and a centrifugation step 
to separate the DNA-containing white blood cells (WBCs) 
from the erythrocytes prior to recovery of nucleic acids from 
WBCs because of the inhibition of PCR by hemoglobin. 
This blood fractionation step generally is not performed in 
automated nucleic acid extraction instruments. 
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    Organic (Phenol) Extraction 
 Nucleic acids have a strong net negative charge because of 
the phosphate groups in the sugar–phosphate backbone, and 
thus are highly soluble in an aqueous environment. By con-
trast, proteins, lipids, and carbohydrates contain varying 
 proportions of charged and uncharged domains producing 
hydrophobic and hydrophilic regions. This difference makes 
proteins entirely soluble in organic solutions or confi nes 
them to the interface between the organic and aqueous phases 
during an organic extraction. This characteristic forms the 
basis for phenol–chloroform extraction, in which phenol is 
added to an aqueous solution containing cellular constitu-
ents, mixed, and then centrifuged to separate the aqueous 
and organic phases. If the pH of the extraction is near neu-
tral, both DNA and RNA stay in the aqueous phase, while 
proteins are in the phenol–chloroform phase or aqueous- 
phenol interface. If the pH is acidic, the phosphate groups of 
DNA are preferentially neutralized, driving DNA into the 
organic phase (or interface) and allowing RNA to be selec-
tively extracted. This method produces high-quality nucleic 
acids but is relatively labor-intensive, employs hazardous 
chemicals, and produces liquid organic waste.  

    Ethanol–Salt Precipitation 
 Nucleic acids can be precipitated in an aqueous solution by 
the addition of concentrated ethanol and salt. Ethanol makes 
the solution hydrophobic, while salt increases the ionic 
strength of the solution, thereby reducing the repulsion of the 
negatively charged sugar–phosphate backbone of nucleic 
acids. Centrifugation allows the nucleic acid precipitate to be 
collected and resuspended in a dilute salt buffer (TE buffer).  

    Chaotropic Salt-Silica Column Extraction 
 Chaotropic salts, such as sodium iodide (NaI) or guanidin-
ium isothiocyanate (GITC), disrupt the structure of water, 
promoting the solubility of nonpolar substances, such as pro-
teins, in polar solvents, such as water. Saturated chaotropic 
salts also promote the adsorption of nucleic acids to glass or 
silica columns. Nucleic acids are purifi ed by a series of 
washing steps including reducing agents, such as sodium 
azide, to further remove contaminants and inhibit remaining 
enzymes. The nucleic acids are eluted from the column with 
a dilute, nonchaotropic salt buffer. Since the method is sim-
ple, fast, offered in commercial kits by several manufacturers 
and adaptable to high-throughput robotic nucleic acid isola-
tion, this method is widely used by clinical molecular 
laboratories.  

    Magnetic Bead Extraction 
 Another solid phase extraction method uses ligand-coated 
magnetic beads to capture nucleic acids. After cell lysis, 
DNA molecules are attracted to the ligands on the magnetic 
beads. The beads are immobilized by a magnet, allowing 

multiple washings of the bound nucleic acids to remove 
proteins and other contaminants. The nucleic acids then are 
eluted from the ligands on the magnetic particles with an 
elution buffer. Magnetic bead extraction chemistries are 
widely available commercially, and ideal for automation and 
use in high test volume settings.   

    RNA vs DNA Isolation 

 DNA is the repository of genetic information, which is then 
transcribed into RNA. RNA is the major constituent of ribo-
somes (ribosomal RNA or rRNA), forms transfer RNA 
(tRNA) and messenger RNA (mRNA) which are central in 
protein translation, and plays a regulatory role in gene 
expression as microRNA (miRNA) and long-noncoding 
RNA (lncRNA). DNA is a hardy molecule present at stable 
cellular levels (with the exceptions of gene amplifi cation and 
deletion in tumor cells). In contrast, the level of RNA corre-
sponding to a gene can fl uctuate dramatically within a very 
short time in response to changes in a cell’s microenviron-
ment and functional needs. This fl uctuation results from 
changes in both the rate of transcription and degradation of 
RNA species. 

 DNA is relatively easy to isolate and store because deoxy-
ribonucleases (DNases) are easily denatured by heating or 
inhibited by sequestration of divalent cations needed for 
their function. RNA, by contrast, is rapidly degraded by a 
variety of ribonuclease (RNase) enzymes that are replete 
within the cell and on the skin surface. While this is neces-
sary for cellular homeostasis, the ubiquity of RNases is prob-
lematic for the molecular analysis of RNA. RNases are very 
stable, active in virtually any aqueous environment, and can 
regain their activity after denaturation. As a result, RNA is 
subject to rapid degradation by RNases in most laboratory 
settings, making RNA a notoriously labile molecule. In addi-
tion, RNA is inherently chemically unstable under physio-
logical conditions, primarily due to the spontaneous cleavage 
of the backbone phosphodiester linkages by intramolecular 
transesterifi cation reactions involving the 2 -hydroxyl group 
of the ribose. This contrasts with DNA which lacks the reac-
tive hydroxyl group in its deoxyribose sugar group, resulting 
in an inherently greater stability. The rate of degradation var-
ies among RNA species, leading to further analytical com-
plexity for the clinical molecular laboratory. 

 RNA analysis depends on successful RNA isolation and 
preservation. The overall techniques are similar to those 
described above for DNA isolation, but with the mandatory 
addition of steps to inhibit or degrade cellular RNases and 
prevent their reintroduction into the isolated RNA. RNA iso-
lation must be performed promptly after specimen collection, 
particularly if RNA quantitation is desired. If RNA isolation 
is delayed, the sample should be stored at −80 °C, or at an 
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intermediary isolation point in a stable buffer with RNase 
inhibitors. Scrupulously clean laboratory technique is 
required, including careful cleansing of laboratory equipment 
with bleach, autoclaving of glassware, preparation of reagents 
with nuclease-free water, and wearing and frequently chang-
ing gloves. Addition of GITC or β-mercaptoethanol to the 
RNA isolation reagents inhibits or denatures RNases present 
in the sample. The isolated RNA is rehydrated in water or TE 
buffer that is nuclease free, and stored at −80 °C to further 
inhibit the activity of any residual RNases. 

 Despite these diffi culties, RNA is valuable in the clinical 
molecular laboratory for several reasons. Many clinically 
signifi cant viruses, such as human immunodefi ciency virus 
(HIV) and hepatitis C virus (HCV), have RNA genomes. 
Quantitation of RNA provides an important measure of gene 
expression, which can be used in the diagnosis or monitoring 
of disease. In addition, mRNA does not contain introns, 
which is an advantage when analyzing neoplastic transloca-
tions with variable intronic breakpoints such as  BCR – ABL  
[ 5 ]. An advancement is the availability of blood collection 
tubes containing a preservative solution that increases RNA 
stability at room temperature (PAXgene, Qiagen Valencia, 
CA), allowing a longer timeframe from collection to purifi -
cation without RNA degradation.  

    Nucleic Acid Measurement for Quantity 
and Quality 

 Nucleic acid quantitation is optional for many protocols that 
utilize in vitro nucleic acid amplifi cation. Some methods, 
however, require use of accurate quantities of nucleic acid 
necessitating assessment of the yield and concentration of 
purifi ed nucleic acids, which is typically done using ultravio-
let (UV) spectrophotometry. The absorbance of a nucleic 
acid solution is measured at several wavelengths. The maxi-
mal absorbance for nucleotides is at 260 nm of UV light 
( A  260 ), while for proteins the maximal absorbance is at 
280 nm ( A  280 ). Nucleic acids can therefore be quantifi ed by 
the  A  260  measurement, while the  A  260 / A  280  ratio provides an 
estimate of the purity of the sample. Pure DNA has an  A  260  of 
1.0 at a concentration of 50 μg/ml and an  A  260 / A  280  ratio of 
1.8, while pure RNA has an  A  260  of 1.0 at a concentration of 
40 μg/ml and an  A  260 / A  280  ratio of 2.0. Lower  A  260 / A  280  ratios 
indicate the presence of protein in the solution. Other con-
taminants can be detected by their absorbance at other wave-
lengths, such as phenol at  A  270  and guanidinium at  A  230 . 

 Ethidium bromide (EtBr) intercalates into DNA strands, 
causing DNA to fl uoresce upon illumination with UV light. 
The fl uorescence intensity of EtBr correlates with the num-
ber of base pairs of DNA in which the EtBr is intercalated, 
which is a function of both the size (length) and quantity of 
the DNA fragment. Therefore, by staining sample DNA with 

EtBr in an electrophoresis gel and comparing the brightness 
to mass standards in adjacent lanes, the quantity of DNA can 
be estimated. This provides a convenient system for estima-
tion of post-PCR DNA quantity prior to sequencing. More 
importantly, the image of the EtBr-stained sample DNA can 
be used to assess DNA quality. High-quality, substantially 
intact genomic DNA forms a single band close to the well 
which serves as the origin of electrophoresis. In contrast, 
DNA degradation is apparent as a smear of EtBr-stained 
DNA extending downward from the well. EtBr is mutagenic 
and produces light background staining and, therefore, 
largely has been replaced in the clinical laboratory by other 
intercalating dyes such as SYBR Green.  

    Electrophoresis 

 In electrophoresis, an electric fi eld is used to separate charged 
molecules by differential mobility in a sieving matrix that 
can be either liquid or solid (gel). The differential mobility is 
determined by the size of the molecule and its conformation, 
the net charge of the molecule (as modifi ed by pH), tempera-
ture, and the pore size of the matrix. DNA, being negatively 
charged, migrates towards the anode (+) when an electric 
fi eld is applied to an electrolyte solution. The size of DNA 
can be modifi ed by restriction endonuclease digestion (see 
below), rendering DNA fragments small enough to be mobile 
in the matrix. Nucleic acid conformation can be modifi ed 
with denaturing conditions prior to or during electrophoresis. 
Nucleic acids usually are electrophoresed at a slightly alka-
line pH to ionize all phosphate groups in the backbone of the 
molecule, enhancing the negative charge which allows 
nucleic acids to be moved in the electrophoretic fi eld. 

 The pore size of the matrix is determined by the composi-
tion and concentration of the polymer. For any given pore 
size, the mobility of a molecule through the matrix is inversely 
proportional to the log of its size. Therefore, for a given size 
difference between two molecules, the difference in the rate 
of migration will be substantially less if both molecules are 
large. The limiting mobility is defi ned as the rate of migration 
through the gel at which large molecules can no longer be 
separated for any given pore size. This may be related to the 
tendency of sections of long DNA fragments to “snake” 
through different pores in the gel, retarding the mobility of 
the fragment. The limiting mobility of gels can be overcome 
by using pulsed fi eld gel electrophoresis (PFGE), in which 
the voltage gradient is periodically reoriented. 

    Polyacrylamide Gels 
 In clinical molecular laboratories, the matrices used most 
commonly are acrylamide and agarose. Polyacrylamide gels are 
formed by cross-linking acrylamide monomers with bisacryl-
amide in the same salt buffer used for electrophoresis and 
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pouring the solution in a thin space between two glass plates. 
A comb is inserted at one edge between the plates to form 
wells for sample insertion. After the gel has formed, the 
plates are mounted in a vertical electrophoresis unit such that 
the gel forms a bridge between two buffer chambers. 
Samples, controls, and sizing standards are mixed with a 
loading buffer containing a dye to track the progress of elec-
trophoresis and glycerol to increase the density of the aque-
ous samples so the samples sink to the bottom of the wells, 
then loaded into the wells. Electrodes are attached to the buf-
fer chambers and connected to a power supply providing 
constant voltage. After electrophoresis, the glass plates are 
separated and the gel is soaked in EtBr (or another intercalat-
ing agent) solution. DNA is visualized by EtBr staining 
under UV light. Polyacrylamide forms very small pores and 
is useful for high resolution of DNA fragments from 100 to 
1,000 bp. However, polyacrylamide gels are thin and fragile, 
the glass plates are cumbersome to work with, and nonpo-
lymerized acrylamide is a lung irritant and neurotoxin; there-
fore, alternatives to polyacrylamide gel electrophoresis are 
desirable in the clinical laboratory. Although more costly, 
precast acrylamide gels are commerically available to cir-
cumvent the biohazards of nonpolymerized acrylamide.  

    Agarose Gels 
 Agarose gels are formed by boiling an agarose gel powder 
until the agarose has completely dissolved in the same buffer 
used for electrophoresis, optionally adding EtBr (or another 
intercalating agent), then pouring the solution into a horizon-
tal casting tray. One or more gel combs can be used to form 
rows of wells in the agarose. After cooling and polymeriza-
tion, the gel is loaded in a horizontal electrophoresis appara-
tus and covered with buffer in a single chamber. DNA is 
mixed with a loading buffer, as described above for acryl-
amide gels, wells are loaded and electrophoresis performed 
as described above. Agarose gels have a larger pore size than 
acrylamide gels. Agarose gels with a concentration of 1 % 
are used to separate DNA fragments of 1–20 kilobases (kb), 
while higher concentration gels are useful to separate smaller 
DNA fragments. Agarose gels are thicker and more stable 
than polyacrylamide gels but do not provide the same degree 
of resolution. Agarose is safer than acrylamide but still must 
be handled and disposed of with care if the gel contains EtBr. 
Other modifi ed agarose compounds are available that can be 
mixed in various ratios with standard agarose to increase the 
resolution of agarose gels. Like acrylamide gels, precast aga-
rose gels are commerically available.  

    Capillary Electrophoresis 
 Capillary electrophoresis (CE) is a widely used separation 
technology for analysis of proteins, peptides, chemicals, 
natural products, pharmaceuticals, and DNA. CE systems 
are commercially available and generally provide more con-

sistent and standardized results with less time and effort than 
gel electrophoresis. Using CE, DNA fragments are rapidly 
separated with a high-voltage gradient, because the capillary 
dissipates heat quickly. Therefore, one CE run takes approxi-
mately half an hour or less, and if 8, 16, or more capillaries 
are run simultaneously, the process reduces the time from 
standard electrophoresis, which requires 3–4 h. This is a sig-
nifi cant time savings in the clinical laboratory for applica-
tions such as DNA sequencing. CE enables more standardized 
results, maximization of workforce effi ciency, increased pro-
ductivity and throughput, and the potential for error reduc-
tion. CE also uses smaller sample volumes. As such, CE has 
become the method of choice for most clinical molecular 
laboratories. 

 In CE, electrophoretic separation takes place in a capil-
lary tube ranging in length from 25 to 100 cm and approxi-
mately 50–75 μm in diameter. Most capillary tubes are made 
of glass (silica) walls that often are covered with an external 
polyimide coating. Acid silanol groups impart a negative 
charge on the internal wall of the capillary. A low-viscosity 
acrylamide-based fl owable polymer acts as the electrolyte 
solution and sieving matrix within the silica capillary, and is 
responsible for the conductivity of current through the capil-
lary. Polymer concentration affects the pore size and move-
ment characteristics of the DNA through the capillary. 

 A small section of the capillary coating is removed at one 
end of the capillary to create a detection window. The detec-
tion window is optically aligned with the detection system of 
the instrument. The detection system often includes either a 
diode or argon laser combined with a charge-coupled device 
(CCD) camera or fi lter wheel and photomultiplier tube. The 
opposite end of the capillary and electrode is used for sample 
injection by electrokinesis. In electrokinetic injection, the 
capillary and electrode are moved into the sample well. The 
sample enters the capillary when a voltage of 2–5 kV is 
applied for approximately 5–15 s. The voltage causes sample 
ions including DNA to migrate electrophoretically into the 
capillary in a fl at fl ow profi le. Electrokinetic injection pro-
duces increased resolution compared to hydrodynamic injec-
tion, which produces a laminar (curved) fl ow profi le. After 
the injection, the capillary and electrode are returned to a 
buffer reservoir for the separation. The DNA fragments sepa-
rate by size and charge during migration through the capil-
lary (smaller fragments moving more quickly than larger 
fragments) and are detected through the window at the far 
end of the capillary. 

 In the clinical molecular laboratory, DNA sequencing and 
DNA fragment sizing and/or quantitation are the most com-
mon applications performed on CE instruments. One nega-
tive aspect of CE as opposed to older polyacrylamide gel 
technology is that CE is more sensitive to contaminants and 
DNA concentration. DNA, being negatively charged, 
migrates into the capillary when voltage is applied. If there 
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are any other charged particles in the sample, they also are 
injected into the capillary. For example, salt is an ionic 
 competitor. If salt is present, the fl uorescent signal intensity 
of the sample will be greatly reduced because of ionic com-
petition during the brief injection. Proper sample preparation 
is therefore a key to successful CE. 

 After a post-reaction purifi cation step, if needed for the 
specifi c CE application, DNA samples are resuspended in a 
sample loading solution. High-quality deionized formamide 
often is used as the sample loading solution. If DNA is dena-
tured prior to CE, the formamide maintains the denatured 
state of DNA and provides a very stable environment for 
fl uorescent dyes. Following the post-reaction purifi cation 
and resuspension of products, the samples are ready for anal-
ysis on the CE instrument. The fragments are injected into 
the capillary and detected by laser-induced fl uorescence, and 
data are generated for analysis using software supplied by 
the manufacturer for different CE applications.   

    Restriction Endonucleases 

 Restriction endonucleases (REs) cleave DNA at specifi c 
nucleotide recognition sequences. Restriction endonucleases 
are naturally occurring proteins produced by and purifi ed from 
bacteria. Each bacterial species contains one or more REs, 
each recognizing a unique sequence of base pairs in double-
stranded DNA, called recognition sites (most commonly 
4–8 bp long). The natural function of REs within bacteria is to 
digest and inactivate foreign DNA (such as bacteriophage 
DNA). The frequency of recognition sites in target DNA for 
any given RE is inversely proportional to the size of the recog-
nition site. Some REs do not cleave DNA when their recogni-
tion sites are methylated; this can be useful in certain clinical 
laboratory applications such as detection of imprinted genes in 
genetic diseases or promoter hypermethylation in tumors. 
Some mutations occur at RE recognition sites and can be 
detected by a change in the RE digestion pattern of a PCR 
product or genomic DNA. Unique DNA restriction fragment 
patterns are generated by digestion with different REs, creat-
ing a range of DNA restriction fragment sizes, which can be 
fractionated and detected using agarose gel electrophoresis. 
Restriction endonuclease digestion is commonly used as a 
component of clinical molecular tests.   

    Specifi c Methods 

    DNA Sequencing 

 The ability to sequence DNA has been essential to the fi eld 
of molecular pathology because sequence information is a 
prerequisite for PCR, PCR alternatives, and hybridization 

with probes necessary for successful Southern blot analysis. 
The method for DNA sequencing developed by Sanger, 
Nicklen, and Coulson [ 6 ] is the basis for most DNA sequenc-
ing performed both in clinical laboratories and for the HGP. 

 The Sanger sequencing reaction uses a single DNA primer 
and DNA polymerase resulting in linear, rather than the 
exponential, PCR amplifi cation (see below). Components 
essential to the Sanger sequencing reaction include: (1) DNA 
template that is purifi ed and quantitated; (2) sequence- 
specifi c primers, complementary to the opposite strands and 
ends of the DNA region to be sequenced, which is desalted 
and usually purifi ed by high-performance liquid chromatog-
raphy (HPLC); (3) small proportions of dideoxynucleoside 
triphosphates (ddNTPs) in addition to the conventional 
deoxyribonucleoside triphosphates (dNTPs) used in DNA 
sequencing reaction; and (4) an electrophoresis technique 
capable of clearly distinguishing single nucleotide length 
differences in DNA strands dozens or hundreds of nucleo-
tides in length. Dideoxynucleotides differ from deoxynucle-
otides by having a hydrogen atom attached to the 3  carbon 
rather than an hydroxyl (-OH) group, which is present on the 
deoxynucleotide. Because the ddNTPs lack a 3 -OH group, 
elongation of the newly polymerized DNA chain cannot 
occur once a ddNTP has been incorporated (arabinonucleo-
sides also can be used as inhibitors of elongation). The end 
result is a set of newly synthesized DNA chains that are com-
plementary to the template DNA but that vary in length, with 
the length determined by the point at which the ddNTP was 
incorporated into the 3  end of the chain. 

 In the original paper, four reactions were performed for 
each template, with the addition of a single inhibitor to each, 
ddGTP, ddATP, ddTTP, or araCTP [ 6 ]. The DNA chains 
were separated by polyacrylamide gel electrophoresis under 
denaturing conditions and visualized using (α- 32 P)-dATP on 
a radio-autograph. The four reactions were run in consecu-
tive lanes of the gel, and the complementary DNA sequence 
was determined by manual inspection based on the size of 
each chain, and the specifi c ddNTP in the reaction. As 
sequencing techniques evolved, radioactive labeling was 
replaced by fl uorescent labeling. Two major categories of 
fl uorescent labeling are used for sequencing. In dye-primer 
labeling, the sequencing primer is labeled, and the sequenc-
ing reaction requires four tubes differing only in the incorpo-
ration of the specifi c ddNTP. In dye-terminator labeling, the 
sequencing primer is unlabeled and instead each ddNTP is 
labeled with a different fl uorophore, thus enabling the entire 
sequencing reaction to be performed in a single tube. Dye- 
primer labeling may be used in fragment analysis for detec-
tion of microsatellite instability, loss of heterozygosity, 
forensic identifi cation, or allogeneic bone marrow transplan-
tation monitoring using short tandem repeat polymorphisms. 
Automated sequencers recognize both the size of the DNA 
chain and the fl uorescent color of the chain to assign the 
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nucleotide sequence, and also function as precise detectors 
for fragment analysis [ 7 ]. 

 Conventional DNA sequencing with polyacrylamide gel 
electrophoresis (whether using manual or automated 
sequence detection) is time-consuming and labor-intensive. 
The introduction of CE facilitated the use of sequencing and 
fragment analysis by the clinical laboratory [ 8 ]. The sequenc-
ing reaction products are purifi ed by ethanol precipitation or 
a chaotropic salt-silica column technique before injection 
into the CE unit to remove excess salts, dyes, and unincorpo-
rated primers that would compete for injection into the capil-
lary. Numerous protocols and commercial kits are available 
for the post-reaction purifi cation. After the post-reaction 
purifi cation step, samples are resuspended in a sample load-
ing solution containing high-quality deionized formamide to 
denature the DNA. Formamide also provides a very stable 
environment for fl uorescent dyes. The fragments are injected 
into the capillary, detected by laser-induced fl uorescence, 
and rendered into sequence by the analysis software. An 
electropherogram of the DNA sequence is generated by the 
detection software by correlating the fl uorescent intensity of 
each dye wavelength corresponding to a specifi c ddNTP as a 
function of migration time. 

    Examples of Applications of DNA Sequencing 
     1.     CFTR  mutation analysis for cystic fi brosis   
   2.     BRCA1  mutation analysis for breast/ovarian cancer   
   3.     CEBPA  mutation analysis for acute myeloid leukemia 

(AML)   
   4.    High-resolution human leukocyte antigen (HLA) typing 

for allogeneic bone marrow transplantation       

    Southern Blot 

 The Southern blot was developed by E.M. Southern in 1975 
and was the fi rst molecular biology tool to have a major 
impact on clinical molecular pathology. The Southern blot is 
in limited use, having been largely replaced by amplifi cation 
methods. Development of the Southern blotting was based 
on prior knowledge of nucleic acid isolation, gel electropho-
resis, RE digestion, and nucleic acid probe labeling for 
detection of DNA sequences of interest. 

 The Southern blot is a labor-intensive, time-consuming 
clinical laboratory method [ 9 ]. High-quality DNA is iso-
lated from a patient specimen, subjected to RE digestion, 
and then separated by size (fractionated) by agarose gel 
electrophoresis. “Blotting” is the transfer of the fractionated 
DNA from the gel to a solid support such as a nylon mem-
brane. A small piece of DNA complementary to the sequence 
of interest for the test being performed is labeled in one of a 
variety of ways and called a probe. The probe is hybridized 

to the fractionated DNA on the membrane, and then the 
location of the probe (and the DNA fragments relevant to 
the test) is detected using the probe label. This detection 
step allows the gene of interest to stand out from the vast 
background of DNA present in the sample. If the banding 
pattern visualized on the membrane is different from the 
normal pattern, this may be indicative of a mutation in the 
targeted sequence. As examples, a more intense probe sig-
nal indicates sequence amplifi cation, lack of a signal indi-
cates sequence deletion, and a shift in the band size indicates 
a change in a RE recognition site. 

 Because no amplifi cation of target DNA occurs, Southern 
blot analysis requires a large mass of DNA. Because the 
banding pattern depends on the specifi c cuts made by the RE 
and not just random DNA breaks, the DNA must be largely 
intact and of high molecular weight. Therefore, electropho-
resis of the isolated DNA to be used for a Southern blot test 
prior to analysis is important for assessing the integrity of the 
DNA, since only a small degree of DNA degradation is toler-
able. Degraded DNA may produce false-negative results if a 
signal from high-molecular-weight DNA is expected, while 
false-positive results may occur if partially degraded DNA 
results in unusually sized bands. Fortunately, most tests in 
the clinical molecular laboratory today are based on PCR, 
which is less affected by DNA degradation. Polymorphisms 
within RE recognition sites also change banding patterns, a 
principle used to advantage in other molecular tests. 

 The physical movement of the DNA from the gel to the 
membrane may be accomplished by manual capillary trans-
fer, automated vacuum transfer, or electrotransfer. DNA in 
the gel fi rst is “conditioned”: depurination with dilute HCl 
and subsequent denaturation with NaOH. Dilute and brief 
acid treatment causes hydrolysis of the DNA phosphodiester 
backbone to occur spontaneously at the sites of depurination. 
This acid-induced fragmentation facilitates effi cient transfer 
of the highest-molecular-weight DNA species from the gel 
to the membrane, but does not alter the original size fraction-
ation achieved by RE digestion and electrophoresis. Alkali 
treatment denatures double-stranded DNA (dsDNA) to 
single- stranded DNA (ssDNA), essential for subsequent 
nucleic acid hybridization with a labeled ssDNA probe. The 
DNA is permanently fi xed to the membrane by thoroughly 
drying the blot in an oven or by exposing the blot to a precise 
amount of UV irradiation. 

 DNA probes are labeled before use in hybridization 
assays to permit visualization of probe–target binding. Note 
that in reverse hybridization assays, described below, unla-
beled probes are immobilized and the target is labeled during 
the amplifi cation step that precedes hybridization. Probe 
labels may be isotopic or nonisotopic. High-specifi c-activity 
DNA probes may be generated by in vitro biochemical reac-
tions that synthesize new DNA from dNTPs, using the probe 
as a template. One type of the dNTPs is labeled with a 
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reporter molecule such as  32 P, biotin, or digoxigenin. When 
incorporated into the newly synthesized DNA, the labeled 
dNTP, even though it is only one of the four dNTPs in the 
DNA probe, is suffi cient to label the entire probe for detec-
tion. The probe is used in vast molar excess relative to the 
target DNA in nucleic acid hybridization to drive the hybrid-
ization reaction to occur as quickly as possible. 

 The blot is immersed in prehybridization buffer to prepare 
the DNA on the blot for hybridization with a probe. 
Prehybridization buffer contains blocking agents included to 
minimize unwanted nonspecifi c DNA probe binding that 
would otherwise contribute to high background on the fi nal 
image of the Southern blot used to view the results and make 
diagnostic conclusions. The prehybridization step equili-
brates the membrane and blocks sites on the nylon mem-
brane without DNA to prevent the probe from binding 
nonspecifi cally and increasing background nonspecifi c sig-
nal. A large volume of blocking agent is therefore advanta-
geous. Addition of the labeled probe to the blot begins the 
hybridization phase of the Southern blot process. A small 
volume of buffer is used to facilitate probe and target specifi -
cally fi nding each other, thereby promoting hybridization. 
Hybridization takes several hours to overnight at an appro-
priate temperature determined by multiple variables: con-
centrations of the two species; time permitted for 
hybridization; complexities of the nucleic acids involved; 
length of the probe and its target and their complementarity 
to each other (or degree of mismatch); pH; temperature; and 
ionic strength of the buffer used. 

 After hybridization, the blot is washed with buffers con-
taining sodium chloride and detergent to remove excess probe 
and reduce background nonspecifi c hybridization of the 
probe. Sodium chloride concentration and stringency are 
inversely related: the lower the sodium chloride concentra-
tion, the more stringent the wash condition. Increasingly 
stringent washes remove more nonspecifi cally bound probe. 
The temperature of the wash buffer and stringency are directly 
related: high-temperature washes are more stringent than 
low-temperature washes and further contribute to hybridiza-
tion specifi city. When appropriately stringent washing of the 
blot is complete, only the specifi c hybrids of interest should 
remain. Visualization of these specifi c hybrids, which appear 
as bands, is achieved by autoradiography for radioactive 
probes or by luminography for chemiluminescent probes. 
Biotinylated probes are visualized by chemical reactions, 
resulting in insoluble colored precipitates at the site of hybrid-
ization on the blot itself that serve as the endpoint (this is also 
the detection scheme used in the line probe assay; see below). 
Simple visual inspection of the blot or the radiograph is used 
for both isotopic and nonisotopic Southern blots to determine 
the position where the labeled probe hybridized to its target 
patient DNA. That position, relative to detection of appropri-

ate controls and the distance of migration from the gel wells, 
allows interpretation. 

 Northern blotting is an extension of Southern blotting that 
uses RNA instead of DNA as the target of investigation. 
Northern blotting is as labor intensive as Southern blotting 
but even more problematic due to the highly labile nature of 
RNA. While northern blotting has been very useful in the 
research setting to demonstrate the selective expression of 
genes in various organs, tissues, or cells, it has not become a 
routine tool in the clinical molecular laboratory. 

    Examples of Applications of Southern Blotting 
     1.    Fragile X syndrome diagnosis   
   2.    Myotonic dystrophy diagnosis       

    Polymerase Chain Reaction 

 In the mid-1980s, Mullis and coworkers developed a method, 
the polymerase chain reaction (PCR), to amplify target 
sequences of DNA exponentially [ 10 ]. As the name sug-
gests, the method is a DNA polymerase-mediated cyclical 
reaction resulting in amplifi cation of specifi c nucleic acid 
sequences. Arguably, PCR is the single most important 
“invention” leading to the development of a new discipline in 
clinical laboratory medicine, that is, molecular pathology. 
Both PCR and the Southern blot are techniques used to 
investigate specifi c genomic targets. However, PCR is orders 
of magnitude more sensitive and rapid, permitting turn-
around times from specimen receipt to report generation of 
24 h or less. PCR lends itself to much higher test volumes 
than Southern blotting, a crucial point in its adoption in the 
clinical laboratory setting. Opportunity for high test vol-
umes, excellent specifi city and sensitivity, and the rapid turn-
around times of PCR are the principal reasons this technology 
is used so widely in clinical molecular laboratories. 

 In PCR, a unique sequence of the nucleic acid of interest, 
e.g., oncogene, invading pathogen DNA, gene mutation, is 
chosen as the target for amplifi cation. The inherent specifi c-
ity of the ensuing reaction is provided by two short oligonu-
cleotides (see Fig.  2.1 ) that serve as primers for DNA 
polymerase-mediated DNA synthesis using denatured target 
DNA as a template. The two primers are complementary to 
opposite strands and opposite ends of the targeted DNA tem-
plate region. Usually the primers bracket the area of interest, 
but one type of PCR (allele-specifi c PCR; see below) uses 
primers that overlap the area of interest. Successful PCR 
depends on temperature cycling, and in the fi rst step of PCR 
the reaction temperature is raised to 95–98 °C to denature the 
target DNA, and thus is called the denaturation step. After 
10–60 s at this high temperature, the temperature is reduced 
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to 50–70 °C, depending on the specifi c protocol, and held 
there for usually 10–60 s. This facilitates hybridization 
(annealing) between the denatured target DNA and the PCR 
primers, and is called the annealing step. This hybridization 
event is favored over target DNA reannealing because the 
PCR primers are small and present in vast molar excess, and 
move more rapidly in solution than larger DNA molecules.

   The hybridized PCR primers form local areas of double 
strandedness with the template DNA, thereby serving as sites 
for DNA polymerase to bind and synthesize a new strand of 
DNA, using the target DNA as a template and dNTPS pres-
ent in the reaction solution. Subsequent to the initial discov-
ery of PCR, the opportunity for automating the temperature 
cycling was realized by using DNA polymerase from hot- 
spring living bacteria,  Thermus aquaticus  (hence the term 
“ Taq  polymerase”).  T. aquaticus  thrives at very high tem-
peratures, and so its proteins do not denature at the high tem-
peratures needed to denature DNA in the fi rst step of 
PCR. Catalysis by  Taq  polymerase of a new strand of DNA 
proceeds at a temperature intermediate to the near-boiling 
temperature used for denaturation and the relatively lower 
temperature used for annealing. DNA polymerization occurs 
during this extension step, typically at 65–75 °C. Taken 
together, these three steps (denaturation, annealing, and 
extension) defi ne one PCR cycle. 

 Temperature cycling is automated through the use of an 
instrument called a thermal cycler. Thermal cyclers hold 
small capped tubes (or 96- or 384-well microtiter plates for 

larger volume testing) containing the reagents needed for 
PCR, and cycle among the temperatures needed for the 
different steps of the PCR [ 11 ]. A single PCR tube contains 
template DNA (<1 ng to 1 μg),  Taq  DNA polymerase, two 
PCR primers (15–30 nucleotides long), all four dNTPs, 
Mg 2+ , and buffer to maintain an elevated pH (8.4) optimal for 
 Taq  polymerase activity. 

 The repetition of the cycles generates exponential ampli-
fi cation of the target DNA because each double-stranded tar-
get DNA molecule, theoretically even if there is only one, is 
replicated after one PCR cycle. Both the original and repli-
cated DNA molecules can function as templates for cycle 2, 
in true “chain reaction” style, generating another doubling, 
or four copies of the original target. Cycle 3 ends with eight 
molecules, and doubling continues with completion of each 
new cycle. This doubling plateaus in later cycles since 
reagents, usually dNTPs, become limiting. Additionally, the 
enzyme may not function at 100 % effi ciency, and so true 
exponential amplifi cation is theoretical, although there is a 
true exponential phase of amplifi cation. 

 Greater than one billion copies of the original target DNA 
region are generated after 32 cycles of PCR: 2 32  or more than 
four billion, the difference owing to the fact that unit-length 
amplicons are not generated until the end of the second cycle 
of PCR. Amplicons (PCR products) are defi ned as replicated 
target molecules created by PCR. Unit-length amplicons are 
those whose ends are defi ned by the primers. During the fi rst 
cycle, the primers are extended by  Taq  polymerase using 
template DNA. The termination of this extension is unde-
fi ned and a function of how far the polymerase moves down 
the template during the time allotted by the temperature 
cycle. The enzyme, therefore, moves beyond the ends of the 
primer-binding site on the complementary strand. After 
completion of the fi rst cycle, therefore, the newly synthe-
sized DNA molecules are greater in length than the sequence 
bracketed on each strand by the primers. In the second cycle, 
DNA molecules are synthesized from the products of the fi rst 
cycle whose ends are defi ned by the two primers, thus gener-
ating unit-length or specifi c amplicons. While all of the 
above is true, the practical clinical laboratory difference 
between one- and four billion-fold amplifi cation is irrelevant 
because either number is suffi cient for detection of the target, 
e.g., by electrophoresis with SYBR green or EtBr used as an 
intercalating agent for visualization. 

 Several factors affect PCR specifi city and sensitivity. The 
production of specifi c PCR amplicons is a function of both 
the complementarity of the primers to the target DNA and the 
annealing temperature of the PCR cycle. Heating denatures 
the primer and target DNA. The temperature at which a 
primer melts from the target DNA varies directly with the 
length of the primer and the guanine–cytosine (GC) content of 
the primer, and inversely with the degree of mismatch between 
the primer and the target DNA. The melting temperature ( T  m ) 

  Figure 2.1    The polymerase chain reaction       
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of the primer is the temperature at which 50 % of the primer 
is denatured from the target DNA. If the thermal cycler is pro-
grammed to reach an annealing temperature higher than the 
primer  T  m , the effi ciency of PCR is compromised and sensi-
tivity decreased. In contrast, if the annealing temperature is 
substantially less than the primer  T  m , the primer can bind to 
both complementary and noncomplementary DNA, resulting 
in reduced PCR specifi city as nontarget DNA is amplifi ed 
(and potentially decreased sensitivity as reaction components 
are used nonspecifi cally). Therefore, the ideal annealing tem-
perature is slightly less than the Tm of both primers, and the 
primers should be designed to have a very similar  T  m . The 
annealing temperature can be decreased with subsequent 
cycles during PCR in a process called “touchdown” PCR. This 
allows the initial cycles to produce specifi c products at high 
annealing temperatures, while later cycles amplify previously 
generated amplicons more effi ciently using lower annealing 
temperatures, thereby increasing sensitivity (see below the 
use of touchdown PCR in multiplex PCR). 

  Taq  polymerase is very sensitive to mismatches between 
the primer and the target DNA at the 3  end of the primer but 
can withstand considerable noncomplementarity at the 5  end 
of the primer. Numerous PCR variations have been designed 
to take advantage of both these facts.  Taq  polymerase also 
requires Mg 2+  as a cofactor for stabilization of primer anneal-
ing. Insuffi cient Mg 2+  decreases PCR effi ciency, while too 
much Mg 2+  stabilizes nonspecifi c primer annealing. Primers 
with a high GC content may show a narrow range of tolerance 
for variation from ideal PCR conditions, leading to decreased 
amplifi cation or nonspecifi c products. This may be alleviated 
by using PCR additives such as dimethyl sulfoxide (DMSO), 
betaine or glycerol, but the success and amount of these addi-
tives may need to be determined empirically for different 
primer pairs. Another strategy to improve specifi city is the 
use of “hot-start” PCR, in which a crucial PCR reactant such 
as  Taq  is either physically or chemically sequestered from 
other PCR reagents until denaturation begins. This prevents 
the generation of nonspecifi c amplifi cation products by inhib-
iting the activity of  Taq  at lower temperatures and until after 
the initial PCR denaturation step. 

 PCR is more sensitive than Southern blot hybridization 
because of the amplifi cation of the target sequence. However, 
the specifi city of the amplifi ed PCR product(s) must be veri-
fi ed. Simple agarose gel electrophoresis coupled with inter-
calating agent staining may be used to observe the PCR 
product(s). When a clinical PCR protocol is established, 
such gels may be subjected the fi rst time to blot hybridiza-
tion with a specifi c probe complementary to the internal, 
non-primer sequence of the amplicon(s). This exercise 
proves that the PCR-generated band not only is the correct 
size and highly likely to be the correct target, but also is a 

DNA fragment that has high or perfect homology with a 
known probe or the correct target sequence. For example, 
hybridization of a particular 302 bp PCR product band 
detectable on an agarose gel with a defi ned cytomegalovirus 
(CMV) DNA probe confi rms that the oligonucleotide prim-
ers synthesized based on the CMV sequence and used in the 
PCR are recognizing CMV-specifi c DNA and that the PCR is 
indeed specifi c for CMV sequence. An alternative method to 
validate the specifi city of the PCR product is to sequence the 
PCR product. Following this one-time validation analysis, 
electrophoresis alone may be the assay endpoint, as opposed 
to blot hybridization or sequencing. 

 There have been signifi cant commercial endeavors to 
automate or semiautomate high-volume PCR-based clinical 
tests. For example, denatured aliquots of completed PCRs 
can be added to microtiter plates with wells to which specifi c 
DNA probes are bound. In the presence of amplicon, if the 
patient is infected with the pathogen of interest or a specifi c 
mutation is present, the amplicons hybridize to the bound 
probe and are retained in the well during subsequent washing 
steps. Biochemical reactions are used to detect labeled moi-
eties in the amplicons (“built in” to the PCR components), 
facilitating colorimetric detection of a positive patient reac-
tion by an automated plate reader. Absence of colored prod-
uct in a well indicates a negative result for that patient 
specimen, provided that all positive and negative controls are 
within tolerance limits. This scheme has gained US Food and 
Drug Administration (FDA) approval or clearance for clini-
cal PCR-based detection kits for  Chlamydia trachomatis , 
 Neisseria gonorrhoeae , HCV (qualitative), and HIV [ 12 ]. 
(For a complete list of FDA-approved or -cleared tests, go to 
  h t t p : / / w w w . f d a . g o v / M e d i c a l D e v i c e s /
ProductsandMedicalProcedures/InVitroDiagnostics/
ucm330711.htm    ). Subsequent generations of PCR instru-
mentation are available that completely automate the ampli-
fi cation and detection processes [ 13 ]. 

 Another aspect of PCR that is attractive for the clinical 
molecular laboratory is the ability to use relatively crude 
DNA extractions from patient specimens rather than highly 
purifi ed DNA. Cell lysis and subsequent DNA liberation 
accomplished by boiling or treatment with detergent may be 
suffi cient to process a specimen in preparation for PCR [ 14 ]. 
Conventional PCR-based tests may be completed with turn-
around times of as short as 2–4 h, while real-time PCR can 
be completed in 30 min, making this technique attractive for 
rapid clinical testing. 

    Examples of Applications of PCR 
     1.    Detection of the diagnostic  BCL 2– IGH  gene rearrange-

ment in follicular lymphoma   
   2.    Detection of  Chlamydia trachomatis  in urine       

D.H. Best et al.

http://www.fda.gov/MedicalDevices/ProductsandMedicalProcedures/InVitroDiagnostics/ucm330711.htm
http://www.fda.gov/MedicalDevices/ProductsandMedicalProcedures/InVitroDiagnostics/ucm330711.htm
http://www.fda.gov/MedicalDevices/ProductsandMedicalProcedures/InVitroDiagnostics/ucm330711.htm


29

    PCR Variations 

    PCR-Restriction Fragment Length Polymorphism 
Analysis 
 Polymorphisms are inherited differences found among the 
individuals in a population at a frequency >1 % of that popu-
lation. The term “polymorphism” is not synonymous with the 
term “mutation” which is used for germline variations that are 
pathogenic and found less frequently in a population, or are 
nongermline changes in a tumor cell (somatic mutations). In 
the case of restriction fragment length polymorphisms 
(RFLP), DNA sequence differences alter RE recognition 
sites, manifested either as obliteration or creation of a restric-
tion site. With obliteration of a RE site, the DNA of individu-
als with an RFLP exhibits a larger restriction fragment of 
DNA than those without the polymorphism. With creation of 
a new RE site, RE digestion results in two smaller fragments 
relative to the individual without the polymorphism. In either 
case, the polymorphism is detectable by creation of a new 
restriction fragment pattern, that is, a restriction fragment 
length polymorphism. In PCR-RFLP, the PCR products are 
digested by one or a combination of REs and electrophoresed 
to detect polymorphisms or mutations which are seen as 
changes in the DNA fragment sizes refl ected by changes in 
the band pattern on the gel (or chromatogram).  

    Examples of Applications of PCR-RFLP Analysis 
     1.    Detection of sickle-cell hemoglobin (HbS) gene 

mutation   
   2.    Detection of the  Mnl I restriction enzyme polymorphism 

created by the Factor V Leiden mutation [ 15 ]      

    Restriction-Site Generating PCR 
 Some DNA sequence variants create or abolish RE recogni-
tion sites and can easily be detected by PCR- 
RFLP. Unfortunately, most variants do not alter a RE 
recognition site. In restriction-site generating PCR (RG-PCR) 
(and a related research technique called PCR-mediated site- 
directed mutagenesis [PSDM]), an artifi cial RE recognition 
site is generated during PCR using a specially designed PCR 
primer [ 16 ,  17 ]. The primer contains a base mismatch to the 
template DNA adjacent to the variable base of the variant 
that creates a RE recognition site in the PCR product. The 
mismatched base in the primer is located near or at the 3  end 
of the primer, which is near or adjacent to the variable base 
of the variant, and together they create a novel restriction site 
within either the variant or non-variant amplicon. The pres-
ence or absence of the RE recognition site is determined 
from the pattern of digested PCR product fragments by gel 
electrophoresis. Not all sequences are amenable to the gen-
eration of a restriction site, and the amplifi cation effi ciency is 

often decreased due to destabilization of the primer with the 
mismatch.  

    Examples of Applications of RG-PCR 
     1.    Identifi cation of mutations in the  CTFR  gene in cystic 

fi brosis   
   2.    Identifi cation of mutations in the  ATM  gene in 

ataxia–telangiectasis      

    Multiplex PCR 
 Multiplex PCR is a technique used for amplifi cation of 
several discrete genetic loci with multiple PCR primer pairs 
in a single reaction. Multiplex PCR simultaneously answers 
several related questions about a specimen without the need 
for multiple individual PCR reactions. Multiplex PCR is 
commonly used for verifi cation that amplifi able nucleic acid 
is present in the sample, for example, amplifi cation of a 
housekeeping gene in addition to the gene sequence(s) of 
interest, and to check for the presence of PCR inhibitors that 
can prevent amplifi cation of target nucleic acid, for exam-
ple, coamplifi cation of an exogenously added internal con-
trol. Multiplex PCR often requires painstaking optimization 
of PCR conditions and careful design of the multiple primer 
pairs to match PCR effi ciencies and to prevent the genera-
tion of primer-dimers (PCR products generated by the prim-
ers alone due to complementarity between primer regions) 
and other nonspecifi c PCR products that may interfere with 
the amplifi cation of specifi c products. Touchdown PCR can 
be used with multiplex PCR if the primer pairs have differ-
ent annealing temperatures. Concentrations of individual 
primer pairs may need to be optimized to account for differ-
ent amplifi cation effi ciencies and competition between the 
primer pairs.  

    Examples of Applications of Multiplex PCR 
     1.    Detection of enterovirus and herpes simplex virus (HSV) 

nucleic acids in cerebrospinal fl uid (CSF)   
   2.    Detection of pathogenic enteric bacteria in stool   
   3.    Analysis of multiple  BRCA1  loci in a breast cancer patient 

[ 18 ]   
   4.    Identifi cation of different bacteria in a respiratory infec-

tion specimen [ 19 ]   
   5.    Amplifi cation of multiple microsatellite loci for bone 

marrow engraftment analysis      

    Single Nucleotide Extension 
 Another method for a multiplexed assay is single nucleotide 
extension (SNE) or single base extension (SBE). In this 
method, either a single long-range PCR or a multiplexed PCR 
is used to amplify the region(s) of interest. This is  followed 
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by a multiplexed set of extension primers of differing lengths 
that hybridize one base upstream to the variant(s) of interest. 
A second, linear amplifi cation, similar to Sanger sequencing, 
adds the next nucleotide (at the variant position) using 
ddNTPs, with each type labeled with a different fl uorophore. 
The products are separated by CE or mass spectrometry, and 
the specifi c fl uorescent signal of the incorporated base indi-
cates which base was added, and whether the variant is pres-
ent or not. This method can be used to genotype up to 
approximately 20 mutations at once. SNE and SBE can be 
considered sequencing, but of just one base.  

    Examples of Applications of SNE 
     1.    Analysis of common mutations in  GALT  for galacto-

semia [ 20 ]   
   2.    Analysis of common mutations in  BTD  for biotinidase 

defi ciency   
   3.    Analysis of multiple mutations in the  CFTR  gene for cys-

tic fi brosis [ 21 ]      

   Nested PCR 
 For nested PCR, two pairs of PCR primers with one set 
internal to the other (nested) are used to sequentially amplify 
a single locus. The fi rst pair is used to amplify the locus as 
in any PCR assay. A dilution of the fi rst PCR reaction then 
is amplifi ed with the nested primers. Alternatively, semi-
nested PCR is performed using one of the original PCR 
primers and one new internal primer in a second round of 
amplifi cation. Both nested and semi-nested PCR generate a 
second PCR product that is shorter than the fi rst one [ 22 ]. 
The logic behind this strategy is that if the wrong locus was 
amplifi ed incorrectly or nonspecifi cally, the probability is 
very low that it would be amplifi ed a second time by a sec-
ond pair of primers. Thus, nested PCR enhances specifi city 
while also increasing sensitivity. The problem with nested 
PCR is the high risk of amplicon contamination when the 
fi rst-round PCR products are used to set up the second 
round of PCR with the nested primers (see Amplicon 
Carryover Contamination section below for information on 
PCR contamination control). For this reason, many clinical 
laboratories do not use nested PCR procedures.  

   Allele-Specifi c PCR 
 Allele-specifi c PCR (AS-PCR) also is referred to as amplifi -
cation refractory mutation system (ARMS), PCR amplifi ca-
tion of specifi c alleles (PASA) and PCR amplifi cation with 
sequence-specifi c primers (PCR-SSP). AS-PCR is based on 
the principle that a 3  mismatch between a PCR primer and 
the template DNA prevents PCR amplifi cation [ 23 ]. AS-PCR 
is especially useful for detection of single nucleotide poly-
morphisms (SNPs) or mutations. For AS-PCR, target DNA 
is amplifi ed in two separate and simultaneous reactions. 
Each reaction contains an allele-specifi c primer (either non- 

variant or variant) and a second primer common to both reac-
tions. PCR is performed under stringent conditions, to 
prevent PCR amplifi cation if a mismatch is present. Genotype 
is based on amplifi cation in either one of the reactions alone 
(homozygous non-variant or variant) or both reactions (het-
erozygous). Detection of the amplicon is either by gel elec-
trophoresis or real-time PCR technology (see below). A 
disadvantage of AS-PCR is that unsuspected nucleotide vari-
ants located in the DNA template at or adjacent to the 3  
binding site of the primer would prevent amplifi cation, lead-
ing to incorrect genotyping. 

 AS-PCR can detect one variant allele in the presence of 
40 copies of the non-variant allele. In addition, AS-PCR can 
be combined with multiplex PCR using multiple allele- 
specifi c primers in the same reaction tube. This technique is 
known as multiplex ARMS, a useful method when a single 
disease is caused by different mutations in one or more 
genes. Multiplex PCR-SSP also is commonly used in low- 
resolution HLA typing, in which multiple primer pairs for 
HLA loci are used along with control primers that amplify a 
housekeeping gene to verify that amplifi able DNA is present 
in each reaction tube.  

   Examples of Applications of AS-PCR 
     1.    Detection of multiple cystic fi brosis  CFTR  mutations   
   2.    Detection of common α-1 antitrypsin defi ciency 

mutations   
   3.    Detection of common phenylketonuria mutations      

   Allele-Specifi c Oligonucleotide Hybridization 
 Allele-specifi c oligonucleotide hybridization (ASOH), also 
known as dot-blot analysis, is used for genotyping of highly 
polymorphic regions of DNA. ASOH can be thought of as a 
variation of the Southern blot, in that patient DNA amplifi ed 
by PCR is bound to a membrane and hybridized with labeled 
allele-specifi c oligonucleotide probes [ 24 ]. Reverse dot-blot 
analysis differs from ASOH in that unlabeled allele-specifi c 
oligonucleotide probes are spotted onto different membrane 
locations and hybridized with labeled PCR amplicons. 

 For ASOH, the PCR products are denatured and a small 
amount of denatured (single stranded) amplicon is spotted 
onto a nylon or nitrocellulose membrane. The amplicon is 
permanently bound to the membrane by baking under vac-
uum or UV cross-linking. Amplicons from different speci-
mens can be spotted at different locations to interrogate 
the genotype of multiple specimens simultaneously. 
Duplicate membranes are made for each probe type. Each 
membrane is hybridized with two different labeled oligo-
nucleotide probes (one complementary to the variant 
sequence and another to the non-variant sequence of the 
same DNA region). The membranes are washed to remove 
nonspecifi cally bound probe. Samples that hybridize 
strongly to only one probe indicate homozygosity for the 
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non-variant or variant allele; those that hybridize with both 
probes are heterozygous. The oligonucleotide probes are 
labeled and detected by radioactivity (often avoided in 
clinical molecular laboratories), fluorescence, colorime-
try, chemiluminescence or mass spectrometry. One draw-
back of ASOH is the potentially ambiguous discrimination 
of a positive compared to a negative signal. Optimization 
of the assay and the use of both positive and negative con-
trols help to defi ne and score ASOH results.  

   Example of Application of ASOH 
     1.    Low-resolution HLA typing      

   Oligonucleotide Ligation Assay 
 Oligonucleotide ligation assay (OLA) is a highly specifi c 
method for detecting well-defi ned alleles that differ by a 
single base [ 25 ,  26 ]. The target sequence is initially ampli-
fi ed using PCR and then denatured. A pair of allele-specifi c 
oligonucleotide (ASO) probes (one specifi c for the non- 
variant allele and the other specifi c for the variant allele), a 
common reporter probe (complementary to a sequence 
common to both alleles), and DNA ligase are added to the 
denatured PCR products. The ASO probes are designed to 
differ from one another only at the terminal 3  base. The 
common reporter probe is positioned immediately adjacent 
to the 3  terminal end of the ASO probes. If the ASO is 
complementary to the amplicon, DNA ligase can covalently 
join the adjacent ASO and reporter probes. If the ASO is 
not a perfect match to the amplicon, the 3  base does not 
anneal with the template DNA, and DNA ligase cannot join 
the ASO and reporter probes. The ligation products are 
analyzed by electrophoresis. Alternatively, one of the 
probes can be biotinylated at the 5  end and the other probe 
tagged at the 3  end with a reporter molecule such as fl uo-
rescein or digoxigenin. If ligation occurs, the ligation prod-
uct is biotinylated at one end, facilitating capture onto a 
streptavidin-coated microtiter plate. The opposite end con-
tains the reporter label. Washing removes unbound label 
and the reporter molecule is detected.  

   Example of Application of OLA 
     1.    Detection of multiple  CFTR  mutations for cystic fi brosis      

   High-Resolution Melting Curve Analysis 
 Melting curve analysis takes advantage of the principle that 
DNA sequences that are a perfect match will melt at a higher 
temperature than those that contain either a heterozygous or 
homozygous nucleotide variant. Typically, in genotyping by 
high-resolution melting curve analysis, an area of interest 
(approximately 50 bases, including primers) is amplifi ed in 
the presence of a double-stranded DNA-intercalating fl uoro-
phore or double-stranded DNA-intercalating dye. After 

amplifi cation, the temperature is decreased to the point that 
the DNA will reanneal. The temperature then gradually is 
increased while the fl uorescence is monitored. Variants are 
identifi ed by a change in melting curve shape as compared to 
a non-variant control. While the typical use of melting curve 
analysis is to identify single nucleotide variants of interest, it 
can also be used as a rapid scanning method to detect poten-
tial sequence variants in a gene of interest. Melting curve 
analysis can be affected by factors such as salt concentration 
and DNA quantity, so all samples and controls must be pre-
pared and amplifi ed in an identical manner to exclude this as 
a possible confounding factor.  

   Examples of Applications of Melting Curve Analysis 
     1.    Factor V Leiden genotyping   
   2.     HFE -associated hereditary hemochromatosis genotyping      

   Pyrosequencing 
 Pyrosequencing is a useful method for variant detection 
when analytical sensitivity (limit of detection) or quantita-
tion is important. In pyrosequencing, amplifi ed targets are 
sequenced by adding and detecting incorporation of nucleo-
tides one at a time. First, a target region is amplifi ed and 
PCR products are captured through use of a biotinylated 
primer, which has been included in the PCR, along with a 
streptavidin- coated bead. Capture of the product onto the 
bead via the incorporated biotin group allows purifi cation 
of the specifi c PCR product, followed by denaturation to 
create a single- stranded target. A sequencing primer close 
to the region of interest is then annealed to the captured 
single-stranded DNA amplicon. Deoxynucleotides are 
added one at a time in the presence of four enzymes: poly-
merase, sulfurylase, luciferase, and apyrase. Incorporation 
of the nucleotide releases pyrophosphate which participates 
in a chain reaction with luciferin, facilitated by sulfurylase 
and luciferase, to generate light. The amount of light 
released is directly proportional to the quantity of nucleo-
tide incorporated. Apyrase removes unincorporated nucleo-
tides. If the complementary base is not on the strand being 
sequenced, then no incorporation occurs and no light is 
released. The next nucleotide is then added to the pyrose-
quencing reaction and the steps are repeated. Nucleotides 
may be added in cyclic fashion (ACGTACGT…) or in an 
order specifi c to the target sequence, with allowance for 
anticipated variants. 

 Compared to other methodologies, pyrosequencing is 
particularly useful when analytical sensitivity is of particular 
concern, such as in detection of somatic mutations in tumor 
specimens which yield both non-variant and variant 
DNA. Analytical sensitivity of 5 % can be achieved with 
pyrosequencing, as compared to approximately 20 % for 
Sanger sequencing and approximately 10 % for melting 
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curve analysis [ 27 ]. Quantifi cation of mutant alleles also is 
provided by pyrosequencing results. Pyrosequencing is best 
suited for detection of variants within a targeted region. As 
compared to scanning methodologies, the region of interro-
gation may be somewhat smaller (under 100 bases, typically 
just multiple codons), but variants are both detected and 
characterized. An example of pyrosequencing results for 
codon 600 of  BRAF  is shown in Fig.  2.2 .

      Examples of Applications of Pyrosequencing 
     1.     KRAS  mutation detection in multiple tumor types   
   2.     BRAF  mutation detection in multiple tumor types   
   3.    LINE-1 methylation      

   Reverse Transcription-Polymerase Chain 
Reaction 
 Reverse transcription-polymerase chain reaction (RT-PCR) 
may be thought of as RNA-based PCR. RT-PCR was made 
possible by the discovery in the early 1970s of retroviral 
reverse transcriptase (RT), an RNA-dependent DNA poly-
merase, by Baltimore and Temin [ 28 ], for which they shared 
the Nobel Prize in 1975. Reverse transcriptase catalyzes 

DNA synthesis using RNA as the template, producing a DNA 
strand complementary to the RNA template, called comple-
mentary DNA (cDNA). Complementary DNA is far more 
stable than the corresponding RNA because it is not subject to 
degradation by RNase. Complementary DNA can be treated 
like any other DNA target in subsequent PCR. Logistically, 
RT-PCR is trivially more time-consuming than PCR due to 
the extra enzymatic step of reverse transcription, but there are 
enzymes that combine reverse transcription and DNA poly-
merase activities, facilitating the use of RT-PCR in the clini-
cal molecular laboratory. With the introduction of techniques 
to successfully isolate and protect RNA from ubiquitous 
RNases, to synthesize cDNA by reverse transcription and 
with the discovery of PCR, RNA analysis is virtually as rapid 
and sensitive as PCR-based DNA investigation. RT-PCR is a 
high-volume test method for the clinical molecular labora-
tory as used for the diagnosis and quantifi cation of RNA 
viruses in human specimens, principally HIV and HCV.  

   Examples of Applications of RT-PCR 
     1.    HIV and HCV viral load determinations   
   2.    Detection of  BCR – ABL  translocation diagnostic of 

chronic myelogenous leukemia      
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  Figure 2.2    Pyrosequencing graphs for  BRAF  codon 600. Nucleotides 
were dispensed in the following order: CAGTACG. ( a ) Results for a 
non-variant sample showing the sequence GTG for codon 600. ( b ) 

Results for a variant sample (V600E), which has alleles with the 
sequence GAG, in addition to alleles harboring the normal sequence. 
Variant (V600E) alleles are present in this sample at 13 %.       
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   Real-Time (Quantitative) PCR 

 Real-time (quantitative) PCR is based on the generation of a 
fl uorescent signal by the PCR process, which is detected dur-
ing PCR cycling, i.e., in real time, and refl ects the amount of 
PCR product synthesized [ 29 – 31 ]. Different real-time PCR 
methods use alternative ways to generate a fl uorescent signal 
during PCR. These include an intercalating dye such as 
SYBR Green that binds the minor groove of DNA, or an oli-
gonucleotide used as a primer or probe and labeled with a 
fl uorogenic dye. Instruments that combine in vitro nucleic 
acid amplifi cation and real-time detection of the PCR prod-
uct dramatically increased testing options for oncology, 
infectious diseases and genetics because of the wide range of 
readily available amplifi cation primers and detection 
schemes, rapid turnaround time, and reduced risk of PCR 
amplicon contamination. 

 Real-time PCR is different from conventional PCR in 
several ways. Amplicon generation, temperature profi les and 
melting curves are monitored in real time, reducing the time 
required for post-PCR analysis. In most applications, post-
amplifi cation processing of the PCR products by gel electro-
phoresis or other method is eliminated. Because the reaction 
tubes remain closed after PCR starts, risk of amplicon car-
ryover contamination within the laboratory is reduced. 
Results are more reproducible between runs since quantita-
tion of target is based on amplifi cation cycle threshold in the 
log-linear phase of amplifi cation rather than traditional end-
point analysis in the PCR plateau phase. Real-time PCR 
methods have a wide dynamic range, up to 10 logs. Real- 
time PCR systems with intercalating dye or fl uorogenic 
probes can be used to perform melting curve analysis, add-
ing a check for the specifi city of amplifi cation or potentially 
the detection of unknown sequence variants (see below). 

 The simplest real-time PCR method uses intercalating 
dyes that insert into the stacked bases of DNA PCR products, 
allowing detection of amplifi cation in real time. These dyes, 
for example, SYBR Green and ethidium bromide (EtBr), are 
nonsequence-specifi c dyes that increase in fl uorescence 
when bound to double-stranded DNA. Intercalating dyes are 
used for melting curve analysis, qualitative and semiquanti-
tative PCR, product discrimination and purity, and determi-
nation of primer and probe melting  T  m . Intercalating dyes 
can be used for quantitative PCR. Results, however, are more 
specifi c and accurate with a sequence-specifi c probe for real 
time monitoring of amplicon production since fl uorescence 
is directly proportional to the amount of specifi c amplicon 
produced which reduces the background contributed by 
primer-dimers or nonspecifi c PCR products. Intercalating 
dye fl uorescence represents all double-stranded DNA, 
including primer-dimers and other nonspecifi c products that 
can be visualized with an endpoint melting curve analysis. 

 Most fl uorogenic oligonucleotide techniques take advan-
tage of the principle of fl uorescent resonance energy transfer 
(FRET), in which the energy from one dye molecule (the 
donor) is transferred without the emission of a photon to an 
acceptor dye molecule when the two are in close proximity. 
If the acceptor is a fl uorophore, a photon is emitted at a char-
acteristic wavelength. However, if the acceptor does not emit 
a photon, the energy is dissipated and fl uorescence from the 
donor is quenched. The reporter dye can be either the donor 
(if no FRET takes place) or the acceptor (if FRET does take 
place) and is defi ned as the one whose fl uorescence corre-
lates with the quantity of desired PCR amplicon. Several 
fl uorogenic techniques are described below.    

    TaqMan 
 The TaqMan technique uses a short probe complementary to 
a non-primer internal sequence of the PCR product. The 
probe is labeled at the 5  end with a reporter donor dye and at 
the 3  end with an acceptor dye that quenches the reporter 
when the probe is intact. During the extension phase of PCR, 
probe bound to an amplicon is cleaved by the 5  endonucle-
ase activity of  Taq  polymerase, freeing the reporter dye from 
the quencher and resulting in fl uorescence. The fl uorescent 
signal increases proportionally to the number of amplicons 
generated during the log-linear phase of amplifi cation. To 
ensure that hydrolysis of the probe occurs, a two-step PCR 
can be used with annealing and extension taking place at the 
same temperature (approximately 60 °C). Ideally, the 
TaqMan probe binding site is located near one primer and the 
size of the amplicon is no longer than 200–300 bases. One 
negative aspect of this method is that once the probe is 
hydrolyzed, it is unavailable for subsequent reactions or 
melting curve analysis, thus requiring an excess amount of 
probe in the reaction mix with the potential to decrease the 
PCR effi ciency.  

    Molecular Beacon 
 A molecular beacon is a probe with a 5  reporter dye and 3  
quencher dye, which forms a hairpin loop structure when not 
bound to target DNA, thereby juxtaposing the reporter and 
quencher dyes with quenching of fl uorescence. The loop 
sequence is complementary to the non-primer amplicon 
sequence. When the loop of the molecular beacon probe 
hybridizes to the amplicon during the annealing step of real- 
time PCR, the reporter dye is separated from the quencher, 
resulting in fl uorescence. For the molecular beacon probe to 
anneal to the amplicon, the amplicon-probe hybrid must be 
more stable than the internal base-pairing stem of the hairpin 
so that a fl uorescent signal is generated. Generally, DABCYL 
is the nonfl uorescent universal quencher and the other dye is 
a reporter fl uorophore such as FAM, Cy3, TET, TAMRA, 
Texas Red, ROX, or Cy5.  
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    Hybridization 
 Hybridization is typically a two-probe system in which one 
probe contains a donor dye and the other contains the reporter 
acceptor dye. The probes are designed to anneal to one strand 
of the PCR product adjacent to one another and internal to 
the primers. This juxtaposes the dyes, allowing FRET to 
occur. This probe format works well with the traditional 
three-step PCR with annealing at approximately 55 °C 
(primer specifi c) and extension at 72 °C, the optimal tem-
perature for  Taq  polymerase activity. When DNA polymerase 
encounters the probes, they are displaced from the target 
strand rather than hydrolyzed and thus are available for the 
next round of amplifi cation as well as endpoint melting curve 
analysis. In a variation of this method, a single unlabeled 
probe may be used in conjunction with an intercalating dye.  

    Uniprimer (Amplifl uor, Sunrise) 
 Like molecular beacon probes, the uniprimer system uses a 
hairpin structure in the probe to quench fl uorescence. The 3  
region of the fl uorogenic probe is identical to a nonbinding 
region at the 5  end of the reverse PCR primer. This allows 
the fl uorogenic probe to become a primer for the newly 
formed amplicon by the third round of PCR. The probe is 
then opened in the fourth and subsequent rounds of PCR by 
the polymerase action of  Taq , allowing fl uorescence to occur. 
The advantage of this system is that the same fl uorogenic 
probe sequence can be used in any PCR reaction (universal 
fl uorogenic primer).  

    Scorpion 
 Scorpion also uses a hairpin structure in the probe to quench 
fl uorescence. The fl uorogenic probe is part of the reverse 
primer, and the nucleotides in the hairpin are complementary 
to the PCR amplicon sequence between the primers. The 
Scorpion probe unfolds and anneals to the PCR amplicon, 
allowing fl uorescence to take place beginning in the fi rst 
round of PCR.  

    Lux 
 Lux is a variation of real-time PCR that uses a single fl uoro-
phore in a primer with a hairpin loop structure. The fl uoro-
phore is quenched by the complementary structure of 
nucleotides in the stem of the hairpin. When the primer is 
incorporated into double-stranded DNA, thus opening the 
hairpin, fl uorescence is maximal. The advantage of this 
system is lower production costs with the use of only one 
fl uorophore. 

 The following concepts are important for understanding 
the use of real-time PCR in a clinical molecular laboratory. 

When optimizing real-time PCR, the amplifi cation curve of 
the fl uorescent signal vs the number of PCR cycles should 
be monitored to determine when optimal conditions have 
been achieved. The amplifi cation curve should be sigmoidal 
(S shaped) with three phases: baseline (background signal 
or lag phase), log-linear (exponential amplifi cation phase), 
and plateau. For each phase, several characteristics should 
be assessed. The baseline phase of the curve represents ini-
tial cycles of amplifi cation in which accumulation of the 
specifi c signal has not yet exceeded the background signal. 
The fl uorescent signal in this phase is from unbound probe 
or autofl uorescing components in the reaction. The log-lin-
ear phase of the curve represents exponential amplifi cation 
of the target and provides useful information about the reac-
tion. The curve can be described by the following equation: 
 T   n   =  T  0 ( E )  n  , where  T   n   is the amount of target sequence at 
cycle  n ,  T  0  is the initial amount of target sequence at cycle 0, 
and  E  is the amplifi cation effi ciency of the target sequence. 
The crossing point represents the number of PCR cycles at 
which the amplifi cation curve enters the log-linear phase. 
There is an inverse linear relationship between the crossing-
point cycle number and the number of template copies 
present in a reaction. 

 The slope of the log-linear phase is a refl ection of ampli-
fi cation effi ciency, and the effi ciency of the reaction can be 
determined by identifying the crossing points of known stan-
dards and plotting a line of linear regression (Fig.  2.3 ). The 
effi ciency can then be determined using the following equa-
tion:  E  = 10 −1/slope , where  E  is effi ciency and slope is the slope 
of the standard curve. Using this equation, the slope should 
be between -3 and -4, with -3.3 indicative of effi ciency close 
to or at 2. The infl ection point of the amplifi cation curve is 
the point at which the log-linear amplifi cation curve goes 
from positive to negative and begins to enter the plateau 
phase. If there is no infl ection point, the curve may represent 
not amplifi cation of DNA, but rather signal drift. Drift is 
characterized by gradual increase or decrease in fl uorescence 
without amplifi cation of product.

   Plateau is defi ned as the phase of amplifi cation when crit-
ical components of the PCR become rate limiting and ampli-
con accumulation is minimized or stops. The plateau is also 
the point at which incremental increase in fl uorescent signal 
stops. As the rate of accumulation slows and enters the pla-
teau phase, the curve levels. Since endpoint measurements 
often are made in conventional PCR when reaction compo-
nents are limited, minor sample variations can have a rela-
tively major effect on endpoint product production. The 
plateau phase can be shortened by decreasing the number of 
PCR cycles for reduced nonspecifi c amplicon production. 
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Several factors contribute to the plateau phase: PCR product 
reannealing vs primer annealing, enzyme or dNTPs becom-
ing limiting, and amplicon buildup with resultant reaction 
inhibition. 

 In real-time PCR, the log-linear phase of the amplifi ca-
tion curve is used for data analysis and provides a more 
accurate measurement than endpoint analysis. The cycle at 
which the curve crosses a specifi ed threshold is called the 
cycle threshold (C t ), or crossing point (C p ). The C t  value can 
be used for qualitative or quantitative analysis. A qualitative 
analysis uses the defi ned C t  as a pass/fail measurement. A 
quantitative assay uses the C t  of defi ned standards of known 
template concentration to generate a standard curve. Then, 
the C t  values for unknown samples are used to extrapolate 
the concentration(s) in the unknown samples from the stan-
dard curve. Some commercial real-time PCR software 
allows determination of the C t  by a mathematical analysis of 
the amplifi cation curve, rather than crossing at a set fl uores-
cent signal threshold. Plotting the second derivative of the 
amplifi cation curve generates a peak that corresponds to a 
point near the baseline of the growth curve (see Fig.  2.4 ). 
The cycle at which this peak occurs is designated as the C t  
or C p . This analysis method can provide better run-to-run 
reproducibility than manually setting the C t  using the pri-
mary signal.

      DNA Methylation and Methylation-Specifi c PCR 

 DNA methylation is a mechanism by which the cell regulates 
gene expression. Methylation is an enzyme-mediated modi-
fi cation that adds a methyl (-CH 3 ) group at a selected site on 
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DNA or RNA. In humans, methylation occurs only at cyto-
sine (C) bases adjacent to a guanine (G) base, known as CpG 
dinucleotides. CpG dinucleotides are prone to spontaneous 
mutation and have been selectively depleted from the mam-
malian genome. However, some regions of DNA contain 
CpG dinucleotides and are referred to as CpG islands. CpG 
islands are found primarily in the 5  region of expressed 
genes, often in association with promoters. When the pro-
moter CpG island is methylated, the corresponding gene is 
silenced and transcription does not occur. This is one method 
of silencing imprinted genes, as the methylation pattern and 
resulting transcription repression is passed on through cell 
divisions. Aberrant CpG island methylation of tumor- 
suppressor genes is frequent in cancer and appears to be an 
important mechanism of neoplastic transformation. 

 Methylated DNA can be distinguished from unmethyl-
ated DNA using sodium bisulfi te treatment of DNA, which 
converts unmethylated C to uracil (U) but leaves methylated 
C intact [ 32 ]. This in vitro treatment can be assessed by one 
of several methods to distinguish C from U, including restric-
tion endonuclease digestion with methylation-sensitive 
enzymes, sequencing, or methylation-specifi c PCR (MSP) 
[ 33 ]. In MSP of bisulfi te-treated DNA, primer pairs that spe-
cifi cally identify either methylated or unmethylated DNA are 
used. The primers are designed to hybridize to regions con-
taining one to three CpG sites concentrated in the 3  region of 
the primer to increase amplifi cation specifi city, and enough 
non-CpG cytosines to ensure that unmodifi ed DNA is not 
amplifi ed. Gel electrophoresis is used to detect the presence 
or absence of the amplicon in each of the two reactions, indi-
cating the presence of unmethylated or methylated alleles or 
both. A modifi cation of quantitative MSP combines MSP 
with real-time PCR to distinguish the high-level CpG meth-
ylation in neoplasia from low-level methylation that can 
occur with aging or in nonneoplastic conditions such as 
metaplasia [ 34 ]. 

   Examples of Applications of Methylation-Specifi c PCR 
     1.    Analysis of imprinted genes in Prader–Willi and 

Angelman Syndromes   
   2.    Clonality assessment based on X chromosome inactivation   
   3.    Abnormal methylation in neoplasia      

   Mass Spectrometry 

 Mass spectrometry (MS) is a fl exible platform for variant 
and target detection for clinical laboratory applications. In 
preparation for MS-based detection, a variety of PCR meth-
ods such as SNE can be adopted. PCR is performed to 
amplify the region(s) of interest, then products are enzymatically 
treated, diluted and/or cleaned to remove unincorporated 

dNTPs and reduce salts which could interfere with analysis. 
During MS analysis of the PCR products, samples are ion-
ized, then separated based on their mass-to-charge ratios. 
The ions are detected after laser desorption with a nitrogen 
laser. Mass spectra of PCR products are obtained by detect-
ing positive ions of the nucleic acids. Differences in mass 
due to nucleotide base changes can be detected [ 21 ]. Mass 
spectrometry can detect low levels of sequence variations 
useful for detecting mosaicism, somatic changes in a normal 
background and heteroplasmy in mitochondrial DNA.  

   Example of Application of Mass Spectrometry 
     1.    Cystic fi brosis carrier testing      

   Multiplex Ligation-Dependent Probe 
Amplifi cation (MLPA) 

 Deletions and duplications of single or multiple exons in 
specifi c genes are associated with many human diseases 
(reviewed in ref.  35 ). Although partial gene deletions or 
duplications account for less than 10 % of all disease- causing 
mutations for most hereditary conditions, some disorders can 
have deletion or duplication rates of 10–30 % or higher [ 36 –
 44 ]. Multiplex Ligation-dependent Probe Amplifi cation 
(MLPA, MRC Holland, Amsterdam, The Netherlands) is a 
semi-quantitative method used to detect abnormal copy 
numbers at an exon level resolution and has a high multiplex-
ing capability [ 45 ]. The inclusion of MLPA in the clinical 
molecular laboratory can signifi cantly increase the detection 
rate of many genetic disorders. Typically, MLPA kits contain 
a mixture of exon-specifi c probes targeted to the gene of 
interest and control probes that hybridize to other genomic 
areas. 

 In MLPA, DNA is denatured and incubated overnight 
with a mixture of probes that consist of two immediately 
adjacent oligonucleotides per target exon, each containing 
one of the PCR primer sequences (Fig.  2.5a ). After hybrid-
ization, probes are ligated and the fragments are amplifi ed by 
PCR using dye-tagged universal primers. Probes that are not 
ligated contain only one primer sequence and cannot be 
amplifi ed to generate a signal. Amplifi cation products that 
are typically between 130 and 480 bp in length, are separated 
by size using CE (Fig.  2.5a ). The number of probe ligation 
products directly correlates to the number of target sequences 
in the sample. Deletions and duplications of the targeted 
regions are detected when the height ratios of the fl uorescent 
peaks are lower or higher than the normal height ratio range 
of 0.7–1.4, respectively. An example of a large gene deletion 
where the deleted probes fall below the lower normal peak 
height ratio range of 0.7 is shown in Fig.  2.5b .

   Several variations on the traditional MLPA procedure 
have been developed. One example is reverse transcriptase 

D.H. Best et al.



37

  Figure 2.5    Multiplex Ligation-Dependent Probe Amplifi cation 
(MLPA). In ( a ), the process of MLPA is shown. First, DNA template 
( blue ) is denatured and then allowed to hybridize to exon specifi c probe 
hybridization sequences ( red ) which are targeted to the gene of interest. 
Adjacent probes are ligated together, and only ligated probes are ampli-
fi ed using universal primers A and B. Fragment analysis is used to sepa-
rate the amplifi ed fragments by size whereby the hybridization and 

stuffer sequences for each MLPA probe set determine the length of the 
amplifi ed product. In ( b ), MLPA results of a large gene deletion are 
shown. Two MLPA kits (P065 and P066) were used to test for large 
 FBN1  gene deletions and duplications that cause Marfan syndrome. An 
additional control probe ( black arrow ) located 301 Kb upstream from 
 FBN1  exon 1 on the  DUT  ( deoxyuridine triphosphatase ) gene on chro-
mosome 15q15-q21.1 also was deleted in this sample       
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MLPA (RT-MLPA) which can be used for mRNA profi ling 
[ 46 ]. The only difference between traditional MLPA and 
RT-MLPA is that RT-MLPA begins with the reverse tran-
scription of mRNA into cDNA before continuing with the 
typical MLPA reaction; the ligase enzyme cannot ligate 
probes which are bound to RNA. Methylation-Specifi c 
MLPA (MS-MLPA) is another variation that can be used to 
detect both copy number changes as well as the methylation 
status of the DNA target [ 47 ]. MS-MLPA is useful for 
imprinting disease testing [ 48 – 50 ] and the analysis of meth-
ylation aberrations in tumor samples [ 51 ,  52 ].   

    PCR Variations for Unknown Sequence Variants 

 Most of the techniques discussed above are used to screen 
for sequence variants (both mutations and polymorphisms) 
based on previous knowledge of the variant i.e., the sequence 
of the variant is either known or defi ned by previous scien-
tifi c reports. In contrast, both research and clinical molecu-
lar pathology need methods to identify sequence variants 
without prior knowledge of their existence i.e., the sequence 
of the variant is unknown. Sequencing is the ultimate screen-
ing technique, but is costly and labor-intensive. The goal of 
the scanning techniques described below (denaturing gradi-
ent gel electrophoresis [DDGE], temperature gradient gel 
electrophoresis [TGGE], heteroduplex analysis [HA], 
single- strand conformation polymorphism [SSCP], denatur-
ing high-performance liquid chromatography [DHPLC], 
protein truncation test [PTT], and variant screening by high- 
resolution melting [HRM] curve analysis) is to select DNA 
regions with possible variant sequences for follow up con-
fi rmation, thereby reducing costs relative to sequencing. 
Should an unknown variant be detected, for example by a 
shift in the mobility of the PCR product on a gel or capillary, 
the PCR product with altered mobility may be isolated and 
sequenced. 

   Denaturing Gradient Gel Electrophoresis 
and Temperature Gradient Gel Electrophoresis 
 Denaturing gradient gel electrophoresis (DGGE) [ 53 ,  54 ] 
and temperature gradient gel electrophoresis (TGGE) [ 55 , 
 56 ] are similar methods for separating DNA fragments with 
similar lengths but different sequences and depends upon 
different mobilities within a linear gradient of increasingly 
denaturing conditions. In DGGE, the gradient is created with 
a mixture of urea and formamide, and in TGGE with a com-
bination of water baths at different temperatures and a cool-
ing plate under the gel. Both DGGE and TGGE exploit the 
markedly decreased mobility of partially melted dsDNA 
compared to either fully annealed dsDNA or ssDNA. Melting 
within a dsDNA fragment occurs within stretches of base 

pairs called melting domains. The point at which a domain 
begins to denature is referred to as the melting temperature 
( T  m ), whether melting was induced by temperature or dena-
turing chemicals. In general, GC-rich sequences are more 
resistant to denaturation because of the three hydrogen bonds 
holding a GC pair together, as opposed to the two hydrogen 
bonds in an AT base pair. During electrophoresis, once a 
dsDNA fragment reaches the point at which the melting 
domain with the lowest  T  m  begins to denature, mobility of 
the fragment through the gel nearly ceases. Fragments that 
melt early in the gel can therefore be separated from those 
that melt later. Complete denaturation of the dsDNA can be 
prevented by adding a GC-rich region to the 5  end of one of 
the primers (GC clamp), increasing the sensitivity for detec-
tion of sequence variants. 

 For DGGE and TGGE, the denaturing conditions and the 
time of electrophoresis are optimized such that non-variant 
sequences migrate to an intermediate position in the gel by 
the end of electrophoresis, allowing sequence variants creat-
ing either a higher or lower  T  m  to be identifi ed. The denatur-
ing gradient may be perpendicular or parallel to the electric 
fi eld. Perpendicular gradient gels covering a broad range of 
denaturing conditions are loaded with the non-variant 
sequence in all lanes to fi nd the optimal, narrower denaturing 
gradient (chemical or temperature) for later use in parallel 
gradient gels. Parallel gradients are used to assess patient 
samples but also to optimize the time of electrophoresis by 
loading the non-variant sequence in different lanes at differ-
ent times. Double-gradient DGGE adds a sieving gradient, 
for example, 6–12 % polyacrylamide, colinear with the 
denaturing gradient in the gel matrix, further improving band 
resolution. 

 Both DGGE and TGGE work best with DNA fragments 
less than 500 bp in length. When GC-clamped fragments are 
analyzed, the sensitivity of detecting a SNP is close to 99 %. 
Following electrophoresis, specifi c bands can be isolated 
from the gel and sequenced. DNA fragments with a high GC 
content are not easily analyzed by DGGE, since all frag-
ments are more resistant to melting.  

   Examples of Applications of DGGE or TGGE 
     1.     APC  gene mutation analysis for familial adenomatous 

polyposis [ 57 ]   
   2.     CTFR  gene mutation analysis for cystic fi brosis [ 58 ]   
   3.     TCRγ  gene rearrangements for lymphoma [ 59 ]      

   Heteroduplex Analysis 
 Heteroduplex formation results when non-variant and vari-
ant alleles are coamplifi ed, denatured, and allowed to rean-
neal in a post-PCR annealing step [ 60 ]. Some of the strands 
pair with the complementary strand from the same allele and 
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form homoduplexes. However, some strands pair with a 
strand from the other allele and form heteroduplexes. 
Because the heteroduplexes have mismatched base pairs 
between strands, they form a partially open dsDNA sequence 
that migrates more slowly during electrophoresis than the 
fully annealed homoduplexes. 

 Two types of heteroduplex structures can be formed [ 61 ]. 
When the mismatch consists of one or more single-base 
mutations, small open areas of dsDNA called “bubble-type” 
heteroduplexes are formed. When the mismatch is formed by 
insertions or deletions between the two alleles, a pronounced 
bending of the dsDNA is produced and referred to as a 
“bulge-type” heteroduplex. Bulge-type heteroduplexes 
markedly affect the mobility of the dsDNA, whereas bubble- 
type heteroduplexes may be diffi cult to detect electrophoreti-
cally. Detection of single base-pair bubble-type mismatches 
can be enhanced in two ways. Electrophoresis can be per-
formed with mutation detection enhancement (MDE) gels, 
an altered form of polyacrylamide used for improved resolu-
tion. Alternatively, the post-PCR introduction of a known 
sequence with a short deletion to form a bulge-type hetero-
duplex enhances the separation of sequences with base-pair 
mismatches in a process known as universal heteroduplex 
generation.  

   Examples of Applications of Heteroduplex Analysis 
     1.     HIV  subtyping   
   2.     CFTR  gene mutation analysis for cystic fi brosis   
   3.     NF1  gene mutation analysis for neurofi bromatosis type 1      

   Single-Strand Conformation Polymorphism 
 The principle of single-strand conformation polymorphism 
(SSCP) is the differential gel electrophoretic separation of 
ssDNA that folds into a specifi c secondary structure based on 
its sequence [ 62 – 64 ]. For SSCP, the region of interest is ampli-
fi ed and the resulting amplicons are denatured using heat or a 
denaturation buffer, or both, prior to gel or capillary electropho-
resis. Amplicons with different sequences will assume different 
folding conformations upon denaturation. Conformational 
differences refl ecting sequence changes are detected as differ-
ences in electrophoretic mobility of the ssDNA in a 
nondenaturing polyacrylamide matrix. In general, a non-
variant sample generates two bands, one for each of the two 
strands of the dsDNA product. Bands of variant ssDNA migrate 
to positions different from those of the non- variant ssDNA. A 
homozygous variant sample generates two bands, but with dif-
ferent migration patterns from the two non-variant bands. If a 
heterozygous variant is present, four bands are generated: two 
with non-variant mobility and two with variant mobility. 
Mutations also may change the conformation of only one 
strand but not the other in heterozygous specimens, resulting in 

three bands. DNA may be purifi ed from the gel, allowing even 
rare somatic mutations in tumors to be sequenced. 

 Temperature, ionic environment and pH affect nucleic 
acid conformation and therefore must be held constant 
throughout the SSCP electrophoresis. Accurate tempera-
ture control during SSCP increases reliability and is an eas-
ily modifi able parameter in repeatable, nonisotopic tests 
that may increase sensitivity. SSCP is adversely affected if 
unincorporated primers are allowed to bind to the ssDNA 
during denaturing and cooling prior to electrophoresis, or if 
nonspecifi c bands are produced by low-fi delity PCR. In 
SSCP, electrophoretic mobility patterns of variant alleles 
can be diffi cult to distinguish from non-variant alleles. 
Another disadvantage of SSCP is that multiple test condi-
tions are required for 100 % sensitivity for detection of all 
sequence variants. 

 SSCP is most sensitive when the DNA amplicon is less 
than 200 bp in length. Sensitivity decreases as the fragment 
length increases. This can be overcome by RE digestion of 
larger PCR products prior to electrophoresis. When RE 
digestion is used, the procedure is referred to as restriction 
endonuclease fi ngerprinting-single-strand conformation 
polymorphism (REF-SSCP). Additionally, SSCP is rela-
tively less sensitive for G to C mutation detection; however, 
addition of glycerol enhances mutation detection in this 
circumstance. 

 Variations of SSCP include RNA-SSCP (rSSCP), dide-
oxy fi ngerprinting (ddF), bidirectional ddF (bi-ddF), and 
SSCP detection of virtually all mutations. RNA adopts more 
conformational structures than does ssDNA, allowing 
enhanced detection using rSSCP. RNA-SSCP is not widely 
used because of the relative diffi culty in obtaining intact 
RNA for analysis. Dideoxy fi ngerprinting involves a dideoxy 
Sanger single-primer termination reaction (cycle-sequencing 
reaction; for additional information on the Sanger reaction, 
see the section on sequencing, above) followed by nondena-
turing electrophoresis. A fi ngerprint bandshift is indicative 
of sequence changes. In bi-ddF, the dideoxy Sanger termina-
tion reaction is performed with two opposing primers in the 
same well or tube. 

 The detection of an altered SSCP pattern does not identify 
the exact sequence variation present in the analyzed 
DNA. Therefore, positive SSCP results require DNA 
sequence analysis to confi rm and identify the sequence 
variation.  

   Examples of Applications of SSCP 
     1.    Screening for mutations in the adenomatous polyposis 

coli ( APC ) gene   
   2.    Mutation analysis of the  ATP7B  gene for Wilson disease   
   3.    Mutation analysis in  BRCA1  for familial breast cancer   
   4.    Pathogen identifi cation [ 65 ]      
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   Denaturing High-Performance Liquid 
Chromatography 
 Denaturing high-performance liquid chromatography 
(DHPLC) is an ion-paired, reversed-phase, liquid chroma-
tography method used to identify variants, including SNPs 
and small insertions or deletions, by distinguishing between 
heteroduplex and homoduplex DNA [ 66 ]. DHPLC is con-
ceptually similar to heteroduplex analysis (HA; see above). 
Conventional HA makes use of a gel matrix to separate 
homoduplex and heteroduplex species in a non-denaturing 
environment, whereas DHPLC uses partially denaturing 
conditions in a liquid chromatography column to exaggerate 
the separation between the two species. 

 For DHPLC, the gene to be tested is amplifi ed using 
high- fi delity PCR to prevent the production of PCR arti-
facts (pseudoalleles) that could produce false-positive 
results. The optimal amplicon length is between 100 and 
500 bp. PCR product purifi cation usually is not necessary, 
as unincorporated primers, nucleotides, and genomic DNA 
do not interfere with the analysis. DHPLC requires hetero-
duplex formation, accomplished by heating and slow cool-
ing of the PCR products. Therefore, for conditions in which 
only one variant allele type may be present (such as reces-
sive diseases, X-linked conditions in males, or small tumor 
samples with loss of heterozygosity in all cells), PCR prod-
ucts from non-variant control samples and patient samples 
are mixed in equal proportions before heating and cooling 
to produce heteroduplex DNA and distinguish from homo-
zygous non- variant alleles. The addition of non-variant 
PCR amplicons is not required when using DHPLC to test 
PCR products from heterozygous individuals, which natu-
rally form heteroduplexes when denatured and slowly 
cooled. 

 The duplexes are injected into a DHPLC column, and the 
DNA binds to the stationary matrix. Binding is aided by tri-
ethylammonium acetate. Because the stability of the binding 
depends on the temperature, the column is optimally held at 
the  T  m  of the PCR fragment. The  T  m  can be calculated using 
a variety of proprietary or free software programs. The DNA 
is next eluted from the matrix using acetonitrile and DNA 
absorbency is measured at 260 nm. The linear gradient of 
acetonitrile established in the column allows separation of 
DNA fragments based on size or the presence of heterodu-
plexes, or both. All DNA fragments impart a characteristic 
profi le when the absorbance is plotted against elution time. 
The peak of maximum absorbance is the retention time of 
that DNA sample at a given acetonitrile concentration. 
Heteroduplexes are less stable and thus have a lower affi nity 
for the column. The concentration of acetonitrile required to 
separate heteroduplexes from the column is therefore lower, 
so heteroduplexes elute from the column earlier than 
homoduplexes. 

 The column temperature and gradient conditions can be 
optimized for the separation of any heteroduplex- homoduplex 
mixture. Some DNA fragments have more than one melting 
domain and the analysis may be performed at more than one 
temperature. One advantage of DHPLC is that reinjection of 
the same sample at different temperatures is possible. Other 
advantages include high detection rates of variants, rapid 
separation times per sample, a high degree of automation, 
and the ability to collect elution fractions and sequence each 
eluted fragment. Disadvantages of DHPLC include the need 
for expensive equipment and columns, high-fi delity PCR, 
and optimization of each reaction required to achieve the 
highest sensitivity of mutation detection.  

   Examples of Applications of DHPLC 
     1.     RET  and  CFTR  mutation detection [ 67 ]   
   2.     BRCA1  and  BRCA2  mutation analysis [ 68 ]      

   Protein Truncation Test 
 The protein truncation test (PTT) is used to identify muta-
tions that result in premature termination of translation. 
Although initially developed for Duchenne muscular dystro-
phy testing, PTT has been applied widely [ 69 ], since protein- 
truncating mutations are associated with multiple types of 
hereditary cancer syndromes, including cancers of the breast, 
ovary, and colon. 

 In PTT, the gene segment of interest is amplifi ed by 
PCR. The amplicons are used for in vitro transcription and 
translation in a coupled reaction. The resulting proteins are 
separated using sodium dodecyl sulfate (SDS)  polyacrylamide 
gel electrophoresis. The presence of a premature termination 
codon is demonstrated by the visualization of a lower-molec-
ular-weight protein band than for the non- truncated protein. 
Relatively large gene fragments (2–4 kb) can be analyzed 
using PTT.  

   Examples of Applications of PTT 
     1.    Duchenne muscular dystrophy diagnosis   
   2.     BRCA1  and  BRCA2  mutation detection for breast cancer [ 70 ]   
   3.     APC  mutations for colorectal cancer [ 71 ]      

   Variant Scanning by High-Resolution Melting 
Curve Analysis 
 High-resolution melting curve analysis (described in detail 
above) can be used for variant scanning of many genes. In 
this method, a large region of a gene, e.g., an exon or any 
region that is 500 bp, is amplifi ed and then melted in the 
presence of a non-variant control DNA. A deviant melt indi-
cates a base change within the region and sequencing of that 
region must be performed in order to determine the clinical 
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signifi cance of the detected variant. This method is useful for 
investigating genetic causes for suspected biochemical dis-
orders found during newborn screening.  

   Examples of Applications of Variant Scanning by 
High-Resolution Melting Curve Analysis 
     1.    Screening for Medium Chain Acyl-CoA Dehydrogenase 

(MCAD) defi ciency mutations [ 72 ]   
   2.    Screening for Ornithine Transcarbamylase (OTC) defi -

ciency mutations       

    Other Nucleic Acid Amplifi cation Methods 

 PCR is widely used in the clinical laboratory. The proprie-
tary nature of PCR prompted the development of alternative 
methods for nucleic acid amplifi cation. Several are described 
here: ligase chain reaction (LCR); transcription mediated 
amplifi cation (TMA), strand displacement amplifi cation 
(SDA), and nucleic acid sequence-based amplifi cation 
(NASBA). 

   Ligase Chain Reaction 
 Ligase chain reaction (LCR) [ 73 ,  74 ] is initiated when a mix-
ture of target DNA, thermostable DNA ligase, four oligonu-
cleotide probes, and NAD +  or ATP is heated to denature 
dsDNA (both target and complementary probes) in the reac-
tion mixture. Two pairs of complementary probes are used, 
and, of necessity, their correct design requires knowledge of 
the sequence of the DNA target. After denaturation and sub-
sequent reaction cooling, the four probes in the reaction mix-
ture hybridize to their complementary sequences on each 
target DNA sister strand. The two probes that hybridize to 
one sister strand and the two probes that bind to the other 
sister strand are designed such that when hybridized, the 3  
hydroxyl end of the upstream probe is immediately adjacent 
to the 5  phosphate end of the downstream probe. 
Thermostable DNA ligase enzymatically ligates the two 
bound probes, thus achieving a “doubling” of the mass of 
target DNA in the reaction. As the temperature cycling pro-
ceeds, a theoretical exponential amplifi cation of the mass of 
target DNA in the original reaction occurs because the resul-
tant ligated amplicons also serve as targets for probe hybrid-
izations and ligations. In practice, amplifi cation is less than 
exponential, but suffi cient to achieve target DNA amplifi ca-
tion and assessment by various methods. 

 Target-independent blunt-end ligation of the probes in the 
reaction can occur in LCR, which can cause unacceptably 
high levels of background signal, limiting the sensitivity and 
specifi city of the method. This problem has been solved by 
use of gap LCR (G-LCR). In G-LCR, the probes are designed 

such that they cannot be ligated in a target-independent man-
ner because they are not blunt ended. When G-LCR probes 
hybridize to target DNA, a gap of one or more bases exists 
between the probes hybridized to the same target strand. T 
his gap is then biochemically “fi lled” in the reaction, thus 
providing a suitable substrate for target-dependent ligation 
by DNA ligase.  

   Examples of Applications of LCR 
     1.     Chlamydia trachomatis  detection   
   2.     Neisseria gonorrhoeae  detection      

   Transcription-Mediated Amplifi cation 
 Transcription-mediated amplifi cation (TMA) uses RNA as 
the template, two primers, and two enzymes: reverse tran-
scriptase (RT) and RNA polymerase. One primer contains a 
promoter sequence that binds RNA polymerase. As the 
amplifi cation process begins, the promoter-containing 
primer hybridizes to the target RNA at a complementary site. 
Reverse transcriptase then synthesizes a cDNA copy of the 
target RNA template by extension of the 3  end of the 
promoter- primer. The result is an RNA–DNA duplex. The 
RNA component is degraded by the RNase H activity inher-
ent in RT. The other primer in the reaction mixture hybrid-
izes to the DNA copy, and a new DNA strand is synthesized 
from the end of the primer by reverse transcriptase, generat-
ing a dsDNA molecule. The other enzyme in the mixture, 
RNA polymerase, binds the promoter sequence in the DNA 
template and initiates transcription. Each of the resulting 
newly synthesized RNA amplicons reenters the TMA cycle, 
serving as a template for a new round of replication and 
exponential expansion of the RNA target. Each DNA tem-
plate can generate 10 2 –10 3  copies of RNA amplicon, with the 
potential for 10 8 - to 10 9 -fold amplifi cation in less than 1 h. 
The process is autocatalytic and isothermal. Acridinium 
ester-labeled DNA probes are added after completion of the 
reaction to initiate detection and quantitation based on 
chemiluminescence.  

   Examples of Applications of TMA 
     1.     Chlamydia trachomatis  detection [ 75 ]   
   2.     Neisseria gonorrhoeae  detection   
   3.    HCV detection (qualitative) [ 76 ]      

   Strand Displacement Amplifi cation 
 Strand displacement amplifi cation (SDA) is an isothermal 
in vitro nucleic acid amplifi cation technique [ 77 ]. Hemi- 
modifi ed DNA is polymerized by using three conventional 
dNTPs and one containing a 5 -[α-thio]triphosphate. The 
primer(s) is designed with an RE recognition site in the 5  
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overhang end. The recognition site is specifi c for an RE that 
can nick the unmodifi ed DNA strand at a double-stranded 
hemiphosphorothioate recognition site, that is, when the 
newly synthesized strand incorporates the 5 -[α-thio]triphos-
phate nucleotide in the recognition sequence. DNA poly-
merase lacking 5  to 3  exonuclease activity is used to extend 
the 3  end at the nick and displace the downstream strand. 
DNA nicking and polymerization with re-formation of the 
hemiphosphorothioate recognition site continuously cycle, 
generating complementary copies of the DNA target. Linear 
amplifi cation (called target-generation SDA) occurs when a 
single primer is used. Exponential amplifi cation (exponen-
tial SDA) is achieved by using two primers complementary 
to opposite DNA strands, with both primers containing RE 
recognition sites in the 5  overhang end. Strand displacement 
amplifi cation has been used in a microarray format [ 78 ].  

   Examples of Applications of SDA 
     1.     Chlamydia trachomatis  detection   
   2.     Neisseria gonorrhoeae  detection      

   Nucleic Acid Sequence-Based Amplifi cation 
 Nucleic acid sequence-based amplifi cation (NASBA) is an 
isothermal method for amplifying nucleic acids using two 
sequence-specifi c primers (P1, antisense, and P2, sense; see 
Fig.  2.6 ), and the coordinated activities of three enzymes: 
avian myeloblastosis virus reverse transcriptase (AMV-RT), 
RNase H, and T7 RNA polymerase [ 79 ]. A primer with a T7 
RNA polymerase recognition sequence at its 5  end is used 
by AMV-RT to transcribe cDNA from the RNA template. 
The RNA template is destroyed by RNase H. AMV-RT then 
extends the second primer to synthesize dsDNA. The T7 
RNA polymerase binds to the recognition sequence in the 
dsDNA and synthesizes multiple antisense RNA transcripts, 
and the cycle is repeated. Generally, amplifi cation is approx-
imately 10 12 -fold in 1–2 h.

   In NASBA, nucleic acids serve as amplifi cation templates 
only if they are single stranded and contain primer-binding 
regions. NASBA is performed isothermally at 41 °C, so 
RNA is preferentially amplifi ed, because at this temperature 
genomic DNA remains double stranded and does not bind 

  Figure 2.6    Schematic of NASBA 
Method. Two primers are used: P1 
(antisense) and P2 (sense). The P1 
overhang is a T7 RNA polymerase 
recognition sequence. A molecular 
beacon (with fl uorophore and 
quencher, by defi nition) serving as 
probe with reporter molecules 
coupled to NASBA generates a 
real-time detection system.       
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primers, allowing RNA detection in the presence of genomic 
DNA without false-positive results. NASBA can be used for 
specifi c DNA amplifi cation by introducing a DNA denatur-
ation step before amplifi cation. 

 Quantitative detection of target nucleic acids is achieved 
by use of an internal calibrator added during RNA isolation. 
The calibrator is included at a known concentration, is coam-
plifi ed during the NASBA process, and is subsequently iden-
tifi ed along with the target RNA. Quantifi cation is based on 
the analysis of signals generated in real time (one color for 
calibrator and another for target).  

   Examples of Applications of NASBA 
     1.    HIV quantitation   
   2.    CMV detection        

    Amplicon Carryover Contamination 

 Vast numbers of target DNA copies are generated when PCR 
and other in vitro nucleic acid amplifi cation methods are 
used. By contrast, signal amplifi cation methods (see below) 
do not generate vast quantities of amplicon and do not create 
the potential for amplicon carryover contamination of the 
laboratory workspace. Amplicons from previous reactions 
inadvertently introduced into new amplifi cation reactions for 
the same amplicon are suitable substrates for amplifi cation. 
Clinical molecular laboratories therefore take precautions to 
prevent generation of false-positive results from amplicon 
carryover contamination. 

 Amplicon contamination and false-positive results are 
prevented by using physical barriers and chemical and UV 
light techniques to destroy amplicons or make them unsuit-
able for amplifi cation. The physical barriers include perfor-
mance of nucleic acid isolation, PCR setup, thermal cycling, 
and post-PCR analysis in separate areas of the laboratory 
(different rooms are ideal). Air fl ow is controlled such that 
air pressure is positive, that is, fl ows out of the room, in the 
isolation and PCR setup rooms, and is negative in the ther-
mal cycling and post-PCR analysis rooms. Hoods are another 
way of providing physical separation of the different steps of 
amplifi cation-based tests. Other physical separation tech-
niques include the use of barrier pipette tips, frequent glove 
changes, designated laboratory coats for the pre- or post- 
PCR areas of the laboratory, and PCR tube openers or care-
ful, slow opening of tubes and microtiter plates to prevent 
aerosolization of contents. Real-time PCR reduces the 
chances of amplicon contamination since the PCR product is 
detected and quantifi ed without opening the real-time PCR 
reaction vessel. 

 Chemical techniques to prevent amplicon contamination 
include thorough cleansing with bleach of work areas and 
instruments before and after use. UV lights frequently are 
placed in hoods and work areas. UV light creates thymine 
dimers within amplicons, rendering the amplicons unsuit-
able as substrates for further amplifi cation. The introduction 
of isopsoralens in PCR reactions allows DNA cross-linking 
of amplicons by UV light, also rendering them unsuitable for 
further amplifi cation. Deoxyuridine may be used in lieu of 
thymidine in the reaction mixture. Use of deoxyuridine has 
minimal effect on amplifi cation or product detection, but 
amplicons with uracil are substrates for uracil-N-glycosylase 
(UNG). UNG has no effect on DNA that contains only thy-
midine residues (new patient DNA in subsequent reactions), 
but digests the uracil-containing amplicons, allowing 
removal of contaminating amplicons before a new PCR pro-
ceeds [ 80 ]. So-called UNG sterilization is performed prior to 
PCR cycling to rid the reaction of any amplicon contami-
nants that may be present.  

    Signal Amplifi cation Methods 

    Branched DNA Method 
 The branched DNA method (bDNA) [ 81 ,  82 ] begins with the 
addition of a lysis buffer to a small volume of serum, plasma, 
or culture supernatant containing cells or virus. The lysis 
reagent contains detergent to release target nucleic acid, 
inhibitors to prevent target degradation, and multiple capture 
extenders (oligonucleotides) that hybridize to specifi c areas 
of the target RNA or DNA. In the case of the HIV bDNA test, 
the capture extenders hybridize to multiple sequences in the 
viral  pol  gene. A common sequence on the capture extenders 
interacts with capture probes immobilized on the surface of 
96-microwell plates, thereby anchoring the target nucleic 
acid to the plate. 

 Multiple target probes are added to each well that hybrid-
ize to different, conserved sequences on the target nucleic 
acid. In the HIV bDNA assay, more than 80 target probes 
covering a large portion of the 3,000 bp of the  pol  gene are 
used. The target probes contain key sequences that form the 
foundation for signal amplifi cation, accomplished via the 
sequential addition of preamplifi er (complementary to a 
region of the target probes), amplifi er (complementary to a 
region of the preamplifi er molecule), and alkaline-
phosphatase- modifi ed label probes (complementary to por-
tions of the amplifi er molecule). 

 Preamplifi er, amplifi er and label probes, as well as the 
preamplifi er region of the binding probes, contain the non- 
natural nucleotides 5-methyl-2 -deoxyisocytidine (iso Me C) 
and 2 -deoxyisoguanosine (isoG). These isomers of natural 
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bases can participate in Watson–Crick base pairing with 
each other but not with cytosine or guanine residues in 
probes or in natural DNA or RNA sequences. Incorporation 
of non- natural bases into the synthetic probe molecules 
increases the specifi city of hybridization by decreasing 
nonspecifi c probe interactions, and increases the sensitiv-
ity of the assay since higher concentrations of probes can 
be used. 

 The series of probes results in formation of large hybrid-
ization complexes on the target RNA or DNA. For example, 
if each hybridization step was 100 % effi cient in the HIV 
bDNA assay, each target molecule would be labeled with 
more than 10,000 alkaline phosphatase molecules. Addition 
of dioxetane substrate for the alkaline phosphatase results in 
steady-state chemiluminescent signal. The signal is propor-
tional to the amount of target RNA or DNA present in the 
sample. The amount of target RNA or DNA in a specimen 
may be calculated by interpolation from a standard curve 
generated by signals produced from calibrators that contain 
known concentrations of the specifi c viral, bacterial, or cel-
lular RNA or DNA. 

   Examples of Applications of bDNA method 
     1.    HIV quantitation [ 83 ,  84 ]   
   2.    Hepatitis B virus (HBV) quantitation [ 85 – 88 ]   
   3.    HCV quantitation [ 89 ,  90 ]       

    Hybrid Capture 
 Hybrid capture (HC) is a signal amplifi cation system based 
on antibody binding of RNA–DNA hybrids. The fi rst step of 
HC is the hybridization of unlabeled RNA probes with dena-
tured target DNA. The resulting RNA–DNA hybrids are cap-
tured to the surface of microplate wells by an immobilized 
antibody that recognizes RNA–DNA hybrids. A second anti- 
RNA–DNA monoclonal antibody conjugated to alkaline 
phosphatase is added next. Many secondary antibodies bind 
to each RNA–DNA hybrid. Dioxetane-based substrate is 
added, which is cleaved by the alkaline phosphatase, produc-
ing a chemiluminescent signal. The signal is measured using 
a microplate luminometer and is proportional to the amount 
of target DNA in the specimen [ 91 ]. The sensitivity of HC 
can be increased by using a precipitation buffer and high- 
speed centrifugation. 

   Examples of Applications of HC 
     1.    Human papilloma virus detection [ 92 ]   
   2.    CMV quantitation [ 93 ]   
   3.     Chlamydia trachomatis and Neisseria gonorrhoeae 

detection  [ 94 ]   
   4.    HBV quantitation [ 95 ]       

    Fluorescence In Situ Hybridization 

 In fl uorescence in situ hybridization (FISH), fl uorescently 
tagged DNA or RNA probes are used to identify genomic 
sequences of interest [ 96 ,  97 ]. The major advantages of FISH 
are the utility for testing of FFPE tissue sections, correlation 
of probe hybridization with tissue morphology, and the 
increased resolution provided by FISH for identifi cation of 
specifi c abnormalities when partnered with conventional 
cytogenetics. The number and location of the fl uorescent 
signal(s) can identify chromosomal abnormalities including 
gene amplifi cation, gene deletion or structural rearrange-
ments such as translocations. 

 FISH is performed by sequential steps of denaturation, 
hybridization, and washing. Slides are prepared in the cyto-
genetic or histology laboratory. Fluorescently labeled 
probe(s) are then applied to the slide along with a nuclear 
counterstain and reagents to enhance denaturation and 
reduce background. The slides are sealed and incubated 
(usually overnight) in a humid environment at high tempera-
ture. These conditions denature the probe and patient DNA, 
allowing hybridization to occur between the probe and its 
complementary DNA sequence in the specimen without 
binding to nonspecifi c sites. Excess nonspecifi cally bound 
probe is washed away, and the pattern of fl uorescence is 
observed with fl uorescence microscopy. The fl uorescent 
signal(s) can be enhanced by the use of a digital imaging 
system and computer software. 

 The specifi city of FISH is largely based on probe selec-
tion. Ideally, the probe is complementary to the gene of inter-
est; however, if the disease gene is unknown, satellite probes 
that identify a chromosomal region linked to the disease may 
be used. Labeled bacterial or yeast artifi cial chromosomes 
(BAC or YAC, respectively) are typically used as FISH 
probes, but short oligonucleotides also can be used with sig-
nal amplifi cation techniques. Probes that identify individual 
whole chromosomes or chromosomal arms are often called 
“painting probes” due to the colorful patterns generated. 
Other probes that hybridize to a specifi c gene can be used for 
the detection of deletions or duplications and are called 
single- copy gene probes. Probes that hybridize to the 
α-satellite regions near centromeres are used in clinical cyto-
genetics to identify and count individual chromosomes. 
Probes that hybridize to the subtelomeric portions of chro-
mosomes are used to identify cryptic telomeric abnormali-
ties such as translocations. 

 Dual-color FISH (dFISH) employs two probes with dif-
ferent fl uorescence wavelengths to identify structural chro-
mosomal rearrangements. Each probe generates a 
characteristic color by itself (split signal) and a third color 
when the two probes are juxtaposed (fusion signal). A fusion 
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signal indicating chromosomal rearrangement is used to 
identify disease-causing mutations that predictably involve 
only two partner genes, for example,  BCR  and  ABL . However, 
when a particular gene with multiple potential translocation 
partners is tested, it is more effi cient to have both probes bind 
to the 5  and 3  ends of the particular gene such that the non- 
rearranged allele shows the fusion signal and the rearranged 
allele shows two split signals (so-called “break apart” 
probes). This is the technique used for  MLL  gene detection, 
which is rearranged with over 30 different partner genes in 
various types of leukemia. 

 Spectral karyotyping (SKY) and multiplex FISH 
(M-FISH) are modifi cations of conventional FISH that uti-
lize multiple fl uorochromes, specialized optics, and image 
analysis that can simultaneously identify all chromosomes 
[ 98 ]. Array-based comparative genomic hybridization 
(aCGH, described below), also called “copy number karyo-
typing,” is a variation of FISH that detects relative gains or 
losses of the genome [ 99 ]. Array-based CGH is used to com-
pare the ratios of patient specimen DNA, labeled with one 
fl uorochrome, to that of control non-variant DNA, labeled 
with a different fl uorochrome when hybridized to control 
chromosomes. Colorimetric probes are used in chromogenic 
in situ hybridization (CISH), which has the advantage that 
the signal does not fade with time or require fl uorescence 
microscopy for analysis. 

   Examples of Applications of FISH 
     1.    Detection of  BCR – ABL  in chronic myelogenous 

leukemia   
   2.    Detection of  HER2  gene amplifi cation for breast cancer 

diagnosis and prognosis   
   3.    Detection of  MYCN  amplifi cation in neuroblastoma [ 100 ]       

    DNA Arrays 

 In DNA arrays, the word “array” is jargon for an orderly dis-
tribution of molecules on solid supports ranging from nylon 
membranes to printed circuit boards to glass slides to silicon 
surfaces. There are macroscopic arrays, for example, reverse 
line blots on nylon membranes, and microarrays, for exam-
ple, DNA chips. Synonyms for microarrays include gene 
chip, DNA chip, genome chip, biochip, gene array, DNA 
array, and DNA microarray. Forms of arrays currently uti-
lized in the clinical molecular laboratory include (but are not 
limited to): aCGH, SNP arrays, and expression arrays. 

   Comparative Genomic Hybridization Arrays 
 First described by Kallioniemi in 1992, array-based com-
parative genomic hybridization (aCGH) is a technique devel-
oped for genome-wide characterization of copy number 

changes [ 101 ]. In its original form, differentially labeled test 
and reference genomic DNA were co-hybridized to normal 
metaphase chromosomes. The relative fl uorescence ratio 
along the length of the chromosomes represented the relative 
DNA copy number. Array CGH (aCGH) is an advancement 
of CGH technology that uses clones, most commonly BACs 
or oligonucleotides, arrayed along a physical surface as the 
hybridization target, rather than metaphase chromosomes. 
The arrayed surfaces are commonly called microarrays, and 
the surface may hold millions of unique sequences as the 
hybridization targets. Much like the original CGH process, 
test and reference genomic DNAs are labeled with different 
fl uorescent dyes, denatured, and then hybridized with the 
arrayed clones on the surface of the chip. The relative fl uo-
rescence ratios of the reference and test signals at the arrayed 
DNA elements provide a locus by locus measure of DNA 
copy number variation. In aCGH, the targets can be nonover-
lapping clones evenly spaced across the genome, overlap-
ping clones densely packed only in areas of interest, or a 
combination of the two approaches. 

 The uses of aCGH include gene discovery, cancer classi-
fi cation, and diagnostic assays. Analysis of DNA from man-
tle cell lymphomas by aCGH revealed homozygous deletions 
at 2q13 in 3 of the 29 samples leading to the discovery of the 
tumor suppressor gene BIM [ 102 ]. Since aCGH has a much 
higher resolution than conventional karyotyping, its use has 
led to the recognition of new microdeletion and microdupli-
cation syndromes such as that at 17q21.31 [ 103 ,  104 ]. Such 
discoveries are indicative of the role of aCGH in gene dis-
covery and the development diagnostic tests. 

 The patterns of copy number variations detected by aCGH 
have led to diagnostically signifi cant subgroup classifi ca-
tions of cancers. One example is that of differentiating dif-
fuse large B-cell lymphoma types into subtypes based on 
copy number patterns [ 105 ]. The ABC subtype is genomi-
cally characterized by gain of 3q, 18q, and 19q and loss of 6q 
and 9p21, whereas the GCB subtype is genomically charac-
terized by gain of 1q, 2p, 7q, and 12q. The subtypes have 
disparate biology and clinical outcomes. 

 As the number of unique targets on an array increases, so 
does the resolution. In 2005, a targeted array capable of detect-
ing exonic level copy number variations was used to screen 
162 exons of 5 genes [ 106 ]. In 2008, three groups showed the 
utility of CGH to detect exonic level copy number variation in 
the dystrophin gene [ 107 – 109 ]. The ability of custom-designed 
aCGH to detect exon copy number changes provides new 
opportunities for research and diagnosis. 

 Within the past decade, aCGH has emerged as a diagnos-
tic tool in the clinical laboratory. Occasionally referred to as 
molecular karyotyping, the International Standard 
Cytogenomic Array Consortium recommended in 2010 
genome-wide aCGH as the fi rst-tier clinical diagnostic test 
for individuals with multiple congenital anomalies and 
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developmental delays [ 110 ]. As a result, targeted arrays are 
increasingly being used in the clinical laboratory for both 
cancer and congenital conditions.  

   SNP Arrays 
 The basic principle of the SNP array is the same as the DNA 
microarray. DNA is fl uorescently labeled, hybridized with 
arrayed DNA probes, imaged, and interpreted. The differ-
ence is that for SNP arrays, the target probes are designed 
around single-nucleotide polymorphisms (SNPs) distributed 
throughout the genome. Signal intensity following hybrid-
ization is dependent on both the amount of target DNA as 
well as the affi nity to the target. Thus, interrogating the SNP 
targets provides both copy number and SNP allelic informa-
tion. The resolution of SNP arrays is limited by the distribu-
tion of SNPs in the human genome. The highest density SNP 
chips now have over four million SNP targets (Illumina 
Human Omnio5-Quad Bead Chip). Applications of SNP 
arrays include genome-wide association studies (GWAS), 
determination of heterozygosity, and molecular karyotyping 
of clinical samples.  

   Expression Arrays 
 Gene expression arrays are a powerful tool for comparing 
complex RNA populations. RNA is isolated from a test sam-
ple, converted to fl uorescently labeled cDNA, and hybrid-
ized to a microarray. The fl uorescence at each DNA element 
is then quantifi ed, providing a measure of the abundance of 
the RNA molecules in the test sample. Detection limits are as 
low as 1–10 copies of mRNA per cell depending on the tech-
nology and cell type. As a means of candidate gene discov-
ery, genome-wide expression microarrays with large 
densities are appropriate for analysis of differential patterns 
of gene expression between normal and diseased tissues 
while high-density, targeted expression arrays can identify 
novel exon skipping events and alternative splicing events 
[ 111 ,  112 ]. Expression arrays have gained acceptance in the 
clinical laboratory as a means of defi ning clinical subtypes of 
cancer [ 113 ]. Such arrays have demonstrated gene expres-
sion patterns which have been correlated with clinical out-
comes and therapy response. Currently, fi ve gene expression 
arrays are offered clinically for prognostic testing for breast 
cancer: Mammaprint, MapQuant Dx, OncotypeDx, PAM50 
Breast Cancer Intrinsic Subtype Classifi er, and Theros Breast 
Cancer Index.   

    Massively Parallel Sequencing 

 Massively parallel sequencing, also known as next- 
generation sequencing (NGS), has been widely adopted by 
the basic research community [ 114 ,  115 ]. Until recently, the 
use of NGS for clinical diagnostics was hindered by the rela-

tively high cost of instruments, assay development and 
sequencing, as well as the bioinformatics infrastructure and 
expertise required for analysis. Since its introduction, 
advances in NGS platforms and sequencing chemistries have 
improved workfl ow, base qualities, read lengths, and total 
bases of sequence per experiment, all while reducing the cost 
per base sequenced [ 116 ]. Advances in enrichment and cap-
ture technologies have enabled the development of cost 
effective gene panels or exome sequencing for inherited dis-
orders. NGS assays developed or under development include 
gene panels for autism, cardiomyopathies, X-linked mental 
retardation, the RAS pathway, among others, as well as the 
introduction of exome and genome sequencing in laborato-
ries accredited by CMS under the Clinical Laboratory 
Improvement Act of 1988 (CLIA) [ 117 – 119 ]. The use of 
NGS for inherited disorders will supplant sequencing strate-
gies such as Sanger sequencing or array-based genotyping 
when it is cost-effective and diagnostically viable. At this 
time bioinformatic analysis is still cumbersome and Sanger 
verifi cation of putative variants of signifi cance remains com-
monplace. However, improvements and standardization of 
bioinformatic analysis should ultimately reduce confi rma-
tory Sanger verifi cation and permit a high degree of certainty 
and reproducibility when detecting and reporting variants. 
(See Chap.   62     for a full discussion of NGS.) 

   Next Generation Sequencing Methods 
 The principles of NGS sequencing methodologies include 
sequencing by synthesis and sequencing by ligation. All 
platforms require the incorporation of adapters to target 
DNA and subsequent PCR-based generation of clonally 
amplifi ed and clustered DNA. The two strategies primarily 
used for colony/cluster generation include in-solution emul-
sion PCR (emPCR) and surface bridge amplifi cation. Once 
the DNA has been clonally enriched, sequencing chemistries 
differ depending upon platform [ 114 ,  115 ]. Illumina sequenc-
ing takes advantage of reversible dye-labeled terminators. 
Each dye terminator representing A, T, C, or G is sequen-
tially introduced to the DNA molecule being synthesized and 
the surface of the fl ow cell is imaged. Once the complemen-
tary base has been incorporated into the extending DNA 
molecule, no further extension can occur until the dye is 
cleaved, resulting in an extendable deoxyribonucleotide tri-
phosphate (dNTP), such that a single base is added during 
each cycle [ 114 ]. Technology from Roche relies upon the 
sequential introduction of the different dNTP bases, except 
the method of detection is pyrosequencing. The incorpora-
tion of a given base to the DNA being synthesized results in 
the release of a pyrophosphate and subsequent luciferase 
luminescence [ 120 ]. Since the reaction uses dNTP, single 
base extension does not always result, as homopolymer 
extension may occur during a single cycle. Technology from 
Life Technologies does not rely on DNA polymerase exten-
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sion, rather sequencing by ligation is used. The process 
involves the use of multiple primers offset by one base at the 
3  end of the adapter. Fluorescently labeled interrogation 
probes representing two adjacent nucleotides are ligated to 
the primer. Once the ligation reaction has occurred and imag-
ing is completed, the dye is cleaved off the interrogation 
probe, and a subsequent ligation can be performed [ 121 ]. 
Other methods of polymerase-mediated NGS include mea-
suring the charge associated with nucleotide extension and 
the visual detection of dye-labeled nucleotide extension. 

 High throughput NGS platforms have made sequencing 
of an individual human genome in a reasonable timeframe a 
reality. Genome sequencing for clinical purposes is not com-
monplace at this time and is pursued mostly for gene discov-
ery. Paradoxically genome sequencing is the simplest 
application of NGS and the most bioinformatically intensive. 
Because of the ease of set up, lack of need for specifi c assay 
design, and the costs associated with target-specifi c enrich-
ment, genome sequencing will ultimately be performed for 
clinical purposes in the future [ 122 ]. However, a number of 
bioinformatic, regulatory, and ethical issues will need to be 
addressed before genome sequencing for clinical purposes 
will be commonplace. 

 Exome sequencing is a method that holds signifi cant 
promise for clinical molecular laboratories. Exome sequenc-
ing can be used for gene discovery and in certain instances 
can be used for gene panel or pathway analysis. Because the 
human exome is roughly 1.5 % of the human genome, bioin-
formatic analysis is not as daunting as genome analysis, 
yielding roughly 30,000–50,000 variants [ 123 ]. Exomes 
from different patients can be differentially labeled using 
unique short sequence tags, multiplexed and sequenced in 
the same sequencing run, which reduces sequencing costs. 

 While high-throughput NGS platforms can be used to 
sequence genomes or multiple exomes in a single test, these 
instruments may not always be optimal for NGS of smaller 
gene panels. The use of barcodes or indexes enables pooling 
of multiple samples to leverage sequencing throughput, but 
the time required for sequencing can take days. Recently, a 
number of platforms have been introduced with lower 
throughput and faster turnaround times that facilitate the 
sequencing of smaller gene panels or exomes. This advance-
ment has permitted the introduction of time-sensitive NGS- 
based clinical tests that are less expensive than Sanger 
sequencing tests, with a similar turnaround time.  

   Bioinformatics and Data Analysis 
 A typical NGS test may yield from 1 to 600 gigabytes (Gb) 
of sequence data. Conventional analysis pipelines and soft-
ware programs developed for Sanger sequencing are totally 
inadequate for analysis of the large volumes of NGS data. 
A number of commercial and freeware software applica-
tions are available that align and perform variant calling. 

The steps of data analysis involve assessing the quality of 
the sequencing data, aligning the sequence fastq fi les to a 
reference sequence, determining the differences between 
the reference sequence and the patient’s sequence, and col-
lecting the data [ 124 ]. These sequence variants are bioin-
formatically processed to ensure the quality and accuracy 
of the alignment. Once the data have been processed and 
fi ltered, annotation of the variants is performed, and subse-
quent post-annotation fi ltering allows for the selection of a 
subset of variants of interest [ 116 ,  123 ,  125 ]. The process 
from raw sequence data to fi nal variant reporting is bioin-
formatically intensive. 

 Development of bioinformatics and statistical workfl ows 
for NGS are not universal; different purposes for NGS test-
ing require different metrics for alignment and data report-
ing. Public and private databases are used for annotation 
purposes to help determine what variants should be exam-
ined further. It is important that internal databases be devel-
oped that track areas of reproducible misalignments, 
miscalls, and variant frequencies to supplement public, non-
clinical, and sometimes inaccurate, research-derived data-
bases. Because of the vast amount of data associated with 
one test, it is not feasible to manually verify data for each 
variant. Tests may yield from a few to over three million 
variants. A paradigm shift is required for clinical laboratori-
ans and clinicians who are accustomed to manually analyz-
ing all variants that are reported. While graphical user 
interfaces are available to examine variants (should one wish 
to do so) clinical laboratorians and clinicians will have to 
rely upon the tools and pipelines developed by bioinformati-
cians. It is extremely important that all stakeholders are 
involved in pipeline development and validation to ensure 
that everyone involved with test interpretation understands 
the process and that the data reporting is accurate and 
useful.  

   Clinical Applications of Next-Generation 
Sequencing 
 NGS technologies permit sequencing of entire individual 
patient genomes. As the cost of NGS decreases, genome 
sequencing is likely to become increasingly popular as a 
strategy for identifying the genetic basis of diseases as it 
offers the potential of fi nding mutations in the noncoding 
regions, such as regulatory elements or noncoding RNAs, 
and the ability to detect large gene rearrangements [ 126 , 
 127 ]. However, at present, the expense of NGS reagents and 
the high demand in bioinformatics makes the targeting of a 
subset of genome more appealing at the present time. The 
subset of a genome often focuses on a set of genes at differ-
ent chromosomal loci which are important in a specifi c dis-
ease [ 119 ]. Two examples are provided by an X-Linked 
intellectual disability 92-gene NGS panel and a cardiomy-
opathy panel of 46 genes [ 117 ,  118 ]. This use of NGS is the 
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logical extension of Sanger sequencing of a panel of selected 
genes associated with a particular phenotype. 

 Exome sequencing uses a targeted selection approach 
to capture the majority of the protein-coding exons of 
genes, microRNAs and noncoding RNAs in the human 
genome, followed by NGS sequencing. Because the 
exome represents only approximately 1.5 % of the genome 
and contains 85 % of known disease causing mutations, 
exome sequencing is considered the most cost-effective 
method for identifying the causative mutation in rare dis-
eases [ 126 ]. However, with a massive amount of variants 
detected by exome sequencing, data analysis is compli-
cated, especially when putative causative mutations such 
as missense mutations are identifi ed. Family history and 
pedigree segregation studies are useful to determine the 
causality of the mutations [ 128 ].    

    Conclusion 

 The molecular methods used in the clinical laboratory will 
continue to evolve and develop as researchers and instrument 
manufacturers develop new methods that improve on the 
sensitivity, specifi city, cost and speed of current methods. 
Drivers for adoption of new technologies in the clinical labo-
ratory include but are not limited to reduced technologist 
hands-on time, reduced cost, shortened turnaround time, 
interfacing of results to information systems to reduce human 
transcription errors, and improvements in the detection of 
analytes with clinical signifi cance. Molecular pathology will 
continue to be at the leading edge of methods development, 
resulting in a constant stream of new test and method valida-
tions with all the required steps new tests require from a 
regulatory compliance perspective. While this is challenging 
for the molecular pathology laboratory leadership and staff, 
this innovation also is one of the exciting aspects of molecu-
lar pathology practice.     
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Abstract

Genetic counseling is a relatively new profession that began four decades ago. Genetic 

counselors are master level-trained individuals who have specialized knowledge in medical 

genetics and counseling. About 83 % work directly with patients on a daily basis, while 

approximately 17 % work in laboratories or other non-patient contact areas. Genetic coun-

selors are trained to be nondirective and advocate for patient autonomy and informed con-

sent. The genetic counseling process involves drawing a family medical pedigree, reviewing 

medical records, performing risk assessments, explaining medical and scientific informa-

tion, discussing disease management, treatment and surveillance options, reviewing testing 

options, and facilitating the decision-making process. Genetic counselors believe that 

patients will make the best choice for themselves if their decision is made in the context of 

their belief systems and past experiences. Genetic counseling positions and subspecialties 

are rapidly evolving to meet patients’ needs. Given the speed of gene discovery, genetic 

counselors must work to keep abreast of knowledge of specific diseases, innovative testing 

methods, and new disease treatments and surveillance options.
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 Genetic Counseling: The Discipline 
and the Provider

Genetic counseling is a relatively new healthcare profession 

rooted in a combination of medical genetics and counseling 

theory. The first program to train master-level genetic coun-

its first class of eight students in 1971 [1

demand for genetic counseling services in the era of genomic 

2

genetic counseling programs that meet specific educational 

criteria and it administers a national certification examina-

tion for genetic counselors. Thirteen states now regulate the 

profession of genetic counseling requiring genetic counsel-

ors to obtain licensure prior to providing this service to citi-

zens of their state. Of the genetic counselors who provide 

direct patient counseling, approximately 32 % are employed 

pediatric genetic settings. Thirty-two percent of genetic 

counselors have expanded into other subspecialties, includ-
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psychiatry, cardiology, ophthalmology, and genomic and 

laboratory medicine. Approximately 9 % of genetic counsel-

ors work in diagnostic laboratories providing education and 

support to the patients and physicians who request help with 

genetic test selection and result interpretation [3]. Genetic 

counseling is a profession that actively responds to the 

changing landscape of medicine and matches the trends and 

needs in the healthcare marketplace.

background in various disciplines such as obstetrics, pediat-

rics, and internal medicine have obtained specialty training 

in medical genetics and are board certified by the American 

evolves into mainstream healthcare, all providers will need 

some genetic training to be able to order appropriate tests for 

their patients and understand the clinical significance of 

molecular and genomic test results.

Genetic counseling is a process whereby a genetic coun-

-

explains screening, testing, or treatment options to the patient/

family in a nondirective manner helping them make the best 

3.1 summarizes 

expanded scope of practice which included genetic counsel-

ors’ ability to order genetic tests and perform clinical assess-

ments in accordance with state and federal regulations [ ]. 

The scope of practice will need continual reassessment to 

meet patients’ needs in this rapidly evolving profession.

 Clinical Genetic Counseling

 Prenatal Setting

-

ception) genetic counseling and prenatal diagnosis for numerous 

-

mal screening test results, abnormal ultrasound findings, 

family history of an inherited condition, consanguinity, 

teratogen exposure, and multiple miscarriages or stillbirths. 

Although all women are at risk to have a child with a chro-

mosome abnormality, this risk increases with maternal age. 

Thus, advanced maternal age remains one of the most com-

mon reasons a woman is referred for prenatal genetic coun-

defects [

the option of invasive diagnostic testing. This is a large 

departure from when prenatal diagnosis was mainly offered 

Amniocentesis remains the most common prenatal diag-

nostic technique. The procedure involves guiding a needle 

through the abdominal wall into the uterus and withdrawing 

-

genetic and molecular analysis. Optimally, amniocentesis is 

weeks of gestation, but can be performed safely throughout 

practitioners [6]. Another diagnostic procedure, called chori-

amount of chorionic villi from the placenta, either transcer-

vically or transabdominally, to obtain fetal cells for testing. 

than that of amniocentesis at most centers, the advantage is 

7]. A new screening test for 

in the maternal circulation, may significantly reduce the 

publications indicate the sensitivity of this maternal blood 

99.8 %, which compares highly favorably to traditional 

8].

Given the increasing sophistication of ultrasonography 

equipment and its routine use in pregnancy, most fetal anom-

alies such as neural tube defects, holoprosencephaly, 

 abdominal wall defects, or severe cardiac abnormalities are 

detected prenatally and rarely present unexpectedly in the 

Table 3.1

assessment medical records, and perform clinical 

assessment

pedigree, test results, medical literature, and 

couple, or family discuss disease management, treatment and 

surveillance options, review various testing 

options, facilitate decision-making process and 

share information about support groups or 

provide referrals to psychotherapists or family 

therapists, as necessary

C.E. Miller



57

delivery room. Thus, prenatal genetic counselors often find 

themselves providing crisis counseling for individuals who 

have just been informed about a significant birth defect fol-

lowing a “routine ultrasound examination to confirm the 

amniocentesis is performed, consideration is given to order-

small regions of deleted or duplicated genetic material com-

pared with standard chromosome analysis [9].

-

mended for expectant individuals or those planning a preg-

3.2). The 

specific criteria used to select tests for population screening 

is based on a number of factors such as incidence in the pop-

ulation to be screened, medical knowledge of the disorder, 

-

ity of expectant individuals would need to be offered screen-

would have variable detection rates depending on ethnicity; 

available to provide informed consent [

cystic fibrosis screening was successfully implemented by 

obstetricians and other primary care providers and couples 

who screened positive were referred to a genetic counselor.

guidelines, several direct to consumer marketing companies 

began promoting carrier screening tests for expectant cou-

ples for hundreds of exceedingly rare conditions, many of 

which were unfamiliar for most healthcare providers. Thus, 

providing proper informed consent for such prenatal panels 

woman learns she is a carrier for a rare condition, a gene 

sequencing test may need to be offered to her reproductive 

partner since many of the mutations targeted on such panels 

represent a small percentage of the causative mutations for 

the specific condition. This may present two additional prob-

performing sequence analysis for the rare genetic disorder in 

-

ratory to perform sequencing, the reproductive partner 

may be found to have a variant of uncertain significance. 

This uncertainty may lead to confusion and high anxiety for 

a couple who thought that they were undergoing routine pre-

natal screening and would receive clear and clinically inter-

pretable results.

-

native to prenatal testing for couples who are at risk of hav-

ing a child with a genetic condition. Through in vitro 

embryo, usually on day 3 at the 8-cell stage, and tested for 

the specific genetic condition or familial mutation; then, the 

being offered for many monogenic disorders and chromo-

some abnormalities [11

there are still many obstacles in the process related to the 

highly technical nature of the procedures and the difficulties 

in performing cytogenetic or molecular analysis on a single 

Table 3.2

Ethnicity Disease Carrier frequency Recommended by

Alpha thalassemia 1 in 3 Africans

1 in 12 African Americans

Ashkenazi Jewish

1 in 32

1 in 89

Gaucher

1 in 127

All ethnicities

All ethnicities

3 Genetic Counseling
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complex procedures and the likelihood of a successful 

not covered by most insurance providers.

genetic conditions, present patients with prenatal diagnostic 

testing choices, and discuss management and outcome 

options. They help patients make informed and autonomous 

choices by encouraging exploration of personal, spiritual, 

and cultural beliefs that affect decision making [12, 13]. 

Genetic counselors support patients who choose to continue 

affected pregnancies by arranging appointments with pediat-

ric specialists, fetal and pediatric surgeons, and neonatal 

intensive care physicians to help the family prepare for the 

delivery and offer to arrange contact with other families who 

have had a baby with the same condition. Genetic counselors 

also support patients who choose to terminate affected preg-

nancies by making the necessary referrals for the procedure, 

encouraging autopsy when the diagnosis is still in question, 

and providing referrals to support groups for individuals who 

have had a therapeutic abortion.

 Pediatric and Adult Setting

Genetic conditions can occur with unique symptoms at all 

stages of life, from birth defects in a newborn to cognitive 

defects or an individual at any age develops symptoms, the 

first step in clinical care is establishing an accurate diagno-

sis. Often medical geneticists are consulted by physicians 

caring for babies born with birth defects or other clinical 

symptoms to determine if there is one unifying syndrome or 

-

sis is helpful as it enables one to predict if the condition is 

associated with other problems that may develop over time, 

such as learning problems, behavioral disorders, cancers, or 

other medical conditions that are not present at the time of 

the examination. This may allow for early intervention, ther-

apy and medical screening to reduce the impact of, or risk 

provide an explanation for likely causes of the condition and, 

therefore, potential recurrence risk for siblings or offspring 

was a first line test in the evaluation of developmental dis-

should be the initial test for these conditions because the 

].

genetic condition, yet even after undergoing many tests, the 

-

success rate in determining a diagnosis [

sequencing also began to be offered on a clinical basis. 

child, the exomes of the parents also are sequenced to deter-

mine if the child has de novo mutations or recessive muta-

tions in the same gene from each parent. Analyzing such a 

large amount of data is very complex and requires an experi-

enced bioinformatics specialist. Genetic counselors often are 

involved with developing the consent forms for exome 

sequencing as well as consenting the family members par-

ticipating in exome sequencing research or clinical testing. 

Genetic counseling for exome sequencing is very time con-

suming because the genetic counselor, the patient, and their 

family members must consider what types of genetic variant 

information they are interested in learning about and are pre-

-

fied that may be causative for the disease in question, 

mutations predisposing to other conditions such as cancer, 

heart disease, and dementia may be detected.

-

mine if a disorder should be considered for newborn screen-

protocol is in place that changes the outcome for patients 

-

unaffected patients and is acceptable to the public [16]. 

-

nology was developed for newborn screening; then the num-

most states screen for at least the 29 rare, mostly metabolic, 

17

the new conditions being screened do not satisfy all of the 

criteria originally used for inclusion in newborn screening 

protocols. Genetic counselors often coordinate, or are heav-

ily involved with, state newborn screening programs and 

provide valuable information to pediatricians or other health-

care providers caring for newborns who have a positive 

screen for one or more of these rare disorders.

The increasing access to and availability of genetic test-

ing has improved the diagnostic capabilities for many disor-

social, and financial burden for the patient and the family. 

implications beyond the patient, extending to the entire fam-

-

ric, or adult years, the importance of genetic counseling 

remains. The goals of genetic counseling for the patient and 
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the family following the diagnosis of a genetic condition 

include: education about the natural history of the condition 

and  medical implications; explanation of the genetic cause, 

mechanism of inheritance, and recurrence risks; identifica-

tion of appropriate social and emotional resources; attentive-

ness to the patient’s and the family’s reactions to the diagnosis 

and their coping strategies; promotion of the best possible 

emotional adjustment for the patient and family; and facilita-

tion of access to necessary medical and social services [18].

Genetic testing for diagnostic purposes is occurring more 

frequently without pretest counseling when ordered by a pri-

mary care provider or a specialist; however, once a positive 

test result is disclosed, patients are referred for genetic coun-

seling to assist them with understanding the meaning and 

implications of the test result.

the onset of symptoms, that they will develop or are at 

with predictive genetic testing for adult-onset conditions 

has led to the development and strong endorsement of a mul-

tidisciplinary approach to predictive genetic testing that 

includes pretest and posttest genetic counseling protocols 

[19, ]. This approach allows the patient to explore his or 

her motives for testing, expectations for testing, the risks and 

of this recommended counseling process is especially impor-

tant when no treatment or medical intervention is available 

3.3) to allow the 

patient time to consider the benefits and risks of testing, 

develop a support network during the testing process, and 

risk for adverse outcomes after the disclosure of predictive 

genetic test results, whether the result is positive or negative 

[21

counselor or healthcare professional knowledgeable about 

the disorder and the implications of the test result. Also, a 

support person for the patient should be present at the pre- 

and posttest counseling visits.

 Cancer Setting

-

tion for master level-trained genetic counselors. Genetic test-

ing for inherited cancer syndromes can be useful for 

diagnosis and medical management for individuals with a 

cancer who have an inherited mutation in BRCA1, a tumor- 

suppressor gene, may be counseled by their oncologist to 

consider mastectomy and chemotherapy instead of lumpec-

-

bers could have targeted testing for the familial mutation and 

those who test positive may consider undergoing risk- 

reducing prophylactic mastectomy and oophorectomy. 

22  highlight the various issues related to molec-

ular testing for hereditary cancer syndromes, which include 

variable clinical utility, complex medical management 

options, dilemmas with molecular testing approaches, and 

testing in the research setting or during early transition of a 

test to the clinical laboratory. The potential risks and benefits 

associated with testing vary based on the specific hereditary 

cancer syndrome, as well as the patient and family history. 

pre- and posttest counseling for individuals referred for can-

cer genetic testing [22]. The genetic counselor discusses the 

recurrence risk, etc.), as well as early detection and preven-

tion options for individuals with a positive test result. Often, 

hereditary cancer syndromes increase an individual’s risk for 

cancer in multiple organ systems, which makes medical 

management, screening, and early detection more complex. 

syndrome need at least annual screening for brain and spine 

hemangioblastomas, retinal angiomas, pheochromocytoma, 

renal cell carcinoma, and other tumors.

 Informed Consent

-

peutic intervention, the provider explains the procedure to 

the patient, along with the risks, benefits, and alternatives, so 

that the patient can voluntarily make informed decisions 

about diagnostic and treatment options [23

state law and laboratory standards, variation in informed 

-

ments and guidelines for informed consent for genetic  testing 

are available for a growing number of conditions or groups 

of conditions. The majority of guidelines address issues 

Table 3.3 ]

Obtain family history and confirm diagnoses

priori risk

confidentiality of test results

preparedness, and support system

informed consent is provided

3 Genetic Counseling
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obtaining informed consent prior to predictive genetic test-

ing for adult-onset conditions. Guidelines for informed con-

sent prior to genetic testing stress that this is more than 

consent should be a communication process that fosters 

autonomous and informed decision making by the patient 

[ , -

) needs to be tailored to the individual patient’s 

learning style, educational and cultural background, and 

family situation to optimize the usefulness of informed con-

sent for the patient and their family. This is a time- intensive 

process that cannot be done by primary care physicians dur-

ing a routine office visit. The informed consent process also 

other research purposes [26].

 Genetic Testing for Children and Adolescents

The benefits and harms of genetic testing need to be care-

fully evaluated before proceeding with testing in children 

who may not be able to appreciate the implications of such 

management or treatment for a child with symptoms or 

clinical features of a condition, the benefits of testing are 

clear and the well-being of the child is being promoted. 

management, or the condition in question will occur in 

adulthood, the implications of testing become more com-

27]. The 

recommendations are the following:

 1. Timely medical benefit to the child should be the primary 

justification for genetic testing.

adolescent also may be a justification for genetic 

testing.

will not accrue until adulthood, as in the case of carrier 

status or adult-onset diseases, genetic testing should be 

deferred.

-

vider should respect the decision of the competent adoles-

cent and his or her family.

-

mines that the potential harms of genetic testing in chil-

dren and adolescents outweigh the potential benefits.

an appropriate level, should be provided. The benefits and 

harms related to medical issues, psychosocial issues, and 

reproductive issues need to be presented and discussed. 

capacity. The child’s competence and wishes should be 

assessed prior to genetic testing and carefully balanced with 

parental authority. This is especially true for adolescents who 

can articulate a specific opinion that differs from that of his or 

her parents [27]. Assent from the child or adolescent should be 

obtained in addition to informed consent from the parents.

 Legal Protection

health insurance discrimination related to testing for predis-

position to various familial cancer syndromes and adult 

-

that may affect their health, this concern has largely been put 

provide protection against life insurance, disability insur-

ance, or long-term care insurance discrimination [28]. 

employees or those who are employed by companies with 

whether their patients are protected from health and employ-

ment  discrimination and incorporate this into the discussion 

of risks and benefits of genetic testing.

 Other Roles for Genetic Counselors

 Research Testing

Genetic counseling can be valuable to individuals who are 

-

pants may have difficulty understanding the purpose, risks, 

Table 3.4 Key elements of informed consent for genetic testing

obtaining a sample for testing

psychosocial, cultural, and financial)
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expectations of receiving research testing results and do not 

appreciate the limitations of reporting results in the research 

setting. Therefore, consent forms created by genetic counsel-

ors in language understandable to the general public are a 

research results to participants is optimally done by a profes-

-

ditions, clinical testing is not available; therefore, research 

is transitioning from research to the clinical setting, a genetic 

counselor can be a liaison between the participant and the 

laboratory and be responsible for informed consent and 

 disclosure of results.

 Genetic Counselors Working in the Laboratory

Genetic tests differ in many ways from other laboratory tests. 

One difference is the necessity for the laboratory to receive 

clinical information, including the patient’s symptoms and 

family history, for proper interpretation of test results. Genetic 

counselors understand the clinical information needed by 

molecular laboratories to interpret specific genetic tests. 

Additionally, genetic counselors can review the clinical infor-

mation provided to determine whether the test ordered is the 

most appropriate and cost-effective test given the patient’s 

symptoms and family history. One study of genetic counselors 

who reviewed thousands of genetic test orders for a laboratory 

complex genetic tests were misordered [29]. Oftentimes, other 

healthcare providers do not understand the importance of 

obtaining medical records documenting a familial condition. 

are currently 17 causative genes and commercial testing is 

could order testing for all of the commercially available types; 

however, a negative result would not eliminate the individu-

included in the testing. A genetic counselor can work with an 

at-risk individual to obtain the necessary family history infor-

mation and documentation so that the most accurate and 

 efficient approach to testing can be used and the interpretation 

of the results will be more informative. An accurate and com-

prehensive family history is a valuable tool in a diagnostic 

evaluation as it can be used as a medical screening tool, estab-

lish a pattern of inheritance, identify individuals at risk, and 

determine strategies for genetic testing.

result can be difficult for both healthcare providers and 

method used by the testing laboratory are paramount to the 

interpretation of the results [12 -

chemical, and cytogenetic laboratories have genetic coun-

selors on staff who can be a useful resource for other 

healthcare providers and the public. They are able to pro-

vide the necessary education and information to determine 

the appropriate approach to genetic testing, facilitate the 

details of ordering a test, and help interpret and communi-

).

 Summary

The goals of genetic counseling are to address the informa-

tional and emotional needs of patients and their families [13]. 

with a genetic test that is tailored to a patient’s educational 

needs as well as their family, social, and cultural background 

facilitates informed decision making by promoting patient 

autonomy and informed consent. The key goals of genetic 

counseling for most patient encounters include the following:

Obtain and interpret family medical history information.

needed to make health-management decisions and under-

stand their condition.

-

decision-making process.

As genetic testing expands and is incorporated into 

mainstream healthcare, especially for disease prevention 

pre- and posttest genetic counseling for every test will not 

be available to assist healthcare providers and patients 

with education and support facilitating safety in genetic 

testing.

Table 3.5 Genetic counselors working in the laboratory

Obtain test-specific clinical information and family history to ensure 

that the most appropriate test is performed

the patient's autonomy is protected

Assist referring physicians and patients with understanding the test 

results and implications for the patient and family members

significance of variants of uncertain significance

3 Genetic Counseling
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    Abstract  

  The genetic family history, or pedigree, is a valuable tool for assessment of disease risk. Use 
of standardized symbols and nomenclature in pedigrees is recommended to ensure accurate 
communication of information to end users. There are common questions which should 
always be asked during collection of a family health history; however, questioning is often 
tailored for the condition under evaluation. Pedigrees may also help assess disease trans-
mission patterns in the family which may be Mendelian (autosomal recessive, autosomal 
dominant, X-linked recessive, X-linked dominant, Y-linked), chromosomal, mitochondrial, 
or multifactorial. When atypical patterns of inheritance are seen, consideration should be 
given to other factors which can infl uence transmission including, imprinting, uniparental 
disomy, unstable DNA, gene-environment interactions, mosaicism, and synergistic hetero-
zygosity. Recognition of the mode of inheritance within a family can be useful for estimat-
ing disease risk for family members or offspring. Risk assessment also may be confounded 
by logistical factors, such as family dynamics and limited information, or processes such as 
variable expression of disease, penetrance, heterogeneity, mosaicism, lyonization, or con-
sanguinity. Many different laboratory methods are used for direct detection of genetic muta-
tions associated with disease. When direct mutation analysis is not feasible, gene discovery 
or assessing risk for disease may be facilitated by linkage analysis or genome/exome 
sequencing. Bayesian analysis is a statistical construct that allows for the combination of 
incremental contributors to risk to determine an individual’s risk of developing or transmit-
ting a disorder.  

  Keywords  

  Family history   •   Pedigree   •   Genetics   •   Relationships   •   Risk   •   Inheritance   •   Traits   •   Diagnosis   
•   Maternal   •   Paternal   •   Mutations   •   Genotype   •   Phenotype   •   Probability   •   Dominant   • 
  Recessive   •   X-linked   •   Carrier   •   Ethnicity   •   Transmission  
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         The Genetic Family History 

 The personal and family medical pedigree has evolved from 
its earliest ancestors in the fi fteenth century to its current 
form and has become an essential tool in many aspects of the 
clinical genetics evaluation. Originally used primarily to dis-
play relationship information, the pedigree was used for the 
fi rst time to demonstrate inheritance of traits in the mid- 
nineteenth century when Pliney Earl published on inheritance 
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of color blindness and Francis Galton described inheritance 
of artistic ability and genius [ 1 ]. 

 Symbols used to document pedigree information have 
varied, often depending on personal, professional, or national 
preferences. The key to functionality for pedigrees, however, 
is the degree to which they are able to communicate informa-
tion uniformly to all users. In 1993, a National Society of 
Genetic Counselors (NSGC) task force surveyed genetic 
counselors regarding interpretation of pedigree symbols and 
conformity of usage. Numerous different symbols were 
being used for very common scenarios, such as pregnancy 
and miscarriage, and it became evident that standardization 
was needed. The group established a recommended nomen-
clature for pedigrees, which has become the widely accepted 
standard for recording a family health history [ 2 ]. 

 The currently recommended methods for documenting 
pedigree information including symbols, spatial relationships, 
and nomenclature for clinical/investigative status are detailed 
in Figs.  4.1 ,  4.2 ,  4.3 , and  4.4 . These standards allow recording 
of traditional relationships, as well as those nontraditional 
relationships which are developing as new technologies are 
applied, in a manner that meets medical-legal requirements 
and protects patient confi dentiality. Because pedigrees contain 
sensitive information and may be accessed by many individu-
als, especially if part of the electronic medical record, care 
should be taken in considering what information to include in 
a pedigree. To ensure compliance with the Health Insurance 
Portability and Accountability Act (HIPAA) standards in the 
USA, the pedigree standardization guidelines recommend 
including less identifying information on the pedigree [ 2 ]. For 
example, for pedigrees not intended for publication, designat-
ing family members using initials or fi rst names (instead of 
complete names) and listing ages or the year of birth/death 
(instead of exact dates of birth or death) are preferred. The 
current standards also serve as a baseline for future additions 
or modifi cations as the fi eld continues to evolve.

      Pedigrees now form the cornerstone for determination of 
diagnosis, pattern of inheritance, and recurrence risk. 
Visually recording elements of family and medical history in 
the form of a pedigree serves many purposes including: user 
orientation (to family relationships, source of the informa-
tion included and reason for pedigree construction), improved 
readability, risk assessment, validation of information 
included, compliance with medical documentation stan-
dards, communication, and patient education. Well- 
constructed pedigrees also may result in cost savings by 
describing evaluations already performed to avoid duplicate 
testing, and documenting familial mutations necessary for 
the most cost-effective testing of family members. In addi-
tion, collection of family medical information has aided in 
the understanding of many unique features of hereditary dis-
orders, including natural history, variability, and gene-gene or 
gene-environment interactions. 

 Collection of a family pedigree represents an opportu-
nity to build a relationship with the patient and family and 
to learn about how the family functions. As the genetic 
counselor or other healthcare provider explains the purpose 
of obtaining family history, an atmosphere of open com-
munication and respect can be established. This process 
provides a window to the social relationships and psycho-
social and educational needs of patients and families. In the 
social sciences, genograms are used to graphically depict 
family dynamics that infl uence individual behaviors [ 3 ]. 
This information also is essential for successful counseling 
of patients in the clinical genetics setting, and while not 
always recorded in the same fashion, family dynamics are a 
vital part of the process of pedigree gathering. Observations 
about coping mechanisms, assumptions about disease cau-
sation, family hierarchy, key life experiences, stress levels, 
body language, and religious and ethnic infl uences all are 
integrated into consideration about the most effective ways 
to communicate information about a diagnosis, prognosis, 
or management plan to patients and families. 

 Ideally, the pedigree is collected in a face-to-face session. 
This is usually done prior to or at the beginning of the clini-
cal genetics evaluation, but may be done later, particularly 
when evaluating a pregnancy or a newborn with an unantici-
pated, newly diagnosed condition. Advance notice to patients 
and their families about the nature of information to be col-
lected can facilitate the accuracy and completeness of the 
information provided by the family. In addition, electronic 
tools such as the US Surgeon General’s Family Health 
Portrait tool (  http://www.hhs.gov/familyhistory    ) are avail-
able to engage patients in collecting their family health 
information. 

 At a minimum, a three-generation pedigree should be col-
lected, including all fi rst-degree relatives (parents, children, 
full siblings), second-degree relatives (grandparents, aunts, 
uncles, nieces and nephews, half-siblings, grandchildren), 
and, as pertinent, many third-degree relatives (cousins, great- 
aunts, great-uncles, great-grandparents). This group can be 
expanded or condensed, depending on the nature of the 
referral and patient responses to preliminary questioning 
about features relevant to the reason for referral. For exam-
ple, genetic evaluations for hereditary cancer syndromes 
may necessitate a more extended family pedigree, while a 
brief, focused pedigree may suffi ce when discussing cystic 
fi brosis carrier testing. 

 Information that should be collected about each indi-
vidual in the pedigree is listed in Table  4.1 . Modifi cations 
may be needed depending on the nature of the diagnosis 
under investigation; recommendations from the NSGC 
detail additional questions appropriate for individuals 
being evaluated for hereditary cancer syndromes [ 4 ]. 
Because family medical histories change over time, 
 pedigrees should be updated as new information is learned. 
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Instructions:
• Key should contain all information relevant to interpretation of pedigree (e.g., define fill/shading)
• For clinical (non-published) pedigrees include:

a) name of proband/consultand
b) family names/initials of relatives for identification, as appropriate
c) name and title of person recording pedigree
d) historian (person relaying family history information)
e) date of intake/update
f) reason for taking pedigree (e.g., abnormal ultrasound, familial cancer, developmental 

delay, etc.)
g) ancestry of both sides of family

• Recommended order of information placed below symbol (or to lower right)
a) age; can note year of birth (e.g.,b.1978) and/or death (e.g.,d.2007)
b) evaluation (see Figure 4.4)
c) pedigree number (e.g., I-1, I-2, I-3)

• Limit identifying information to maintain confidentiality and privacy

Male Female Gender not
specified

Comments

b. 1925 30y 4 mo

1. Individual

2. Affected individual

3. Multiple individuals,
    number known

4. Multiple individuals,
   number unknown or
   unstated

5. Deceased individual

6. Consultand

7. Proband

8. Stillbirth (SB)

9. Pregnancy (P)

12. Ectopic pregnancy (ECT)

11. Termination of pregnancy (TOP)

10. Spontaneous abortion (SAB)

Pregnancies not carried to term

Assign gender by phenotype (see text for
disorders of sex development, etc.).
Do not write age in symbol.

Key/legend used to define shading or other
fill (e.g., hatches, dots, etc.). Use only when
individual is clinically affected.

With ³2 conditions, the individual’s symbol can be partitioned
accordingly, each segment shaded with a different fill and
defined in legend.

Number of siblings written inside symbol.
(Affected individuals should not be grouped).

“n” used in place of “?”

Indicate cause of death if known. Do not use
a cross (†)to indicate death to avoid confusion
with evaluation positive (+).

Individual(s) seeking genetic counseling/
testing.

An affected family member coming to medical
attention independent of other family members.

Include gestational age and karyotype, if
known.

Gestational age and karyotype below symbol,
Light shading can be used for affected; define
in key/legend.

If gestational age/gender known, write below
symbol, Key/legend used to define shading.

Other abbreviations (e.g., TAB, VTOP) not
used for sake of consistency.

Write ECT below symbol.

ECT

18 wks
47,XY,+18

17 wks female
cystic hygroma

< 10 wks

Affected Unaffected

PP

SB
34 wk

SB
30 wk

SB
28 wk

20 wkLMP 7/1/2007
46,XX47,X,Y,+21

PP

d. 35 d. 4 mo d. 60’s

n n n

5 5 5

P

  Figure 4.1    Common pedigree symbols, defi nitions, and abbrevia-
tions. From Bennett R, French K, Resta R, Doyle D. Standardized 
human pedigree nomenclature: update and assessment of the 

 recommendations of the national society of genetic counselors. J Genet 
Couns. 17;2008:424–33 [ 2 ]. Reprinted with permission from Springer.       
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1. Definitions

2. Relationship line (horizontal)

3. Line of descent (vertical or diagonal) 

a. Relationships

b. Consanguinity

a. Genetic

Comments
If possible, male partner should be to left of female partner on
relationship line.

Siblings should be listed from left to right in birth order (oldest to
youngest).

1. relationship line

3. sibship line 2. line of descent

4. individual’s line

Biologic parents shown.

If degree of relationship not obvious from pedigree, it should be stated
(e.g., third cousins) above relationship line.

A break in a relationship line
indicates the relationship no
longer exists. Multiple previous
partners do not need to be shown
if they do not affect genetic
assessment.

Multiple
gestation

-

-

-

-

Family history
not available/
known for
individual

No children
by choice
or reason
unknown

Infertility

b. Adoption

Monozygotic Dizygotic Unknown

?

? ?

Trizygotic The horizontal line indicat-
ing monozygosity is placed
between the individual’s
line and not between each
symbol. An asterisk (*) can
be used if zygosity proven.

Indicate reason, if known.

Indicate reason, if known.

or

or

tubalvasectomy

endometriosisazoospermia

in out by relative Brackets used for all
adoptions. Adoptive and
biological parents denoted
by dashed and solid lines of
descent, respectively.

  Figure 4.2    Pedigree line defi nitions. From Bennett R, French K, Resta 
R, Doyle D. Standardized human pedigree nomenclature: update and 
assessment of the recommendations of the national society of genetic 

counselors. J Genet Couns. 17;2008:424–33 [ 2 ]. Reprinted with per-
mission from Springer       

Ethnicity, consanguinity, and unique biological relation-
ships should be recorded using standard notation. All 
reported diagnoses or conditions ideally should be con-
fi rmed through authorized request and review of medical 
records. Key records to obtain include pathology reports, 
test results (particularly for any genetic testing that has 
been performed), imaging reports, and autopsy reports. In 

the absence of these documents, family genealogies or 
death certifi cates may provide some degree of verifi cation 
of reported information.

   An important issue in the use of pedigrees for clinical 
evaluations and research is the issue of individual confi -
dentiality [ 5 ]. Each member of the family has a right to 
expect that medical information will remain confi dential. 
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Instructions:
• D represents egg or sperm donor
• S represents surrogate (gestational carrier)
• If the woman is both the ovum donor and a surrogate, in the interest of genetic assessment, she will only be

referred to as a donor (e.g., 4 and 5) ); the pregnancy symbol and its line of descent are positioned below the
woman who is carrying the pregnancy

• Available family history should be noted on the gamete donor and/or gestational carrier

Possible Reproductive Scenarios Comments

1. Sperm donor

2. Ovum donor

3. Surrogate only

4. Surrogate ovum
    donor

5. Planned
    adoption

D

D

D

P

P

P

P P

P

P
or

S

D

D D

D

or

a) b)

Couple in which woman is carrying preg-
nancy using donor sperm. No relationship
line is shown between the woman carrying
the pregnancy and the sperm donor.

Couple in which woman is carrying
pregnancy using a donor egg and partner’s
sperm. The line of descent from the birth
mother is solid because there is a biologic
relationship that may affect the fetus (e.g.,
teratogens).

Couple whose gametes are used to
impregnate a woman (surrogate) who
carries the pregnancy. The line of descent
from the surrogate is solid because there is
a biological relationship that may affect the
fetus (e.g., teratogens).

Couple in which male partner’s sperm
is used to inseminate a) an unrelated
woman or b) a sister who is carrying the
pregnancy for the couple.

Couple contracts with a woman to carry a
pregnancy using ovum of the woman carry-
ing the pregnancy and donor sperm.

  Figure 4.3    Assisted reproductive technology symbols and defi nitions. 
From Bennett R, French K, Resta R, Doyle D. Standardized human 
pedigree nomenclature: update and assessment of the recommendations 

of the national society of genetic counselors. J Genet Couns. 
17;2008:424–33 [ 2 ]. Reprinted with permission from Springer       

This becomes complicated when one considers the pedi-
gree that may contain both reported (“hearsay”) and con-
fi rmed information for numerous individuals. Those people 
may have willingly shared information with the patient but 
may not want it shared with other family members. If sub-
sequent to an evaluation a patient requests release of his or 
her pedigree to another family member, a provider should 
carefully consider the question of ownership of the pedi-
gree information and be attuned to the potential conse-
quences of releasing the (identifi able) information about 
other family members. Current interpretation of regula-
tions outlined by HIPAA and other medical records privacy 

legislation may infl uence how such information is shared. 
Professional organizations including the American Society 
of Human Genetics also have developed position state-
ments on this issue [ 6 ].  

    Patterns of Inheritance 

 One key use of the carefully collected and verifi ed pedigree is 
determination of the most likely mode of inheritance of a con-
dition in a family. This will have relevance to assessing recur-
rence risks, approaches to testing, and in some cases even 
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prognosis. The concept of patterns of inheritance extends 
from the seventeenth-century work of Gregor Mendel, who 
described transmission of traits associated with single genetic 
loci. Transmission of human genetic conditions and traits has 
proven to be more complex, involving not only the single-
gene patterns fi rst described by Mendel but also chromosomal 
inheritance, mitochondrial inheritance, and multifactorial 
inheritance. Other genetic factors which can infl uence trans-
mission of disease include imprinting, uniparental disomy, 
unstable DNA, gene-environment interactions, mosaicism, 

and synergistic heterozygosity. Undoubtedly, additional 
 factors infl uencing transmission and expression of inherited 
traits will be elucidated as our understanding of the human 
genome expands. As of January 2012, the Online Mendelian 
Inheritance in Man (OMIM), a continuously updated catalog 
of human genes and genetic phenotypes, listed 13,775 identi-
fi ed genes and 4,520 genetic disorders for which the molecu-
lar basis is known [ 7 ]. Identifi ed genetic disorders with known 
patterns of inheritance are commonly inherited as autosomal, 
X-linked, or mitochondrial. 

∗ ∗

∗

∗

∗

∗
P

Instructions:
• E is used for evaluation to represent clinical and/or test information on the pedigree

a. E is to be defined in key/legend
b. If more than one evaluation, use subscript (E1, E2, E3) and define in key
c. Test results should be put in parentheses or defined in key/legend

• A symbol is shaded only when an individual is clinically symptomatic
• For linkage studies, haplotype information is written below the individual. The haplotype of interest should be

on left and appropriately highlighted
• Repetitive sequences, trinucleotides and expansion numbers are written with affected allele first and placed in

parentheses
• If mutation known, identify in parentheses

Definition

Documented evaluation (*)
Use only if examined/evaluated
by you or your research/clinical
team or if the outside evaluation
has been reviewed and verified.

1.

2.

3.

4.

5.

Carrier–not likely to manifest
disease regardless of inheritance
pattern

Asymptomatic/presymptomatic
carrier–clinically unaffected at
this time but could later exhibit
symptoms

Uninformative study (u)

Affected individual with
positive evaluation (E+)

Symbol Scenario

Woman with negative echocardiogram.

Male carrier of Tay-Sachs disease by patient
report (* not used because results not
verified).

Woman age 25 with negative mammogram
and positive BRCA1 DNA test.

Man age 25 with normal physical exam and
uninformative DNA test for Huntington
disease (E2).

Individual with cystic fibrosis and positive
mutation study; only one mutation has
currently been identified.

10 week male fetus with a trisomy 18
karyotype.

Eu

E+

E– (echo)

25y

25y

E1–(mammogram)
E2+(5385insC BRCA1)

E1–(physical exam)

E+(CVS)
47,XY,+18

E+(ΔF508)

E+(ΔF508/u)

Eu

E2u(36n/18n)

10wk

  Figure 4.4    Pedigree symbols of genetic evaluation/testing informa-
tion. From Bennett R, French K, Resta R, Doyle D. Standardized 
human pedigree nomenclature: update and assessment of the recom-

mendations of the national society of genetic counselors. J Genet 
Couns. 17;2008:424–33 [ 2 ]. Reprinted with permission from Springer       
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    Mendelian Inheritance Patterns 

 For a summary of Mendelian inheritance patterns, see 
Table  4.2 .

      Autosomal Dominant Inheritance 
 In classic autosomal dominant inheritance, an affected indi-
vidual has one non-functional or mutant allele at a particular 
locus, the presence of which causes disease. Each affected 
individual in a pedigree has a 50 % chance of passing the 
disease-associated mutation to each of his or her offspring. 
Additional genetic and non-genetic factors may infl uence the 
occurrence of these conditions in families. A key feature of 
autosomal dominant inheritance is the observance of male-
to- male transmission of the condition or trait. Transmission 
from fathers to sons is not seen in X-linked dominant inheri-
tance, which can be confused with autosomal dominant 
inheritance on fi rst analysis. Table  4.2  lists additional fea-
tures of autosomal dominant inheritance, and an example 
pedigree is shown in Fig.  4.5 .

       Autosomal Recessive Inheritance 
 In autosomal recessive inheritance, an affected individual has 
two non-functional or mutant alleles at a particular locus. 
Carriers of autosomal recessive conditions have one nonfunc-
tional allele at the gene locus, but usually have no symptoms 
as they also have one normal, functional copy of the gene. If 
both partners of a couple are carriers of the same autosomal 
recessive condition, with each pregnancy there is a one in four 
(25 %) chance of having an affected child, a two-in-four 

   Table 4.1    Collection of family medical history: what to ask?   

  For all family members  

 Current age; year of birth 

 Exact relationship to the proband 

 General physical and mental health status 

 History of major acute or chronic illness, hospitalizations, and 
surgeries 

 History of learning problems, diagnosed disabilities, or intellectual 
disability 

 Highest grade level completed (when relevant) 

 Employment (when relevant) 

 Reproductive history, including pregnancies, miscarriages, elective 
terminations, infertility, and choice not to have children 

 Gestational age and last menstrual period for ongoing 
pregnancies 

 Consanguinity 

 Ethnicity 

 Targeted questions relevant to the reason for evaluation, for 
example, key symptoms or features of the condition in question, 
pertinent evaluations 

 Age at death; year of death; cause of death 

  For family member known to be affected by the condition in 
question  

 Diagnosis 

 Age at diagnosis or disease onset 

 Method of diagnosis 

 Evaluations and testing completed 

 Symptoms 

 Information about ongoing treatment or management plan 

 Availability of medical records for review 

        Table 4.2    Features of Mendelian patterns of inheritance   

  Autosomal dominant  
 Male-to-male transmission occurs; both sexes can transmit to 
offspring 

 Affected family members in multiple generations; “vertical 
transmission” typically showing affected descendants of affected 
individuals and unaffected descendants of unaffected individuals 

 Males and females affected, typically to comparable extent 

 Variability of clinical fi ndings 

 Later/adult onset in some disorders 

 Homozygotes may be more severely affected than heterozygotes 

 Homozygosity may be lethal 

 Occurrence of new mutations 

 Nonpenetrance; apparent “skipping” of generations 

 Germline mosaicism reported 

  Autosomal recessive  

 Affected family members are usually in one generation; 
“horizontal” inheritance 

 Males and females equally likely to be affected; parental 
consanguinity or a small mating pool may infl uence disease 
occurrence 

 Disease severity is usually consistent among affected family 
members 

 Early onset of symptoms more typical 

 New mutations rare 

 May see higher frequency of disease in certain ethnic groups 

  X-linked dominant  
 No male-to-male transmission 

 Affected females usually have milder symptoms than affected males 

 Affected males have no affected sons, but all daughters will be affected 

 May mimic autosomal dominant inheritance 

 May be lethal in affected males; refl ected by a paucity of males or 
overrepresentation of females in the pedigree 

 Increased occurrence of miscarriage may be observed 

  X-linked recessive  

 No male-to-male transmission 

 Males more frequently affected 

 Carrier females usually unaffected but may have mild symptoms 

 Affected males in a family are related through females 

  Y-linked  

 Male-to-male transmission only 

 Association with increased rates of male infertility 

 Discrepancy between chromosomal and phenotypic sex 
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(50 %) chance that a child will be a carrier and a one in four 
(25 %) chance a child will be neither a carrier nor affected. 
After birth, if a child of a carrier couple is not affected by the 
condition in question, he or she has a two-in- three chance of 
being a carrier. Risk to future offspring of a known carrier 
depends on the likelihood that his or her partner is also a car-
rier. This is infl uenced by the frequency of the disease, which 
may vary among different ethnic groups or populations. 
Features of autosomal recessive inheritance are listed in 
Table  4.2 , and an example pedigree is shown in Fig.  4.5 .  

    X-Linked Dominant Inheritance 
 In X-linked dominant inheritance, an affected individual has 
one nonfunctional or mutant allele at a locus on an 
X-chromosome. X-linked dominant conditions can occur in 
either males or females. Risk for offspring of an affected 
female is 50 %, regardless of the sex of the offspring. Risk to 
offspring of affected males is sex dependent, with all daugh-
ters but no sons inheriting the gene mutation. Many of these 
conditions, however, are lethal in males, so pedigrees may 
show overrepresentation of females or increased frequency 
of miscarriages, presumably of affected male fetuses (see 
Table  4.2  and Fig.  4.6 ).

       X-Linked Recessive Inheritance 
 Traditional X-linked recessive inheritance is characterized 
by occurrence of the condition in males having a non- 
functional or mutant allele for a gene on the X-chromosome. 
Affected males in the family will be related to each other 
through females. (See the pedigree in Fig.  4.5 , and Table  4.2  
for additional features.) Typically, carrier females are unaf-
fected; however, due to lyonization (random inactivation of 
one X chromosome in each somatic cell in a female), carrier 
females may have mild symptoms. This occurs when, by 
chance, the X chromosome with the non-functional allele 
remains active in a majority of the cells within the critical 
tissue(s) for the disorder. The likelihood of symptoms in car-
rier females varies considerably among disorders. Risk to 
offspring of carrier females is 25 % overall, or 50 % for 
affected status if the fetus/offspring is male. Fifty percent of 
the female offspring of carrier females will also be carriers. 
Offspring of affected males will not be classically affected, 
but all daughters will be carriers.  

    Y-Linked Inheritance 
 In rare cases, a mutation can occur in one of a limited number 
of genes on the Y chromosome. This can result in disparity 
between chromosomal and phenotypic sex if the SRY region 
is involved, or can be associated with hereditary forms of 
male infertility. This may be identifi ed more frequently as 

  Figure 4.5    Example pedigrees for Mendelian patterns of inheritance       

  Figure 4.6    Bayesian analysis for risk assessment in an autosomal 
dominant, adult-onset hereditary cancer disorder. Ages of selected indi-
viduals in generation II are shown below the pedigree symbols       
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reproductive technologies such as intracytoplasmic sperm 
injection (ICSI) are used to aid in achieving pregnancies for 
previously infertile males, due to Y-chromosome deletions, 
for example (see Table  4.2  and Fig.  4.5 ).    

    Codominant Inheritance 

 In codominant inheritance, two different alleles of the gene 
of interest are present and each is expressed. Therefore, the 
resulting phenotype is infl uenced by expression of both 
alleles. Traits inherited in this fashion include the ABO blood 
group and alpha-1-antitrypsin defi ciency. 

    Non-Mendelian Inheritance Patterns 

 For a summary of non-Mendelian inheritance patterns, see 
Table  4.3 .

      Chromosomal Disorders 
 Chromosome abnormalities can occur sporadically or can be 
caused by familial transmission of duplications, deletions, or 
rearrangements that can result in imbalance of genetic mate-
rial in the offspring. Chromosomal disorders caused by 
changes in the number of chromosomes (e.g., Down syn-
drome) occur most often due to random events during meio-
sis, and are typically not inherited. Copy number variants 
(CNVs), small deletions, or duplications of chromosomal 

material may be benign or disease causing, and may be 
inherited or de novo. Chromosomal rearrangements, such as 
translocations (the exchange of parts of nonhomologous 
chromosomes) and inversions (the breakage and reversal of 
a single chromosome segment), usually are deleterious when 
unbalanced. Unbalanced rearrangements are commonly 
inherited from a parent who carries a balanced version of the 
rearrangement. Chromosome abnormalities commonly are 
associated with multiple phenotypic effects as they usually 
cause deletion and/or duplication of many genes on the chro-
mosomal segment(s) involved. 

 The classic microdeletion syndromes (e.g., DiGeorge 
syndrome, Williams syndrome) are clinically recognizable 
disorders resulting from the loss of many adjacent genes 
along a defi ned segment of a chromosome and usually result 
from a de novo event. The mechanism responsible for 
 common microdeletion/microduplication syndromes is 
homologous recombination between stretches of nearly 
identical sequence that either remove or duplicate the unique 
intervening sequence [ 8 ]. Microdeletion/duplication syn-
dromes are most reliably detected using array comparative 
genomic hybridization (aCGH) or fl uorescence in situ 
hybridization (FISH) because the abnormalities are usually 
not detectable using standard cytogenetics. 

 Risks to offspring of individuals with chromosomal rear-
rangements or CNVs depend on the specifi c chromosome 
region(s) involved, size of the abnormality, and sometimes 
the sex of the transmitting parent. In apparently sporadic 
cases of unbalanced chromosomal rearrangements or 
disease- associated CNVs, parental testing with respect to the 
chromosomal abnormality should be performed to assess 
recurrence risk. Absence of a parental chromosome abnor-
mality in such cases reduces the risk to future offspring. It is 
important to note that novel CNVs identifi ed in an affected 
individual and in an unaffected parent should not be assumed 
to be benign; such CNVs may be disease causing but exhibit 
variable expressivity or reduced penetrance [ 9 ].  

   Mitochondrial Disorders 
 The mitochondrial (mt) genome is a 16.5 kb circular strand 
of DNA located within the mitochondria. Unlike nuclear 
genes, the mt genome has a very high mutation rate due to 
lack of DNA repair mechanisms. In general, large deletions 
in the mtDNA arise as new mutations and confer low risk to 
relatives, while point mutations and duplications are com-
monly maternally transmitted [ 10 ]. Individuals inherit essen-
tially all their mitochondrial DNA from their mothers; thus, 
transmission of mtDNA mutations is maternal. Affected 
males do not transmit mtDNA mutations to offspring. In 
each cell, including egg cell progenitors, there may be up to 
1,000 mitochondria. If a mutation occurs in one of these 
mitochondria, as the mitochondrion divides over time, the 
mutation becomes present in a percentage of the overall 

   Table 4.3    Features of non-Mendelian patterns of inheritance   

  Chromosomal  
 Occurrence of congenital anomalies involving two or more organ 
systems 

 Occurrence of intellectual disability with dysmorphism or 
congenital anomalies 

 Multiple pregnancy losses or infertility in carriers of balanced 
translocations 

 Many occur as sporadic conditions with negative family history 

  Mitochondrial  
 Extreme variability of clinical symptoms; multiple organ systems 
involved 

 Degenerative/neuromuscular disorders predominate 

 Maternal transmission (fathers do not transmit disease) 

 Multiple generations affected (matrilineal) 

 Males and females equally likely to be affected 

 Environmental factors may infl uence symptoms 

  Multifactorial inheritance  

 Implicated in common adult-onset disorders 

 Males and females affected 

 The number and sex of affected relatives infl uence recurrence risk 

 Degree of relationship to affected relatives infl uences recurrence 
risk 
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mitochondrial population in the cell. When the cell divides, 
the mitochondria are distributed stochastically to the daugh-
ter cells. The daughter cells may inherit only mutant mtDNA 
or no mutant mtDNA (homoplasmy), or a mix of mutant and 
nonmutant mtDNA (heteroplasmy). When the proportion of 
mutant mtDNA exceeds a critical threshold in the cell, mito-
chondrial dysfunction results. As the degree of heteroplasmy 
may differ among individuals in a family, predicting risk to 
offspring of affected females is diffi cult. The level of hetero-
plasmy may differ in cell populations of different organs or 
tissues of an affected individual; therefore, conditions caused 
by mtDNA mutations often result in phenotypes affecting 
multiple organ systems and exhibit highly variable expres-
sion. Mutations in nuclear genes which affect mitochondrial 
function also can result in mitochondrial diseases. Such dis-
orders are inherited in either an autosomal or X-linked fash-
ion and tend to have expression that more closely resembles 
other Mendelian disorders.  

   Multifactorial Disorders 
 Multifactorial disorders are the result of the interaction or 
additive effect of multiple genetic and environmental fac-
tors. The likelihood of expression of a trait or disease is 
based on the relative contributions of each of the factors 
involved. With a relatively low concentration of contributing 
factors, no effect will be seen. Above a critical cutoff of 
accumulated factors, the condition occurs. Risk to relatives 
of affected individuals increases as more family members 
are affected, presumably refl ecting the presence of a higher 
“dose” of critical factors in the family or shared environmen-
tal factors. For multifactorial disorders that are more com-
mon in one sex, such as pyloric stenosis or neural tube 
defects, the risk for recurrence is higher for relatives when 
the affected individual is of the less commonly affected sex. 
Empiric risk fi gures for multifactorial disorders may be used 
for genetic counseling, but should be modifi ed based on indi-
vidual factors including number of affected relatives, rela-
tionship of affected family members to the counselee, 
severity of  disease, and sex.    

    Genetic Mechanisms Infl uencing 
Transmission 

 For a summary of several known genetic factors which infl u-
ence transmission, see Table  4.4 .

      Genomic Imprinting 

 Imprinting refers to differential expression of genes depend-
ing on the parent of origin. The process is reversible, as it 
affects the action of the gene but not the gene structure; 

genes that are passed from a male (imprinted as male) to a 
female are then reimprinted as female before being transmit-
ted to the next generation, and so on. Genomic imprinting is 
thought to occur early in development, most likely in the 
germ cells [ 11 ]. Imprinting errors have been described in a 
number of disorders including about 3 % of individuals with 
Angelman syndrome and an estimated 1 % of patients with 
Prader-Willi syndrome. If an affected individual has a muta-
tion in an imprinting control center, which controls gene 
expression by regulating methylation, recurrence risks may 
be as high as 50 %.  

    Uniparental Disomy 

 Uniparental disomy (UPD) is defi ned as both copies of a 
chromosome or chromosome segment being derived from 
the same parent. The frequency of this phenomenon is 
unknown. UPD can occur as heterodisomy (the presence of 
both copies of a chromosome from one parent) or isodisomy 
(two copies of the same parental chromosome). This becomes 
clinically relevant when males and females differentially 
imprint the chromosomal segment in question, or when the 
parent who transmits the disomic region carries a mutation 
for a recessive disorder in that region [ 11 ]. Some disorders 
which can be caused by UPD include Beckwith-Wiedemann 
syndrome, Angelman syndrome, and Prader-Willi syndrome. 
UPD has been reported as a rare cause of autosomal reces-
sive disorders, including cystic fi brosis and sickle cell ane-
mia, and should be considered as a mechanism for autosomal 
recessive disease when only one parent can be confi rmed as 
a carrier. In addition, X-linked recessive disorders occurring 
in 46,XX females may be caused by UPD.  

   Table 4.4    Genetic factors infl uencing transmission   

  Genomic imprinting  

 Gender of transmitting parent modifi es gene/disease expression 
(parent-of-origin effects) 

 May appear to skip generations 

  Uniparental disomy  

 Single/isolated case in a family 

 Documentation of only one carrier parent in individuals with an 
autosomal recessive disease 

 X-linked recessive disorders occurring in 46,XX females 

  Unstable DNA  

 Anticipation (increasing severity with subsequent generations) 

 Gender of the transmitting parent may infl uence disease likelihood 
and severity 

  Synergistic heterozygosity  

 Unaffected, unrelated parents have multiple affected offspring 

 Described for genes with autosomal recessive inheritance 

 Implicated genes act in the same biological pathway or their 
proteins form complexes 
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    Unstable DNA 

 Most classic hereditary disorders are caused by static or sta-
ble mutations in one or a few genes. For trinucleotide repeat 
disorders (e.g., fragile X syndrome, Huntington disease, 
myotonic dystrophy) the causative gene alterations are 
unstable and consist of a variable number of copies of a tan-
demly repeated three-nucleotide sequence. Trinucleotide 
repeats are stable and usually inherited without alteration 
when the repeat size falls with a  specifi c range, which is gene 
specifi c. DNA replication of the repetitive sequence may 
result in errors leading to expansion (additional copies of the 
trinucleotide sequence) or contraction (loss of copies of the 
trinucleotide sequence) of the number of repeat copies. With 
expansion, the gene segment becomes less stable and thus 
more likely to expand further. Intermediate lengths of 
expanded trinucleotide repeats are called pre-mutations, 
which are extremely unstable and highly likely to undergo 
further expansion. Individuals who carry pre-mutations typi-
cally do not have classic symptoms of the associated disor-
der but may show mild signs or develop associated symptoms 
at later ages. 

 If the trinucleotide repeat expands into the disease- 
associated size range, gene function is disrupted and symp-
toms occur in the individual. Disease severity typically 
correlates with the size of the repeated segment, with earlier 
age of onset and more severe symptoms with increasing 
repeat size. The clinical phenomenon of anticipation (earlier 
onset and more severe disease in subsequent generations) is 
explained mechanistically by the progressive expansion of 
the trinucleotide repeat region from one generation to the 
next. Sex of the transmitting parent also can infl uence the 
likelihood and degree of expansion, and is gene specifi c (the 
signifi cant parent of origin varies by disease). Many com-
mon trinucleotide repeat disorders are associated with neuro-
logical phenotypes.  

    Synergistic Heterozygosity 

 This phenomenon can be described as the interaction of 
genes at multiple loci needed to express a phenotype. 
Heterozygous mutations in two or more distinct genes may 
lead to an overall decrease in function if the gene products 
form a complex or participate in the same developmental or 
metabolic pathway [ 12 ]. Examples of disorders resulting 
from synergistic processes include non-syndromic hearing 
loss resulting from heterozygous mutations in both the  GJB2  
gene (encoding Connexin26) and the  GJB6  gene (encoding 
Connexin30). The connexins co-localize in the inner ear 
 tissues to form gap junctions which are important for cellular 
communications. The presence of a heterozygous large dele-
tion within the  GJB6  gene results in the loss of expression of 

 GJB2  on the same chromosome by removing a cis-acting 
regulatory element [ 13 ]. Thus, individuals carrying a  GJB2  
mutation on one chromosome and a  GJB6  mutation on their 
other chromosome present with non-syndromic hearing loss. 
Digenic inheritance, or heterozygosity for a recessive muta-
tion at two distinct loci, has been reported for inherited dis-
orders including severe insulin resistance, primary congenital 
glaucoma, and retinitis pigmentosa. Recurrence risks for 
conditions resulting from synergistic heterozygosity depend 
on the number of loci involved, the specifi c genes implicated, 
genetic linkage of the loci, and the degree of decreased func-
tion conferred by each mutation. For classic digenic inheri-
tance of recessive gene mutations which are not linked, risk 
for recurrence is expected to be 25 %.   

    Other Factors Affecting Risk and Risk 
Assessment 

 Understanding modes of inheritance provides a framework 
for risk assessment for close relatives of individuals affected 
by hereditary disorders; however, many factors infl uence the 
ability to clearly defi ne patterns of inheritance in families. 
From a logistical perspective, family members may not know 
details about medical conditions in distant relatives, or rela-
tives may not wish to share those details by providing medi-
cal records. For some, there may be stigma or guilt attached 
to discussion of hereditary conditions in themselves or their 
children. Mechanistically, there are a number of processes 
that may confound pedigree interpretation (Table  4.5 ). 
Variable expressivity and pleiotropy relate, respectively, to 
the presence of different degrees of severity of symptoms 
and the presence of varying phenotypic features in affected 
individuals. These could lead to misclassifi cation of affected 
status, or failure to recognize the presence of a single clinical 
entity in affected family members. Further, gaps in an otherwise 

   Table 4.5    Factors affecting risk and risk assessment   

 Variable expressivity/pleiotropy 

 Typical age of disease onset 

 Penetrance 

 Heterogeneity 

 Phenocopies 

 Sex-infl uenced expression (sex-limited vs sex-infl uenced) 

 Family size/paucity of at-risk sex 

 Nonpaternity 

 Consanguinity/inbreeding 

 Lyonization 

 New mutation 

 Mosaicism (somatic or germline) 

 Modifying genes 

 Environmental and lifestyle effects 
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classic pedigree can occur due to variability in age of onset, 
particularly with adult-onset disease due to penetrance, or 
likelihood that an individual who carries the gene mutation(s) 
for a condition will show signs or symptoms. Some condi-
tions show genetic heterogeneity, that is, can be caused by 
mutations in a number of different genes or by multiple dis-
tinct mutations at the same loci. Phenocopies, similar condi-
tions with different genetic or nongenetic  etiologies or both, 
also may occur within a family and lead to misinterpretations 
of patterns of inheritance and, thus, of risk to family mem-
bers. Small family size or relatively low frequency of the 
at-risk sex in sex-infl uenced disorders (sex- limited vs sex-
infl uenced expression) may result in failure to recognize a 
hereditary disorder and underestimation of risk.

   Accurate reporting of relationships within a pedigree is 
critical. Nonpaternity, estimated at 3 % in Western industri-
alized nations [ 14 ], may explain transmission patterns that 
seem to deviate from the expected. Consanguinity, or sharing 
of common ancestors, is particularly important when consid-
ering transmission of autosomal recessive traits. In a consan-
guineous union, there is an increased chance that a gene 
mutation present in a common ancestor and associated with 
an autosomal recessive condition may be transmitted through 
both sides of the family and occur in the homozygous state in 
offspring. In general, the risk for congenital malformations 
or adverse medical outcomes in the offspring of consanguin-
eous unions is increased over the general population and var-
ies depending on the degree of relatedness of the couple [ 15 ]. 

 Risk assessment for disorders caused by mutations in 
X-linked genes or for chromosomal rearrangements involv-
ing the X chromosome may be infl uenced by lyonization. 
Female carriers of X-linked recessive disorders may be 
symptomatic if the affected X chromosome is preferen-
tially active while female carriers of X-linked dominant 
disorders may be asymptomatic if the affected X chromo-
some is preferentially inactivated. Spontaneous new muta-
tions, which are not inherited from either parent but may be 
transmitted to offspring, are a common cause for some 
autosomal dominant or X-linked conditions. Parental test-
ing may be necessary to determine if a mutation occurred 
sporadically and can be helpful in clarifying recurrence risk 
and establishing risk to family members. Somatic mosa-
icism, or the presence of at least two populations of cells 
with different genetic makeup in the same individual, may 
result in an atypical or mild disease phenotype depending 
on the type and percentage of cells affected. Mosaicism 
which is restricted to the egg or sperm cells (germline 
mosaicism) can lead to unrecognized or indefi nable risk to 
future offspring because such individuals are asymptomatic 
and it is diffi cult to estimate the percentage of germ cells 
affected. 

 Finally, factors outside of the critical gene can infl uence 
expression of traits and thus the assessment of risk. 

Expression of some genes is infl uenced by variant forms of 
other so-called modifying genes. Polymorphisms or muta-
tions in these modifying genes can change gene-gene or 
protein-protein interactions to affect the expression of the 
condition. Similarly, environmental or lifestyle factors such 
as dietary habits, medical screening practices and specifi c 
exposures (medications, radiation, smoke, etc.) may posi-
tively or negatively affect gene function and expression of 
clinical symptoms. 

 Each of these factors must be carefully considered in the 
overall diagnostic and risk assessment, initially based on col-
lection of a family pedigree and continued through clinical 
evaluation, including physical examination and indicated 
diagnostic testing.  

    Direct and Indirect Mutation Analysis 

 The ability to directly interrogate mutations or gene regions 
associated with disease often provides a more defi nitive 
answer about individual risk than pedigree evaluation. 
Currently, there are clinical or research tests offered for over 
2,500 different genetic diseases (  http://www.ncbi.nlm.nih.
gov/    , accessed on 17 January 2012), and this list will con-
tinue to increase as additional genes are implicated in dis-
ease. Molecular methods of gene analysis vary and 
technologies selected by clinical molecular laboratories may 
be infl uenced by numerous factors including the number of 
gene(s) and sample(s) to be analyzed, size of the gene(s), 
gene structure, and the number and type of gene mutations to 
be interrogated. Sanger sequencing is considered the gold 
standard for DNA sequencing and is frequently used in 
 clinical testing. Mutation scanning techniques such as 
conformation- sensitive gel electrophoresis (CSGE), denatur-
ing gradient gel electrophoresis (DGGE), denaturing high- 
performance liquid chromatography (DHPLC), single-strand 
conformation polymorphism (SSCP), and high-resolution 
melting (Wittwer) are commonly utilized for genes which 
may contain a variety of disease-causing sequence altera-
tions [ 16 ,  17 ]. If a sequence alteration is suspected by a scan-
ning method, sequencing to confi rm the presence of the 
variant can be targeted only to the suspicious gene region 
which makes scanning technologies economical. For analy-
sis of a small number of defi ned mutations within a gene, 
including small insertions, deletion rearrangements, or 
changes in the number of repeats, polymerase chain reaction 
(PCR) and fragment analysis may be used [ 16 ]. For detection 
of defi ned, disease-causing single-nucleotide polymorphisms 
(SNPs), allele-specifi c PCR and fl uorescent monitoring, sin-
gle-nucleotide extension (SNE), or oligonucleotide ligation 
assays (OLA) may be used. Southern blot analysis, multiplex 
ligation-dependent probe amplifi cation (MLPA), or array 
hybridization techniques may be utilized to identify loss or 
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gain of entire genes or gene segments. Southern blot analysis 
also may be used to identify large trinucleotide repeats. 

 New high-throughput sequencing technologies, collec-
tively referred to as next-generation sequencing (NGS), use 
DNA synthesis or ligation processes for massively parallel 
sequencing of numerous DNA templates. NGS technologies 
have improved sequencing speed and accuracy and lowered 
costs of testing multiple genes for a single disease dramati-
cally [ 18 ]. By targeting regions of the genome or genes of 
interest, NGS technologies are being applied to clinical 
molecular testing. Panels of genes associated with a particu-
lar disease phenotype (e.g., cardiomyopathy or X-linked 
intellectual disability) can be assembled for analysis by 
NGS, which is especially cost effective for diseases demon-
strating genetic heterogeneity. Exome sequencing targets 
only the protein-encoding regions of the genome, which har-
bor the majority of identifi ed disease-causing mutations, yet 
represent only 1 % of the entire genome. Exome sequencing 
is being used to identify causative mutations for Mendelian 
disorders diffi cult to identify by targeted sequencing of spe-
cifi c genes [ 19 ]. Genome sequencing also is being applied in 
clinical settings to identify rare Mendelian disorders [ 20 ]. A 
detailed discussion of molecular methods is provided in 
Chap.   2     and NGS technologies in Chap.   59     and   60    . 

 Direct methods of identifying mutations are invaluable 
when the disease-associated gene is known; however, histori-
cally and even today, for many conditions the causative gene 
has not been identifi ed or is not characterized adequately to 
allow for mutation-specifi c testing. The classic method for 
determining the causative gene for a Mendelian disorder is 
linkage analysis. Linkage analysis uses polymorphic genetic 
markers near the genomic locus of interest to assess associa-
tion with the disease phenotype in the family. As linkage 
analysis requires samples from multiple family members, 
both affected and unaffected, this type of indirect mutation 
analysis may not be feasible for genetic assessment of very 
rare Mendelian disorders, sporadic cases, or unrelated cases. 
In addition, linkage analysis may not be an ideal method of 
gene discovery for conditions demonstrating diverse clinical 
phenotypes, those resulting from mutations in more than 
one gene or infl uenced by gene-environment interactions. 
Integration of exome or genome sequencing with linkage and 
homozygosity data can help elucidate previously unidentifi ed 
causative mutations or candidate genes [ 19 ].  

    Bayesian Analysis Used in Risk Modifi cation 

 Numerous factors, some listed above, infl uence the likelihood 
that a given individual in the family may be affected by, or a 
carrier of, the presenting condition. When it is not possible 
to do direct diagnostic testing for the condition (e.g., if the 
causative gene is unknown, when the affected relative is not 

available for testing, or for complex traits), it is possible to 
combine incremental contributors to risk by utilizing Bayesian 
analysis. Bayesian analysis is a statistical construct that uses 
information about the likelihood of occurrence of past events 
or conditions, and the current status of those events or condi-
tions for the individual, to predict the likelihood of a future 
event or condition, in this case, the presence or absence of a 
particular gene mutation or genetic condition [ 12 ]. Some fac-
tors that may be considered in genetic risk assessment using 
Bayesian analysis include ethnicity, degree of relationship to 
affected family members, inheritance pattern, laboratory 
results, incidence of the disease, and natural history of the 
condition. The probability assigned based on past events is 
called the prior probability. The probability based on current 
information or observations is called the conditional probabil-
ity. The calculated probability for each possible outcome of 
an event or condition is the joint probability, and the fi nal 
probability of one outcome as a percentage of all possible out-
comes is the posterior probability. Calculations often utilize 
data from multiple generations and are usually done in tabular 
form. The example pedigree in Fig.  4.6  demonstrates an auto-
somal dominant cancer predisposition syndrome affecting 
males and females equally. Based on Mendelian inheritance 
alone, the risk that individual III.5 carries the disease-causing 
mutation is 25 %. However, knowing that 75 % of gene carri-
ers have been diagnosed with cancer by age 50, risk can be 
recalculated as demonstrated. (See Chap.   5     for a complete 
discussion of Bayesian analysis.)     
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    Abstract  

  The purpose of this chapter is to describe basic and general principles of Bayesian analysis 
for molecular pathologists. Analyses based on Bayes’ theorem are routinely applied to cal-
culate probabilities in a wide variety of circumstances, not limited to medicine or genetics. 
In molecular pathology, Bayesian analysis is commonly used to calculate genetic risk, 
incorporating population data, pedigree information, and genetic testing results. Bayesian 
analysis is introduced with two simple, concrete examples. In subsequent sections, the gen-
eral principles illustrated by these examples are discussed and applied to more complex 
scenarios. Although the technologies for genetic testing will continue to change, Bayesian 
analysis and genetic risk assessment will remain fundamental aspects of genetic testing and 
genetic counseling.  
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 5

        Introduction 

 The purpose of this chapter is to describe basic and general 
principles of Bayesian analysis for molecular pathologists. 
Thomas Bayes fi rst described the theorem named after him 
in an essay on ‘the doctrine of chances,’ published posthu-
mously in 1763, and republished in 1958 [ 1 ]. Analyses based 
on Bayes’ theorem are routinely applied to calculate proba-
bilities in a wide variety of circumstances, not limited to 
medicine or genetics. In molecular pathology, Bayesian 
analysis is commonly used to calculate genetic risk, incorpo-
rating population data, pedigree information, and genetic 
testing results. First, Bayesian analysis will be introduced 
with two simple, concrete examples. In subsequent sections, 
the general principles illustrated by these examples are dis-
cussed and applied to more complex scenarios. For more in- 
depth treatments, the reader is referred to “Introduction to 
Risk Calculation in Genetic Counseling” by Young [ 2 ] and 
“The Calculation of Genetic Risks” by Bridge [ 3 ], as well as 
several articles on genetic risk assessment that include 
advanced Bayesian analyses, particularly for spinal muscular 
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atrophy (SMA) [ 4 ,  5 ], cystic fi brosis (CF) [ 6 – 9 ], and autoso-
mal dominant disorders [ 10 ].  

    Bayesian Analysis Using Pedigree 
Information 

 In the pedigree shown in Fig.  5.1a , the two brothers of the 
consultand (indicated by the arrow) have Kennedy disease 
(X-linked spinal and bulbar muscular atrophy, OMIM 
#300377), which is caused by a CAG trinucleotide repeat 
expansion in the androgen receptor ( AR ) gene (OMIM 
#310200). Because both of the consultand’s brothers are 

affected, we can assume that the consultand’s mother is an 
obligate carrier. Before taking into account the consultand’s 
three unaffected sons, her carrier risk is 1/2, since there is a 
1/2 chance that she inherited the mutant X chromosome from 
her mother. If we take into account that the consultand has 
three unaffected sons, how does her carrier risk change?

   Bayesian analysis starts with mutually exclusive hypoth-
eses. In this example, there are two: that the consultand is a 
carrier, and that the consultand is a non-carrier. Setting up a 
table with separate columns for each hypothesis facilitates 
Bayesian analyses, as shown in Fig.  5.1b  for this case. The 
fi rst row of the table comprises the “prior” probability for 
each hypothesis. In this example, the prior probabilities are 
the probability that the consultand is a carrier (1/2), and the 
probability that she is a non-carrier (also 1/2),  prior  to taking 
into account the subsequent information that she has three 
unaffected sons. 

 The second row of the table comprises the “conditional” 
probability for each hypothesis. The conditional probability 
for each hypothesis is the probability that the subsequent 
information would occur if we assume that each hypothesis 
is true. In this example, the subsequent information is that 
the consultand has three unaffected sons. Thus, the condi-
tional probabilities are the probability that the consultand 
would have three unaffected sons under the assumption (or 
“condition”) that she is a carrier, and the probability that she 
would have three unaffected sons under the assumption (or 
“condition”) that she is a non-carrier. If we assume that she 
is a carrier, the probability that she would have three unaf-
fected sons is 1/2 × 1/2 × 1/2 = 1/8. This is because she would 
have to have passed the normal X chromosome three times in 
succession, each time with a probability of 1/2. If we assume 
that she is a non-carrier, the probability that she would have 
three unaffected sons approximates 1, since only in the event 
of a rare de novo mutation would a non-carrier have an 
affected son. Thus, the conditional probabilities in this 
example are 1/8 for carrier and 1 for non-carrier (Fig.  5.1b ). 

 The third row of the table comprises the “joint” probabil-
ity for each hypothesis, which is the product of the prior and 
conditional probabilities for each hypothesis. For the fi rst 
hypothesis in this example, that the consultand is a carrier, 
the joint probability is the prior probability that she is a car-
rier, times the conditional probability that a carrier would 
have three normal sons, which in this case is 1/2 × 1/8 = 1/16 
(Fig.  5.1b ). For the second hypothesis in this example, that 
the consultand is a non-carrier, the joint probability is the 
prior probability that she is a non-carrier, times the condi-
tional probability that a non-carrier would have three normal 
sons, which in this case is 1/2 × 1 = 1/2 (Fig.  5.1b ). 

 The fourth row of the table comprises the “posterior” 
probability for each hypothesis. The posterior probability for 
each hypothesis is the probability that each hypothesis is true 
after (or “posterior” to) taking into account both prior and 

b
Hypothesis

Carrier Non-carrier
Prior Probability 1/2 1/2
Conditional Probability
(of three normal sons) 1/8 ~1

Joint Probability 1/16 1/2
Posterior Probability (1/16) / (1/16 + 1/2) = 1/9 (1/2) / (1/16 + 1/2) = 8/9

a

c
Non-carrier

(1/2)

7/8

Carrier
(1/2)

1/8

  Figure 5.1    ( a ) Pedigree of a family with individuals affected with 
Kennedy disease (see text). ( b ) Bayesian analysis for the consultand in 
 a . ( c ) Schematic representation of the Bayesian analysis of  b . Pedigrees 
shown in the  boxes  represent all possible disease status outcomes for 
the third generation of the pedigree in  a , given the carrier or non-carrier 
status of the consultand. Each  small box  to the  left  represents 1/16 of the 
total area. (See text for full description.)       
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subsequent information. The posterior probability for each 
hypothesis is calculated by dividing the joint probability for 
that hypothesis by the sum of all the joint probabilities. In 
this example, the posterior probability that the consultand is 
a carrier is the joint probability for the fi rst hypothesis (1/16), 
divided by the sum of the joint probabilities for both hypoth-
eses (1/16 + 1/2 = 9/16), or 1/16 ÷ 9/16 = 1/9. The posterior 
probability that the consultand is a non-carrier is the joint 
probability for the second hypothesis (1/2 = 8/16), divided by 
the sum of the joint probabilities for both hypotheses 
(1/16 + 1/2 = 9/16), or 8/16 ÷ 9/16 = 8/9. Thus, taking into 
account the prior family history, and the subsequent informa-
tion that she has three unaffected sons, the probability that 
the consultand is a carrier is 1/9 (Fig.  5.1b ). 

 The preceding example is illustrated graphically in 
Fig.  5.1c . The total area represents the total prior probabili-
ties. The left half represents the prior probability that the 
consultand is a carrier (1/2), and the right half represents the 
prior probability that she is a non-carrier (also 1/2). Under 
the hypothesis that the consultand is a carrier, there are eight 
possibilities, comprising all the permutations of zero, one, 
two, or three affected sons. The area of the small rectangle 
that contains three unshaded squares (for three unaffected 
sons) comprises 1/8 of the left half and represents the condi-
tional probability of three normal sons under the hypothesis 
that the consultand is a carrier. The area of this small rect-
angle is 1/16 of the total area and therefore also represents 
the joint probability that the consultand is a carrier (1/2), and 
that as a carrier she would have three normal sons (1/8), or 
1/2 × 1/8 = 1/16. 

 Under the hypothesis that the consultand is a non-carrier, 
there is essentially only one possibility, which is that all three 
sons are unaffected. The area of the larger rectangle that con-
tains the pedigree with three unshaded squares (for three 
unaffected sons) comprises all of the non-carrier half and 
represents the conditional probability of three normal sons 
under the hypothesis that the consultand is a non-carrier. The 
area of this larger rectangle is 1/2 of the total area and there-
fore also represents the joint probability that the consultand 
is a non-carrier (1/2), and that as a non-carrier she would 
have three normal sons (~1), or 1/2 × 1 = 1/2. The “reverse-L- 
shaped” box, which is demarcated by a bold line, represents 
the sum of the joint probabilities, or 9/16 of the total area. 

 Because the consultand has three unaffected sons, the 
area of the reversed-L-shaped box represents the only com-
ponent of the prior probabilities needed to determine the pos-
terior probability that the consultand is a carrier. Taking into 
account that all three of the consultand’s sons are unaffected, 
Bayesian analysis allows us to  exclude  7/16 of the prior 
probabilities, those that include one or more affected sons, 
from consideration. (Note that this explains why the joint 
probabilities sum to less than 1.) The posterior probability 

that the consultand is a carrier is therefore the area of the 
small rectangle with three unshaded squares (for three unaf-
fected sons) divided by the area of the entire reversed-L- 
shaped box, which represents the only probabilities relevant 
to the consultand’s risk, or 1/16 ÷ 9/16 = 1/9. Likewise, the 
posterior probability that the consultand is a non-carrier is 
the area of the larger rectangle with three unshaded squares 
(for three unaffected sons) divided by the area of the entire 
reversed-L-shaped box, or 8/16 ÷ 9/16 = 8/9.  

    Bayesian Analysis Using Genetic Test Results 

 In the second example, information from a test result modi-
fi es the prior risk. In the pedigree shown in Fig.  5.2a , the 
consultand is pregnant with her fi rst child and has a family 
history of cystic fi brosis (CF; OMIM #219700). CF is caused 
by mutations in the cystic fi brosis transmembrane conduc-
tance regulator gene ( CFTR ; OMIM #602421). The consul-
tand is an unaffected European Caucasian and her brother 
died years earlier of complications of CF. She undergoes car-
rier testing for the 23 mutations recommended by the 
American College of Medical Genetics (ACMG) CF screen-
ing guidelines [ 11 – 13 ], which detects approximately 90 % of 
disease alleles in European Caucasians. The consultand tests 
negative for all 23 mutations. What is her carrier risk after 
testing?

   As in the fi rst example, the two hypotheses are that the 
consultand is a carrier and that she is a non-carrier. The prior 
probability that she is a carrier is 2/3. Because the consultand 
is unaffected, she could not have inherited disease alleles 
from both parents. Thus, she either inherited a disease allele 
from her mother or father, or she inherited only normal 
alleles; in two of these three scenarios she would be a carrier 
(shown in Fig.  5.2b ). The prior probability that the consul-
tand is a non-carrier is 1/3 (Fig.  5.2c ). 

 As in the fi rst example, the conditional probability for 
each hypothesis is the probability that the subsequent infor-
mation would occur if we assume that each hypothesis is 
true. In this example, the subsequent information is that the 
consultand tests negative for all 23 mutations. Thus, the con-
ditional probabilities are the probability that the consultand 
would test negative under the assumption (or “condition”) 
that she is a carrier, and the probability that she would test 
negative under the assumption (or “condition”) that she is a 
non-carrier. If we assume that she is a carrier, the probability 
that she would test negative is 1/10, since the test detects 
90 % of European Caucasian disease alleles or carriers. If we 
assume that she is a non-carrier, the probability that she 
would test negative approximates 1. Thus, the conditional 
probabilities in this example are 1/10 and 1 for the carrier 
and non-carrier hypotheses, respectively (Fig.  5.2c ). 
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 As in the fi rst case, the joint probability for each hypoth-
esis is the product of the prior and conditional probabilities 
for that hypothesis. For the fi rst hypothesis in this example, 
that the consultand is a carrier, the joint probability is the 
prior probability that she is a carrier (2/3) multiplied by the 
conditional probability that a carrier of European Caucasian 
ancestry would test negative (1/10), or 2/3 × 1/10 = 1/15 
(Fig.  5.2c ). For the second hypothesis in this example, that 
the consultand is a non-carrier, the joint probability is the 
prior probability that she is a non-carrier (1/3) multiplied by 
the conditional probability that a non-carrier would test neg-
ative (1), or 1/3 × 1 = 1/3 (Fig.  5.2c ). 

 Finally, the posterior probability is calculated for each 
hypothesis by dividing the joint probability for that hypoth-
esis by the sum of all the joint probabilities. In this example, 
the posterior probability that the consultand is a carrier and 
tests negative for 23 CF mutations is the joint probability for 
the fi rst hypothesis (1/15) divided by the sum of the joint 
probabilities for both hypotheses (1/15 + 1/3 = 2/5), or 
1/15 ÷ 2/5 = 1/6 (Fig.  5.2c ). The posterior probability that the 
consultand is a non-carrier and tests negative for 23 CF 
mutations is the joint probability for the second hypothesis 
(1/3) divided by the sum of the joint probabilities for both 
hypotheses (2/5), or 1/3 ÷ 2/5 = 5/6 (Fig.  5.2c ). 

 The preceding example is illustrated graphically in 
Fig.  5.2d . The total area represents the total prior probabili-
ties. The left 2/3 represents the prior probability that the con-
sultand is a carrier, and the right 1/3 represents the prior 
probability that the consultand is a non-carrier. Under the 
hypothesis that the consultand is a carrier, there are two pos-
sibilities for the test result: positive or negative. The area of 
the small rectangle on the lower left comprises 1/10 of the 
2/3 carrier region and represents the conditional probability 
of a normal test result under the hypothesis that the consul-
tand is a carrier. The area of this small rectangle is 
1/10 × 2/3 = 1/15 of the total probabilities area and therefore 
also represents the joint probability that the consultand is a 
carrier (2/3) and that as a European-Caucasian carrier she 
would test negative for all 23 mutations (1/10), or 
2/3 × 1/10 = 1/15 (Fig.  5.2d ). 

 Under the hypothesis that the consultand is a non-carrier, 
there is essentially only one possibility for the test result, 
which is negative. The area of the rectangle that comprises 
all of the 1/3 non-carrier region represents the conditional 
probability of a negative test result under the hypothesis that 
the consultand is a non-carrier. The area of this rectangle is 
1/3 of the total area and therefore also represents the joint 
probability that the consultand is a non-carrier (1/3), and that 
as a non-carrier she would test negative (~1), or 1/3 × 1 = 1/3. 
The “reverse-L-shaped” box, which is demarcated by a bold 
line, represents the sum of the joint probabilities, or 2/5 
(=1/3 + 1/15) of the total area. 

b
Maternal Allele

mt N

Paternal Allele
mt (mt/mt) mt/N

N N/mt N/N

c Hypothesis

Carrier Non-carrier

Prior Probability 2/3 1/3

Conditional Probability
(of a negative test result)

1/10 1

Joint Probability 1/15 1/3

Posterior Probability (1/15) / (1/15 + 1/3) = 1/6 (1/3) / (1/15 + 1/3) = 5/6

d Non-carrier
(1/3)

9/10 Positive Test
2/3 x 9/10 = 3/5

Carrier
(2/3)

Negative Test
1/3

Negative Test
2/3 x 1/10 =1/151/10

a

  Figure 5.2    ( a ) Pedigree of a family with an individual affected with 
CF (see text). Consultand is indicated by an  arrow . ( b ) Possible geno-
types of the sibling (consultand in this case) of the affected child prior 
to genetic testing. The mt/mt genotype (in  parentheses ) is excluded 
based on the fact that the consultand is unaffected. Abbreviations:  mt  
mutant,  N  normal. ( c ) Bayesian analysis for the consultand in  a . ( d ) 
Schematic representation of the Bayesian analysis of  c  (see text)       
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                              Table 5.1    Simple Bayesian analyses generalized   

  Hypothesis  

  1    2  

 Prior probability  A  B = 1 − A 

 Conditional probability  C  D 

 Joint probability  E = AC  F = BD 

 Posterior probability  G = E/(E + F)  H = F/(E + F) 

 Because the consultand tested negative, the area of the 
reverse-L-shaped box represents the only component of the 
prior probabilities needed to determine the posterior probabil-
ity that the consultand is a carrier. Taking into account that she 
tested negative, Bayesian analysis allows us to  exclude  3/5 of 
the prior probability, that portion comprising a positive test 
result, from consideration. (Note, again, that this explains why 
the joint probabilities sum to less than 1.) The posterior prob-
ability that the consultand is a carrier is therefore the area of 
the small rectangle at the lower left divided by the area of the 
reverse-L-shaped box, which represents the only probabilities 
relevant to the consultand’s risk, or 1/15 ÷ 2/5 = 1/6. Likewise, 
the posterior probability that the consultand is a non-carrier is 
the area of the larger rectangle on the right divided by the area 
of the reverse-L-shaped box, or 1/3 ÷ 2/5 = 5/6.  

    Simple Bayesian Analyses Generalized: 
Carrier vs Non-carrier 

 The preceding Bayesian analyses can be generalized as in 
Table  5.1 . Note that if the correct prior and conditional prob-
abilities can be determined, the rest is simple calculation. 
Setting up a spreadsheet, as in Table  5.1 , facilitates clinical 
Bayesian analyses.

   A very common application of Bayesian analysis in 
molecular pathology is to calculate carrier risk after a nega-
tive test result, as in the second example above. The need to 
calculate carrier risk in this scenario stems from the fact that 
the sensitivity of most carrier tests is, at present, less than 
100 %; therefore, a negative test result decreases, but does 
not eliminate, carrier risk. Hypothesis 1 in this scenario is 
that the consultand is a carrier, and Hypothesis 2 is that the 
consultand is a non-carrier (Table  5.1 ). The prior carrier 
probability (“A” in Table  5.1 ) depends on whether there is a 
family history, and if so, the relationship of the consultand to 
the affected family member as shown by the family pedigree. 
In the absence of a family history, the prior carrier probabil-
ity is the population carrier risk for that disease. In the case 
of cystic fi brosis (CF) and some other diseases, the appropri-
ate population risk depends on the ethnicity of the consul-
tand. The conditional probabilities (“C” and “D” in Table  5.1 ) 
are one minus the test sensitivity for the carrier hypothesis, 
and the test specifi city for the non-carrier hypothesis, respec-

tively. The remainder of the table is completed through cal-
culation, with the posterior probabilities (“G” and “H” in 
Table  5.1 ) representing one minus the negative predictive 
value, and the negative predictive value, respectively. This is 
shown schematically in Fig.  5.3 .

   For illustration, suppose in the second example above 
(Fig.  5.2 ) that the consultand’s husband is Ashkenazi Jewish, 
that he has no family history of CF, and that he tests negative 
for all 23 mutations in the ACMG screening guidelines 
panel. What is his carrier risk? The carrier risk in Ashkenazi 
Jewish populations, and therefore the husband’s prior carrier 
risk in the absence of a family history, is approximately 1/25 
(“A” in Table  5.1 ). Thus, his prior probability of being a non- 
carrier is 24/25 (“B” in Table  5.1 ). The ACMG screening 
guidelines panel of 23 mutations detects 94 % of CF muta-
tions in Ashkenazi Jewish populations [ 11 – 13 ], so the condi-
tional probability of a negative test, under the hypothesis that 
he is a carrier, is 6 % = 3/50 (“C” in Table  5.1 ). Under the 
hypothesis that he is a non-carrier, the conditional probabil-
ity of a negative test approximates 1 (“D” in Table  5.1 ). (This 
is generally the case in genetic testing, since non-carriers by 
defi nition lack mutations in the relevant disease gene and 
hence, unless there are technical problems, essentially 
always should test negative.) The Bayesian analysis table for 
this example is shown in Table  5.2 . The joint probabilities 
(“E” and “F” in Table  5.1 ) are the products of the prior and 
conditional probabilities, and the posterior probabilities 
(“G” and “H” in Table  5.1 ) derive from each joint probability 

Hypothesis 1
(Carrier)

Prior Probability = A

Hypothesis 2
(Non-carrier)

Prior Probability = B

1 - C
(Sensitivity)

C
(1 - Sensitivity)

1 - D
(1 - Specificity)

D
(Specificity)

1 - E
(True Positive)

1 - F
(False Positive)

E = AC
(False Negative)

F = BD
(True Negative)

  Figure 5.3    Schematic representation of the generalized Bayesian anal-
ysis shown in Table  5.1 , for the case of a negative carrier test. The  small 
boxes  represent true positive, false positive, true negative, and false 
negative rates for a particular consultand, i.e., the prior probabilities are 
infl uenced by factors such as family history or signs and symptoms, and 
the sensitivity and specifi city of the test are infl uenced by factors such 
as ethnicity. For a negative carrier test, the posterior carrier probability 
(one minus the negative predictive value) is the false negative rate 
divided by the sum of the false and true negative rates, or E/(E + F).       
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     Table 5.2    Bayesian analysis for an Ashkenazi Jewish individual without 
a family history of CF who tests negative for the ACMG screening guide-
lines panel of 23  CFTR  mutations   

  Hypothesis  

  Carrier    Non-carrier  

 Prior probability  1/25  24/25 

 Conditional probability 
(of negative test result) 

 3/50  1 

 Joint probability  3/1,250  24/25 

 Posterior probability  (3/1,250)/
(3/1,250 + 24/25) = 
1/401 

 (24/25)/
(3/1,250 + 24/25) = 
400/401 

   Table 5.3    Bayesian analysis for the consultand in Fig.  5.2a  after test-
ing of the parents (see text)   

  Hypothesis  

  Carrier    Non-carrier  

 Prior probability  2/3  1/3 

 Conditional probability (of 
negative test result) 

 1/2  1 

 Joint probability  1/3  1/3 

 Posterior probability  (1/3)/
(1/3 + 1/3) = 1/2 

 (1/3)/
(1/3 + 1/3) = 1/2 

divided by the sum of the joint probabilities. The husband’s 
posterior carrier risk after the negative test result is 1/401.

   What is the risk that the fetus of the mother (consultand) 
in Fig.  5.2  and the father from Table  5.2  is affected with CF? 
Prior to testing, the risk was the prior probability that the 
mother was a carrier (2/3), times the prior probability 
that the father was a carrier (1/25), times the probability 
that the fetus would inherit two disease alleles (1/4), or 
2/3 × 1/25 × 1/4 = 1/150. After testing, the risk is the poste-
rior probability that the mother is a carrier (1/6), times the 
posterior probability that the father is a carrier (1/401), times 

the probability that the fetus would inherit two disease 
alleles (1/4), or 1/6 × 1/401 × 1/4 ≅ 1/9,600. 

 Often, testing is performed on additional family members 
and genetic risks need to be modifi ed accordingly. In the 
example above, testing of both parents of the mother (con-
sultand) would affect her carrier risk calculations. Detection 
of mutations in both parents using the same mutation test 
panel would essentially rule out carrier status for the mother, 
since we would then know that the sensitivity of the test for 
the mutations she is at risk of carrying is essentially 100 %. 
Alternatively, if the test results for the mother’s parents only 
are positive for one of her parents (for example, her father) 
and negative for the other parent (her mother), then the sen-
sitivity of the test for the mutations she is at risk of carrying 
is essentially 50 %. The Bayesian analysis for the mother, 
modifi ed from Fig.  5.2c , is shown in Table  5.3 . The condi-
tional probability of a negative test under the hypothesis that 
she is a carrier has changed from 1/10 to 1/2, which increases 
the posterior probability that she is a carrier to 1/2. Taken 
together with her husband’s carrier risk of 1/401 (Table  5.2 ), 
the risk that the fetus is affected with CF can be modifi ed to 
1/2 × 1/401 × 1/4 ≅ 1/3,200.

   Another way of conceptualizing the Bayesian analysis 
described above is to separate the carrier hypothesis into two 
sub-hypotheses as shown in Table  5.4 . (See also Sect. 
“Bayesian Analyses with More Than Two Hypotheses” 
below.) The two sub-hypotheses are (1) that the consultand is 
a carrier with a paternal (detectable) mutation and (2) that 
she is a carrier with a maternal (undetectable) mutation. The 
prior probability of each hypothesis is 1/3; i.e., half of 2/3. 
The conditional probability of a negative test result, under 
the sub-hypothesis that she is a carrier of a detectable pater-
nal mutation, is 0. The conditional probability of a negative 
test result, under the sub-hypothesis that she is a carrier of an 
undetectable maternal mutation, is 1. As in the generalized 
Bayesian analysis shown in Table  5.1 , the joint probability 
for each hypothesis is the product of the prior and condi-
tional probabilities for that hypothesis, and the posterior 
probability for each hypothesis is the joint probability for 
that hypothesis divided by the sum of all the joint probabili-
ties. The posterior probability that she has a detectable pater-
nal mutation is 0, and the posterior probability that she has 
an undetectable maternal mutation is 1/2 (Table  5.4 ).

       Simple Bayesian Analyses Generalized: 
Affected vs Unaffected 

 Another common application of Bayesian analysis in molec-
ular pathology is to calculate the risk that a patient is affected 
with a particular disease after a negative test result. Again, 
the need to calculate risk in this scenario stems from the fact 
that the sensitivities of many genetic tests are less than 

    Table 5.4    Alternative Bayesian analysis for the consultand in Fig.  5.2a  
after testing of the parents (see text)   

  Hypothesis  

  Carrier  

  Non-carrier  

  Carrier with 
paternal 
(detectable) 
mutation  

  Carrier with 
maternal 
(undetectable) 
mutation  

 Prior probability  1/3  1/3  1/3 

 Conditional 
probability 
(of negative test 
result) 

 0  1  1 

 Joint probability  0  1/3  1/3 

 Posterior 
probability 

 0  1/2  1/2 
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100 %. Hypothesis 1 (in Table  5.1  and Fig.  5.3 ) in this sce-
nario is that the patient is affected, and Hypothesis 2 is that 
the patient is unaffected. The prior probability (“A” in 
Table  5.1  and Fig.  5.3 ) usually derives mostly from signs and 
symptoms, but also may depend on aspects of the patient’s 
history, including family history in diseases with a genetic 
component. As in the CF example above, the conditional 
probabilities (“C” and “D” in Table  5.1  and Fig.  5.3 ) are one 
minus the test sensitivity for the affected hypothesis, and the 
test specifi city for the unaffected hypothesis, respectively. 
The remainder of the analysis is accomplished by calcula-
tion, with the posterior probabilities (“G” and “H” in 
Table  5.1 ) representing one minus the negative predictive 
value, and the negative predictive value, respectively. 

 For example, suppose that a Caucasian child with clini-
cally typical type III spinal muscular atrophy (type III SMA; 
Kugelberg-Welander disease; OMIM #253400) tests nega-
tive for the homozygous deletion of the  SMN1  gene found in 
most affected individuals. What is the probability that the 
child is affected with  SMN1 -linked SMA? The Bayesian 
analysis for this scenario is shown in Table  5.5 . Wirth et al. 
found that 17 of 131 individuals with clinically typical type 
III SMA lacked mutations in both  SMN1  alleles (and there-
fore were considered to have diseases unrelated to  SMN1 ) 
[ 14 ]; hence the prior probability that the child is affected 
with  SMN1 -linked type III SMA is 114/131 or 0.87. 
Approximately 6 % of individuals with  SMN1 -linked type 
III SMA have a deletion of one  SMN1  allele and a subtle 
mutation, undetectable by simple PCR testing for a homozy-
gous deletion, in the other  SMN1  allele [ 15 ]; hence, the con-
ditional probability of a negative test result under the 
hypothesis that the child is affected is 6/100 or 0.06. 
Homozygous deletions of  SMN1 , when present, are highly 

specifi c for  SMN1 -linked SMA; hence the conditional prob-
ability of a negative test result under the hypothesis that the 
child is unaffected with  SMN1 -linked SMA approximates 1. 
Following the simple calculation rules in Table  5.1 , the pos-
terior probability that the child is affected with  SMN1 -linked 
type III SMA is approximately 0.29 (Table  5.5 ).

   Suppose that  SMN1  dosage analysis is performed on the 
child’s DNA (i.e., the SMA carrier test), and the result is 
that the child has one copy of the  SMN1  gene. What is the 
probability that he or she is affected with  SMN1 -linked 
SMA? The Bayesian analysis for this scenario is shown in 
Table  5.6 . Again, the prior probability that the child is 
affected with  SMN1 -linked type III SMA is 0.87. Because 
approximately 6 % of individuals with  SMN1 -linked type 
III SMA have a deletion of one  SMN1  allele and a subtle 
mutation in the other  SMN1  allele that is detectable as a 
single copy by dosage analysis [ 15 ], the conditional prob-
ability of a one-copy test result under the hypothesis that 
the child is affected is again 0.06. However, the carrier fre-
quency for SMA in the Caucasian population is approxi-
mately 1/47 [ 16 ]; hence, in this scenario, the conditional 
probability of a single-copy test result under the hypothesis 
that the child is unaffected with  SMN1 -linked SMA is 1/47 
or 0.021. Following the simple calculation rules in 
Table  5.1 , the posterior probability that the child is affected 
with  SMN1 -linked type III SMA is approximately 0.95 
(Table  5.6 ).

   Suppose instead that the result of the  SMN1  dosage analy-
sis is that the child has two copies of the  SMN1  gene. What is 
the probability that the child is affected with  SMN1 -linked 
SMA? The Bayesian analysis for this scenario is shown in 
Table  5.7 . Again, the prior probability that the child is affected 
with  SMN1 -linked type III SMA is 0.87. Only approximately 
9 in 10,000 individuals with  SMN1 -linked type III SMA 
would be expected to have two subtle, non- deletion muta-
tions, detectable as two copies by dosage analysis [ 15 ]; hence, 
the conditional probability of a two-copy test result under the 
hypothesis that the child is affected is approximately 0.0009. 
Because approximately 6.9 % of unaffected Caucasian indi-
viduals have three copies of the  SMN1  gene, and approxi-
mately 2.1 % of unaffected Caucasian individuals have one 
copy of the  SMN1  gene, for a total of 9 % of unaffected 
Caucasian individuals without two copies of  SMN1  [ 16 ], the 
conditional probability of a two-copy test result under the 
hypothesis that the child is unaffected with  SMN1 -linked 
SMA is 91/100 or approximately 0.9. Following the simple 
calculation rules in Table  5.1 , the posterior probability that 
the child is affected with  SMN1 -linked type III SMA is only 
approximately 0.006 (Table  5.7 ).

   Profi ling by proteomics, RNA microarrays, and/or analy-
sis of single-nucleotide polymorphisms (SNPs) is likely to 
play an important role in molecular pathology, and clinical 
test results will be reported, in many cases, as probabilities or 

    Table 5.5    Bayesian analysis for a child with clinically typical type III 
SMA who tests negative for homozygous deletions of the  SMN1  gene   

  Hypothesis  

  Affected    Unaffected  

 Prior probability  0.87  0.13 

 Conditional probability (of 
negative test result) 

 0.06  ~1 

 Joint probability  0.052  0.13 

 Posterior probability  0.29  0.71 

    Table 5.6    Bayesian analysis for a child with clinically typical type III 
SMA who has one copy of the  SMN1  gene by dosage analysis   

  Hypothesis  

  Affected    Unaffected  

 Prior probability  0.87  0.13 

 Conditional probability (of 
one-copy test result) 

 0.06  0.021 

 Joint probability  0.052  0.0027 

 Posterior probability  0.95  0.05 
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    Table 5.7    Bayesian analysis for a child with clinically typical type III 
SMA who has two copies of the  SMN1  gene by dosage analysis   

  Hypothesis  

  Affected    Unaffected  

 Prior probability  0.87  0.13 

 Conditional probability (of 
two-copy test result) 

 0.0009  0.9 

 Joint probability  0.00078  0.12 

 Posterior probability  0.006  0.994 

    Table 5.8    Bayesian analysis for a consultand with a 20 % lifetime risk 
of developing a disease and a proteomic profi le 16 times more common 
in those who develop the disease than in those who do not   

  Hypothesis  

  Affected eventually    Never affected  

 Prior probability  0.2  0.8 

 Conditional probability (of 
profi ling result) 

 16  1 

 Joint probability  3.2  0.8 

 Posterior probability  0.8  0.2 

relative risks. For example, suppose that a consultand has a 
20 % lifetime risk of developing a particular disease (based 
on family history, physical examination, and/or clinical labo-
ratory test results) and that his or her proteomic profi le is 16 
times more common in those who go on to develop the dis-
ease than in those who do not. What is his or her lifetime risk 
of developing the disease? The Bayesian analysis for this 
scenario is shown in Table  5.8 . Hypothesis 1 (from Table  5.1 ) 
is that the consultand will develop the disease, and Hypothesis 
2 is that the consultand will not develop the disease. The 
prior probabilities are 0.2 and 0.8 for Hypotheses 1 and 2, 
respectively. Because the conditional probability of the pro-
teomic profi ling result is 16 times more likely in those who 
develop the disease than in those who do not, the conditional 
probabilities (“C” and “D” in Table  5.1 ) are 16 and 1, respec-
tively. Following the simple calculation rules in Table  5.1 , 
the posterior probability that the consultand will develop the 
disease is 0.8 (Table  5.8 ).

   Note that because posterior probabilities are normalized 
joint probabilities, the absolute values of the conditional 
probabilities are unimportant, as long as the ratio (i.e., the 
odds ratio) between them is correct. This also is true of prior 
probabilities. For example, in the scenario above, prior prob-
abilities of 1 and 4 can be substituted for 0.2 and 0.8 and the 
same answer is obtained. Likewise, in the fi rst example of 
this chapter (Fig.  5.1a ), prior probabilities of 1 and 1 can be 
substituted for 1/2 and 1/2, and conditional probabilities of 1 
and 8 can be substituted for 1/8 and 1, and the same answer 
is obtained. Hence, relative risks are easily incorporated into 
Bayesian analyses.  

    Bayesian Analyses with More Than One 
Conditional Probability 

 Often there is more than one test result, and/or pedigree infor-
mation, that can be incorporated as conditional probabilities 
in a single Bayesian analysis. For example, consider the pedi-
gree in Fig.  5.4a , in which the two maternal great uncles of 
the consultand were affected with Duchenne muscular dys-
trophy (DMD; OMIM #310200), a severe X-linked recessive 
disease caused by mutations in the  DMD  gene (OMIM 

a

b Hypothesis

Carrier Non-carrier

Prior Probability 1/8 7/8

Conditional probability
(of negative genetic test result)

1/3 1

Conditional Probability
(of normal CPK result)

1/3 19/20

Conditional Probability
(of three normal sons)

1/8 1

Joint Probability 1/576 133/160

Posterior Probability 0.002 0.998

  Figure 5.4    ( a ) Pedigree of a family with individuals affected with 
DMD (see text). ( b ) Bayesian analysis for the consultand in  a , taking 
into account her normal carrier test result, her normal CPK test result, 
and her three normal sons       
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#300377). Her maternal grandmother’s carrier risk was 1/2, 
her mother’s carrier risk was 1/4, and therefore her prior car-
rier risk is 1/8. Suppose that her carrier testing is negative 
using a highly specifi c test (an analysis for heterozygous 
deletions in the  DMD  gene) that detects 2/3 of carriers. 
Suppose also that her serum creatine phosphokinase (CPK), 
which is elevated in 2/3 of carriers, is within normal limits. 
Taking into account her prior probability of 1/8, her normal 
molecular and CPK test results, and, in addition, her three 
normal sons, what is the probability that she is a carrier?

   The Bayesian analysis for this scenario is shown in 
Fig.  5.4b . Each conditional probability is given its own 
line. Because the genetic test detects 2/3 of carriers and is 
highly specifi c, the conditional probabilities of a negative 
genetic test result under the hypotheses that she is a carrier 
and non- carrier are 1/3 and 1, respectively. Because serum 
CPK is elevated in 2/3 of carriers, the conditional probabil-
ity of a normal serum CPK for the hypothesis that she is a 
carrier is 1/3. Because 5 % of non-carrier women have an 
abnormal serum CPK (i.e., the normal range is defi ned as 
comprising 95 % of normal individuals), the conditional 
probability of a normal serum CPK under the hypothesis 
that she is a non- carrier is 95 % or 19/20. Finally, as in 
Fig.  5.1b , the conditional probabilities of three normal sons 
under the hypotheses that she is a carrier and non-carrier 
are 1/8 and 1, respectively. The joint probabilities for each 
hypothesis are the products of the prior probability, and all 
conditional probabilities, for each hypothesis (Fig.  5.4b ). 
Calculation of posterior probabilities then proceeds exactly 
as in Table  5.1 . In this scenario, taking into account her 
normal test results and her three normal sons, the consul-
tand’s carrier risk is lowered from 1/8 to 0.002, or approxi-
mately 1/500.  

    Bayesian Analyses with More Than Two 
Hypotheses 

 In some Bayesian analyses, more than two hypotheses must 
be considered. For example, consider the pedigree in 
Fig.  5.5a , in which a child with clinically typical type I spinal 
muscular atrophy (type I SMA; Werdnig–Hoffmann disease; 
OMIM #253300) lacks both copies of the  SMN1  gene. By 
dosage analysis, the child’s (unaffected) mother has one 
copy of the  SMN1  gene and, therefore, carries one copy of 
the  SMN1  gene on one chromosome 5, and zero copies of the 
 SMN1  gene on the other chromosome 5, called the “1 + 0” 
genotype. However, the child’s (unaffected) father has two 
copies of the  SMN1  gene and therefore could have one of 
three possible genotypes: (1) two copies of the  SMN1  gene 
on one chromosome 5 and zero copies of the  SMN1  gene on 
the other chromosome 5 (the “2 + 0” genotype), (2) one copy of 

the  SMN1  gene on one chromosome 5 and a subtle mutation 
in the  SMN1  gene on the other chromosome 5 (the “1 + 1 D ” 
genotype, where “1 D ” stands for a “one-copy- disease” 
allele), or (3) one copy of the  SMN1  gene on each chromo-
some 5 (the “1 + 1” non-carrier genotype), in which case he 
passed a  de novo  deletion of the  SMN1  gene to his affected 
child. The relative frequencies of the various  SMN1  alleles in 
several major ethnic groups are known [ 16 ], which allows 
the corresponding genotype frequencies to be calculated 
[ 15 ]. The paternal and maternal de novo deletion rates are 
also known ( μ  p  = 2.11 × 10 −4  and  μ  m  = 4.15 × 10 −5 , respec-
tively) [ 15 ]; thus, the probability that the father is a carrier 
can be calculated, which obviously has important implica-
tions for recurrence risk.

   Assuming Asian ethnicity for the father, the Bayesian 
analysis for the father’s carrier risk is shown in Fig.  5.5b . 
There are three hypotheses for the father’s genotype: 2 + 0, 
1 + 1, and 1 + 1 D . The prior probabilities are the relative fre-
quencies for these genotypes in Asian populations [ 16 ]. The 
conditional probabilities are the probabilities that the father 
passes a 0-copy allele to his child under each hypothesis. For 
the 2 + 0 genotype, the conditional probability of passing a 
0-copy allele is 0.5, whereas for the 1 + 1 and 1 + 1 D  geno-
types, the conditional probability of passing a 0-copy allele 
is the de novo deletion rate of  μ  p . As in the generalized 
Bayesian analysis shown in Table  5.1 , the joint probability 
for each hypothesis is the product of the prior and condi-
tional probabilities for that hypothesis, and the posterior 
probability for each hypothesis is the joint probability for 

a

2 copies 1 copy

0 copies

b Hypothesis (Father’s Genotype)

2 + 0 1 + 1 1 + 1D

Prior Probability
(relative probability) 7.86 x 10-4 8.92 x 10-1 3.78 x 10-4

Conditional Probability
(of passing a 0-copy allele) 0.5

Joint Probability 3.93 x 10-4 1.88 x 10-4 7.97 x 10-8

Posterior Probability 0.68 0.32 0.00014

mp mp

  Figure 5.5    ( a ) Pedigree of a family with an individual affected with 
type I SMA, with the SMA carrier test results indicated below each 
individual (see text). ( b ) Bayesian analysis for the father of the affected 
child in  a , assuming Asian ethnicity       
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that hypothesis divided by the sum of all the joint probabili-
ties. The father’s carrier risk is the sum of the posterior prob-
abilities of the fi rst (2 + 0) and third (1 + 1 D ) columns, or 
approximately 0.68. The third column contributes little to the 
carrier risk because the frequency of the 1 + 1 D  genotype is 
low and the conditional probability of a de novo deletion is 
also low. In contrast, although the frequency of the 2 + 0 gen-
otype is much lower than that of the 1 + 1 genotype, this is 
counterbalanced by the higher conditional probability of 
passing a 0-copy allele under the former hypothesis. 

 Suppose that the father’s parents, the paternal grandfather 
and grandmother of the affected child, are tested and found 
to have three copies and one copy of the  SMN1  gene, respec-
tively (Fig.  5.6a ). What is the father’s carrier risk? The 
Bayesian analysis for this scenario is shown in Fig.  5.6b . 
Again, there are three hypotheses for the father’s genotype: 
2 + 0, 1 + 1, and 1 + 1 D . However, in this scenario, the father’s 
prior probabilities derive from the prior and conditional 

probabilities of his parents. Because the grandfather has 
three copies of the  SMN1  gene, his genotype is either 2 + 1 
(columns A and C) or 2 + 1 D  (columns B and D), and his prior 
probabilities are the relative frequencies for these genotypes 
in Asian populations [ 16 ]. Because the (unaffected) grand-
mother has one copy of the  SMN1  gene, her genotype is 1 + 0, 
and her prior probability is the relative population frequency 
of the 1 + 0 genotype for type I SMA in Asian populations, 
which is the carrier frequency of 1/64 (1.57 × 10 −2 ) [ 15 ]. 
(Note that because the grandmother must have a 1 + 0 geno-
type, simply a prior probability of 1 could be used; as noted 
above, the absolute values of the conditional probabilities 
are unimportant, as long as the ratio between them is cor-
rect.) The four columns (A through D) show the four possi-
ble permutations of grandparental genotypes (prior 
probabilities) with passage of particular alleles to the father 
(conditional probabilities) so that he would have a two-copy 
SMA carrier test result. Under the hypothesis that the father 
has a 2 + 0 genotype, he could have inherited a two-copy 
“allele” (two copies of  SMN1  on one chromosome 5) from 
the grandfather (2 + 1) at a probability of 0.5 and a 0-copy 
allele from the grandmother (1 + 0) at a probability of 0.5 
(column A), or he could have inherited a two-copy allele 
from the grandfather (2 + 1 D ) at a probability of 0.5 and a 
0-copy allele the grandmother (1 + 0) at a probability of 0.5 
(column B). Under the hypothesis that the father has a 1 + 1 
genotype, he could have inherited a one-copy allele from the 
grandfather (2 + 1) at a probability of 0.5 and a one-copy 
allele the grandmother (1 + 0) at a probability of 0.5 (column 
C). Under the hypothesis that the father has a 1 + 1 D  geno-
type, he could have inherited a 1 D  allele from the grandfather 
(2 + 1 D ) at a probability of 0.5 and a one-copy allele the 
grandmother (1 + 0) at a probability of 0.5 (column D).

   The father’s prior probabilities are the products of the 
prior and conditional probabilities for the grandparents for 
each column/permutation. Under the hypothesis that the 
father is 2 + 0, the conditional probability of passing a 0-copy 
allele to his child is 0.5 (columns A and B), whereas under 
the hypothesis that the father has a 1 + 1 or 1 + 1 D  genotype, 
the conditional probability of passing a 0-copy allele to his 
child is the de novo deletion rate of  μ  p  (columns C and D). As 
in the generalized Bayesian analysis shown in Table  5.1 , the 
joint probability for each column is the product of the prior 
and conditional probabilities for that column, and the poste-
rior probability for each column is the joint probability for 
that column divided by the sum of all the joint probabilities. 
The father’s carrier risk is the sum of the posterior probabili-
ties of columns A (2 + 0), B (2 + 0), and D (1 + 1 D ), or approx-
imately 0.999. The father’s increased carrier risk in this 
scenario derives almost entirely from the probability that he 
has the 2 + 0 genotype; this is unsurprising since the grandfa-
ther’s three-copy test result demonstrates the presence of a 
two-copy allele in the family. (Note that because the grand-

a

3 copies

2 copies 1 copy

0 copies

1 copy

b Hypothesis (Father’s Genotype)

2 + 0 1 + 1 1 + 1D

A B C D

Grandfather’s Genotype 2 + 1 2 + 1D 2 + 1 2 + 1D

Prior probability
(relative probability) 8.95 x 10-2 1.90 x 10-5 8.95 x 10-2 1.90 x 10-5

Conditional probability
(of passing a 2-copy allele) 0.5 0.5 -- --

Conditional probability
(of passing a 1 or 1D allele) -- -- 0.5 0.5

Grandmother’s Genotype 1 + 0 1 + 0 1 + 0 1 + 0

Prior probability 1.57 x 10-2 1.57 x 10-2 1.57 x 10-2 1.57 x 10-2

Conditional probability
(of passing a 0-copy allele) 0.5 0.5 -- --

Conditional probability
(of passing a 1-copy allele) -- -- 0.5 0.5

Father’s Genotype 2 + 0 1 + 1 1 + 1D

Conditional probability
(of passing a 0-copy allele) 0.5 0.5 mp mp

Joint Probability 1.75 x 10-4 3.71 x 10-8 7.40 x 10-8 1.57 x 10-11

Posterior Probability 0.999 0.00021 0.00042 0.000000089

  Figure 5.6    ( a ) Pedigree of a family with an individual affected with 
type I SMA (see text). ( b ) Bayesian analysis for the father of the 
affected child in  a , assuming Asian ethnicity       

 

R.B. Wilson and S. Ogino



87

a

2 copies

2 copies 1 copy

0 copies

2 copies

b Hypothesis (Father’s Genotype) 

1 + 1D1 + 12 + 0

A B C D E F G H I J K L M N

Grandfather’s Genotype 2 + 0 2 + 0 2 + 0 2 + 0 1 + 1 1 + 1 1 + 1 1 + 1D1 + 1D1 + 1D 1 + 1 1 + 1D 1 + 1D 1 + 1D

2 + 0 2 + 0 1 + 1 2 + 0 1 + 1 1 + 1D1 + 12 + 01 + 1D 1 + 1D 1 + 11 + 1D 1 + 1D 1 + 1D

Prior Probability 7.9 x 10-4 7.9 x 10-4 7.9 x 10-4 7.9 x 10-4 0.89 3.8 x 10-4 0.89 0.89 3.8 x 10-4 3.8 x 10-4 0.89 3.8 x 10-4 3.8 x 10-4 3.8 x 10-4

Conditional Probability
(of passing a 2-copy allele) 

0.5 -- 0.5 0.5 -- -- -- -- -- -- -- -- -- -- 

Conditional Probability 
(of passing a 0-copy allele) 

-- 0.5 -- -- 2.1 x 10-4 2.1 x 10-4 -- -- -- -- -- -- -- -- 

Conditional Probability 
(of passing a 1-copy allele) 

-- -- -- -- -- -- 1 1 0.5 0.5 1 -- -- 0.5 

Conditional Probability 

(of passing a 1D allele)
-- -- -- -- -- -- -- -- -- -- -- 0.5 0.5 -- 

Grandmother’s Genotype 

Prior Probability 7.9 x10-4 7.9 x 10-4 0.89 3.8 x 10-4 7.9 x 10-4 7.9 x 10-4 0.89 3.8 x 10-4 0.89 3.8 x 10-4 3.8 x 10-4 0.89 3.8 x 10-4 3.8 x 10-4

Conditional Probability 
(of passing a 2-copy allele) 

-- 0.5 -- -- 0.5 0.5 -- -- -- -- -- -- -- -- 

Conditional Probability 
(of passing a 0-copy allele) 4.2 x 10-5 4.2 x 10-50.5 -- -- -- -- -- -- -- -- -- -- -- 

Conditional Probability 
(of passing a 1-copy allele) 

1 0.5 1 0.5 -- 1 0.5 -- 

Conditional Probability 

(of passing a 1D allele) 

-- -- -- -- -- --

-- -- -- -- -- -- -- -- -- -- 0.5 -- -- 0.5 

Father’s Genotype 1 + 1D1+12+0

Conditional Probability 
(of passing a 0-copy allele) 

0.5 0.5 0.5 0.5 0.5 0.5 2.1 x 2.1 x 2.1 x 10
-4

2.1 x 10
-4

2.1 x 10
-4

2.1 x 10
-4

2.1 x 10
-4

2.1 x 10
-4

Joint Probability 7.7 x 10
-8

7.7 x 10
-8

7.3 x 10
-9

3.1 x 10
-1

3.7 x 10
-8

1.6 x 10
-11

1.7 x 10
-4

3.6 x 10
-8

3.6 x 10
-8

7.5 x 10
-12

3.6 x 10
-8

3.6 x 10
-8

7.5 x 10
-12

7.5 x 10
-12

Posterior Probability 4.6 x  10
-4

4.6 x  10
-4

4.3 x  10
-5

1.8 x  10
-8

2.2 x 10
-4

 9.3 x 10
-8

0.998 2.1 x 10
-4

2.1 x 10
-4

4.5 x 10
-8

2.1 x 10
-4

2.1 x 10
-4

4.5 x 10
-8

4.5 x 10
-8

  Figure 5.7    ( a ) Pedigree of a family with an individual affected with 
type I SMA (see text). ( b ) Bayesian analysis for the father of the 
affected child in  a , assuming Asian ethnicity. ( c ) Bayesian analysis for 

the father of the affected child in  a , assuming African-American ethnic-
ity. (In the interest of space, only two signifi cant digits are shown)         

mother’s prior and conditional probabilities are the same in 
every column, excluding her data from the analysis will not 
change the result.) 

 Suppose instead that the father’s parents, the paternal 
grandfather and grandmother of the affected child, are tested 
and both are found to have two copies of the  SMN1  gene 
(Fig.  5.7a ). What is the father’s carrier risk? The Bayesian 
analysis for this scenario is shown in Fig.  5.7b , again assum-
ing Asian ethnicity. Again, there are three hypotheses for the 
father’s genotype: 2 + 0, 1 + 1, and 1 + 1 D . However, in this 
scenario, the number of possible permutations of grandpa-
rental genotypes (prior probabilities) with passage of partic-
ular alleles to the father (conditional probabilities) is 

dramatically increased. This is because each grandparent 
could have either a 2 + 0, 1 + 1, or 1 + 1 D  genotype, and the 
father could have received a two-copy allele, a 0-copy allele, 
a one-copy allele, or a 1 D  allele from either grandparent, in 
most cases by direct Mendelian inheritance and in some 
cases from de novo deletions. The organization of the 
Bayesian analysis in Fig.  5.7b  is guided by the possible gen-
otypes of the father, which determine the grandparental gen-
otype permutations that need to be considered. Under the 
hypothesis that the father has the 2 + 0 genotype, he could 
have received a two-copy allele from one [2 + 0] grandparent 
and a 0-copy allele from the other [2 + 0] grandparent, both 
by direct inheritance (columns A and B), or he could have 
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received a two-copy allele from one [2 + 0] grandparent by 
direct inheritance and a de novo deletion allele from the 
other [1 + 1 or 1 + 1 D ] grandparent (columns C, D, E, and F). 
Under the hypothesis that the father has the 1 + 1 genotype, 
he must have received a one-copy allele from each [1 + 1 or 
1 + 1 D ] grandparent (columns G, H, I, and J). Under the 
hypothesis that the father has the 1 + 1 D  genotype, he must 
have received a one-copy allele from one [1 + 1 or 1 + 1 D ] 
grandparent and a 1 D  allele from the other [1 + 1 or 1 + 1 D ] 
grandparent (columns K, L, M, and N).  

 More specifi cally, under the hypothesis that the father has 
the 2 + 0 genotype, column A shows the prior probability that 
the grandfather has a 2 + 0 genotype (7.87 × 10 −4 ), the condi-
tional probability that he passes a two-copy allele to the 
father (0.5), the prior probability that the grandmother has a 
2 + 0 genotype (7.87 × 10 −4 ), and the conditional probability 
that she passes a 0-copy allele to the father (0.5). Under the 
hypothesis that the father has the 1 + 1 genotype, column G 
shows the prior probability that the grandfather has a 1 + 1 
genotype (0.89), the conditional probability that he passes a 
one-copy allele to the father (1), the prior probability that the 
grandmother has a 1 + 1 genotype (0.89), and the conditional 
probability that she passes a one-copy allele to the father (1). 
Under the hypothesis that the father has the 1 + 1 D  genotype, 
column K shows the prior probability that the grandfather 

has a 1 + 1 genotype (0.89), the conditional probability that 
he passes a one-copy allele to the father (1), the prior prob-
ability that the grandmother has a 1 + 1 D  genotype 
(3.78 × 10 −4 ), and the conditional probability that she passes 
a 1 D  allele to the father (0.5). 

 Again, the father’s prior probabilities are the products of 
the prior and conditional probabilities for the grandparents 
for each column/permutation. Under the hypothesis that the 
father has a 2 + 0 genotype, the conditional probability of 
passing a 0-copy allele to his child is 0.5 (columns A through 
F), whereas under the hypothesis that the father has a 1 + 1 or 
1 + 1 D  genotype, the conditional probability of passing a 
0-copy allele to his child is the de novo deletion rate of  μ  p  
(columns G through L). As in the generalized Bayesian anal-
ysis shown in Table  5.1 , the joint probability for each column 
is the product of the prior and conditional probabilities for 
that column, and the posterior probability for each column is 
the joint probability for that column divided by the sum of all 
the joint probabilities. The father’s carrier risk is the sum of 
the posterior probabilities of columns A through F (2 + 0), 
and K through N (1 + 1 D ), or approximately 1/622. Relative 
to the previous scenario (Fig.  5.6 ), in which the father also 
had two copies of  SMN1  but the grandparents had different 
 SMN1  copy numbers, the father’s dramatically decreased 
carrier risk in this scenario derives from the much lower 

c Hypothesis (Father’s Genotype) 

1 + 1D1+12 + 0

A B C D E F G H I J K L M N

Grandfather’s Genotype 2 + 0 2 + 0 2 + 0 2 + 0 1 + 1 1 + 1D 1 + 1 1 + 1 1 + 1D 1 + 1D 1 + 1 1 + 1D 1 + 1D 1 + 1D

Prior Probability 3.7 x 10-3 3.7 x 10-3 3.7 x 10-3 3.7 x 10-3 0.52 2.9 x 10-4 0.52 0.52 2.9 x 10-4 2.9 x 10-4 0.52 2.9 x 10-4 2.9 x 10-4 2.9 x 10-4

Conditional Probability 
(of passing a 2-copy allele) 

0.5 -- 0.5 0.5 -- -- -- -- -- -- -- -- -- -- 

Conditional Probability 
(of passing a 0-copy allele) 

-- 0.5 -- -- 2.1 x 10-4 2.1 x 10-4 -- -- -- -- -- -- -- -- 

Conditional Probability 
(of passing a 1-copy allele) 

-- -- -- -- -- -- 1 1 0.5 0.5 1 -- -- 0.5 

Conditional Probability

(of passing a 1D allele)
-- -- -- -- -- -- -- -- -- -- -- 0.5 0.5 -- 

Grandmother’s Genotype 2 + 0 2 + 0 1 + 1 1 + 1D 2 + 0 2 + 0 1 + 1 1 + 1D 1 + 1 1 + 1D 1 + 1D 1 + 1 1 + 1D 1 + 1D

Prior Probability 3.7 x 10-3 3.7 x 10-3 0.52 2.9 x 10-4 3.7 x 10-4 3.7 x 10-3 0.52 2.9 x 10-4 0.90 2.9 x 10-4 2.9 x 10-4 0.52 2.9 x 10-4 2.9 x 10-4

Conditional Probability 
(of passing a 2-copy allele) 

-- 0.5 -- -- 0.5 0.5 -- -- -- -- -- -- -- -- 

Joint Probability 1.7 x 10-6 1.7 x 10-6 2.0 x 10-8 1.1 x 10-11 1.0 x 10-7 5.7 x 10-11 5.6 x 10-5 1.6 x 10-8 1.6 x 10-8 4.3 x 10-12 1.6 x 10-8 1.6 x 10-8 4.3 x 10-12 4.3 x 10-12

Posterior Probability 2.9 x 10-2 2.9 x 10-2 3.3 x 10-4 1.9 x 10-7 1.7 x 10-3 9.5 x 10-7 0.938 2.6 x 10-4 2.6 x 10-4 7.3 x 10-8 2.6 x 10-4 2.6 x 10-4 7.3 x 10-8 7.3 x 10-8

Conditional Probability
(of passing a 0-copy allele) 

0.5 -- 4.2 x 10-5 4.2 x 10-5 -- -- -- -- -- -- -- -- -- -- 

Conditional Probability
(of passing a 1-copy allele) 

-- -- -- -- -- -- 1 0.5 1 0.5 -- 1 0.5 -- 

Conditional Probability

(of passing a 1D allele) 
-- -- -- -- -- -- -- -- -- -- 0.5 -- -- 0.5 

Father’s Genotype 1 + 1D1 + 12 + 0

Conditional Probability 
(of passing a 0-copy allele) 

0.5 0.5 0.5 0.5 0.5 0.5 2.1 x 10-4 2.1 x 10-4 2.1 x 10-4 2.1 x 10-4 2.1 x 10-4 2.1 x 10-4 2.1 x 10-4 2.1 x 10-4

Figure 5.7 (continued)
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probability that a two-copy allele is present in his family, and 
illustrates the importance of integrating all available genetic 
testing information into risk assessment calculations. 

 The use of one comprehensive Bayesian analysis table 
incorporating all necessary information allows simultane-
ous calculations of the carrier risks of the father, grandfa-
ther, and grandmother. Such a comprehensive approach is 
necessary because the two-copy test results for the grand-
parents infl uence the carrier risk of the father, and the two-
copy test result for the father infl uences the carrier risks of 
the grandparents. Using Fig.  5.7b , the posterior carrier risk 
of the grandfather is the sum of the posterior probabilities 
of columns A through D, F, I, J, and L through N, or 
approximately 0.0014 (1/720), and the carrier risk of the 
grandmother is the sum of the posterior probabilities of col-
umns A, B, D through F, H, J, K, M, and N, or approxi-
mately 0.0016 (1/640). The posterior probability that all 
three of them are carriers is the sum of the posterior prob-
abilities of columns A, B, D, F, M, and N, or approximately 
0.00092 (1/1,085). 

 From carrier testing more than 72,000 individuals for 
SMA, Sugarman et al. showed that SMA allele frequencies 
differ signifi cantly by ethnicity; in particular, they found that 
27.5 % of alleles in the African-American population are two-
copy, which is dramatically higher than in other ethnic groups 
[ 16 ]. If we repeat the Bayesian analysis shown in Fig.  5.7b , 
assuming African American, rather than Asian, ethnicity, the 
result is very different (Fig.  5.7c ); specifi cally, the father’s car-
rier risk (again, the sum of the posterior probabilities of col-
umns A through F [2 + 0], and K through N [1 + 1 D ]) is 
approximately 1/16. The reason the carrier risk is so much 
higher in this case is that, because of the higher two- copy 
allele frequency in the African-American population com-
pared to Asian populations, the prior probability that the 
grandparents are 2 + 0, rather than 1 + 1 or 1 + 1 D , is many fold 
higher. Thus, as in the case of CF, the appropriate population 
risk depends on the ethnicity of the consultand, and the con-
sultand’s family, and must be taken into account in genetic risk 
assessment for SMA.  

    Concluding Remarks 

 Bayesian analysis plays a central role in genetic risk assess-
ment, and those who offer genetic testing should be profi -
cient. Genetic risk should be assessed as accurately as 
possible, using all available information at a particular point 

in time, including the most up-to-date estimates of carrier 
and allele frequencies, information from the pedigree, and 
results of laboratory testing. Although the technologies for 
genetic testing will continue to change, Bayesian analysis 
and genetic risk assessment will remain fundamental aspects 
of genetic testing and genetic counseling.     
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        Introduction 

 Intellectual disability and developmental delay (ID/DD) is 
not a specifi c diagnosis. It is rather a description of certain 
conditions in which intellectual functioning or at least two 
areas of adaptive performance show signifi cant limitations 
when compared to the expected level for age. The adaptive 
areas include gross or fi ne motor skills, speech or language, 
cognition, social or personal, and activities related to daily 
living. A signifi cant delay is described as two or more stan-
dard deviations from the age and cultural norms. The preva-
lence of ID/DD is approximately 3 % [ 1 ] with some studies 
suggesting up to 16 % of children referred to pediatric clinics 
have some developmental problems [ 2 ].  

    Clinical Utility 

 Early identifi cation of the underlying etiology of ID/DD is 
critical for treatment planning, prognosis, and family plan-
ning. Although fairly common, the cause of ID/DD remains 
mostly unknown. This is due in part to the highly heteroge-
neous etiology of ID/DD. Both genetic causes and environ-
mental factors affect the development of the brain. The 
development of the brain requires the orchestrated action of 
many genes. In fact, 86 % of human genes are involved in the 
formation and differentiation of the human brain [ 3 ]. As 
chromosomal aberrations are considered a major cause of 
non-syndromic ID/DD [ 4 ,  5 ], cytogenetic studies are recom-
mended for all children with ID/DD when an etiology has 
not been determined [ 6 ,  7 ].  

    Available Assays 

 Over the past few decades, many exciting advances in cytoge-
netics and molecular cytogenetics have allowed the identifi -
cation of genomic imbalances related to ID/DD in an 
increasing number of both mild and severe cases. Conventional 
cytogenetics techniques, such as G-banding, have been 
widely used to detect numerical and structural chromosomal 
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abnormalities, including deletions,  duplications, and translo-
cations. The development of fl uorescence in situ hybridiza-
tion (FISH) methods has enabled the identifi cation of many 
microdeletion and microduplication syndromes and subtelo-
mere rearrangements that are generally undetectable by con-
ventional banding techniques [ 8 ,  9 ]. Most recently, 
chromosomal microarray analysis (CMA), including array-
based comparative genomic hybridization (aCGH) and sin-
gle-nucleotide polymorphism (SNP) arrays, has become a 
standard cytogenetic diagnostic test for the identifi cation of 
copy number variations (CNVs) in patients with DD [ 10 ,  11 ]. 

    G-Banded Karyotyping 

 In cases of DD with and without dysmorphic features, 
G-banded karyotyping is still a valuable technique that 
allows for analysis of chromosomes from a tissue of interest 
to identify large-scale genomic aberrations. This conven-
tional cytogenetic approach may detect aneuploidy, chro-
mosomal mosaicism, and many other structural abnormalities 
(Fig.  6.1 ). The limit of resolution of G-banding is between 
5 and 10 Mb and depends on the region of the genome and 

the length of chromosomes. The rearrangements of chromo-
some segments smaller than 5 Mb cannot reliably be 
detected. Likewise, the chromosomal origin of a small 
marker chromosome may not be identifi ed by G-banded 
karyotyping.

       Fluorescence In Situ Hybridization 

 FISH approaches were fi rst described in 1986 [ 12 ] and have 
become essential for many comprehensive cytogenetic anal-
yses. Most any DNA segment can be used as a FISH probe. 
For clinical use, most probes are between 100 and 500 kb. 
This provides a resolution far greater than that of G-banding 
for the identifi cation of deletions, insertions and transloca-
tion breakpoints. The types of probes include (1) painting 
probes, which are used to identify the chromosomal origin 
of a DNA segment and are useful for distinguishing translo-
cations; (2) centromere probes that hybridize to alpha-satel-
lite DNA located at the centromere of each chromosome, 
which are used to identify aneuploidy of specifi c chromo-
somes or to identify the chromosomal origin of marker 
chromosomes; (3) beta-satellite probes, which are used to 

  Figure 6.1    Common types of chromosome abnormalities detected by 
standard chromosome analysis (G-banded karyotyping). ( a ) Aneuploidy, 
defi ned as the loss or gain of an entire chromosome, shown as trisomy 21. 
( b ) Terminal deletion, shown as a deletion of distal 11q (normal chromo-
some 11 on  left , with deleted region  bracketed , and deleted 11 on  right ). 
( c ) Interstitial deletion, shown within 3p (normal chromosome 3 on  left , 
with deleted region  bracketed , and deleted 3 on  right ). ( d ) Inversion, 
shown as a pericentric inversion of chromosome 7 (normal chromosome 
7 on  left  with inverted region  bracketed , and inverted 7 on  right ). ( e ) 

Isochromosome, defi ned as the loss of one chromosome arm with dupli-
cation and mirror image of other arm, shown as isochromosome Xq (nor-
mal X on  left  and isochromosome Xq on  right ). ( f ) Balanced translocation, 
shown between 10q and 12q (with normal 10 and 12 on  left  of each pair 
and translocated 10 and 12 on  right with arrows  marking breakpoints of 
the translocation). ( g ) Unbalanced translocation, shown between 14q and 
Xq with two normal 14 chromosomes, one normal X, and one X with a 
deletion of part of Xq and replacement with gain of 14q region bracketed, 
leading to partial 14q trisomy and partial Xq monosomy.       
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identify beta-satellite regions on the short arm of acrocentric 
chromosomes; (4) subtelomeric probes, which are used to 
detect subtelomeric rearrangements of chromosome arms; 
and (5) locus-specifi c probes, which hybridize to unique 
gene sequences and are used to identify contiguous gene 
syndromes and other microdeletion or microduplication 
syndromes (Fig.  6.2 ).

   FISH allows the determination of the frequency and loca-
tion of specifi c DNA sequences in cells in any state of the 
cell cycle and in archived formalin-fi xed, paraffi n-embedded 
tissues. However, FISH can only detect deletions, duplica-
tions, and rearrangements of the chromosomal region com-
plementary to the probe. Clinically, suspicion of a syndrome 
with known cytogenetic etiology is normally required to run 
a FISH study. Also, the number of probes that can be mixed 
and used in a single FISH assay is limited and depends on the 
number of fl uorochromes available for probe labeling; in 
most clinical applications, this is limited to three unique 
regions probed per hybridization.  

    Chromosomal Microarray Analysis 

    Chromosomal Microarray Methodology 
 CMA allows for the detection of loss or gain at multiple loci 
at a much higher resolution than either conventional chromo-
some analysis or FISH. For CMA testing using aCGH, the 

patient’s genomic DNA and control genomic DNA are 
labeled with different fl uorochromes and co-hybridized onto 
DNA substrates immobilized on a solid support (Fig.  6.3 ). 
Several aCGH platforms have been developed for diagnostic 
purposes. Initially, bacterial artifi cial chromosomes (BACs, 
between 80 and 200 kb) were used as array targets (Fig.  6.4 ) 
[ 13 ]. Oligonucleotide arrays (25–85 bp) were subsequently 
constructed to allow for higher resolution [ 14 ,  15 ].

    Arrays that target clinically meaningful regions of the 
genome have been used for postnatal and prenatal cases with 
normal chromosome analysis results and for general screen-
ing purposes [ 16 – 20 ]. The whole genome designed array 

  Figure 6.2    Chromosomally cryptic 22q11.2 deletion detected by 
FISH, but not by G-banded karyotyping. ( a ) Normal banding pattern 
for each chromosome 22. ( b ) FISH with a specifi c probe to the  TUPLE1  
gene in  red  and control probe in  green  show a deletion of one copy of 
this gene on one chromosome 22       

  Figure 6.3    Steps in aCGH procedure.  Step 1 : Test and reference DNA 
are fragmented and labeled with fl uorescent dyes, Cy3 and Cy5.  Step 2 : 
Equal amounts of labeled test and reference DNAs are mixed together. 
 Step 3 : The combined labeled test and reference DNAs are applied to 
the microarray and compete to hybridize to the target DNA (segments 
of the human genome) on the microarray.  Step 4 : Fluorescent signals 
are measured in the microarray scanner.  Step 5 : Analysis software gen-
erates data linking signal to relative copy number of test DNA com-
pared to reference DNA for each probe on the microarray. To confi rm 
the result, this process is repeated with the fl uorochromes switched 
between the test and reference DNAs (called a dye-swap), so that a true 
loss or gain would have the opposite fl uorescent signal in the repeat test. 
In lieu of a dye-swap repeat, multiple independent probes adjacent in 
the genome but separate on the microarray showing a contiguous loss 
or gain increases confi dence in the accuracy of result.       
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offers full coverage of the genome as the technology and 
genomic architecture allows. The copy number of some 
regions of the genome cannot be accurately evaluated by this 
technology, notably repetitive regions and small deletions 
and duplications. Whole-genome design is important for the 
discovery of new chromosomal syndromes [ 21 ,  22 ] and 
detection of recently discovered syndromes that may have 
occurred since the design of a targeted array. Many platforms 
in clinical use are currently a combination of both whole- 
genome coverage and enrichment of targets at known clini-
cally relevant regions. 

 The SNP array is another type of oligonucleotide array. 
SNPs are DNA sequence variations in which a single nucleo-
tide in the sequence of the oligonucleotide differs between 
individuals or between paired chromosomes in an individual. 
Similar to aCGH, SNP arrays contain probes that can detect 
imbalances at thousands of loci in the genome. In contrast to 
aCGH, SNP arrays also can be used for detecting long con-
tiguous stretches of homozygosity, which may be caused by 
either consanguinity or uniparental disomy (UPD) of a 

genomic interval (Fig.  6.5 ). Both consanguinity and UPD 
increase the risk of autosomal recessive conditions. In addi-
tion, UPD of specifi c chromosomal regions is associated 
with imprinting defects, such as UPD of chromosome 15 in 
patients with Prader-Willi syndrome and Angelman 
syndrome.

       Advantages of CMA Testing 
 Compared with G-banded karyotyping, CMA analyzes chro-
mosomes for genomic gains and losses at a much higher 
resolution, which allows the detection of smaller or cryptic 
abnormalities (Figs.  6.6  and  6.7 ) and provides better defi ni-
tion of cytogenetic abnormalities (Fig.  6.8 ). The detection of 
abnormalities by CMA is usually more detailed, automat-
able, and less subjective than G-banded karyotyping. 
Furthermore, archived or non-growing tissue can be used for 
CMA, but not G-banded karyotyping. CMA also may pro-
vide information on the mechanism of the genetic aberration. 
For example, depending on the observed pattern of imbal-
ance in the proband and the parents, the proband may be pre-
dicted to have an unbalanced segregation of a translocation 
or inversion which is present in a balanced form in either 
parent. Also, analysis of the fl anking regions of the imbal-
ance allows determination of whether the rearrangement is 
mediated by non-allelic homologous recombination [ 25 ]. 
Information about the likely mechanism then informs the 
likelihood of recurrence in subsequent pregnancies.

     The diagnostic yield of a G-banded karyotype in individ-
uals with ID/DD is approximately 3 %. FISH analysis of 
subtelomeric regions may provide a diagnosis in another 
2–3 % of cases [ 26 ]. Several large cohort studies have shown 
that CMA has the highest yield as a single diagnostic test for 
individuals with ID/DD [ 5 ,  11 ,  27 – 29 ]. The detection rate 
varies between studies, likely due to differences in platform 
design, populations studied, and interpretation methods (see 
below); however, these studies still demonstrated between a 
10 and 28.9 % detection rate for pathogenic aberrations in 
patients with ID/DD, and less than 0.6 % of cases with prob-
able disease-causing balanced de novo aberrations remained 
undetectable. Thus, CMA has been recommended as a “fi rst- 
line test” in the initial evaluation of patients with nonsyn-
dromic ID/DD by the American College of Medical Genetics 
(ACMG) Practice Guidelines [ 10 ].  

    Limitations of CMA Testing 
 CMA alone cannot detect balanced rearrangements (such as 
translocations, inversions, and point mutations) and some 
cases of mosaicism (depending on the platform, size, direc-
tion, and percentage of mosaicism of imbalance [ 30 – 32 ]). 
Also, arrays will not detect CNVs in the regions of the 
genome that are not on the array platform, and, therefore, the 
resolution of the array is dependent both on the design and 
the genomic architecture. The array will not identify the 

  Figure 6.4    Example of a deletion detected by the original aCGH with 
the dye-swap repeat using BAC-based targets. Data from chromosome 
12 with each dot representing a BAC probe mapping approximately 
every one megabase across chromosome 12. In both runs, less of the 
labeled test DNA hybridized to the BACs in region 12p13 when com-
pared to the reference DNA, as represented by the reciprocal deviation 
from the  central black line  (representing zero) on the  Y -axis and the  red 
bar to the left  of the schematic chromosome 12 (for this software, when 
equal hybridization of test and reference DNAs occurs, the  dots map  
within the  aqua lines  near the  central black line )       
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genomic location of gained material and this may be relevant 
as duplications with a single breakpoint within a gene may or 
may not disrupt the open reading frame of that one copy of 
the gene, depending on the orientation and location of the 
duplicated material. 

 Finally, the detection of CNVs of unknown clinical 
 signifi cance is challenging for interpretation due the current 
lack of published data on these variations (Fig.  6.9 ). This 
is an expanding fi eld and reevaluation of the clinically 

 uncertain fi ndings at a later date may result in the reclassifi -
cation of some of these results.

         CMA Interpretation for Patients with ID/DD 

 ACMG published guidelines for the interpretation and report-
ing of CNVs detected in the postnatal and constitutional 
 setting [ 34 ]. Some of the major points are summarized here, 

  Figure 6.5    CMA fi nding consistent with uniparental isodisomy of 
chromosome 7. UPD7 case shown in  purple  and a normal case shown 
in  pink  for comparison. ( a ) The copy number state is determined to be 
2 (normal diploid) across the vast majority of the chromosome both for 
the UPD7 and normal cases (CTL). ( b ) Estimation of the copy number 
state based on the log2 ratio of the hybridization of the patient DNA to 
the control DNA, with signal centered at zero. ( c ) Loss of heterozygos-
ity is noted across the entire chromosome for the UPD7 case ( maroon 
bar ) due to the allele peak pattern which shows only values at 1.0 and 
−1.0; whereas the normal case shows normal heterozygosity ( no 
maroon bar ) with values at 1.0, 0, and −1.0. These values are deter-
mined by assigning each allele a value of 0.5 and then plotting 

A–B. Therefore a locus with AA is (0.5 + 0.5) − 0 = 1; a locus with AB is 
0.5 − 0.5 = 0; and a locus with BB is 0 − (0.5 + 0.5) = −1. (d) For the 
UPD7 case, all of chromosome 7 shows no evidence of any AB loci, 
suggestive that both chromosome 7 s are 100 % identical. Maternal 
UPD7 is associated with Russell-Silver syndrome; whereas paternal 
UPD7 has not been associated with a specifi c clinical consequence. 
Additionally, recessive disorders mapping to chromosome 7, such as 
cystic fi brosis, should be considered for this child. Although this exam-
ple shows isodisomy for all of chromosome 7, also note that UPD may 
have parts of the affected chromosome showing isodisomy whereas 
other parts of the same chromosome still show heterodisomy due to 
crossing over between the homologous chromosomes.       

 

6 Intellectual Disability and Developmental Delay: Cytogenetic Testing



96

  Figure 6.6    Detection of intragenic loss and small gain using CMA. 
( a ) The CMA shows a 63 kb deletion within Xp11.4 in a female patient 
(region  highlighted by red bar at top ). This deletion involves three 
exons of the gene  CASK . Deletions of  CASK  have been found in female 
and male patients with X-linked cognitive disability, optic atrophy, 
brainstem and cerebellar hypoplasia, microcephaly, and dysmorphic 

facial features [ 23 ]. ( b ) The CMA shows a 64 kb gain within 22q13.33, 
indicating trisomy for this region (region  highlighted by blue bar at 
top ). This duplication has a breakpoint within the  SHANK3  gene. 
Disruption of  SHANK3  has been reported in patients with global devel-
opmental delay [ 24 ].       
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though the guideline provides more comprehensive 
 recommendations. Many detected CNVs already may be 
described in the medical literature and their pathogenic or 
benign nature be well understood; however, many other 
detected changes may represent rare  variations. Assessing the 
clinical signifi cance of an identifi ed CNV can be challenging 
due to the presence of benign CNVs within the genome, the 
potential for incomplete penetrance and variable expressivity, 
and the continual discovery of new associations of clinical 
conditions with genetic alterations. 

 A number of databases are available to assist with the 
interpretation of CMA results including PubMed, OMIM 
(currently at   http://www.omim.org    ), GeneReviews (cur-
rently at http://www.ncbi.nlm.nih.gov/sites/GeneTests/), 
DECIPHER [ 35 ], the International Standard Cytogenetic 
Array Consortium (ISCA) database housed by dbVar (cur-
rently available at http://www.ncbi.nlm.nih.gov/dbvar/stud-
ies/nstd37/), and the Database of Genomic Variants [ 36 ]. 
New microdeletion and microduplication syndromes are 
identifi ed regularly. The pathogenic nature of some recurrent 

microdeletion and microduplication regions may not yet be 
clear; therefore, frequent literature reviews are important to 
assess newly defi ned phenotypic associations. 

 A primary consideration for interpretation of results is the 
functions and density of the genes within the variant interval. 
For example, regions with very few genes, or primarily con-
taining repetitive elements or pseudogenes, may be less 
likely of clinical signifi cance than similar regions that are 
very gene rich. When assessing the gene content, the impact 
of gene dosage on the function of the genes in the interval 
should be considered. Factors to consider include gene dos-
age in control populations, the focal nature of the alterations 
in the literature, the associated phenotype, other reported 
fi ndings in the described patient(s) that may contribute to the 
phenotype, the molecular mechanism of the mutation (i.e., 
loss of function vs gain of function vs unknown), and the 
inheritance pattern (i.e., dominant vs recessive effect and 
issues of penetrance). For deletions, primary consideration 
will be on the evidence for the phenotypic effect of haploin-
suffi ciency of the region. For duplications, primary consider-
ation will be on the triplosensitivity of the region; however 
duplication breakpoints within a gene may or may not dis-
rupt the function of the gene. 

 Additional considerations for identifi ed CNVs within a 
gene will be the exonic vs intronic nature of the alteration as 
well as if the gene exists in multiple isoforms, and whether 
the CNV in question does or does not involve all isoforms. 
Comparison of the identifi ed CNV to control and patient 
populations is of signifi cant value in predicting the pathoge-
nicity of the variant. Finally, investigation of the established 
contiguous gene syndromes and microdeletion or microdu-
plication syndromes associated with the interval is important 
because these may not be identifi ed simply by a literature 
search focused on the genes within the interval. 

    Laboratory Issues 

 Based upon the technical performance and probe density of 
the microarray platform being used for clinical testing, size 
restrictions may be established for copy number calls, which 
can differ based on the type of variation. Different thresh-
olds may be established for deletions, duplications, for 
regions of the genome well associated with clinical condi-
tions, and for uncharacterized regions of the genome. Such 
size thresholds should not be set based on assumptions 
regarding an association between size and clinical signifi -
cance because relatively large copy number changes can be 
benign and relatively small copy number changes can be 
clinically signifi cant. 

 Parental studies may be considered as part of the interpre-
tation of an identifi ed CNV; however, due to issues of incom-
plete penetrance and variable expressivity, the fi nding of a 

  Figure 6.7    Identifi cation of cryptic abnormality by CMA in addition 
to a visible chromosome abnormality by G-banded karyotype. ( a ) 
Chromosome G-banding shows a translocation between 2q and 18q 
( arrows ). ( b ) Genomic microarray shows a 1.2 Mb interstitial deletion 
at the 18q breakpoint, but also a 5.9 Mb terminal deletion of 9p and a 
6.0 Mb terminal duplication of 18p ( arrows ). ( c ) FISH with the 18p 
subtelomere probe (fusion signal) shows additional signal is on the 
derivative 9, consistent with an unbalanced translocation not detected in 
chromosome analysis       
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  Figure 6.8    CMA often provides a better defi nition of a chromosome 
abnormality, leading to better genotype-phenotype correlation and 
recurrence risk estimation. (a) Chromosome analysis shows a terminal 
deletion on the short arm of chromosome 5 (abnormal chromosome on 
 right ) with two normal appearing chromosome 9 s. ( b  and  c ) The 
CMA analysis indicates that there is a 19.0 Mb terminal deletion of 5p 
( b ), and a 12.8 Mb terminal duplication of 9p ( c ), suggesting an unbal-

anced translocation involving 5p and 9p. This abnormality is associated 
with the Cri-du-Chat syndrome and 9p duplication syndrome sepa-
rately, so this patient is likely to have a clinical phenotype with features 
of both syndromes. In addition, there is a higher probability of a parent 
carrying a balanced rearrangement of 5p and 9p then if this was only a 
5p deletion. This increases the urgency for parental testing for recur-
rence risk determination.       
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CNV in a clinically normal parent may not rule out a causal 
relationship between the alteration and the phenotype of the 
patient [ 37 ,  38 ].   

    Conclusions and Future Directions 

 ID/DD is a common medical condition, and determining the 
etiology can be challenging. Even though it is still an evolving 
fi eld, the diagnostic success of cytogenomic microarray tech-
nology has exceeded that of conventional cytogenetic tech-
niques. As more medical specialists utilize this technology, 
understanding of the pathogenesis of ID/DD will improve.     
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    Abstract  

  Although the classic childhood phenotypes of many developmental disorders have been 
established for some time, only recently have the genetic etiologies of some of these disor-
ders been identifi ed. Understanding the genetic basis of these disorders allows for molecu-
lar confi rmation of the clinical diagnosis in an individual which can then be utilized for risk 
counseling and prenatal testing. This chapter reviews the molecular basis, clinical utility, 
testing strategy, and interpretation of clinical molecular tests for single-gene causes of 
developmental delay, which include fragile X syndrome, Angelman syndrome, Rett syn-
drome, Noonan spectrum disorders, and X-linked intellectual disability.  
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    Introduction 

 Although the classic childhood phenotypes of many devel-
opmental disorders have been established for some time, 
only recently have the genetic etiologies of some of these 
disorders been identifi ed. Investigations of the molecular 

basis of these conditions have resulted in the identifi cation of 
new genes, leading to insights into the function of new pro-
teins and biochemical pathways. This chapter reviews the 
molecular basis and testing strategy of single-gene causes of 
developmental delay (DD) and/or intellectual disability (ID), 
which include fragile X syndrome, Angelman syndrome, 
Rett syndrome, Noonan spectrum disorders, and X-linked 
intellectual disability.  

    Fragile X Syndrome 

    Molecular Basis 
 Named for its association with a chromosomal fragile site 
observed in many patients ( FRAXA  chromosomal locus 
Xq27.3), fragile X syndrome (FXS) is the most common 
cause of inherited ID. FXS results from loss or severe reduc-
tion of the protein FMRP, encoded by the  FMR1  (fragile X 
mental retardation) gene [ 1 ]. All patients with FXS have 
mutations in  FMR1 , as no mutations leading to FXS have 
been identifi ed in other genes. Both males and females may 
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be affected with FXS, but females are typically less severely 
affected. Thus, FXS is considered to be X-linked dominant 
with reduced penetrance in females [ 2 ]. 

 The  FMR1  gene encompasses 38 kilobases (kb) of 
genomic DNA and has 17 exons [ 3 ]. The major  FMR1  mes-
senger RNA produced in most tissues is approximately 4 kb, 
although several protein isoforms are generated by alterna-
tive splicing toward the 3′ end of the mRNA in some tissues. 
While FMRP can be detected in the nucleus, the majority of 
the protein associates with translating ribosomes in the cyto-
plasm, functioning as a negative translational regulator. 
FMRP also has a role in neuronal synapse maturation and 
plasticity. Autopsy samples from FXS patients have shown 
failure of dendritic spines to assume a normal mature size, 
shape, and distribution. 

 The molecular genetics of  FMR1  are complex given the 
presence of a trinucleotide repeat region in the 5′ untranslated 
region of exon 1. This repeat sequence is composed primarily 
of CGG repeats and ends 69 base pairs upstream of the trans-
lational ATG start codon. The  FMR1  repeat region is naturally 
polymorphic, with variation of the CGG repeats in normal 
(i.e., stably inherited) alleles ranging from 5 to 44 repeats, 
with the vast majority of individuals in the general population 
having 20–40 repeats. Intermediate alleles containing 45–54 
repeats occasionally have minor variations of a few repeats 
when transmitted from parent to child, producing no clinical 
consequences. However, in rare instances, transmission of 
intermediate alleles may result in expansion of the CGG repeat 
to form pathological alleles.  FMR1  alleles with 55 repeats 
up to 200 repeats are considered to be premutations because 
of their potential instability. Individuals with a  premutation 
allele do not have typical characteristics associated with FXS; 
however, they are at risk of repeat expansion when maternally 
transmitted and are associated with a later onset fragile X 
tremor/ataxia syndrome characterized by progressive inten-
tion tremor and cognitive decline [ 4 ]. Primary ovarian insuf-
fi ciency is another phenotype that presents in approximately 
20 % of females that carry an  FMR1  premutation allele [ 5 ]. 

 Almost all mutations (>99 %) that cause FXS occur as a 
result of instability of the trinucleotide repeat causing dra-
matic expansion of the repeat segment (>200 to a few thou-
sand CGG repeats). Rarely, deletions and point mutations in 
 FMR1  account for the remaining mutations found in patients 
with FXS. The mechanism of repeat instability in  FMR1  is 
believed to be DNA polymerase slippage during DNA repli-
cation. AGG repeats, spaced at about ten repeat intervals 
within the CGG repeat segment, may mitigate potential 
repeat instability through disruption of higher order molecu-
lar structures formed during DNA replication. These second-
ary structures contribute to polymerase slippage, and alleles 
that lack interrupting AGG repeats are at higher risk of 
expansion. Since FXS occurs strictly through maternal 

inheritance, individuals with full mutations (>200 CGG 
repeats) may inherit a similarly sized allele from their moth-
ers or, alternatively, their mothers may have a premutation- 
sized allele. With repeat expansion to a full mutation, 
hypermethylation of the CpG dinucleotides within the  FMR1  
promoter region almost always occurs, resulting in decreased 
or completely absent transcription and the concomitant loss 
of FMRP. Patients with partial methylation of a full mutation 
(methylation mosaics) may have some FMRP expression, 
resulting in a less severe phenotype. In addition, patients 
with a mixture of cells having either a premutation or full 
mutation (premutation/full mutation size mosaics) frequently 
are identifi ed during molecular testing. These patients usu-
ally have ID but may perform at the lower end of normal 
intellect (IQ >70). Because methylation is not an all-or-none 
phenomenon within  FMR1 , the FXS phenotype may encom-
pass a spectrum of possible affectations from mild to severe. 
Table  7.1  summarizes the classifi cation of  FMR1  alleles.

       Clinical Utility of Testing 
 Due to the presence of unrecognized  FMR1  alterations in 
unaffected carrier mothers, the fi rst indication of FXS within 
a family is usually the diagnosis of an affected child. 
Unfortunately, many families do not learn the FXS diagnosis 
for long periods after fi rst concerns about their child’s devel-
opment or behavior, and many have subsequent pregnancies 
before diagnosis for their fi rst child. Such situations high-
light the importance of diagnosing FXS so that children and 
families can receive the benefi ts of genetic counseling and 
early intervention services. Other than the infrequent dele-
tion or point mutation, which often are spontaneous and not 
inherited from a parent, mothers of  all  FXS patients are 
either premutation or full mutation carriers. In turn, at least 
one of the mother’s parents has an  FMR1  alteration. 
Consequently,  FMR1  mutations may be present in siblings of 
an affected individual as well as other extended family mem-
bers. It is important to remember that each daughter of unaf-
fected males with a premutation (transmitting males) is an 
obligate carrier of a premutation, and that their offspring are 

   Table 7.1    Normal and pathological  FMR1  allele types   

  Allele type    Repeat range    Methylation status  

 Normal  5–44  Not methylated 

 Intermediate/gray 
zone 

 45–54  Not methylated 

 Premutation  55–200  Not methylated 

 Full mutation  >200  Methylated 

 Methylation mosaic  >200  Variable methylation 

 Premutation/
full-mutation mosaic 
(repeat size mosaic) 

 Mixed 
premutation and 
full mutation 

 Full mutation may be 
methylated 
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at risk for FXS. Many extended families have been docu-
mented in which an  FMR1  mutation has been transmitted 
through numerous generations and into family branches 
unknown to one another. 

 For DD children,  FMR1  molecular testing is diagnostic, 
as FXS affects development from infancy; however, the non-
specifi c nature of FXS during early development makes the 
testing approach one of ruling out FXS in most situations. 
The hallmark fi nding in almost all patients with FXS is ID, 
but the physical and behavioral features of males with FXS 
are variable prior to puberty. Physical features not readily 
recognizable in preschool-age boys and become more obvi-
ous with age: long face, prominent forehead, large ears, 
prominent jaw, and enlarged testicles (macroorchidism). 
Motor milestones and speech are frequently delayed, and 
temperament often is affected (e.g., hyperactivity, hand fl ap-
ping, hand biting, temper tantrums, and occasionally autism). 
Females with FXS usually have milder manifestations and as 
a result are more diffi cult to diagnose clinically. FXS always 
should be suspected in males with mild to moderate ID and 
females with mild ID until shown otherwise by negative 
 FMR1  analysis. 

 Women who are full-mutation or premutation carriers 
have a 50 % risk of transmitting their abnormal allele in each 
pregnancy. While transmission of a full mutation always 
leads to a child with a full mutation, the risk of a premutation 
transmission resulting in an affected offspring with a full 
mutation is proportional to the maternal allele size. 
Empirically, the 50 % risk of a female carrier producing an 
affected male child is reduced to 7 % if the premutation con-
tains 56–59 repeats, 10 % for 60–69 repeats, 29 % for 70–79 
repeats, 36 % for 80–89 repeats, and 47 % for 90–99 repeats; 
it reaches the maximum, 50 %, when a premutation has >100 
and up to 200 repeats. Because females have approximately 
50 % penetrance, the risk of having an affected female child 
is half that of having an affected male child in any premuta-
tion repeat interval category. 

 Prenatal testing for  FMR1  mutations is available in some 
clinical molecular laboratories. Genomic DNA isolated from 
amniocytes obtained during amniocentesis at 16–18-week 
gestation or from chorionic villus sampling (CVS) at 10–12- 
week gestation can be used for testing. Prenatal molecular 
analysis proceeds in much the same fashion as that per-
formed on DNA obtained from adult peripheral blood. 
However, the DNA analysis of CVS may be more complex, 
as chorionic villi are extraembryonic. Hypermethylation in 
CVS may be incomplete and not representative of the true 
 FMR1  methylation status in fetal tissues; therefore, a follow-
 up amniocentesis occasionally may be required to resolve 
ambiguous CVS test results. 

 General population screening for  FMR1  mutations has 
been proposed but remains controversial. In comparison to 
most disorders already screened for in the newborn period, 

FXS is more prevalent and testing is highly reliable; how-
ever, before population screening is practical for newborns 
and women of reproductive age, the relatively high costs and 
the technical complexities of testing must be resolved. 
Several recent studies demonstrate that higher throughput 
testing for population-screening purposes is becoming 
increasingly possible, both from a cost and a time perspec-
tive [ 6 ,  7 ]. Protein testing of FMRP may also be useful for 
screening populations with ID.  

    Available Assays 

 Routine clinical testing for  FMR1  mutations includes molec-
ular assessment of both the trinucleotide repeat number and 
the  FMR1  methylation status. Traditional approaches to this 
testing include two concurrent analyses: (1) double-digest 
Southern blot analysis using a methylation-sensitive restric-
tion enzyme such as  Eag I,  Bss HII, or  Nru I along with a 
methylation-insensitive restriction enzyme such as  Eco RI or 
 Hind III [ 8 ]; and (2) polymerase chain reaction (PCR) assays 
specifi c for the CGG repeat segment of  FMR1  (Fig.  7.1 ) [ 9 ]. 
When used in conjunction with PCR, Southern blot analysis 
provides a more complete inspection of the trinucleotide 
repeat region by detecting multiple possible molecular 
events, including repeat expansion, DNA methylation, and 
the relatively rare  FMR1  deletions. Specialized fragile X 
chromosome cytogenetic analysis, using special culture 
techniques to induce fragile sites, is no longer used for diag-
nosis of FXS due to low sensitivity. While only a very few 
FXS patients with point mutations in  FMR1  have been iden-
tifi ed, clinical molecular testing does not routinely investi-
gate this gene for point mutations, deletions, insertions, or 
inversions downstream of the repeat segment.

   In most clinical laboratories, PCR is used to size normal 
and smaller premutation-sized alleles with a typical sensitiv-
ity of up to approximately 120 repeats. PCR product yield is 
inversely proportional to the number of trinucleotide repeats 
such that with traditional PCR methods, little or no product 
can be obtained when larger repeats are present. Since the 
inception of diagnostic testing for FXS, different testing 
strategies to facilitate the transition away from Southern 
blots have been met with limited success. Although some 
PCR-based testing protocols have higher sensitivity regard-
ing detection of larger repeats, most laboratories have been 
reluctant to adopt these practices due to technical diffi culties. 
The ability to rapidly identify trinucleotide expansions in an 
effi cient and cost-effective manner has been revisited in 
recent years and several very similar protocols to address this 
challenge have been developed [ 6 ,  10 – 13 ]. Each of these 
new methods relies on a triplet repeat-primed PCR reaction 
to separate alleles with apparent CGG expansions from those 
without expansions. Typically, this is based on a threshold of 
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55 trinucleotide repeats; however, the threshold can be 
adjusted according to the needs of the user (Fig.  7.2 ). Patients 
with expanded alleles detected by this PCR screening test 
then can be refl ex tested by Southern blot analysis for further 
evaluation of expansion size and methylation status. This 
considerable advancement in  testing allows the opportunity 

to signifi cantly reduce the number of Southern blots needed, 
thereby signifi cantly decreasing the turnaround time for most 
samples tested. Although only routinely performed in a few 
clinical laboratories, protein-based testing for FMRP can be 
utilized. Since severity of the FXS phenotype appears to 
inversely correlate with FMRP expression, assessment of 
FMRP production in patients with methylation mosaicism 
may be a useful prognostic indicator of disease severity [ 14 ].

       Interpretation of Test Results 

 Because  FMR1  appears to be the only disease-causing gene 
for FXS, test specifi city is 100 %. Using both Southern blot 
analysis and PCR specifi c for the  FMR1  locu s , test sensitiv-
ity for repeat expansion can be estimated to be nearly 99 %, 
as only rare point mutations, small deletions/insertions 
remote from the repeat segment, or gene inversions would be 
missed. Non-repeat expansion molecular alterations may be 
under-ascertained in  FMR1  since gene regions downstream 
of the repeat segment in exon 1 are rarely investigated. When 
identifi ed, the presence of cellular mosaicism, in either 
repeat size or methylation status, presents potential problems 
for the prediction of FXS severity. Essentially all patients 
with mutations resulting in reduction of FMRP are impaired, 
but expression of variable amounts of FMRP may allow 
some individuals to function at a higher level than expected; 
therefore, these individuals may occasionally have higher 
intelligence quotients (IQ > 70). Prognostication of severity 
based on testing of a young child should be predicated with 
great caution during genetic counseling, because no long- 
term study exists following the development of individuals 
with methylation mosaicism.  

    Laboratory Issues 

 If the etiology of ID in an individual is unknown, DNA analysis 
for FXS should be performed as part of a comprehensive 
genetic evaluation that includes routine cytogenetic analysis 
(see Chap.   6    ), since cytogenetic abnormalities have been iden-
tifi ed at least as frequently as  FMR1  mutations in individuals 
with ID. In addition, the use of Southern blotting on DNA iso-
lated from amniocytes for prenatal  FMR1  analysis, with typical 
2- to 3-week turnaround times, may lead to stressful situations 
on occasion regarding the timing of possible pregnancy termi-
nation. Utilization of CVS specimens provides additional time 
for possible pregnancy termination, but equivocal results some-
times occur due to incomplete methylation when a full muta-
tion is present, requiring follow- up amniocentesis. 

 PCR-based kits used to estimate repeat copy number are 
available through some commercial vendors but not widely 
utilized. Many laboratories use laboratory-developed meth-
ods for both  FMR1  Southern blot analysis and PCR. Patient 

  Figure 7.1    Repeat expansion and methylation in  FMR1 . ( a ) Restriction 
enzyme map of  FMR1 , with locations of restriction enzyme sites, DNA 
probe, and PCR primers used in molecular testing.  Top line  indicates 
DNA fragments generated using  Eco RI and  Eag I as depicted in the 
Southern blot analysis in  b  (2.8 kb and 5.2 kb fragments are detected by 
the DNA probe StB12.3). The  vertical arrow  indicates the location of 
the CGG repeat in exon 1. ( b ) Southern blot analysis of  FMR1 . Only the 
2.8 kb fragment is detected in normal males ( lane 1 ), while both the 
2.8 kb and 5.2 kb fragments are detected in normal females ( lane 2 ) due 
to methylation associated with normal X-inactivation that prevents cut-
ting of the inactivated methylated allele with the methylation-sensitive 
restriction enzyme  Eag I,  Bss HII, or  Nru I. Completely methylated full 
mutations are depicted in  lane 3  (affected male with full mutation) and 
 lane 4  (affected female with full mutation contained on one of her X 
chromosomes; normal allele on her other X chromosome). Smeary sig-
nals occur due to variable repeat expansion within peripheral lympho-
cytes used for DNA isolation. Mosaic patterns are illustrated in  lane 5  
(male with partial methylation of full mutation),  lane 6  (male with pre-
mutation/full-mutation mosaicism), and  lane 7  (female with premuta-
tion/full-mutation mosaicism).  Lane 8  illustrates a transmitting male 
with a premutation and  lane 9  illustrates a female with a premutation. 
Both premutations contain approximately 75 repeats. ( c ) PCR analysis 
of  FMR1  repeats from fi ve individuals separated on a 6 % polyacryl-
amide gel.  Lane 1  contains PCR products from a female with 20 and 30 
repeats, respectively, contained within her two normal alleles.  Lanes 2, 
3 , and  5  are males with normal repeat alleles (40, 30, and 20 repeats, 
respectively), while  lane 4  illustrates a male with a 65-repeat premuta-
tion allele. Smeary signals result from DNA polymerase stuttering dur-
ing the PCR amplifi cation.       
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control cell lines may be purchased from the Coriell Institute 
(  http://coriell.umdnj.edu/    ). Testing for FXS is routinely 
included in profi ciency tests administered by the College of 
American Pathologists.   

    Angelman Syndrome and Prader-Willi 
Syndrome 

    Molecular Basis 

 Angelman syndrome (AS) is a neurodevelopmental disorder 
characterized by severe DD/ID, gait ataxia, microcephaly, 
seizures, and a happy demeanor that includes frequent laugh-
ing, smiling, and excitability [ 15 ]. AS is caused by defi cient 
expression of the maternally inherited copy of the  UBE3A  
(ubiquitin-protein ligase E3A) gene which can result from 
one of several different genetic abnormalities involving the 
proximal part of the long arm of chromosome 15 (15q11–
q13). This two megabase (Mb) region of chromosome 15 
contains multiple imprinted genes, meaning that their expression 

is dependent on the parent of origin. Within this region of 
chromosome 15, the  MKRN3 ,  MAGEL2 ,  NECDIN , and 
 SNURF – SNRPN  genes, as well as a cluster of C/D box small 
nucleolar RNAs (snoRNAs) are paternally expressed, while 
the  UBE3A  and  ATP10C  genes are maternally expressed. 
Imprinting of genes in this domain is coordinately controlled 
by a bipartite imprinting center (IC) which overlaps the 
 SNRPN  promoter and extends approximately 35 kb upstream. 
Flanking this imprinted region are several low-copy repeats 
that predispose the region to chromosomal rearrangement by 
unequal crossing over. 

 Imprinted  UBE3A  expression is tissue specifi c, displaying 
predominantly maternal expression in the human fetal brain 
and adult frontal cortex but biparental expression in other 
tissues.  UBE3A  encodes a protein that is involved in the 
ubiquitination pathway which targets certain proteins for 
degradation [ 16 ]. Four known genetic mechanisms cause 
loss of  UBE3A  expression, and explain 85–90 % of AS cases 
[ 17 ]. A 4 Mb deletion of the maternal chromosome 15q11–
q13 region occurs sporadically in 65–70 % of cases and is 
due to unequal crossing over. Paternal uniparental disomy 

  Figure 7.2    Triplet repeat-primed  FMR1  PCR screening test for fragile 
X alleles. The forward PCR primer is located upstream of the  FMR1  
CGG region while the fl uorescently-labeled reverse primer randomly 
binds inside the  FMR1  CGG repeat region. These PCR primers gener-
ate different sized amplicons depending on the size of the CGG repeat 
region present. The presence or absence of a trinucleotide “ladder” can 
be easily identifi ed and a threshold of 55 CGG repeats typically is used 
to defi ne expanded  FMR1  alleles. Example 1 shows the trace for a 
female with two normal alleles, neither of which results in the charac-

teristic ladder motif present for expanded alleles. Example 2 illustrates 
the typical pattern for a female with one normal allele and one expanded 
allele while Example 3 illustrates the typical pattern for a male with an 
expansion at the  FMR1  locus. From Basehore MJ, Marlowe NM, Jones 
JR, Behlendorf DE, Laver TA, Friez MJ. Validation of a screening tool 
for the rapid and reliable detection of CGG trinucleotide repeat expan-
sions in FMR1. Genet Test Mol Biomarkers. 2012 Jun;16(6):465–70. 
doi:   10.1089/gtmb.2011.0134    . Epub 2012 Jan 6. Reprinted with per-
mission from Mary Ann Liebert, Inc.       
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(UPD) of chromosome 15 is detected in about 7 % of cases 
and is likely to be postzygotic in origin. Approximately 3 % 
of AS cases involve an imprinting defect caused by microde-
letions of the IC and result in lack of expression of the mater-
nally inherited UBE3A gene in the brain. Point mutations 
within  UBE3A  (mostly truncating mutations) are found in 
approximately 11 % of cases [ 17 ]. Currently, approximately 
10 % of patients with a clinical diagnosis of AS have no 
identifi able chromosomal or molecular abnormality, most 
likely due to an undetected abnormality affecting the  UBE3A  
gene or a mutation in another gene within the ubiquitination 
pathway. 

 While the AS phenotype results from loss of expression of 
maternally expressed  UBE3A , another developmental disor-
der, Prader-Willi syndrome (PWS), is due to loss of expression 
of  paternally  expressed genes within this 15q11–q13 region. 
PWS is characterized by infantile hypotonia,  hypogonadism, 
dysmorphic appearance, small hands and feet, hyperphagia 
and obesity, DD, and ID. Approximately 70 % of PWS 
cases involve a 4 Mb deletion of the paternal chromosome 
15q11–13, while 20 % of PWS cases are due to maternal 
UPD of chromosome 15. Another 1–5 % of cases are thought 
to be due to an imprinting defect. Recent evidence suggests 
that loss of expression of one or more of the C/D box snoR-
NAs, including SNORD116, encoded within the  SNRPN  
locus may cause the PWS phenotype [ 18 ,  19 ]. The following 
section reviews the available diagnostic testing for AS, as 
well as PWS, since the primary testing method used to diag-
nose AS also will diagnose PWS.  

    Clinical Utility of Testing 

 Infants with AS commonly present with non-specifi c fi nd-
ings such as DD and/or seizures. These fi ndings may result 
in a broad differential diagnosis, which can include inborn 
errors of metabolism, mitochondrial encephalopathy, cere-
bral palsy, and other neurodevelopmental syndromes includ-
ing Rett syndrome, Christianson syndrome, and Pitt-Hopkins 
syndrome, which will be reviewed later in this chapter. 
Analysis of parent-specifi c DNA methylation imprints in the 
15q11–q13 chromosome region is typically the fi rst test that 
is ordered as it will detect approximately 80 % of individuals 
with AS, including those with a deletion, paternal UPD, or 
an IC defect. This analysis also is used to diagnose PWS and 
will detect nearly 100 % of those cases. Methylation analysis 
for AS/PWS typically investigates the methylation status of 
CpG dinucleotide sites within the promoter region of the 
 SNRPN  gene. Once the diagnosis of AS (or PWS) is estab-
lished through an abnormal DNA methylation pattern, the 
specifi c genetic mechanism involved can be investigated for 
the purposes of genetic counseling. Fluorescent in situ 

hybridization (FISH) or array-based comparative genomic 
hybridization (aCGH) analysis can be used to detect a dele-
tion, while DNA microsatellite analysis can be performed to 
investigate the presence of UPD. For patients with an AS 
phenotype but normal DNA methylation, sequence analysis 
of the  UBE3A  gene can be used for further evaluation of the 
diagnosis. Collectively, molecular testing for AS through 
DNA methylation studies and sequencing of  UBE3A  will 
identify an alteration in approximately 90 % of individuals 
with clinical AS/PWS. 

 The recurrence risk for AS in a family and the type of 
prenatal testing that is available will vary according to the 
chromosome or molecular defect that is ultimately detected 
in the proband. For this reason, prenatal diagnosis should be 
undertaken only after the specifi c genetic mechanism in the 
proband has been determined and the parents have received 
genetic counseling. In cases where de novo deletions or UPD 
have been demonstrated, recurrence risk will be low, although 
prenatal testing may be offered for reassurance purposes. For 
cases of IC and  UBE3A  mutations, recurrence risk can be as 
high as 50 %. Since germline mosaicism has been reported in 
mothers of AS patients with  UBE3A  mutations, prenatal test-
ing should be offered even if a mutation is not identifi ed in 
the mother. Because methylation status within the promoter 
region of the  SNRPN  gene is established in early embryonic 
development, DNA methylation analysis on cells obtained 
from CVS is theoretically possible; however, most clinical 
molecular laboratories currently performing prenatal meth-
ylation testing prefer to use amniocytes for testing due to the 
relative hypomethylation of cells derived from the placenta 
[ 15 ]. Prenatal testing is appropriate for families without a 
previous child with AS if a deletion of chromosome 15q11–
q13 is suspected on chromosome analysis of CVS or amni-
otic fl uid, or if trisomy 15 is noted on CVS but a normal 
karyotype is found on amniotic fl uid, which would suggest 
that a trisomy rescue event may have occurred (possibly 
resulting in UPD). Prenatal testing also would be indicated if 
either a de novo chromosome 15 translocation or a supernu-
merary marker chromosome is found by karyotype analysis. 

 Parents of patients with deletions, specifi cally the moth-
ers of AS patients, should be tested by chromosome and 
FISH analysis to determine if they carry balanced chromo-
some rearrangements or deletions which are not expressed as 
an abnormal phenotype in that parent. Chromosome analysis 
is appropriate for parents of patients with UPD combined 
with a Robertsonian translocation to determine whether the 
translocation is inherited or de novo. Parents also should be 
tested for mutations that are identifi ed in the proband, such 
as IC deletions or  UBE3A  mutations. If a parent of an AS 
patient is found to be a carrier of a mutation or a chromo-
somal translocation, then the siblings of that parent should 
be offered testing.  
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    Available Assays 

    DNA Methylation Analysis 
 Standard molecular techniques for the methylation analysis 
of CpG sites within the  SNRPN  gene promoter region include 
(1) double-digest Southern blot analysis using a methylation- 
sensitive enzyme such as  Not I along with a methylation- 
insensitive enzyme such as  Xba I [ 20 ]; (2) PCR amplifi cation 
of the  SNRPN  promoter region following either  Not I or 
mcrBC digestion; and (3) methylation-specifi c PCR 
(MS-PCR) which is based on modifying DNA with bisulfi te, 
which converts unmethylated cytosine (C) to uracil (U), fol-
lowed by amplifi cation using primers specifi c for the unmeth-
ylated and methylated alleles [ 21 ]. 

 Methylation-specifi c multiplex ligation-dependent probe 
amplifi cation (MS-MLPA) provides a method to simultane-
ously semiquantitatively analyze copy number changes and 
DNA methylation status at numerous sites across the 15q11–
q13 region. Oligonucleotide probes specifi c to the  SNRPN  
gene are utilized, of which a subset contain a  Hha I restriction 
site. After hybridization and ligation, the methylation- sensitive 
restriction enzyme  Hha I is used to digest the unmethylated 
DNA. PCR amplifi cation using a universal primer is per-
formed, followed by separation of the amplifi cation products 
by capillary electrophoresis. If the site is not methylated, the 
 Hha I digestion will prevent amplifi cation of the MS-MLPA 
probe. If the CpG sites are methylated, the  Hha I enzyme is 
unable to digest the DNA, and PCR products are generated 
and detected. Individuals with AS will have two unmethylated 
(maternal) alleles and accordingly no MS-MLPA signal will 
be present. Individuals with no methylation abnormality will 
show a 50 % reduction in the MS-MLPA signal due to the 
presence of both a methylated and an unmethylated allele. 
Individuals with PWS will have two methylated (paternal) 
alleles and will show a 50 % increase in the MS-MLPA signal 
compared to normal controls. 

 Pyrosequencing is a quantitative method available to 
assess the CpG methylation status of the  SNRPN  gene [ 22 ]. 
As in MS-PCR, the genomic DNA is treated with bisulfi te to 
convert unmethylated C to U, whereas methylated cytosine 
( m C) will remain unchanged. During PCR amplifi cation of 
the bisulfi te-treated DNA, the U will be amplifi ed as thymine 
(T) and the  m C will be amplifi ed as C. Pyrosequencing, 
which is a “sequencing-by-synthesis” method based on the 
luminometric detection of a pyrophosphate release that 
occurs upon the incorporation of nucleotides into the 
sequence, is then utilized to discriminate C and  m C by the 
presence of a T or C at each CpG site analyzed, respectively. 
This information is used to determine the percent methyla-
tion at each CpG site, which will be approximately 50 % for 
normal individuals who have both a methylated (paternal) 
and unmethylated (maternal) allele. Individuals with AS will 
have 0 % methylation at each site, and individuals with PWS 
will have 100 % methylation at each site.  

    Uniparental Disomy Analysis 
 For individuals who exhibit methylation abnormalities but 
are negative for a deletion by FISH or aCGH, DNA microsat-
ellite analysis to test for whole or segmental UPD of chromo-
some 15 is available for further evaluation of the diagnosis. 
UPD analysis requires DNA from the proband as well as 
both parents. Polymorphic repetitive regions (microsatel-
lites) along chromosome 15 are analyzed to determine if the 
proband’s genetic constitution refl ects contribution from 
both parents at all loci tested (biparental) or from only one 
parent (UPD). Paternal UPD of chromosome 15 is consistent 
with AS while maternal UPD of chromosome 15 is consis-
tent with PWS. Alternatively, SNP-based arrays can be used 
to detect segmental and whole chromosome UPD, but may 
not identify all cases of UPD, because the segment of UPD 
may be too small to be detected by SNPs designed to evalu-
ate UPD of larger chromosomal regions. Abnormal methyla-
tion studies and biparental inheritance of chromosome 15 is 
suggestive of an imprinting center defect.  

    Targeted  UBE3A  Analysis 
 When DNA methylation testing is normal,  UBE3A  sequence 
analysis should be considered. The majority of mutations iden-
tifi ed in the  UBE3A  gene are protein truncating mutations [ 23 , 
 24 ]. These mutations must be present on the maternal allele in 
order to be pathogenic since  UBE3A  expression occurs only 
from the maternal allele. In some cases, small intragenic dele-
tions of  UBE3A  have been detected, so gene- specifi c deletion 
and duplication testing should be considered for individuals 
who test negative for  UBE3A  gene sequencing [ 25 ,  26 ].   

    Interpretation of Test Results 

 If the methylation pattern or methylation-specifi c amplifi ca-
tion is characteristic of only paternal inheritance in the indi-
vidual tested, then a diagnosis of AS is confi rmed (Fig.  7.3 , 
lane 8). Conversely, a methylation pattern characteristic of 
only maternal inheritance is diagnostic for PWS (Fig.  7.3 , lane 
7). Methylation assays detect virtually all cases of PWS and 
AS that are caused by large deletions, UPD, and IC defects; 
however, they will not detect rare small deletions that do not 
involve the  SNRPN  locus or sequence alterations within the 
 UBE3A  gene. Therefore, methylation analysis will detect 
approximately 80 % of AS cases. Sequencing of the  UBE3A  
gene will detect another 11 % of cases. Approximately 10 % of 
AS cases will not be detected with the currently available tests.

       Laboratory Issues 

 If the etiology of DD in a patient is unknown, DNA analysis 
should be performed as part of a comprehensive genetic 
evaluation that includes assessment of single gene disorders 
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by molecular and cytogenetic approaches. Although every 
laboratory does not need to provide all testing methods, a 
smooth progression through the various tests may be neces-
sary to determine the genetic mechanism causing AS. Testing 
is facilitated by a clinical molecular laboratory that is able to 
offer DNA methylation, FISH, UPD analysis and sequencing 
of the  UBE3A  gene, as well as gene-specifi c deletion/dupli-
cation testing. Mutation analysis of the IC is available only 
on a research basis. 

 The  SNRPN  probe for Southern blot analysis is available 
from American Type Culture Collection (  http://www.atcc.
org    ). Caution should be exercised when interpreting MS-PCR 
results, as allele dropout has been reported [ 27 ]. Because of 
the risk of allele dropout, multiple MS-PCR primer sets 
should be considered to minimize the possibility of a false- 
positive result. An MS-MLPA kit is available from MRC- 
Holland (  http://www.mrc-holland.com    ). A pyrosequencing 
kit to evaluate methylation status of the AS/PWS critical 
region is available from Qiagen (  http://www.qiagen.com    ). 
There are many microsatellite markers available for testing 
of the 15q11–q13 region, but caution should be exercised 
because some previously used markers are now considered 
problematic, such as  DS15S113  and  D15S817  [ 28 ,  29 ].   

    Rett Syndrome and Other  MECP2 -Related 
Disorders 

    Molecular Basis 

 Rett syndrome is an X-linked neurodevelopmental disorder 
that almost exclusively affects females. In the classic form of 
the disease, affected girls appear to develop normally until 

the age of 6–18 months followed by a characteristic pattern 
of regression, which includes deceleration of head growth 
leading to acquired microcephaly, autistic features, loss of 
speech and purposeful hand use, irregular breathing patterns, 
stereotypical hand wringing, and seizures [ 30 ]. There are 
well-documented criteria for the clinical diagnosis of Rett 
syndrome which include the clinical features that are consid-
ered as either necessary or supportive for the diagnosis [ 31 ]. 
The frequency of classic Rett syndrome is approximately 
1 in 10,000 females [ 32 ]. In 1999, mutations in the methyl-
CpG- binding protein 2 ( MECP2 ) gene located at Xq28 were 
reported to be the underlying cause for Rett syndrome [ 33 ]. 
Since that time, a broader range of clinical phenotypes have 
also been associated with mutations in  MECP2  [ 34 ]. This 
section focuses on  MECP2  variants causing Rett and 
atypical- Rett syndromes which are X-linked dominant con-
ditions. The other  MECP2 -related phenotypes primarily 
affect males and are considered to be X-linked recessive 
disorders. 

 Since being associated with  MECP2 , the fi eld of Rett syn-
drome research has focused attention on determining the 
function of the MECP2 protein to better understand the 
underlying pathophysiology of the condition. The current 
perspective of MECP2 function is complex and is based on 
its apparent involvement as both a transcriptional repressor 
and activator [ 35 ]. MECP2 binds preferentially to methyl-
ated DNA via its methyl-CpG-binding domain, and silences 
transcription by recruiting corepressor complexes through its 
transcriptional repression domain. More recent studies have 
demonstrated that loss of MECP2 leads to reduced expres-
sion of numerous genes, implying a role in upregulating 
gene expression, although the mechanisms involved are not 
well understood [ 36 ]. This is an area of great interest given 
that Rett syndrome is not associated with any sort of gross 
anatomic abnormalities of the brain. MECP2 clearly affects 
transcriptional regulation more dramatically in certain 
regions of the brain than other regions. The physiologic sig-
nifi cance of these differences needs to be understood in order 
for individuals affected by Rett syndrome to benefi t from 
promising new therapeutic options in the future.  

    Clinical Utility of Testing 

 Independent studies have confi rmed  MECP2  as the major 
causative gene for Rett syndrome by the identifi cation of 
pathogenic mutations in approximately 95 % of classic cases. 
Approximately 85 % of classic Rett patients have either point 
mutations or small insertions/deletions within the  MECP2  
coding region, while larger deletions have been identifi ed in 
approximately 10 % of classic cases [ 37 ]. Nearly 50 % of Rett 
patients have one of eight recurrent point mutations, while 
most of the remainder has one of the many other described 

  Figure 7.3    Methylation-sensitive PCR (MS-PCR) analysis of  SNRPN  
DNA of patient samples referred to a clinical molecular laboratory. 
PCR products are amplifi ed from the methylated and unmethylated 
alleles of the  SNRPN  locus. Normal individuals exhibit a biparental 
inheritance pattern (both upper methylated and lower unmethylated 
allele PCR products present;  lanes 2–6 ), whereas patients with PWS 
show a pattern of only maternal inheritance (only upper methylated 
allele PCR product present;  lane 7 ) and patients with AS show a pattern 
of only paternal inheritance (only lower unmethylated allele PCR prod-
uct present;  lane 8 ). Molecular weight ladder present in  lane 1.        
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pathogenic alterations. It should be noted that greater than 
99 % of mutations in individuals with classic Rett syndrome 
are de novo, with the large majority occurring on the pater-
nally inherited allele [ 38 ]. Mutations also have been found in 
atypical mild variant cases and in severe early- onset cases of 
Rett syndrome. In addition,  MECP2  mutations have been 
documented in patients with an Angelman-like presentation 
and in individuals with autistic phenotypes. Affected males 
with variable phenotypes ranging from lethal neonatal 
encephalopathy to uncharacterized ID have been shown to be 
caused by  MECP2  mutations. The presentation of Rett syn-
drome also has been documented in males with Klinefelter 
(47, XXY) syndrome, as well as those with mosaic  MECP2  
mutations [ 39 ]. Defi nitive genotype- phenotype correlations 
have not been consistent, although several fi ndings related to 
specifi c mutations appear to be reproducible [ 40 ]. Some stud-
ies have investigated multiple individuals with the same 
mutation but variable degrees of clinical severity, demonstrat-
ing that additional factors beyond the specifi c  MECP2  altera-
tion play signifi cant roles in the presentation of Rett syndrome 
[ 41 ]. In males, larger duplications of Xq28 that include 
 MECP2  have a consistent set of clinical features that include 
hypotonia, severe ID, absence of speech, seizures, and recur-
rent respiratory infections that often lead to death at an early 
age [ 42 ]. Given the spectrum of neurodevelopmental pheno-
types associated with  MECP2  mutations, the clinical utility 
of molecular testing is signifi cant.  

    Available Assays 

 The  MECP2  gene is composed of four exons, which give rise 
to two distinct MECP2 isoforms [ 43 ]. Diagnostic testing for 
Rett syndrome should begin with DNA sequence analysis of 
the entire  MECP2  coding region given the profi le of known 
mutations. In the past, mutation scanning using denaturing 
high performance liquid chromatography (DHPLC) was 
used, but very few laboratories still utilize this method given 
the relative ease of sequencing  MECP2 . Sanger sequencing 
with capillary electrophoresis continues to be considered the 
gold standard for point mutation detection. Approximately 
85 % of classic Rett syndrome patients have mutations that 
are detectable by sequencing of  MECP2 , which is performed 
by numerous clinical molecular laboratories (  http://www.
genetests.org/    ). 

 To increase the overall mutation detection for the  MECP2  
gene, additional testing is available for larger  MECP2  dos-
age alterations, present in approximately 10 % of classic Rett 
patients. Deletions and duplications involving all or part of 
the gene have been identifi ed by dosage-sensitive testing 
methods such as multiplex ligation-dependent probe amplifi -
cation (MLPA), quantitative real-time PCR analysis, and tar-
geted aCGH.  

    Interpretation of Test Results 

 Rett syndrome is commonly considered in females with DD, 
making the volume of  MECP2  testing performed worldwide 
signifi cant. Molecular confi rmation of Rett syndrome is 
straightforward when one of the eight common  MECP2  
mutations is present. Interpreting other less common altera-
tions can be assisted by use of available mutation databases. 
RettBASE, the database dedicated to  MECP2  (  http://mecp2.
chw.edu.au/    ), and the Human Gene Mutation Database 
(HGMD) are currently the most comprehensive resources. 
Some of the changes reported in the databases are not 
 clinically correlated, leaving their pathogenicity uncertain. 
When other novel variants are identifi ed, evaluation of addi-
tional family members to determine the segregation pattern 
may allow the clinical signifi cance of an alteration to be inter-
preted with greater certainty. For females with variants of 
unknown clinical signifi cance, the most common strategy is 
to test both parents. Alterations that are shown to be de novo 
are normally accepted as pathogenic mutations. In some rare 
cases, two de novo alterations are present with uncertainty 
which change is pathogenic, or whether their collective 
impact on protein function is causative of the symptoms. A 
variant of unknown signifi cance inherited from the father is 
interpreted as not being clinically signifi cant given the expec-
tation that the variant would have an even greater phenotypic 
consequence in a male with a single X chromosome. When 
variants are inherited from the mother, the interpretation 
becomes more challenging and typically requires additional 
testing which often includes both X-inactivation testing of the 
mother and variant analysis of additional family members. If 
the proband and her mother carry the same alteration and both 
have normal/random X-inactivation patterns, the variant typi-
cally is interpreted as a benign variant with no clinical signifi -
cance. Testing of extended family members has the potential 
to identify the change in a phenotypically normal male which 
also confi rms that the change is not clinically relevant. When 
testing males, the interpretation issues change to some degree 
and the strategy for these will be discussed later in the 
X-linked intellectual disability section of this chapter.  

    Laboratory Issues 

 One of the issues encountered in sequence-based clinical test-
ing is the interpretation of novel sequence variations, particu-
larly alleles of uncertain pathogenic signifi cance. A valuable 
resource for laboratories and referring clinicians is provided 
by the American College of Medical Genetics, which has 
issued updated recommended standards and guidelines for 
interpretation of sequence variations [ 44 ]; the recommenda-
tions are available at   http://www.acmg.net    . Another current 
issue pertaining to molecular testing for Rett syndrome is the 
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value of two-tier testing (sequencing followed by dosage 
analysis) to provide comprehensive mutation analysis of 
 MECP2 . Identifi cation of the mutation in the proband facili-
tates prenatal testing in subsequent pregnancies, although the 
majority of  MECP2  point mutations are de novo and of pater-
nal origin, with extremely low rates of recurrence. Prenatal 
testing should be offered to females who are known to carry a 
point mutation or large rearrangement in  MECP2 . In cases 
where the mother is not a carrier, prenatal testing may be 
sought for parental reassurance due to rare reports of germ-
line mosaicism [ 45 ]. The current focus on point mutation 
analysis within the coding region by sequence analysis does 
not rule out potential mutations in regulatory elements or 
other important noncoding regions of  MECP2 . Equally 
important to consider are the other conditions that phenotypi-
cally overlap with Rett syndrome and should be given further 
consideration when clinical testing for  MECP2  is negative. 
Several of these syndromes and their respective gene associa-
tions are discussed in the following section.   

    Angelman/Rett Syndrome Second-Tier 
Testing 

    Molecular Basis 

 AS and Rett syndromes are clinically similar conditions that 
often present with numerous overlapping phenotypic fea-
tures. Clinicians with signifi cant clinical experience typi-
cally can distinguish the two conditions, but in many cases 
clinical diagnosis can be challenging. As discussed earlier, 
AS and Rett syndromes are caused by disruption or loss of 
normal gene function of the  UBE3A  and  MECP2  genes, 
respectively. Testing for these conditions is common given 
their prevalence and the number of individuals with DD sug-
gestive of one or both of these diagnoses. Accordingly, many 
patients have clinical presentations that mimic AS and Rett 
syndrome and have normal clinical test results for both dis-
orders. In these instances, additional testing of genes causing 
diseases with overlapping phenotypes may provide the 
molecular diagnosis needed. Some of the most common con-
ditions that should be considered in the differential diagnosis 
for AS and Rett syndrome for which diagnostic testing is 
available are discussed in this section. The syndromes 
detailed in this section are not meant to be an all-inclusive 
list, but rather as a starting point for second tier testing for 
patients with  features in this clinical spectrum of ID/DD.  

    Clinical Utility of Testing 

 The molecular confi rmation of a clinical diagnosis allows the 
physician to provide recurrence risks and genetic counseling, 
as well as prenatal diagnosis, to the proband and additional 

family members. Once the presence of a causative mutation 
has been established in an individual, targeted analysis of 
fetal samples is available for prenatal testing, as well as for 
other family members.  

    Molecular Genetic Testing 

     CDKL5  Gene 
 Mutations in the  CDKL5  (cyclin-dependent kinase-like 5) 
gene have been identifi ed in individuals with early-onset 
infantile spasms and clinical features that overlap other 
 neurodevelopmental disorders, such as AS and Rett syn-
dromes [ 46 ]. Subsequently, mutations in  CDKL5  (also 
known as Serine Threonine Kinase 9 or  STK9 ) have been 
associated with an atypical variant of Rett syndrome, which 
includes ID and other severe neurological symptoms includ-
ing severe early-onset seizures, regression of communication 
and skills, and global developmental delay. Rett-like stereo-
typies such as hand-wringing have been identifi ed in indi-
viduals with  CDKL5  mutations, further indicating a shared 
clinical differential. 

 Mutations identifi ed in  CDKL5  show haploinsuffi ciency, 
including missense and splicing mutations, small deletions 
and insertions, as well as nonsense mutations. De novo muta-
tions and evidence of germline mosaicism have been 
reported, suggesting that the presence of an affected proband 
in a family is suffi cient to consider prenatal diagnosis. Large 
deletions have also been detected, thus deletion and duplica-
tion testing should be considered if an individual tests nega-
tive for sequence mutations.  

     FOXG1  Gene 
 Point mutations and deletions in the  FOXG1  (forkhead box 
G1) gene are associated with a developmental disorder known 
as the congenital variant of Rett syndrome. This disorder 
exhibits features of classic Rett syndrome, but with an earlier 
onset within the fi rst months of life. Reports of individuals 
with mutations in the  FOXG1  gene show a clinical profi le con-
sisting of postnatal microcephaly, apraxia, absent language, 
stereotypical hand and mouth movements, seizures, poor 
sleep, and hypoplasia of the corpus callosum with decreased 
white matter volume [ 47 – 49 ]. Unlike Rett syndrome, individ-
uals with a  FOXG1  mutation do not have periods of normal 
development; thus regression is not usually a feature. 

 In addition to sequence mutations, deletions and duplica-
tions have been reported in the  FOXG1  gene. Deletions have 
been identifi ed in a cohort of patients with severe mental 
retardation, microcephaly, absent language, and/or brain 
anomalies [ 50 ]. Duplications have been associated with epi-
lepsy, mental retardation, and speech impairment [ 51 ]. For 
patients suspected to have the congenital variant of Rett syn-
drome, sequence analysis is recommended as the fi rst step in 
mutation identifi cation. For patients in whom mutations are 
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not identifi ed by gene sequencing, deletion/duplication test-
ing is appropriate.  

     SLC9A6  Gene 
 Mutations in the  SLC9A6  (solute carrier family 9, member 6) 
gene are found in Christianson syndrome, an X-linked condi-
tion associated with ID, microcephaly, seizures, ataxia, and 
absent speech [ 52 ]. Individuals with  SLC9A6  mutations may 
exhibit an apparently happy disposition, with laughter and 
excessive smiling, that is reminiscent of AS [ 53 ]. Additional 
reports suggest that individuals have deceleration of head 
growth in the fi rst year of life, epilepsy, and a thin body habitus 
[ 52 ]. The clinical spectrum caused by mutations in SLC9A6 
resembles AS in younger individuals and should be consid-
ered as part of the differential. The clinical spectrum of carrier 
females can range from ID to absence of symptoms [ 52 ,  54 ].  

     TCF4  Gene 
 Mutations in the  TCF4  (transcription factor 4) gene are 
found in Pitt-Hopkins syndrome. Haploinsuffi ciency muta-
tions are causative of disease, which also include deletions of 
the  TCF4  gene [ 55 ]. In cases where parental samples were 
available, de novo occurrence of the mutation was estab-
lished [ 56 ,  57 ]. Pitt-Hopkins syndrome is characterized by 
ID, intermittent hyperventilation and apnea, and a character-
istic facial gestalt that includes a wide mouth [ 58 ]. Additional 
clinical features seen in individuals with Pitt-Hopkins may 
include clubbing of the fi ngers and toes, thick lips, promi-
nent nose, and epilepsy.   

    Available Assays 

 Sequence-based tests are considered the gold standard for 
point mutation detection, with deletion/duplication testing 
increasing the yield of identifi able mutations. Standard 
sequencing protocols and custom primer designs are utilized 
for gene-specifi c analysis. Targeted aCGH and MLPA assays 
can be designed for interrogation of deletions and duplica-
tions. With the implementation of next-generation sequencing 
(NGS) in the clinical molecular laboratory setting, testing for 
multiple genes causative of disorders with similar phenotypes 
is increasingly available. Testing for single gene disorders that 
share a clinical presentation feature, such as DD, may be 
offered as a single test panel inclusive of the many genes asso-
ciated or with a DD or ID phenotype. Additional comments 
regarding NGS and targeted gene panels can be found in the 
XLID section later in this chapter and in Chap.   59    .  

    Interpretation of Test Results 

 The identifi cation of sequence alterations is standard in 
many clinical laboratories. The interpretation of the clinical 

signifi cance of identifi ed variants is dependent upon the 
identifi cation of the change in individuals with disease, 
familial segregation of the variant with the disease pheno-
type, clinical suspicion, conservation, protein prediction, 
presence in the general population, and functional evidence 
that the change is disease causing.  

    Laboratory Issues 

 Large deletions and duplications, mutations in the promoter 
region, mutations in some regulatory regions, as well as 
deep intronic mutations will likely not be detected by 
 traditional Sanger sequencing methods. Deletion/duplica-
tion testing for the gene of interest may be appropriate to 
identify larger dosage alterations not detected by traditional 
sequencing methods.   

    Noonan Syndrome and Related Disorders 

    Molecular Basis 

 Noonan syndrome (NS) is a clinically and genetically het-
erogeneous congenital disorder with an estimated prevalence 
of 1 in 1,000–2,500 live births [ 59 ]. First described by the 
pediatric cardiologist, Jacqueline Noonan in 1968 [ 60 ], NS 
is characterized by distinctive facial features, short stature, 
congenital heart defects, variable cognitive defi cits, and an 
increased risk of specifi c cancers [ 60 ,  61 ]. Until recently, the 
diagnosis of NS was based solely on clinical fi ndings; how-
ever, genetic mutations now are identifi able in approximately 
60–80 % of patients with a clinical diagnosis of NS. 

 NS is a Mendelian trait transmitted in an autosomal domi-
nant manner with a signifi cant but unclear percentage of 
cases due to de novo mutations. In 1994, linkage analysis of 
a large NS family was used to defi nitively establish the fi rst 
NS locus in the chromosome 12q22-qter interval which led 
to the subsequent identifi cation of the fi rst causative gene, 
protein tyrosine phosphatase nonreceptor type 11 ( PTPN11 ) 
[ 62 – 64 ]. There are currently nine genes ( PTPN11 ,  SOS1 , 
 RAF1 ,  KRAS ,  BRAF ,  SHOC2 ,  NRAS ,  MAP2K1 , and  CBL ) 
that have been causally related to NS and more are likely to 
be discovered (Table  7.2 ) [ 64 – 74 ]. Interestingly, all of these 
genes encode components of the same molecular pathway, 
the RAS-mitogen activated protein kinase (RAS-MAPK) 
signal transduction pathway, which mediates many diverse 
cellular functions including proliferation, migration, sur-
vival, cell fate determination, differentiation, and senes-
cence. In addition to NS, there are several other clinically 
related disorders also linked to germline mutations within 
the RAS-MAPK pathway (Table  7.2 ) [ 70 ,  75 – 81 ]. These dis-
orders include LEOPARD syndrome, Costello syndrome, 
cardiofaciocutaneous (CFC) syndrome, neurofi bromatosis 
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type 1 and Legius syndrome. Collectively, this group of 
developmental disorders has come to be referred to as the 
RASopathies or alternatively, the neurocardiofacialcutane-
ous syndrome (NCFCS) family.

   The RAS-MAPK pathway is activated in response to 
cytokine, hormone, and growth factor stimulation, and is a 
major mediator of early and late developmental processes, 
including morphology determination, organogenesis, synap-
tic plasticity, and growth. Dysregulation of the RAS-MAPK 
pathway, specifi cally enhanced activation, has been well 
established as one of the primary causes of many types of 
cancer. RAS-MAPK pathway genes are found to be somati-
cally mutated in approximately 20 % of all malignancies 
[ 82 ]. Only relatively recently has this pathway also come to 
be known for its role in developmental disorders such as 
NS. Similar to the somatic mutations that are involved in 
cancer, germline mutations responsible for NS and related 
disorders are almost exclusively gain-of-function missense 
mutations. 

 Functionally, these mutations have been demonstrated to 
result in increased signal transduction through the RAS- 
MAPK pathway leading to the clinical manifestations of NS 
and other disorders, although the exact cellular mechanism 
remains unclear. Given the role of the RAS-MAPK pathway 
in oncogenesis, it is not surprising that, the NCFCS family of 
disorders share an increased risk of malignancy, with the 
exception of CFC syndrome. In general, the germline muta-
tions that cause these developmental disorders are distinct 
from the somatic mutations observed in cancer, and it has 

been hypothesized that the mutations capable of surviving in 
the germline may be less strongly activating than those 
involved in cancer [ 83 ].  

    Clinical Utility of Testing 

 Due to variability in the phenotypic manifestations of NS, as 
well as signifi cant clinical overlap with other disorders, 
establishing a diagnosis of NS by clinical examination alone 
can be diffi cult. Therefore, diagnostic testing is increasingly 
being used to confi rm or establish a diagnosis of NS, espe-
cially in patients presenting without a prior family history. 
The disorders that have considerable clinical overlap with 
NS include not only other conditions within the NCFCS 
family, but also Turner syndrome, Aarskog syndrome, fetal 
alcohol syndrome, mosaic trisomy 22, and Baraitser-Winter 
syndrome, among others. A molecular diagnosis of NS is 
established through the detection of a pathogenic mutation in 
one of the nine known NS genes. Identifying the disease- 
causing mutation not only provides the patient with a defi ni-
tive diagnosis of NS, but also allows the clinician to provide 
the family with an accurate recurrence risk. If the mutation 
was inherited from an affected parent, then the couple has a 
50 % chance of having another child affected with 
NS. However, if the mutation is determined to be de novo in 
the proband, then the recurrence risk for the couple would be 
<1 %, allowing for the rare possibility of germline mosa-
icism. Furthermore, identifi cation of the causative mutation 
allows the couple the option of having prenatal or preimplan-
tation genetic diagnosis (PGD) for subsequent pregnancies. 
Prenatal testing for NS may be warranted even without prior 
identifi cation of a disease-causing mutation in the family, 
based on abnormal ultrasound fi ndings. Though not specifi c 
for NS, prenatal features associated with NS that may be 
detected on ultrasound examination include polyhydram-
nios, cardiac defects, cystic hygroma, and increased nuchal 
translucency. Of fetuses with normal chromosomes, 1–3 % 
of cases with nuchal edema detected in the fi rst trimester and 
10 % of second-trimester fetuses with a cystic hygroma will 
be diagnosed with NS [ 84 ,  85 ]. Lastly, establishing a defi ni-
tive diagnosis of NS through molecular testing is important 
to provide the patient and their family with accurate informa-
tion regarding prognosis, cancer risk, and potential therapeu-
tic options, because this information varies considerably 
depending on the specifi c disorder.  

    Available Assays 

 When NS is clinically suspected, a karyotype and/or aCGH 
should be performed to rule out Turner syndrome, mosaic 

    Table 7.2    Genetic syndromes of the RAS-MAPK pathway   

  Syndrome    Gene  
  Chromosome 
location    Protein  

 Noonan   PTPN11   12q24.1  SHP2 

  SOS1   2p22.1  SOS1 

  RAF1   3p25.1  CRAF 

  KRAS   12p12.1  KRAS 

  BRAF   7q34  BRAF 

  SHOC2   10q25  SHOC2 

  NRAS   1p15.2  NRAS 

  MAP2K1   15q22.31  MEK1 

  CBL   11q23.3  CBL 

 LEOPARD   PTPN11   12q24.1  SHP2 

  RAF1   3p25.1  CRAF 

  BRAF   7q34  BRAF 

 Costello   HRAS   11p15.5  HRAS 

 Cardiofaciocutaneous   BRAF   7q34  BRAF 

  MAP2K1   15q22.31  MEK1 

  MAP2K2   19p13.3  MEK2 

  KRAS   12p12.1  KRAS 

 Neurofi bromatosis 1   NF1   17q11.2  Neuro-
fi bromin 

 Legius   SPRED1   15q14  SPRED1 
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trisomy 22, or other chromosomal alterations. Provided the 
patient has a normal karyotype, molecular analysis of the 
nine genes known to cause NS should be performed. The 
order in which these genes are tested and the molecular tech-
nology used to detect mutations within these genes may vary. 
As gain-of-function missense mutations are the primary type 
of mutation associated with NS, Sanger sequencing of the 
entire coding region of each gene is typically considered the 
standard testing approach. Genotype/phenotype correlations 
have been reported in NS and may be used to determine the 
specifi c order in which the NS genes should be tested. For 
patients with a classic NS presentation, a sequential approach 
typically is taken, starting with sequencing of the  PTPN11  
gene followed by sequencing of the remaining eight genes in 
the following order:  SOS1 ,  RAF1 ,  KRAS ,  SHOC2  (targeted 
analysis for the recurrent p.S2G mutation),  BRAF ,  MAP2K1 , 
 NRAS , and  CBL . This approach will identify a disease- 
causing mutation in approximately 60–80 % of individuals 
with a clinical diagnosis of NS. Mutations in the  PTPN11  
gene are detected in approximately 50 % of individuals with 
NS and are more common in familial cases.  PTPN11  muta-
tions are more common in patients with a classic facial pre-
sentation and pulmonary valve stenosis or atrial septal 
defect, and are less common in patients with hypertrophic 
cardiomyopathy (HCM) [ 86 ]. Importantly, patients with 
 PTPN11  mutations are at an increased risk for bleeding dia-
thesis and juvenile myelomonocytic leukemia. Individuals 
with  SOS1  mutations (10–13 % of individuals with a clinical 
diagnosis of NS) are more likely to have ectodermal features 
including keratosis pilaris, sparse hair, curly hair, or sparse 
eyebrows, and are less likely to have short stature or cogni-
tive defi cits [ 66 ]. The majority of individuals with  RAF1  
mutations have HCM, and the  SHOC2  p.S2G recurrent 
mutation has been associated with a distinctive hair pheno-
type called loose anagen hair in which the hair is extremely 
fi ne in texture, grows very slowly and can be easily plucked 
from the scalp [ 67 ,  68 ,  71 ]. 

 As an alternative to sequential testing, simultaneous test-
ing of all nine NS genes can be performed using Sanger 
sequencing, microarray-based sequencing, or NGS. A simul-
taneous approach may allow for faster test results and may or 
may not offer a potential cost reduction compared to sequen-
tial testing. Currently, the clinical utility of copy number anal-
ysis of the NS genes is unclear, since deletion/duplication of 
these genes is not a commonly observed disease mechanism; 
although gene duplications involving the  PTPN11  gene have 
been reported in individuals with clinical NS [ 87 ,  88 ].  

    Laboratory Issues 

 As with other sequence-based molecular testing, the major 
potential laboratory issue associated with molecular testing 

for NS is the detection of variants of unknown or uncertain 
clinical signifi cance. When a sequence variant is unable to be 
classifi ed as benign or pathogenic, testing of the proband’s 
parents and/or other family members can be used to further 
assess the pathogenicity of the variant. Because disease- 
causing mutations associated with NS are almost invariably 
missense mutations, intronic sequence variants or variants of 
other mutation classes generally are considered less likely to 
be pathogenic. Additionally, the results of laboratory testing 
should be interpreted in the context of the patient’s clinical 
features to ensure that the appropriate clinical diagnosis is 
ultimately made because other conditions are known to be 
allelic with NS (i.e., LEOPARD syndrome and CFC syn-
drome). Another important issue to consider when testing for 
NS is that negative testing of the known NS genes cannot 
rule out a clinical diagnosis of NS. Approximately 20–40 % 
of NS patients will not have a pathogenic mutation identifi ed 
with currently available testing. Presumably this percentage 
will decrease as more genes causative of NS are identifi ed.   

    X-Linked Intellectual Disability 

    Molecular Basis 

 Conditions that present with ID as the predominant pheno-
typic feature and are caused by defects of an X-linked gene 
are collectively referred to as X-linked intellectual disability 
(XLID). Although the primary clinical feature is ID, other 
serious and complicated physical, neurological and muscular 
features may also be present in patients with XLID [ 89 – 91 ]. 
As of early 2012, approximately 100 X-linked genes have 
been associated with ID and therefore are considered to be 
authenticated XLID genes. Even though the current number 
of genes is signifi cant, many additional XLID genes likely 
exist because there are families with multiple affected males 
and a clearly X-linked pattern of inheritance that cannot be 
explained by mutations in the current list of associated genes 
[ 92 ]. Recently, new molecular technologies have accelerated 
the pace of genotype-phenotype discoveries and continued 
progress in the fi eld of XLID is expected in the years ahead. 

 Beyond the unifying presentation of ID, individuals with 
one of the many XLID conditions can have a diverse array of 
additional clinical features. For classifi cation purposes, 
XLID is divided into two general categories: syndromal and 
nonsyndromal. Syndromal XLID encompasses those condi-
tions that present with additional phenotypic features that 
allow them to be differentiated from one another clinically. 
The majority of the syndromal XLID conditions have consis-
tent clinical presentations that can include dysmorphic fea-
tures, neurodevelopmental delays and possibly other physical 
manifestations. While an experienced clinician can identify 
some of these syndromes by their presentation, many of the 
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XLID syndromes have features that overlap to such a degree 
that they are diffi cult to differentiate. In some cases, the asso-
ciated phenotype is known to evolve over time, potentially 
making the diagnosis more problematic in adults than in 
children. Adding interest to syndromal XLID conditions is 
the fact that some genes display phenotypic heterogeneity 
and are associated with more than one clearly defi ned syn-
dromal presentation. 

 In contrast, individuals with a nonsyndromal form of 
XLID have no additional consistent clinical fi ndings beyond 
ID, making diagnosis much more complicated at the 
molecular  level. Roughly two-thirds of XLID is believed to 
be nonsyndromal, which reinforces the importance of having 
testing options that adequately address this XLID group. 
Both nonsyndromal and syndromal presentations have been 
attributed to the same gene, further complicating XLID 
molecular diagnosis. Furthermore, for many of the XLID 
genes, only a small number of families with mutations have 
been identifi ed, making genotype-phenotype correlations 
diffi cult. On the other hand, a number of well-described 
XLID syndromes have been diagnosed in many patients 
throughout the world, allowing these conditions to be more 
distinct and recognizable [ 93 ]. 

 Correlating with the broad spectrum of phenotypic pre-
sentations associated with XLID, the known genes causative 
of XLID have a wide range of functions and are not simply 
intermediates of a particular signaling, biochemical, or func-
tional pathway, as noted with the RASopathies in the previ-
ous section. The following cellular activities are interrupted 
by mutations in at least one XLID gene: regulation of tran-
scription, enzymatic function, energy production, myelina-
tion, cellular structure, lysosomal function, regulation of cell 
cycle activities, RNA binding, neuronal migration, cell adhe-
sion, peroxisomal transport, phosphatase activity, kinase sig-
naling, ion channel/exchange function, deacetylase activity, 
ubiquitin-related activity, nonsense-mediated decay, vesicu-
lar transport, and protease activity. A complete list of XLID 
conditions organized by the year of gene discovery, gene 
function and method used for discovery is available at   http://
www.ggc.org/images/documents/genes-involved-in-xlmr.
pdf    . As stated earlier, advances in molecular methods avail-
able to the clinical molecular laboratory, such as NGS, will 
continue to improve the diagnostic testing available for 
XLID [ 94 ].  

    Clinical Utility of Testing 

 FXS is the most common XLID condition, and the clinical 
utility of testing for this disorder, as discussed earlier in this 
chapter, applies in general to the entirety of XLID [ 95 ]. 
There are caveats that make FXS unique in some regards due 

to the trinucleotide repeat expansion that underlies nearly all 
cases of this condition. Details of FXS and  FMR1  testing 
will not be reiterated here; however, another XLID condition 
caused by a trinucleotide expansion is much less common 
and known as FRAXE (or ID associated with fragile site 
FRAXE). FRAXE is caused by expansion of a CCG repeat 
in the 5′ untranslated region of  AFF2  (previously known as 
 FMR2 ). For the remainder of the XLID conditions, more tra-
ditional Mendelian alterations, such as point mutations, 
small insertions/deletions, and other larger scale deletions 
and duplications, account for the mutational spectrum [ 96 , 
 97 ]. For some genes, the mutational diversity is minimal, 
while for others, it is quite extensive with large numbers of 
pathogenic alterations documented in the literature and in 
the HGMD. In most clinical settings, FXS is one of the fi rst 
genetic tests requested for individuals with ID/DD, given the 
relative prevalence of FXS and especially in younger chil-
dren when the clinical presentation may not be fully devel-
oped. Once FXS and other cytogenetic rearrangements have 
been ruled out, a testing strategy appropriate for the affected 
individual is developed. 

 As therapeutic options are generally limited and related to 
early interventions, the benefi t to affected individuals is lim-
ited at the present time. One of the greatest benefi ts to iden-
tifying the specifi c XLID gene and mutation is providing 
reproductive information for the extended family. In many 
cases, families have multiple affected males prior to reaching 
a confi rmed XLID diagnosis, which emphasizes the need for 
earlier clinical diagnosis and testing. Females that are het-
erozygous for a pathogenic XLID mutation most often are 
phenotypically normal, making prediction of carrier status 
virtually impossible in the absence of molecular testing. This 
uncertainty can lead to great angst for properly counseled 
females who have a 50 % chance that each pregnancy will 
result in the transmission of the X chromosome that carries 
the pathogenic alteration. This translates to 50 % of male off-
spring inheriting the abnormal X chromosome and being 
affected, while 50 % of female offspring will be carriers. For 
some XLID conditions, carrier females can present with fea-
tures that are clinically recognizable, albeit, less severe in 
comparison to classically affected males. 

 X-inactivation (XI) is another genetic mechanism that 
plays a role in XLID. Carrier females often exhibit preferen-
tial inactivation of the X chromosome that carries a patho-
genic mutation which serves as a protective factor. Some 
XLID conditions almost always are associated with skewed 
or nonrandom XI in carrier females, while other conditions 
have not been linked to biased inactivation of the X chromo-
some. In some XLID families, some carrier females have 
random (i.e., normal) XI, while other females with the same 
change have completely skewed XI, suggesting that other 
factors play a role in this complex biological process.  
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    Available Assays 

 Due the high prevalence of FXS as a cause of ID/DD, FXS is 
the only XLID condition for which testing is available in 
most clinical molecular laboratories. Given the frequency of 
ID/DD in the general population, FXS testing is a more fre-
quently ordered test in comparison to most other molecular 
studies performed for inherited disorders. For the remainder 
of XLID conditions, clinical testing has historically targeted 
the most common syndromes and has been offered by a lim-
ited number of laboratories. More recently, the paradigm of 
single gene testing for conditions with genetic heterogeneity 
is being supplemented with newer testing options such as tar-
geted gene panels performed by NGS. Targeted NGS requires 
that the genomic DNA fi rst be enriched for the regions of 
interest using one of several different technologies that are 
based either on PCR that is multiplexed at high orders of 
magnitude or by in-solution hybridization methods that have 
been developed to complement the newest sequencing plat-
forms. XLID became one of the fi rst targeted applications of 
NGS to be offered diagnostically, making comprehensive 
testing for individuals with a suspected X-linked disorder a 
reality. Even though a targeted panel for known XLID genes 
represents a major advancement in the fi eld, single gene test-
ing likely will continue to be an important option, evolving to 
targeted gene panels, and eventual transition to exome or 
genome sequencing, as these options become practical and 
cost effective in the clinical laboratory setting. 

 In addition to investigating genes by sequencing, either 
single genes or a gene panel, the possibility of larger scale 
deletions or duplications not detected by sequencing should 
be considered. Deletions in X-linked genes should be 
detected in males by a loss of amplifi cation (or enrichment) 
and subsequent lack of sequence data. Duplications are not 
typically detectable by sequencing, so other technologies are 
necessary for detection. MLPA and aCGH have been the two 
principal methods for assessing dosage, each with its own 
benefi ts and limitations (not discussed in detail here) [ 98 ].  

    Interpretation of Test Results 

 Whether interpreting results from single-gene studies or from 
larger XLID gene panels, common issues are encountered. 
Clearly pathogenic alterations (nonsense, frameshift, consen-
sus splice site) are not diffi cult to interpret as being clinically 
signifi cant. Other novel variants such as missense, synony-
mous and intronic changes can be more challenging to resolve 
[ 99 ]. The most helpful method for determining the pathoge-
nicity of a variant of unknown clinical signifi cance often 
comes in the form of further testing of appropriate family 
members. Confi rming the carrier status of the proband’s 
mother is the fi rst priority, especially in cases where there 

may not be a defi nitive X-linked family history. De novo 
mutations in known XLID genes are expected to be patho-
genic in nearly all cases, but some rare exceptions to this rule 
may exist. For variants that are proven to be maternally inher-
ited, the next step is ascertaining the availability of additional 
family members for testing. In principle, this becomes an 
exercise of segregation testing of the maternally related males 
that are available and willing to participate. The presence of a 
variant of unknown signifi cance in a  phenotypically normal 
male allows the change to be interpreted as a benign variant. 
In larger pedigrees, clear segregation of the abnormal allele 
only in affected males and the normal allele in unaffected 
males increases the likelihood that the variant is pathogenic, 
although. In such families the alteration may be a benign vari-
ant that is in linkage disequilibrium with the genuine disease-
causing mutation. For some of the XLID genes, there may be 
an enzymatic/functional assay or biomarker that can be uti-
lized to help substantiate the pathogenicity of a change that 
appears to be clinically relevant. RNA analysis also can be 
very helpful in determining if certain changes lead to altered 
splicing that affects the fi nal transcript for the gene, but in 
general this analysis is not a clinically available service. The 
interpretation of molecular XLID test results has a variety of 
recurring themes that always need to be considered in the 
context of the individual patient/family being tested.  

    Laboratory Issues 

 Many of the laboratory issues discussed earlier in this chap-
ter also apply to XLID testing. The newest area of issues 
pertaining to XLID and other targeted panels relates to the 
use of the most recently developed technologies for enrichment 
and sequencing. Signifi cant effort is required to develop and 
validate targeted NGS gene panels that are designed to 
address a specifi c clinical condition, and then updating these 
gene panel tests as new genes are identifi ed. This will con-
tinue to be an ongoing issue for some time, but will likely be 
overcome as targeted panels are replaced by exome and/or 
genome sequencing. Another issue pertaining to NGS-based 
testing relates to the current common practice of confi rming 
novel changes using Sanger sequencing. The need for this as 
a routine procedure will likely diminish as NGS technologies 
become more standardized. Another issue that may become 
more common is the identifi cation of alterations that appear 
to be mosaic. NGS allows for lower levels of mosaicism to 
be detected compared to Sanger sequencing, thus making 
secondary confi rmation by Sanger sequencing a potentially 
diffi cult challenge for clinical laboratories. Lastly, bioinfor-
matics and data management are signifi cant issues that 
require attention as clinical laboratories shift away from 
single-gene testing towards use of NGS for targeted panels 
and exome or genome sequencing.   
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    Conclusions and Future Directions 

 Much progress has been made in identifying individual genes 
and causative mutations for ID/DD. Some tests, such as FXS 
repeat testing or methylation analysis for AS/PWS are widely 
available in clinical laboratories; however, testing genes for 
less prevalent syndromes is performed in only those  labora-
tories which have sequencing capabilities and expertise. As 
the fi eld moves towards NGS platforms, new genes will be 
discovered and shown to be associated with ID/DD and 
incorporated into clinical tests. Challenges will remain with 
interpretation of variants of uncertain clinical signifi cance, 
but as testing becomes more widely available,  understanding 
of the molecular basis for these disorders will increase.     
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    Abstract  

  Glycosylation is the addition of sugars (glycans) to proteins and lipids and is the most 
 frequent modifi cation of both secreted and membrane-bound proteins. Defective synthesis, 
assembly or processing of glycans results in a group of disorders known as congenital dis-
orders of glycosylation (CDG). Biochemical testing assesses the level of glycosylation on 
glycoproteins, such as transferrin, as well as the structure of  N -linked or  O -linked glycans 
released from glycoproteins. Molecular CDG single gene and gene panel testing is clini-
cally available for more than 30 CDG-associated genes. An exome sequencing approach is 
being used to identify the gene defect in individuals with unknown types of CDG (CDG-Ix 
and CDG-IIx), and can lead to the identifi cation of new CDG genes. Identifi cation of the 
molecular mechanisms for new subtypes of CDG will provide important building blocks for 
the development of new treatments and therapies for individuals affected with CDG.  
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        Introduction 

 Glycosylation is the addition of sugars (glycans) to proteins 
and lipids and is the most frequent modifi cation of both 
secreted and membrane-bound proteins [ 1 ]. Two types of 
protein glycosylation occur,  N -linked and  O -linked, which 
differ in the linkage of the oligosaccharide to protein. 

 Approximately 50 % of all proteins in the human 
genome are  N -glycosylated [ 2 ]. In  N -glycosylation, an oli-
gosaccharide is assembled, beginning in the cytosol and 
continued in the endoplasmic reticulum (ER). The sugar 
chain precursor is assembled on a lipid dolichol pyrophos-
phate carrier in the ER membrane and consists of two 

 N -acetylglucosamine residues, nine mannose residues, and 
three glucose residues. Once the assembly process is com-
plete, the oligosaccharyltransferase complex transfers the 
oligosaccharide to specifi c asparagine residues on nascent 
polypeptide chains in the lumen of the ER. After linkage, 
modifi cation of the glycan begins with the trimming of 
sugar chains in the ER, and further modifi cation of these 
sugar chains takes place in the Golgi apparatus. This path-
way is well described, and many enzymes are involved in 
both the assembly and the post- linkage processing of the 
glycan chain [ 3 ].  N -glycosylated proteins are important for 
a variety of biological processes, including intracellular 
targeting, cell-cell recognition, protein folding and stabil-
ity, and immune response [ 1 ]. 

 In contrast,  O -linked-glycosylation occurs in the Golgi 
apparatus with sugars added sequentially to serine or threo-
nine amino acids of proteins.  O -glycosylated proteins pro-
vide a barrier against pathogens, serve as lubricants, provide 
cushioning and physical integrity to the extracellular matrix, 
and function as co-receptors for a number of growth factors [ 1 ]. 
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Glycosylation of lipids begins within the cytosol and contin-
ues in the ER and Golgi apparatus. Glycosylated lipids are 
involved in signaling, membrane diffusion, and sorting [ 4 ]. 
Hence, the proper development and functioning of  multiple 
organ systems are dependent upon normal glycosylation of 
proteins and lipids.  

    Molecular Basis of Disease 

 An impaired  N -glycosylation biosynthesis pathway, due to 
mutations in genes that encode proteins that function within 
this pathway or are involved in intracellular protein or nucleo-
tide sugar traffi cking between the endoplasmic reticulum and 
Golgi apparatus, affects multiple organ systems including the 
brain, heart, bone, endocrine system, immune system, liver, 
gastrointestinal tract, and vision [ 1 ]. Defects within the 
 O -glycosylation pathway mainly affect muscle, bone, carti-
lage, and the extracellular matrix [ 1 ]. Defects in lipid glyco-
sylation primarily affect the nervous system [ 5 ,  6 ]. 

 Defective synthesis, assembly or processing of glycans 
results in a group of disorders known as congenital disorders 
of glycosylation (CDG) [ 1 ]. The majority of individuals with 
CDG have symptoms that began in infancy. These symptoms 
can include severe developmental delay, ataxia, seizures, 
liver fi brosis, cardiac dysfunction, retinopathy, skeletal 
abnormalities, and coagulopathies. The liver and intestine 
are most affected in CDG because these organs consume the 
most mannose for glycoprotein synthesis. Approximately 
20 % of children do not survive beyond 5 years of age due to 
widespread organ dysfunction and severe infections. 
Worldwide occurrence of CDG has an estimated prevalence 
as high as 1 in 20,000. The great variability of symptoms and 
severity of disease across individuals with CDG makes the 
diagnosis of these disorders challenging to pediatric health 
care providers. The majority of CDG types are due to auto-
somal recessive inheritance. The exceptions include an 
X-linked  N -glycosylation defect and two autosomal domi-
nant  O -glycosylation defects. 

 CDG patients are classifi ed as having either Type I, Type 
II, or combined Type I and Type II defects, which is defi ned 
by serum transferrin analysis. This designation is based on 
whether the  N- glycosylation defect results in either hypo- or 
mis-glycosylation [ 7 ]. Type I CDGs are caused by defects in 
genes that create the sugar chain precursors or in genes that 
attach these precursors to proteins and lipids. These defects 
result in a glycan structure that is partially or totally missing. 
Type II CDGs are caused by defects in genes that modify the 
sugar chains after they are attached to proteins and lipids. 
These defects result in a structurally altered glycan. 
Combined Type I and Type II defects have recently been 
reported, making an accurate diagnosis in these patients even 
more challenging. Most CDG subtypes have been described 

in only a few individuals; therefore, an understanding of phe-
notypes for these CDG subtypes is limited. 

 Currently, effi cient treatment is only available for one sub-
type of CDG, MPI-CDG (CDG-Ib), caused by mutations in 
the phosphomannose-isomerase ( MPI ) gene [ 8 ]. The defect 
in MPI-CDG is the inability to convert fructose-6 phosphate 
to mannose-6-phosphate. The enzyme hexokinase can form 
mannose-6-phosphate from the administration of oral man-
nose, thereby bypassing the defect. Two other CDGs that can 
respond to treatment include SLC35C1-CDG (CDG- IIc) in 
which fucose is an effective treatment for recurrent infections 
with hyperleukocystosis, and PIGM-CDG in which butyrate 
upregulates PIGM transcription, thereby controlling seizures 
[ 9 ,  10 ]. Only supportive therapy and symptom- based treat-
ment is available for all other CDG subtypes.  

    Clinical Utility of Testing 

 Due to the multisystem involvement of CDG, subtype diag-
nosis based on the clinical phenotype often is not possible. A 
combination of biochemical and molecular testing is used to 
identify the CDG subtype. Confi rmation of the specifi c gene 
defect is important because some life-threatening pheno-
types (i.e., cardiac dysfunction) have presented in only cer-
tain subtypes of CDG and may develop at any time. 
Confi rmation of the defect allows for close monitoring of 
different organs for dysfunction and complications that may 
arise due to coagulation abnormalities. A growing number of 
individuals have a biochemical diagnosis of CDG without 
identifi cation of a disease-causing mutation in a known CDG 
gene. Although molecular testing may miss some mutations 
in deep intronic or promoter regions of CDG-associated 
genes, many individuals with negative testing likely have 
mutations in genes not yet associated with CDG. 

 Genotype-phenotype correlations are not well described 
for many subtypes of CDG because only a few individuals 
have had mutations detected in the majority of CDG- 
associated genes [ 11 ]. Even in the most common CDG sub-
type, PMM2-CDG (CDG-Ia), individuals with the same 
mutation have variable severity of the clinical symptoms 
[ 12 ]. Identifi cation of both disease-causing mutations in the 
affected individual allows carrier and prenatal testing of 
other family members.  

    Available Assays 

    Biochemical Assays 

 The standard screening for individuals with symptoms of 
CDG is biochemical testing to assess the level of glycosyl-
ation on glycoproteins, such as transferrin, and the structure  
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of  N -linked or  O -linked glycans released from glycopro-
teins [ 13 ]. Transferrin is an iron-binding protein that is syn-
thesized and metabolized mainly in the liver and is the most 
sensitive serum glycoprotein marker for CDG. Glycosylation 
of transferrin can be analyzed using isoelectric focusing 
(IEF), electrospray ionization mass spectrometry or 
matrix-assisted laser desorption/ionization–time-of-fl ight 
mass spectrometry. Transferrin contains two biantennary 
 N -glycan chains with a total of four terminal sialic acid 
residues. A normal IEF profi le of transferrin isomers con-
sists predominantly of four sialic acids (tetrasialotransfer-
rin). For type I CDG, an abnormal profi le is observed with 
a decreased amount of tetrasialotransferrin and increased 
amounts of asialo- and disialotransferrin due to some trans-
ferrin molecules lacking either one or both  N -glycan chains. 
For type II CDG, an abnormal profi le consists of an increase 
of tri-, di-, mono-, or sometimes asialotransferrin due to a 
portion of the glycan chains being incomplete. Serum 
transferrin analysis is relatively of low cost and is available 
in many clinical laboratories. Transferrin testing is a rapid 
screen for CDG, but does not identify the specifi c gene 
defect. 

 Serum transferrin screening for CDG has limitations. 
Several CDG subtypes including MOGS-CDG (CDG-IIb), 
SLC35C1-CDG (CDG-IIc), and SLC35A1-CDG (CDG-IIf) 
present with a normal transferrin pattern [ 1 ]. Some patients 
with PMM2-CDG (CDG-Ia) may have a normal transferrin 
pattern later in life, and analysis of PMM2 enzyme activity 
may be needed to confi rm the diagnosis [ 14 ]. These examples 
demonstrate that a normal transferrin pattern does not neces-
sarily exclude an individual from having CDG, with approxi-
mately 25 % of CDG cases estimated to have a normal 
transferrin pattern [ 15 ]. False-positive results can be observed 
in individuals presenting with liver disease, other metabolic 
disorders including galactosemia and fructosemia, or alcohol-
ism [ 16 – 18 ]. Transferrin analysis also is not accurate in chil-
dren less than 6 months of age and may give false-negative 
results [ 7 ]. Transferrin analysis also is reported to have false-
positive results in infants less than 3 weeks of age [ 19 ]. 

 MALDI-TOF-MS can be used for analysis of  N - and 
 O -linked glycan structures. This technique protects glycans 
from fragmentation and allows for the structural detail of  N - 
and  O -linked glycans to be analyzed. This technique has 
been used to characterize a number of subtypes of CDG that 
could not be detected by IEF of transferrin and is particularly 
useful for characterizing Type II defects, combined Type I 
and Type II defects, and multiple glycosylation defects [ 20 ]. 
Caution needs to be exercised with interpretation of  O -glycan 
MALDI-TOF-MS profi les from patients with cancer or dia-
betes because these conditions can alter  O -glycans at the cel-
lular level [ 21 ]. This analysis is available only in a few 
clinical laboratories. 

 Enzyme activities of phosphomannomutase (PMM) and 
phosphomannose isomerase are assessed in patient fi bro-
blasts or leukocytes if the patient is suspected to have a Type 
I CDG [ 13 ]. This will diagnose or rule out two common 
CDGs, PMM2-CDG (CDG-Ia) (700 individuals worldwide), 
and MPI-CDG (CDG-Ib) (20 individuals worldwide). 
Analysis using leukocytes is preferred, especially for PMM 
enzyme activity, because rapidly dividing fi broblasts can 
give high PMM residual activity levels [ 22 ]. Enzyme activity 
assays are clinically available only for these two CDG sub-
types, and performed by several laboratories worldwide.  

    Molecular Assays 

 Since serum transferrin analysis can only determine whether 
the patient has Type I or Type II CDG, follow up with molec-
ular testing is needed to determine the specifi c gene defect 
and to direct testing of additional family members, as needed. 
If individuals have reduced PMM or MPI enzyme activity, 
PCR amplifi cation and sequencing of the respective genes 
can be performed to determine the disease-causing muta-
tions. Single gene testing is currently available for more than 
30 genes associated with CDG (Table  8.1 ). Only a few labo-
ratories provide molecular testing for the more rare CDG 
subtypes. A comprehensive clinical CDG next-generation 
sequencing panel is available for comprehensive mutation 
detection in 38 CDG-associated genes when it is unclear 
what defect an individual with CDG may have based on phe-
notype [ 23 ]. Array-based comparative genomic hybridiza-
tion (aCGH) also can be used to detect exon and gene 
deletions and duplications in these CDG-associated genes.

   For the most common CDG, PMM2-CDG (CDG-Ia), 
over 90 mutations have been identifi ed [ 8 ]. The most com-
mon mutation is p.Arg141His that leads to almost complete 
inactivation of the enzyme [ 12 ]. This amino acid substitution 
is seen in about 40 % of compound heterozygous individu-
als. Another mutation, p.Phe119Leu, is frequently found in 
affected Northern Europeans with the compound heterozy-
gote genotype (p.Arg141His and p.Phe119Leu), and repre-
sents 72 % of mutations in  PMM2 . Due to the limited number 
of individuals with defects in the other CDG genes, no com-
mon mutations have been identifi ed across individuals.   

    Interpretation of Results 

 The majority of mutations identifi ed in CDG patients are 
missense and nonsense mutations, and small insertions and 
deletions. Since only a few patients have been identifi ed with 
defects in each of the CDG genes, the list of mutations in 
Human Gene Mutation Database is very limited for many 
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CDGs; therefore, a conservative approach should be taken 
for novel variants identifi ed in CDG genes that have not been 
previously reported. Interpretation of duplications identifi ed 
by array CGH is diffi cult because the duplication may or 
may not disrupt the function of the encoded protein. The 
presence of one known disease-causing mutation in a spe-
cifi c CDG gene can assist with the interpretation of aCGH 
results. Parental studies can be useful in determining whether 
two variants identifi ed in a single gene are on the same or 
opposite alleles.  

    Laboratory Issues 

 Serum transferrin analysis is prone to both false-positive and 
false-negative results; therefore, if a patient has a strong clin-
ical indication of CDG, follow-up with additional biochemi-
cal or molecular testing is recommended. If biochemical 
testing indicates an individual has CDG, molecular testing is 
used to confi rm the diagnosis and to identify the disease-
causing mutations. Testing for the majority of CDGs is pro-
vided by only a few laboratories worldwide. A list of labora-
tories that test for each CDG subtype is provided on the 
GeneTests website (http://www.ncbi.nlm.nih.gov/sites/
GeneTests/).  

    Conclusions and Future Directions 

 Due to the wide spectrum of symptoms and variable severity 
of CDG, pediatric physicians should be educated to consider 
glycosylation disorders in patients presenting with multi- 
organ dysfunction and symptoms that include developmental 
delay, failure to thrive, liver dysfunction, or neurological 
involvement. As testing for CDG continues, the number of 

   Table 8.1    Subtypes of congenital disorders of glycosylation   

  CDG subtype    Type of defect  

 PMM2-CDG (CDG-Ia)*   N- glycosylation 

 MPI-CDG (CDG-Ib)*   N- glycosylation 

 ALG6-CDG (CDG-Ic)*   N- glycosylation 

 ALG3-CDG (CDG-Id)*   N- glycosylation 

 ALG12-CDG (CDG-Ig)*   N- glycosylation 

 ALG8-CDG (CDG-Ih)*   N- glycosylation 

 ALG2-CDG (CDG-Ii)*   N- glycosylation 

 DPAGT1-CDG (CDG-Ij)*   N- glycosylation 

 ALG1-CDG (CDG-Ik)*   N- glycosylation 

 ALG9-CDG (CDG-IL)*   N- glycosylation 

 RFT1-CDG (CDG-In)*   N- glycosylation 

 DPM3-CDG (CDG-Io)*   N- glycosylation 

 ALG11-CDG (CDG-Ip)*   N- glycosylation 

 SRD5A3-CDG (CDG-Iq)*   N- glycosylation 

 DDOST-CDG (CDG-Ir)*   N- glycosylation 

 ALG13-CDG (CDG-Is)*   N- glycosylation 

 MAGT1-CDG*   N- glycosylation 

 TUSC3-CDG*   N- glycosylation 

 DHDDS-CDG*   N- glycosylation 

 MAN1B1-CDG   N- glycosylation 

 PGM1-CDG   N- glycosylation 

 ST3GAL3-CDG   N- glycosylation 

 MGAT2-CDG (CDG-IIa)*   N- glycosylation 

 MOGS-CDG (CDG-IIb)*   N- glycosylation 

 TMEM165-CDG (CDG-IIk)   N- glycosylation 

 DPM1-CDG (CDG-Ie)*  Multiple glycosylation 

 MPDU1-CDG (CDG-If)*  Multiple glycosylation 

 DOLK-CDG (CDG-Im)*  Multiple glycosylation 

 SLC35C1-CDG (CDG-IIc)*  Multiple glycosylation 

 B4GALT1-CDG (CDG-IId)*  Multiple glycosylation 

 COG7-CDG (CDG-IIe)*  Multiple glycosylation 

 SLC35A1-CDG (CDG-IIf)*  Multiple glycosylation 

 COG1-CDG (CDG-IIg)*  Multiple glycosylation 

 COG8-CDG (CDG-IIh)*  Multiple glycosylation 

 COG4-CDG*  Multiple glycosylation 

 COG5-CDG*  Multiple glycosylation 

 COG6-CDG*  Multiple glycosylation 

 SEC23B-CDG*  Multiple glycosylation 

 GNE-CDG*  Multiple glycosylation 

 ATP6V0A2-CDG*  Multiple glycosylation 

 POMT1–POMT2-CDG*   O- glycosylation 

 POMGNT1-CDG*   O- glycosylation 

 B3GALTL-CDG*   O- glycosylation 

 EXT1–EXT2-CDG   O- glycosylation 

 B4GALT7-CDG   O- glycosylation 

 GALNT3-CDG   O- glycosylation 

 SLC35D1-CDG   O- glycosylation 

 LFNG-CDG   O- glycosylation 

 CHST14-CDG   O- glycosylation 

 CHST3-CDG   O- glycosylation 

  CDG subtype    Type of defect  

 CHST6-CDG   O- glycosylation 

 CHSY1-CDG   O- glycosylation 

 B3GAT3-CDG   O- glycosylation 

 FKTN-CDG   O- glycosylation 

 LARGE-CDG   O- glycosylation 

 FKRP-CDG   O- glycosylation 

 PIGA-CDG  Lipid glycosylation 

 PIGM-CDG  Lipid glycosylation 

 PIGO-CDG  Lipid glycosylation 

 PIGV-CDG  Lipid glycosylation 

 ST3GAL5-CDG  Lipid glycosylation 

 SIAT9-CDG  Lipid glycosylation 

  Subtypes with an asterisk indicate that clinical testing is available  
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patients that lack a molecular diagnosis will likely increase, 
highlighting the need for broader molecular testing to iden-
tify the causative gene in these patients. Greater than 40 % of 
CDG patients are estimated to have an unknown type of 
CDG (CDG-Ix or CDG-IIx) and lack a molecular diagnosis, 
with the majority of unsolved cases being CDG-IIx. 
Approximately, 250–500 genes are estimated to be involved 
in the process of glycosylation, with the likelihood that 
defects in a number of these genes will result in CDG. CDG 
is an ideal candidate syndrome for exome sequencing, and 
this approach already has successfully identifi ed the gene 
defect in a previous CDG-Ix patient [ 24 ]. New CDG genes 
identifi ed from exome or genome sequencing can be added 
to the clinical CDG next-generation sequencing panel to pro-
vide a more comprehensive test. 

 Improved molecular diagnosis of CDG will reduce the 
number of patients lacking genetic characterization, shorten 
a patient’s time to diagnosis, facilitate genetic counseling, 
improve patient management, and facilitate carrier or prena-
tal testing for other family members. Molecular diagnosis of 
additional patients with CDG will provide an estimate of the 
prevalence of each subtype and a greater understanding of 
the spectrum of phenotypes associated with each subtype. 
The clinical outcome and natural course for each CDG sub-
type will also be elucidated. As more patients are identifi ed, 
the study of genotype/phenotype correlations can be 
assessed. Identifi cation of new genes also will provide 
insight into new pathways that are linked to glycosylation. 
Furthermore, identifi cation of new genes associated with 
CDG will provide important building blocks for the develop-
ment of new treatments and therapies for individuals affl icted 
with different subtypes of CDG.     
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    Abstract  

  This chapter describes clinical manifestations, pathology, and the molecular diagnosis of 
selected neuromuscular disorders which are commonly tested for in the molecular pathol-
ogy laboratory. Neuromuscular function can be impaired as a result of defects in the ner-
vous system, muscle, or both. The disorders described are all heritable. However the 
disorders have different patterns of inheritance and are caused by different types of muta-
tions. The molecular assay utilized is determined by the type of mutation to be identifi ed. 
The molecular testing allows for more accurate diagnostic, carrier, predictive, and prenatal 
testing. The clinical utility, interpretation, and laboratory issues will be described for each 
disorder.  

  Keywords  

  Neuromuscular disease   •   Duchenne   •   Becker   •   Muscular dystrophy   •   X-linked   •   Myotonic 
dystrophy   •   Spinal muscular atrophy   •   SMA   •   Mitochondrial encephalomyopathies   • 
  Kearns-Sayre syndrome   •   Mitochondrial encephalomyopathy with lactic acidosis and 
stroke-like episodes   •   MELAS   •   Myoclonic epilepsy with ragged-red fi bers   •   MERRF   • 
  Kennedy disease   •   Spinobulbar muscular dystrophy  
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        Introduction 

 This chapter describes clinical manifestations, pathology, 
and the molecular diagnosis of selected neuromuscular dis-
orders which are commonly tested for in the molecular 
pathology laboratory. Neuromuscular function can be 
impaired as a result of defects in the nervous system, muscle, 
or both. The disorders described in this chapter are all heri-
table. However the disorders often have different patterns of 
inheritance and are caused by different types of mutations. 
The molecular assay utilized is determined by the type of 
mutation to be identifi ed. The molecular testing allows for 
more accurate diagnostic, carrier, predictive, and prenatal 

testing. Furthermore, by better understanding the pathogen-
esis of the disease, new therapeutic strategies will be devel-
oped in the future. The clinical utility, interpretation, and 
laboratory issues will be described for each disorder.  

    Duchenne and Becker Muscular Dystrophies 

    Molecular Basis of Disease 
 Duchenne and Becker muscular dystrophies (DMD and 
BMD) are X-linked, allelic, neuromuscular diseases charac-
terized by progressive muscular weakness and degeneration 
of skeletal muscle. DMD is the most common X-linked 
recessive lethal disease, with an incidence of approximately 
1 in 3,500 newborns, and approximately one-third of cases 
are the result of new mutations [ 1 ,  2 ]. Affected children are 
usually wheelchair bound by the age of 12 years. As the dis-
ease progresses, contractures increasingly develop, leading 
to asymmetrical spinal deformities. Most patients die at 
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about 20 years of age due to pneumonia, related to chronic 
respiratory insuffi ciency. The allelic disorder BMD has a 
milder clinical course and slower disease progression. BMD 
occurs approximately one-tenth as frequently as DMD, with 
an incidence of about 1 in 35,000. The majority of patients 
with BMD initially experience diffi culties between 5 and 15 
years of age, although an onset in the third or fourth decade 
or even later can occur. By defi nition the affected patients 
remain ambulatory until 16 years of age or later, thus allow-
ing clinical distinction from patients with DMD. 

 The  DMD  gene is the largest human gene isolated, span-
ning more than 2,000 kilobases (kb) of genomic DNA, and is 
composed of 79 exons that encode a 14 kb transcript, which 
is translated into a protein named dystrophin [ 3 ,  4 ]. Dystrophin 
is a 427 kilodalton (kDa) cytoskeletal protein consisting of 
four domains: (1) an amino terminus that associates with 
actin or an actin-like protein; (2) a rod domain consisting of 
long, fl exible rows of 24 alpha helical repeats; (3) a cysteine-
rich region; and (4) a unique carboxy terminus [ 5 ]. Dystrophin 
has been shown to be tightly associated with a large oligo-
meric complex of sarcolemmal glycoproteins through its 
cysteine-rich domain and carboxy terminus, while the amino-
terminal domain interacts with actin or an actin-like protein. 

 By immunohistochemistry, dystrophin localizes to the 
cytoplasmic face of the muscle cell membrane and at post-
synaptic membrane specializations in neurons. Dystrophin 
makes up only 0.002 % of total muscle protein but up to 5 % 
of the membrane skeleton. Dystrophin is found in skeletal 
muscle, smooth muscle, cardiac muscle, and brain. There are 
slightly different forms of dystrophin messenger RNA 
(mRNA) in different tissues due to different transcription 
start sites and alternative splicing. The function of dystro-
phin is not known for certain, but proposed functions include 
important roles for the organization and stabilization of the 
sarcolemma and in protection of muscle fi bers from 
contraction- induced injury. Patients with DMD have very 
little or no detectable dystrophin, whereas BMD patients 
have an altered size and/or quantity of dystrophin [ 6 ]. 
However, the disease etiology may be more complex than a 
simple loss of dystrophin, because several of the dystrophin- 
associated proteins that interact with dystrophin also are 
absent. The dystrophin-associated proteins may be involved 
directly with the calcium fl ux in the dystrophic fi bers. Thus, 
the loss of dystrophin may be the fi rst of many steps that 
ultimately lead to muscular dystrophy. 

 Testing, utilizing complementary DNA (cDNA) probes 
derived from the 14 kb mRNA and multiplex polymerase 
chain reaction (PCR) analysis, has shown that approximately 
65 % of the DMD/BMD cases are due to deletions in the 
dystrophin gene [ 7 ,  8 ]. The deletions are nonrandomly dis-
tributed and occur primarily in the center (~80 %) and less 
frequently near the 5′ end (~20 %) of the gene. The 200 kb 
region covering intron 44, exon 45, and intron 45 is the major 

deletion breakpoint region of the gene. The majority of the 
larger deletions initiate at the 5′ end of the gene. 

 The size or location of the deletion does not clearly cor-
relate with the severity and progression of the disease. One 
of the largest deletions (35 exons) identifi ed is in a mild 
BMD patient. Furthermore, sequences deleted in DMD 
patients often overlap with deletions in BMD patients. 
However, a theory was proposed that if a deletion disrupts 
the translational reading frame of the dystrophin mRNA trip-
let codons, then little or no dystrophin will be synthesized, 
most often resulting in the more severe disease, DMD [ 9 ]. In 
the milder disease, BMD, the deletion maintains the transla-
tional reading frame, and a partially functional protein is 
produced. The reading frame hypothesis explains the pheno-
typic differences observed in about 92 % of the DMD/BMD 
cases. One major exception to the reading frame hypothesis 
has been the identifi cation of BMD patients with an out-of- 
frame deletion of exon 3 through exon 7. An alternate splic-
ing mechanism or new cryptic translational start site may 
account for the production of an altered dystrophin protein 
and the milder phenotype in these patients. A small number 
of DMD patients with in-frame deletions also have been 
identifi ed. The more severe phenotype in these patients may 
be due to the overall effect of the deletion on the protein 
conformation or may be the result of mRNA instability. 
Phenotypic variability even has been observed in several 
patients who share identical gene deletions. Deletion of exon 
45, the most commonly observed DMD deletion, also has 
been associated with the BMD phenotype. Some genetic 
variability may be due to other molecules involved in destruc-
tion of damaged muscle fi bers, in muscle regeneration, or in 
the cellular response to different hormones. 

 The large gene size, particularly of the introns, which 
average 35 kb, may account for part of the high deletion rate; 
however, in addition to size, other factors must be involved. 
The observed nonrandom deletion pattern may refl ect 
domain-associated variation in chromosomal stability. For 
instance, complications related to the maintenance of repli-
cation, correct transcription, and proper splicing of such a 
large gene may play an extremely important role. Partial 
gene duplications have been identifi ed in 5–8 % of patients. 
Unlike the deletion distribution, approximately 80 % of the 
duplications are located at the 5′ end of the gene and only 
20 % in the central gene region. Out-of-frame duplications 
occur in DMD patients and in-frame duplications in BMD 
patients, thus suggesting that the reading-frame genotype- 
phenotype hypothesis also holds true for duplications. 

 Small mutations (point mutations and small deletions and 
duplications) in the dystrophin gene also have been identifi ed 
in DMD patients [ 10 ]. The majority of these mutations have 
been unique to individual patients and have resulted in a trun-
cated dystrophin protein lacking part or all of the C-terminus. 
The truncated proteins are presumably unstable, and little or 
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no dystrophin is produced. Therefore, these types of mutations 
provide little information on  structural/functional relation-
ships in the dystrophin protein. The identifi cation of DMD 
mutations that do not cause protein truncation may provide 
further insight into the function of dystrophin, as well as defi n-
ing the essential regions and conformations necessary for dys-
trophin stability. A DMD missense mutation was found in the 
actin-binding domain [ 11 ]. The patient was shown to have 
correctly localized dystrophin, thus indicating that an intact 
actin-binding domain is essential for protein function and not 
just protein localization. The distribution of small mutations 
is fairly random throughout the gene sequence; however, 
whereas less than 5 % of the gene deletions are found upstream 
of exon 55, more than 40 % of the small mutations are located 
in this same region of the gene [ 12 ].  

    Clinical Utility of Testing and Available Testing 
 The most important impact of DNA testing for DMD/BMD 
has been on presymptomatic diagnosis and the correct diag-
nosis of patients with DMD/BMD-like symptoms, as well as 
for carrier detection and prenatal diagnosis. The western 
immunoblot is a sensitive protein test for the diagnosis of 
DMD or BMD, but requires a muscle biopsy from the patient. 
Proteins from the muscle biopsy specimen are separated by 
electrophoresis, transferred to a membrane, and incubated 
with antibodies against specifi c dystrophin domains. 
Dystrophin from unaffected patients is 427 kDa in size. The 
complete absence of dystrophin is very specifi c for the diag-
nosis of DMD, whereas the presence of an altered molecular 
weight form or reduced amount of dystrophin, or both, is 
consistent with BMD. It must be emphasized, however, that 
the clinical diagnosis and phenotype predictions should 
never be made exclusively on the basis of dystrophin western 
blot analysis. Patients with markedly reduced dystrophin lev-
els may have the milder BMD phenotype. Furthermore, 
western blot analysis is generally not sensitive enough to 
detect female carriers. Lastly, a muscle biopsy, which some 
families may view as traumatic, is not necessary if a molecu-
lar diagnosis is secured fi rst. 

 The genetic test methods commonly used to identify 
large rearrangements in the dystrophin gene are: Southern 
blot, multiplex PCR and multiplex ligation-dependent 
probe amplifi cation (MLPA). Southern blot analysis using 
a full- length dystrophin cDNA clone as a probe detects 
deletions as well as gene duplications. The cDNA probes 
detect the site of the mutation, so meiotic recombination 
events are irrelevant. Therefore, the chance of diagnostic 
error is greatly reduced. Diagnostic strategies are based on 
initially identifying deletions/duplications in the affected 
patient [ 13 ]. The deletions are simply detected by examina-
tion of Southern blots for the presence or absence of each 
exon containing genomic restriction fragments, which 
hybridize to the cDNA probe, whereas duplications are 

detected as an increased intensity of the restriction frag-
ment. From a practical perspective, Southern blot analysis 
requires the use of a radioisotope, is labor intensive, and is 
time consuming. Therefore most laboratories perform a 
deletion/duplication screen using either multiplex PCR 
[ 14 ] or MLPA [ 15 ]. 

 Multiplex PCR simultaneously amplifi es specifi c deletion 
prone exons within the  DMD  gene. Deletion of specifi c 
exons from a patient’s sample results in absence of the cor-
responding ethidium bromide-stained amplifi cation products 
by gel electrophoresis analysis (Fig.  9.1 ). Multiplex PCR, 
using primer sets for about 20–25 different exons, detects 
approximately 98 % of the deletions in the  DMD  gene. In 
contrast to Southern blot analysis, which may require several 
cDNA hybridizations and take several weeks to complete, 
multiplex PCR testing can be completed in one day. This 
makes the technique ideal for prenatal diagnosis, when time 
is critical. Additional refi nements of the multiplex PCR 
assays have enabled the quantitative analysis of the DMD 
gene exons, allowing for the detection of duplications in 
males as well as deletions and duplications in carrier females.

   Testing using MLPA has been utilized for both DMD 
deletion/duplication detection and carrier dosage determina-
tions. The MLPA analysis has been shown to reproducibly 
generate each of the 79 DMD exons and their sizes should 
correspond to each probe pair. MLPA technology not only 
accurately detects deletions but also quantifi es the copy 
number of each exon and therefore can be used for duplica-
tion and carrier determinations. Using capillary electrophoresis 
for analysis of the MLPA products, computer-aided scoring 
is a sensitive method to normalize the peak height or area of 
each PCR product to an endogenous two-copy control locus 

  Figure 9.1    Multiplex DNA amplifi cation of DMD exons 8, 13, 19, 45, 
and 47.  Lane 1 : normal control;  lane 2 : DMD patient with exon 13 dele-
tion;  lane 3 : DMD patient with exon 8 and 13 deletions.       
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product. A heterozygous deletion should give a ratio of 
approximately 0.5 whereas an elevated copy number should 
give a reference value greater than 1.5. MLPA technology 
has been shown to exhibit a high degree of accuracy for the 
quantitative detection dystrophin exons, a high degree of 
reproducibility, and a capacity for testing a large number of 
samples simultaneously. One major limitation of MLPA 
technology is that DNA polymorphic sequence variants 
located under the probe-binding sites may interfere with 
probe hybridization and may result in false-positive results. 

 The identifi cation of a deletion in a DMD patient not only 
confi rms the diagnosis but also allows accurate carrier testing 
for other family members. Carrier status is determined by gene 
dosage analysis, which is used to assess whether a female at 
risk of being a carrier exhibits no reduction or 50 % reduction 
in band intensity for bands that are deleted in the affected male 
relative. A 50 % reduction (single-copy intensity) for the 
deleted band or bands indicates a deletion on one of her X 
chromosomes and confi rms her carrier status. Southern blot, 
quantitative multiplex PCR, or MLPA can be used for gene 
dosage analysis. Dosage determinations permit direct carrier 
analysis and eliminate the inherent problems of linkage testing 
(recombinations, noninformative meioses, unavailability of 
family members, and spontaneous mutations). This is impor-
tant since, unlike affected males, carrier females are generally 
asymptomatic, and creatine phosphokinase is elevated in only 
approximately two- thirds of known carriers. 

 As previously described, large genomic deletions and dupli-
cations have been identifi ed in approximately two-thirds of the 
DMD/BMD population. The other mutations are due to smaller 
types of mutations within the dystrophin gene which require a 
sequence-based testing strategy. In most clinical molecular 
laboratories, these mutations have gone undetected because 
sequencing the entire gene is both expensive and labor inten-
sive. With the advances in DNA sequencing technology, point 
mutation analysis of exons in the  DMD  gene is now feasible. 
The identifi cation of these mutations is not only important for 
the confi rmation of the diagnosis, but also important for the 
determination of carrier status. Due to the high mutation rate in 
the dystrophin gene, carrier testing based on indirect linkage 
results often is limited for extended family members of isolated 
cases of the disease. Knowledge of the exact causative muta-
tion allows for the determination of the origin of the mutation 
in families with simplex cases of the disease.  

    Interpretation of Test Results 
 The analysis of gene mutations and protein determinations has 
greatly improved diagnosis, carrier detection, and prenatal 
counseling. Amplifi cation techniques will confi rm the clinical 
diagnosis in approximately 65 % of the DMD and BMD 
patients and should be performed as the initial molecular test 
due to the relatively common occurrence of deletions and 
duplications. If the patient tests negative by deletion/duplica-
tion analysis, gene sequencing of the coding regions and 

intron/exon boundaries should be performed. By gene 
sequencing, detection rates can be increased to greater than 
90 %; however, even with sequencing, not all mutations are 
identifi ed. Some of the undetected mutations may reside in the 
large dystrophin introns or in regulatory regions. Furthermore, 
genetic heterogeneity in the DMD phenotype may be another 
reason for less than 100 % sensitivity of testing. If there is any 
question of the diagnosis after negative results by molecular 
testing, western blot analysis of the dystrophin protein should 
be performed on a muscle biopsy specimen. 

 When gene dosage testing indicates that the mother does 
not have the deletion present in the affected child, she still 
has an uncertain risk of carrier status, due to the possibility 
of germline mosaicism [ 16 ]. Cases of germline mosaicism in 
DMD have been reported, in which a deletion is transmitted 
to more than one offspring by a mother who shows no evi-
dence of the mutation in her somatic cells. Cases of germline 
mosaicism have important counseling implications. First and 
most obvious is the need to perform carrier studies on all 
female siblings of affected males, regardless of the outcome 
of testing for the mother. Furthermore, a negative deletion 
result in a mother does not rule out a recurrence risk for 
future pregnancies, and prenatal diagnosis still should be 
offered. The exact recurrence risk in germline female carri-
ers is unknown because the risk is related to the percentage 
of the mutant clone in the mosaic mother. In these cases, the 
recurrence risk for subsequent pregnancies is signifi cantly 
higher than a new mutation with a low recurrence risk. 
Mothers of apparently sporadic DMD cases have an esti-
mated 15 % recurrence risk in future pregnancies. 

 Linkage analysis can provide valuable information but is 
limited by the possibility of recombination between the 
polymorphic marker and the unknown mutation, the pres-
ence of sporadic mutations, and unavailability of family 
members. The intragenic recombination rate over the entire 
length of the  DMD  gene is estimated to be as high as 12 %. 
The high recombinational error rate can be partially over-
come by using microsatellite markers throughout the gene. 
Linkage analysis results often are extremely limited for 
extended family members of isolated cases of DMD/BMD, 
due to the possibility of the occurrence of a new mutation. 
Linkage analysis indicates only whether the female at risk 
inherited the same X chromosome as the affected male, not 
whether she is a carrier of a defective gene. Furthermore, 
since the gene mutation remains unidentifi ed, a correct clini-
cal diagnosis is essential. This is extremely important with 
patients presenting with the milder BMD phenotype, since 
this phenotype can overlap with other neuromuscular 
disorders.  

    Laboratory Issues 
 As a result of the discovery of the  DMD  gene and elucida-
tion of the disease mutation spectrum, clinical diagnostic 
testing for DMD and BMD has signifi cantly improved. 
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Until an effective treatment is found to cure or arrest the 
progression of the disease, prevention of new cases through 
accurate diagnosis, and carrier and prenatal testing is of the 
utmost importance. Furthermore, molecular therapies (such 
as antisense oligonucleotides, antibiotics, or chimeric RNA/
DNA) are being applied according to the specifi c dystrophin 
mutation. This requires a comprehensive mutation analysis 
and identifi cation of all types of dystrophin mutations. 
Although the majority of laboratories offer testing for dys-
trophin deletions and duplications, sequencing of the entire 
gene becomes necessary for all patients who are negative 
for the deletion/duplication screen. Profi ciency testing for 
both  DMD  deletion/duplication testing and carrier testing is 
currently offered through the College of American 
Pathologists (CAP), and profi ciency specimens are sent to 
participants twice per year.   

    Myotonic Dystrophy 

    Molecular Basis of Disease 
 Myotonic dystrophy type I (DM1) is the most common 
inherited form of muscular dystrophy affecting adults, with 
an incidence of approximately 1 in 8,000 individuals. DM1 
is an autosomal dominant, multisystem disorder character-
ized by progressive muscle weakness, myotonia, intellectual 
impairment, cataracts, and cardiac arrhythmias. The diagno-
sis can be problematic because of the wide range and sever-
ity of symptoms. Often, affected individuals have children 
before they are diagnosed. A severe congenital form of DM 
results in mental retardation, respiratory distress, hypotonia, 
and in many cases death due to respiratory complications 
shortly after birth. Those that survive the neonatal period ini-
tially follow a static course, eventually learning to walk but 
with signifi cant mental retardation. The congenital form is 
most often observed in the offspring of women who are 
themselves affected, although the disease in a mother may 
not be diagnosed until after the birth of a congenitally 
affected child [ 17 ]. 

 The myotonic dystrophy protein kinase gene ( DMPK ) at 
chromosome 19q13.3 is the only known gene associated 
with DM1. The DM1 mutation involves an expanded CTG 
trinucleotide repeat, located at the 3′ untranslated region 
(UTR) of the  DMPK  gene [ 18 – 20 ]. The number of CTG trip-
lets varies in the normal population from 5–34 repeats, and 
within this range the alleles are stably transmitted. Individuals 
with 35–49 repeats (premutation alleles) do not have symp-
toms but their children are at an increased risk of inheriting 
larger repeats and having symptoms. When the number of 
repeated CTGs exceeds 50 (in some patients up to several 
thousands), the allele becomes unstable and results in the 
DM1 phenotype. There is a signifi cant correlation between 
the number of CTG repeats and the age of onset and clinical 

severity. Mildly affected patients have 50–100 repeats, and 
these patients may only have cataracts. More classically 
affected patients have 100–1,000 repeats and congenital 
cases often have 1,000–6,000 repeats. Somatic mosaicism of 
the CTG repeat occurs and results in patients with similar 
repeat sizes having different severity of symptoms, which 
calls for caution in genetic counseling. The trinucleotide 
repeat region is mitotically and meiotically unstable, with a 
bias towards length increase in the next generation, account-
ing for the clinical phenomenon of “anticipation” (increasing 
severity in successive generations of the same family, with 
earlier age of onset). Although repeat expansions occur 
through both maternal and paternal transmissions, the larger 
repeat expansions observed in congenital cases are almost 
exclusively due to maternal transmissions. 

 The CTG repeat is located within the 3′ UTR of the 
 DMPK  gene that encodes a protein kinase, named myotonin 
protein kinase. Since protein kinases are involved in signal 
transduction pathways in all cells in the body, a defective 
protein kinase was considered as a mechanism in which a 
single-gene defect could result in the diverse symptoms 
characteristic of DM1; however, since the repeat is not in the 
protein-coding region of  DMPK , the molecular mechanism 
by which the mutation exerts its dominant expression is dif-
fi cult to explain. One theory is that the myotonin kinase 
mRNA with long CUG repeats, and not the protein, results in 
a gain-of-function RNA pathogenesis [ 21 ,  22 ]. Novel RNA- 
binding proteins that specifi cally bind to CUG repeats may 
be depleted by excessive CUG repeats in the DM1 tran-
scripts. Muscleblind-like protein (MBNL1) and CUG- 
binding protein (CUGBP1) are two RNA-binding proteins 
proposed to be involved in the pathogenesis. The depletion 
of these CUG-binding proteins causes splicing alterations of 
the chloride channel gene ( CLC1 ) and the insulin receptor 
genes ( IR ), resulting in myotonia and insulin resistance, phe-
notypes that are related to the clinical features of DM1.  

    Clinical Utility of Testing and Available Testing 
 The majority of clinically signifi cant mutations can be iden-
tifi ed by Southern blot analysis; however, PCR is essential 
for the detection of smaller CTG expansions (<100 repeats). 
Although the PCR test is less expensive and faster than 
Southern blot analysis, longer repeats often are not reliably 
amplifi ed. Southern blot analysis can be performed using 
 Hind III restriction digestion and the probe pMDY1 [ 19 ], 
which spans the repeat region (Fig.  9.2 ). The probe pMDYI 
detects a  Hind III polymorphism with normal alleles of 8.5 
and 9.5 kb, the frequencies of which are approximately 0.6 
and 0.4, respectively. The polymorphism is due to a 1 kb 
insertion telomeric to the CTG repeat, and is almost in com-
plete linkage disequilibrium with the CTG repeat mutation 
in most populations [ 20 ]. The mutation is found on the larger 
9.5 kb allele, suggesting that there were a limited number of 
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ancestral mutations that occurred on a chromosome having 
the 1 kb insertion. Alternatively, the larger allele may be pre-
disposed to DM1 mutations. Typical increases in the range of 
1–4 kb are observed on Southern blots in the DM1 popula-
tion. Many of the larger expansions are detected as smears, 
indicating somatic cell heterogeneity of the expanded alleles. 
Background signal may interfere with the detection of larger 
expanded alleles since expanded alleles often appear as dif-
fuse smears due to the somatic instability of the mutation. 
The effi ciency of the detection of these somatically variable 
expansions is increased by use of a restriction enzyme with a 
recognition sequence which occurs relatively infrequently in 
the human genome, which will generate a larger restriction 
fragment containing the expansion. ( Eco RI creates a large 
9–10 kb fragment.) The larger fragment lengths reduce the 
smearing effect of the somatic variability of the unstable 
repeats. Decreasing the electrophoretic migration also 
improves the detection of larger somatic mosaic expansions. 
Molecular testing can identify individuals who are asymp-
tomatic or exhibit equivocal symptoms, such as cataracts. 
These smaller expansions are detected using alternate restric-
tion enzymes which reduce the normal size fragment, such 
as  Bam HI, or by PCR amplifi cation across the repeat region. 
The most effi cient approach for identifying expansions is a 
combination of different restriction enzymes and variation in 
electrophoretic duration. PCR amplifi cation across the repeat 
region is used to exclude DM1 by demonstrating the pres-
ence of two different normal size alleles (8.5 and 9.5 kb). 
Since the heterozygosity frequency for the CTG repeats is 
approximately 75 % in the normal population, approximately 
25 % of unaffected individuals will be homozygous for one 
normal allele. Therefore, the presence of a single PCR band 
does not confi rm a diagnosis of DM1. All single bands 
require a Southern blot confi rmation.

   Several cases of reverse mutations have been reported in 
DM1, whereby there is a spontaneous correction of a delete-
rious expansion mutation upon transmission to an unaffected 
offspring. The mechanism for the DM1 reverse mutations 

remains unknown. A gene conversion mechanism, whereby 
the normal parental allele replaces the expanded allele, may 
best account for the reversion events in DM. The reversions 
may provide an explanation of the lack of penetrance 
observed in some DM families.  

    Interpretation of Test Results 
 PCR and/or Southern blot analysis for the  DMPK  CTG repeat 
region is used for symptomatic confi rmatory diagnostic test-
ing. Onset in adulthood typically presents with muscle weak-
ness and myotonia.  DMPK  testing can be particularly useful in 
individuals for whom DM1 is part of a wider differential diag-
nosis, such as infants with muscular hypotonia. Prenatal prob-
lems, with congenital DM1, may be suspected when reduced 
fetal movements and polyhydramnios are observed on ultra-
sound. The testing also is helpful in identifying individuals 
who are asymptomatic or exhibit equivocal symptoms, such as 
cataracts. No new mutations have been described for DM1, 
which is consistent with the linkage disequilibrium data. To 
account for the maintenance of the mutation in the population, 
the theory developed that there is a high incidence of mini-
mally expanded alleles in DM1 families which produce few 
symptoms and are stably transmitted over several generations 
[ 23 ]. For counseling purposes, testing can be used to identify 
the side of the  family carrying the mutation, which is impor-
tant for appropriate genetic counseling. 

 The triplet repeat size does correlate with muscular dis-
ability and is inversely related with the age of onset of the 
disease. However, there is a signifi cant overlap of repeat size 
in patients with differing severity. When comparing unre-
lated affected individuals with small to moderate differences 
in repeat sizes, it is generally diffi cult to accurately predict 
the severity of the disease in each case. This is due to the 
overlap of triplet repeat size in patients with differing sever-
ity of the disease and the sometimes lack of a correlation 
between organ involvement and repeat size. As a result of the 
somatic heterogeneity observed in DM1, genotype/pheno-
type associations derived from leukocytes may not be as 
accurate as the measurement of the repeat size in the affected 
tissues (muscles, heart, others) [ 24 ]. Within a family, when a 
child has a signifi cant increase in allele size compared to the 
parent, prediction of an earlier age of onset and more severe 
disease is more certain. Genetic counseling is very important 
not only for the affected patient, but also for other at-risk 
interested family members. DM1 testing can be used for pre-
natal diagnosis using either amniotic fl uid cells or chorionic 
villus samples. Molecular testing has largely replaced mus-
cle biopsy, muscle enzyme studies, and electromyography as 
the fi rst diagnostic procedure. 

 Myotonic dystrophy type 2 (DM2, MIM 602668), previ-
ously termed proximal myotonic myopathy is due to a CCTG 
expansion located in intron 1 of the zinc fi nger protein 9 
( ZNF9 ) gene on chromosome 3q21 [ 25 ]. Individuals affected 

  Figure 9.2    Autoradiogram of a Southern blot for myotonic dystrophy. 
Normal alleles are 8.5 and 9.5 kb.  Lanes 1 ,  2 , and  5 : unaffected indi-
viduals;  lanes 3  and  4 : expanded and normal alleles in DM patients with 
repeat expansions       
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with DM2 also have a complex clinical presentation that is 
similar to DM1, including myotonia, cardiac involvement, 
insulin insensitivity, and histological abnormalities in skele-
tal muscle. Patients with DM2 often can be distinguished 
from DM1 by more proximal muscle weakness and sparing 
of facial muscle involvement. Further distinguishing charac-
teristic features of DM2 include muscle pain, the absence of 
congenital cases, and milder course of the disease without 
signifi cant mental involvement.  

    Laboratory Issues 
 Many molecular pathology laboratories offer DNA testing 
for DM1. The majority of laboratories are using a combina-
tion of PCR and Southern blot testing. Although the PCR test 
is less expensive and faster than Southern blot, longer repeats 
are not reliably amplifi ed. The availability of DNA testing 
has reduced the use of invasive (muscle biopsy) and noninva-
sive (electromyography) tests for the diagnosis of DM1. The 
combination of PCR and Southern blot analysis can detect 
all DM1 mutations. Profi ciency testing is offered through the 
College of American Pathologists and profi ciency specimens 
are sent to participants twice per year.   

    Spinal Muscular Atrophy 

    Molecular Basis of Disease 
 The autosomal recessive disorder proximal spinal muscular 
atrophy (SMA) is a severe neuromuscular disease charac-
terized by degeneration of alpha motor neurons in the spi-
nal cord, which results in progressive proximal muscle 
denervation and atrophy resulting in the symptoms of 
weakness and paralysis. SMA is the second-most common 
fatal autosomal recessive disorder after cystic fi brosis, with 
an estimated prevalence of 1 in 10,000 live births [ 26 ]. 
Childhood SMA is subdivided into clinical groups on the 
basis of age of onset and clinical course. Type I SMA 
(Werdnig-Hoffmann disease) is characterized by severe, 
generalized muscle weakness and hypotonia at birth or 
within the fi rst 3 months after birth. Death from respiratory 
failure usually occurs within the fi rst 2 years of life. 
Children affected with Type II SMA are able to sit, although 
they cannot stand or walk unaided, and survive beyond 4 
years of age. Type III SMA (Kugelberg-Welander syn-
drome) is a milder form, with onset during infancy or 
youth, and patients may walk unaided. Type III SMA is fur-
ther subdivided into two groups, type IIIa (onset before 3 
years of age) and type IIIb (onset at age ≥3 years). Cases 
presenting with the fi rst symptoms of the disease at the age 
of 20–30 years are classifi ed as type IV, or proximal adult-
type SMA. The described classifi cation is based on age of 
onset and clinical course, although SMA demonstrates a 
continuous range of severity. 

 SMA is caused by mutations in the survival motor neuron 
( SMN1 ) gene which has nine exons [ 27 ]. Two almost identi-
cal  SMN  genes are present on 5q13: the telomeric  SMN1  
gene that is the SMA-causing gene, and the centromeric 
 SMN2  gene. Exon 7 of the  SMN1  gene is deleted in approxi-
mately 95 % of affected patients, while small, more subtle 
mutations have been identifi ed in the majority of the remain-
ing affected patients. The genotypic explanation for the phe-
notypic variability results from variability in the number of 
 SMN2  gene copies, which infl uences the severity of the dis-
ease [ 28 – 30 ]. The number of  SMN2  gene copies varies from 
0–3 copies in the normal population, with approximately 
10 % of unaffected individuals having no gene copies of 
 SMN2 . However, milder patients with type II or III SMA on 
average have more gene copies of  SMN2  than do type I SMA 
patients. The extra  SMN2  gene copies are thought to arise 
through gene conversions, whereby the  SMN2  gene is copied 
either partially or totally into the telomeric  SMN1  locus. 

 SMA is caused by low levels of SMN protein rather 
than by a complete absence of the protein. Complete loss 
of SMN protein function results in loss of viability of a 
fetus and in utero death. SMA is possible because  SMN2  
can partially replace the lost function of  SMN1 . Five base 
pair  differences exist between  SMN1  and  SMN2  tran-
scripts, and none of these differences change amino acids. 
The normal  SMN1  gene produces predominately a full-
length transcript, whereas the  SMN2  gene produces pre-
dominately an alternate, exon-7-deleted product with only 
10–20 % of transcripts being full-length. The inclusion of 
exon 7 in  SMN1  transcripts and exclusion of this exon in 
the majority of  SMN2  transcripts is caused by a single 
nucleotide difference at +6 in  SMN  exon 7, which alters 
splicing effi ciency by disrupting an exonic splicing 
enhancer and results in absence of exon 7 in the majority 
of  SMN2  transcripts. The SMN exon 7 region encodes a 
highly conserved tyrosine- glycine (Y-G) dodecapeptide 
motif which is crucial for the oligomerization and function 
of the SMN protein [ 31 ]. SMA arises because the levels of 
full-length SMN protein from the  SMN1  gene are lost, and 
only partially rescued by the low number of full-length 
SMN protein from the  SMN2  gene. The  SMN2  gene cannot 
completely compensate for the lack of SMN protein; how-
ever, the small amounts of full-length transcript generated 
by  SMN2  are able to prevent in utero lethality. Additional 
copies of the  SMN2  gene result in greater amounts of full-
length SMN protein and produce a milder type II or III 
phenotype. 

 SMN plays a role in small nuclear ribonucleoprotein 
(snRNP) biogenesis and function [ 32 ]. The SMN protein is 
required for pre-mRNA splicing. Immunofl uorescence stud-
ies using a monoclonal antibody to the SMN protein demon-
strate that the SMN protein is localized to novel nuclear 
structures called “gems,” which display similarity to and 
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possibly interact with coiled bodies, which are thought to 
play a role in the processing and metabolism of snRNAs. 
SnRNPs and possibly other splicing components require 
regeneration from inactivated to activated functional forms. 
SMN functions in the reassembly and regeneration of these 
splicing components. Mutant SMN, such as that present in 
SMA patients, lacks the splicing-regeneration activity of 
wild-type SMN. SMA may be the result of a genetic defect 
in spliceosomal snRNP biogenesis in motor neurons. 
Consequently, the motor neurons of SMA patients may be 
impaired in their capacity to produce specifi c mRNAs and as 
a result become defi cient in proteins that are necessary for 
the growth and function of these cells. Possibly, the altered 
splicing of a unique set of premessenger RNAs results in 
defi cient proteins, which are necessary for motor neuron 
growth and survival. In addition to its role in spliceosomal 
ribonucleoprotein assembly, SMN may have other functions 
in motor neurons. A subset of SMN complexes are located in 
axons and growth cones of motor neurons and may be 
involved in some aspects of axonal transport and localized 
translation of specifi c mRNAs.  

    Clinical Utility of Testing and Available Testing 
 The molecular diagnosis of SMA consists of the detection of 
the absence of exon 7 of the  SMN1  gene (Fig.  9.3 ). Although 
the gene region contains many repetitive elements and the 
centromeric  SMN2  copy is almost identical to the  SMN1  
gene, an exonic base pair difference allows distinction of 
 SMN1  and  SMN2  PCR products using restriction-site gener-
ating PCR (RG-PCR) followed by restriction enzyme diges-
tion. The absence of detectable  SMN1  exon 7 in SMA 
patients is utilized to diagnose SMA, with a sensitivity of 
approximately 95 %.

   Although the absence of both copies of exon 7 of the  SMN1  
gene is a very reliable and sensitive test for SMA, about 5 % 
of affected patients have other types of mutations in the  SMN1  
gene that will not be detected by homozygous exon 7 deletion 
testing. Due to the high deletion frequency, and according to 
the Hardy-Weinberg equilibrium, most of these patients will 
be compound heterozygotes, with one  SMN1  allele being 
deleted and the other allele containing a point mutation or 
other types of small mutations. Determination that a SMA 
patient has only a single copy of  SMN1  supports the diagnosis 
of SMA, with the possibility that the remaining  SMN1  gene 
contains a more subtle mutation, including nonsense muta-
tions, missense mutations, splice site mutation insertions, and 
small deletions. These mutations have been essential in defi n-
ing important structural and functional domains of the SMN 
protein. Many of the same intragenic mutations have been 
reported in unrelated patients [ 33 ,  34 ]. 

 Since SMA is one of the most common lethal genetic 
disorders, with a carrier frequency of 1 in 40–60, carrier 
testing is useful to many families.  SMN1  dosage testing is 
used to determine the  SMN1  copy number and detect SMA 
carriers. Most carriers have one  SMN1  copy and most non-
carriers will have two  SMN1  copies, or less frequently three 
 SMN1  copies. Carrier detection for the heterozygous state 
was initially shown to be more technically challenging 
because the SMA region is characterized by the presence of 
many repeated elements. In addition, the  SMN2  copy num-
ber varies with approximately 10–15 % of non-carriers lack-
ing any  SMN2  copies, whereas many of the more mildly 
affected SMA patients have more  SMN2  copies. Thus, a 
straightforward dosage assay using the  SMN2  gene as the 
internal control would not be reliable. A number of tech-
niques have been developed for the detection of SMA carri-
ers. Quantitative PCR and MLPA assays are most often used 
for the identifi cation of SMA carriers by determination of 
the number of copies of the  SMN1  gene as well as for the 
 SMN2  gene [ 35 ,  36 ].  

    Interpretation of Test Results 
 The presence of  SMN1  exon 7 does not entirely exclude a 
diagnosis of SMA. Although the absence of both copies of 
the  SMN1  gene is a very reliable and sensitive assay for the 
majority of SMA patients, about 5 % of affected patients 
have other types of mutations in the  SMN1  gene that will not 
be detected by PCR deletion testing. Most of these patients 
will be compound heterozygotes, with one  SMN1  allele 
deleted and the other allele with a point mutation or other 
small insertion or deletion. If the clinical suspicion remains 
high after a negative deletion test, then dosage carrier test-
ing to determine whether there is a single copy of  SMN1  
should be considered. If a patient with a SMA phenotype 
possesses only a single copy of  SMN1 , the remaining copy 
most likely contains a more subtle mutation, including 

  Figure 9.3    Restriction enzyme digestion of RG-PCR products distin-
guishes  SMN1  from  SMN2  exon 7 PCR products.  Lanes 1  and  3 : normal 
controls with  SMN1  present and  SMN2  deletion;  lanes 2  and  4 : SMA 
patients with  SMN1  deletion and  SMN2  present. RG-PCR restriction-
site generating polymerase chain reaction.       
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 nonsense mutations, missense mutations, splice site muta-
tion insertions, and small deletions. A dosage testing result 
of two copies of the  SMN1  gene for a patient with an SMA 
phenotype greatly reduces the likelihood of SMA, although 
very rare cases of SMA can be due to two non-deletion 
mutations of  SMN1 . 

 The SMA carrier test has two limitations. First, approxi-
mately 2 % of SMA cases arise as the result of de novo muta-
tion events, which is high compared to most autosomal 
recessive disorders [ 37 ]. The high rate of de novo mutations 
in  SMN1  may account for the high carrier frequency in the 
general population despite the genetic lethality of the type I 
disease. The large number of repeated sequences around the 
 SMN1  and  SMN2  locus likely predisposes this region to 
unequal crossovers and recombination events and results in 
the high de novo mutation rate. Second, the copy number of 
 SMN1  can vary on a chromosome; about 5 % of the normal 
population possess three copies of  SMN1  [ 28 ]. A carrier may 
have one chromosome 5 with two  SMN1  copies and the other 
chromosome 5 with zero  SMN1  copies, resulting in a two- 
copy carrier test result for a carrier. Using haploid conversion 
technique, which allows for single-chromosome analysis, 
Mailman et al. identifi ed a parent of an affected child with 
two  SMN1  genes on one chromosome [ 38 ]. The fi nding of 
two  SMN1  genes on a single chromosome has serious genetic 
counseling implications, because a carrier with two  SMN1  
genes on one chromosome and an  SMN1  deletion on the 
other chromosome will have the same dosage result as a non- 
carrier with one  SMN1  gene on each chromosome 5. Thus, 
the fi nding of normal two  SMN1  copy dosage signifi cantly 
reduces the risk of being a carrier; however there is still a 
residual risk of being a carrier, and subsequently a small 
recurrence risk of future affected offspring for individuals 
with two  SMN1  gene copies. Risk assessment calculations 
using Bayesian analysis are essential for the proper genetic 
counseling of SMA families. A report has shown that there 
are signifi cant differences among different ethnic groups in 
carrier frequencies and the two-copy chromosome genotypes 
[ 35 ]. The results from this study provide adjusted detection 
rates based on ethnicity, and thus allow for more accurate 
Bayesian risk estimates.  

    Laboratory Issues 
 Many molecular pathology laboratories offer testing for the 
homozygous deletion of  SMN1 . Most laboratories use PCR 
amplifi cations of exon 7 and exon 8 in two separate reac-
tions, with restriction enzyme digestion to differentiate 
 SMN1  from  SMN2  PCR products, and report results for both 
 SMN1  exons 7 and 8. Some laboratories only test for exon 7 
deletion. As a consequence of the  SMN1  gene being rela-
tively small, and given the uniform spectrum of mutations, 
sequencing of the SMN1 gene is relatively straightforward 
and can identify mutations in patients who are negative for 

the diagnostic homozygous deletion test. However, it is nec-
essary to verify that the intragenic mutation has occurred in 
the  SMN1  gene and not the  SMN2  gene. As an initial screen, 
primers that do not distinguish between  SMN1  and  SMN2  
often are used to amplify each exon for direct DNA sequenc-
ing. If variants or mutations are identifi ed,  SMN1 -specifi c 
long-range PCR amplifi cation is followed by either direct 
DNA sequencing of that long-range product or nested PCR 
sequencing. Carrier testing is performed by a fewer number 
of clinical molecular laboratories. Profi ciency testing for the 
homozygous  SMN1  deletion is offered by the CAP. These 
profi ciency specimens are sent to participants twice per 
year. External profi ciency testing is not available for carrier 
testing, so profi ciency testing most often is achieved by 
specimen exchange between laboratories performing carrier 
testing.   

    Mitochondrial Encephalomyopathies 

    Molecular Basis of Disease 
 Mitochondria are semiautonomous replicating cellular 
organelles containing genetic material. Each mitochondrion 
contains multiple copies of the mitochondrial DNA genome 
(mtDNA), with replication, transcription, and translation 
machineries separate from these cellular functions. Human 
mtDNA encodes 13 polypeptides of the respiratory chain 
subunits, 28 ribosomal RNAs (rRNAs), and 22 transfer 
RNAs (tRNAs) in a circular double-stranded genome of 
approximately 16.5 kb. 

 Unlike nuclear DNA, in which each cell contains pairs of 
chromosomes, one of maternal and the other of paternal ori-
gin, mtDNA is inherited exclusively from the mother. This 
type of transmission is called maternal inheritance, since the 
sperm’s mitochondria do not contribute to the zygote. 
Although both sexes are equally affected by mitochondrial 
diseases, inheritance of the disorder is from the mother. 
Mitochondrial mutations are often present in only some of 
the mtDNA molecules of a cell (heteroplasmy). Heteroplasmy 
occurs because mitochondria segregate randomly into 
daughter cells during mitosis, which results in cells contain-
ing both mutant and wild-type mtDNA. Thus, the proportion 
of heteroplasmic mutation may vary widely between differ-
ent tissues or even between different cells of the same tissue. 
The proportion of mutant to wild-type mtDNA plays a role in 
determining the clinical variability and severity often 
observed in the mitochondrial disorders. The phenotype- 
genotype correlation in the mitochondrial disorders is com-
plex and infl uenced by age, the type and extent of respiratory 
chain disruption caused by the mutation, and the tissue- 
specifi c threshold for the pathogenic effect. 

 The term “mitochondrial encephalomyopathies” is used to 
describe mitochondrial disorders in which both muscle and 
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the central nervous system are affected. These disorders affect 
multiple systems, with diverse clinical features due to defects 
in the mitochondrial function. Mitochondrial diseases are 
individually uncommon, but collectively pose a signifi cant 
burden to human health. This chapter is restricted to those 
disorders in which the mutation event involves mtDNA, in 
contrast to the many nuclear genetic disorders that result in 
mitochondrial pathology. This occurs when the nuclear 
encoded protein functions in the mitochondria, which are 
described in Chap.   10    . This chapter discusses Kearns-Sayre 
syndrome (KSS), mitochondrial encephalomyopathy with 
lactic acidosis and stroke-like episodes (MELAS), and myo-
clonic epilepsy with ragged-red fi bers (MERRF).  

    Kearns-Sayre Syndrome 
 The common features of KSS include progressive external 
ophthalmoplegia (PEO), pigmentary degeneration of the 
retina, and defects of cardiac conduction [ 39 ]. The typical 
affected patient presents before the age of 20 years with PEO 
and pitosis, followed by development of pigmentary retinal 
degeneration and cardiac conduction block. Other features of 
the disorder may include ataxia, deafness, dementia, and dia-
betes mellitus. The most common type of mutation found in 
KSS is a deletion in the mtDNA (Fig.  9.4 ), and almost of all 
these deletions occur sporadically [ 40 ]. Approximately one 
third of KSS cases are due to a common 4,977 bp deletion, 
which is associated with direct repeats at the deletion junc-
tion. The severity of KSS depends on the extent of hetero-
plasmy and the tissue distribution of structurally altered 
mtDNA. An extreme KSS phenotype occurs when the fre-
quency of deleted mtDNA in muscle cells is greater than 
85 %. In contrast, when lower levels of heteroplasmy for the 
deletion are present, then PEO may be the only symptom.

       Mitochondrial Encephalomyopathy with Lactic 
Acidosis and Stroke-Like Episodes 
 Patients with MELAS are usually normal at birth but 
develop stunted growth, intermittent vomiting, seizures, and 
recurrent cerebral insults resembling strokes during the fi rst 
years of life [ 41 ]. An episodic course follows, with recurrent 

stroke-like episodes, only partial recovery, and eventual 
deterioration, with death from respiratory failure often 
before 20 years of age. Milder adult-onset cases have been 
reported. Approximately 80 % of all MELAS cases are the 
result of an m.3243A > G point mutation in the mtDNA gene 
encoding mt-tRNA(Leu) [ 42 ]. The point mutation alters the 
normal structural conformation of the tRNA, thereby 
impairing protein synthesis. The m.3243A > G mutation 
occurs in the heteroplasmic state, with variation among dif-
ferent tissue types. When the mutation is present in greater 
than 90 % of the mtDNA of the muscle tissue, there is 
increased likelihood of recurrent strokes and classic MELAS 
manifestations. However, when the heteroplasmy of the 
mutation is less than 90 %, later onset and more moderate 
symptoms may occur.  

    Myoclonic Epilepsy with Ragged-Red Fibers 
 MERRF is a rare mitochondrial disorder with symptoms 
including muscle weakness, myoclonus, generalized sei-
zures, ataxia, and deafness [ 43 ]. The hallmark morphologic 
change seen in the muscle biopsy is the ragged-red fi bers. 
The term “ragged-red fi bers” refers to large clumps of abnor-
mal mitochondria that accumulate beneath the sarcolemma 
and stain red with the Gomori trichome stain. The majority 
of MERRF cases are the result of a point mutation 
(m.8344A > G) in the mt-tRNA(Lys) gene. The MERRF 
mutation, like the MELAS mt-tRNA(Leu) mutation, dimin-
ishes overall mitochondrial protein synthesis. Similar to the 
other mitochondrial disorders, a more classic MERRF phe-
notype is observed when the mutation is present at higher 
levels in the muscle and nerve.  

    Clinical Utility of Testing and Available Testing 
 The symptoms of the mitochondrial disorders often are non-
specifi c and are common to many other neuromuscular dis-
eases. The diversity of clinical syndromes allows 
mitochondrial disease to appear in the differential diagnosis 
of almost any neurological condition, from stroke to myopa-
thy. As a result, the mitochondrial diseases often are consid-
ered only after many other diagnoses have been excluded. 
However, genetic testing for mitochondrial diseases is 
becoming increasingly available. Southern blot analysis or 
long-range PCR is used to detect the deletions observed in 
KSS, using DNA from a muscle biopsy. PCR-RFLP testing 
is used for the common tRNA point mutations found in 
MERRF and MELAS. Patients with MERRF have high lev-
els of the mutant mtDNA in the blood, and therefore blood is 
an appropriate specimen for testing. In contrast, patients 
with the MELAS mutation often have low levels of the muta-
tion in the blood, leading to false-negative results when 
blood is used for testing, such that DNA from a muscle 
biopsy is preferred for testing.  

  Figure 9.4    Autoradiogram of a Southern blot of muscle mitochondrial 
DNA.  Lane 1 : Kearns-Sayre patient with heteroplasmic deletion;  lanes 
2  and  3 : unaffected individuals. The normal allele is 16.5 kb and the 
deleted allele fragment is indicated by the  asterisk .       
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    Interpretation of Test Results 
 If clinical suspicion is strong and the blood results are nega-
tive, then mtDNA from a muscle biopsy should be tested. 
Since the disorders are highly clinically heterogeneous and 
there is considerable phenotypic overlap, the classic MERRF 
and MELAS point mutations and the KSS deletions fre-
quently are ordered together and tested as a mitochondrial 
test panel. The m.8344A > G MERRF mutation is associated 
with other phenotypes, including Leigh syndrome, myoclo-
nus or myopathy with truncal lipomas, and proximal myopa-
thy. The m.3243A > G MELAS mutation can result in milder 
phenotypes, including sensorineural deafness with diabetes. 
Furthermore, these mutations sometimes are found in asymp-
tomatic relatives of the index case.  

    Laboratory Issues 
 If the common mtDNA mutations are not detected, more 
extensive testing for rarer mutations may be useful for diag-
nosis. Sequencing of the mtDNA is available from several 
clinical molecular laboratories, which may identify a novel 
mutation; however, since the mtDNA is very polymorphic, 
novel mutations must be verifi ed for functional effects.   

    Kennedy Disease 

    Molecular Basis of Disease 
 Spinal and bulbar muscular atrophy (SBMA), or Kennedy 
disease, is a rare X-linked, slowly progressive, adult-onset 
motor neuropathy [ 44 ]. The age of onset is usually 30–50 
years of age and is characterized by muscle cramps, proxi-
mal and bulbar weakness, and fasciculation. Endocrine 
abnormalities, including gynecomastia and testicular atro-
phy, are common. The disease is caused by a CAG trinucleo-
tide repeat expansion in the coding region of the androgen 
receptor gene ( AR ) [ 45 ]. The CAG repeat found within the 
fi rst exon of  AR  is polymorphic in normal populations, and 
ranges in length from 10–36 repeats. Patients with SBMA 
have a CAG repeat expansion that does not overlap with the 
normal population and ranges from 40–62 repeats. Similar to 
other trinucleotide repeat disorders, the number of CAG 
repeats correlates with disease severity and inversely with 
age of onset. Considerable variability in age of onset is seen 
among family members with similar CAG repeat lengths, 
suggesting that factors other than just the size of the repeat 
modulate the onset and severity of the disease. While CAG 
repeats in the unaffected range are stably transmitted, 
expanded CAG repeats are  transmitted less stably and tend 
to increase in size by paternal transmission. 

 The pathogenic mechanism of SBMA expansion involves 
gain of a toxic function of the protein product. The mutant 
allele is both transcribed and translated, arguing against a 
loss of function mechanism. Individuals with mutations 

 producing a loss of AR protein function have testicular 
 feminization and do not have the motor neuropathy seen in 
SBMA patients. The exact mechanism by which the expanded 
polyglutamine tract in the AR protein produces the neuropa-
thy of SBMA is uncertain.  

    Clinical Utility of Testing and Available Testing 
 Despite distinct clinical features, SBMA is often misdiag-
nosed due to the heterogeneity of manifestations and lack of 
full expression in some family members. Many of the cases 
are sporadic, and some patients have only mild signs of 
motor neuron disease and mild gynecomastia. Amyotrophic 
lateral sclerosis, type III SMA, hereditary motor and sensory 
neuropathy, limb-girdle muscular dystrophy, and facioscapu-
lohumeral muscular dystrophy are included in the differen-
tial diagnosis for some patients affected with SBMA [ 46 ]. 
PCR amplifi cation of the repeat sequence within the fi rst 
exon of the  AR  gene accurately determines the number of 
CAG repeats and is used for the diagnosis of SBMA. In addi-
tion, carrier females and young asymptomatic males may be 
identifi ed by molecular testing for a repeat expansion with 
implications for genetic counseling and potential early 
treatment.  

    Interpretation of Test Results 
 The defi nitive diagnosis of SBMA is by the analysis of the 
CAG repeat in the  AR  gene from a blood or buccal specimen 
without the need for a muscle biopsy. All patients with 
SBMA have a CAG repeat expansion, and no other related 
mutations in the  AR  gene have been identifi ed. Some studies 
have described a correlation between repeat size and age of 
onset, but interfamilial and intrafamilial variation is large for 
any given repeat length [ 46 ].  

    Laboratory Issues 
 Several clinical molecular laboratories offer DNA testing for 
SBMA. The PCR test is accurate and requires only a blood 
sample. PCR with electrophoretic analysis of the PCR products 
allows for accurate assessment of the repeat size. External 
profi ciency testing currently is not available for SBMA.      
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       Introduction 

 Mitochondria are DNA-containing intracellular organelles 
with multiple functions. The major function of mitochondria 
is production of adenosine triphosphate (ATP) through oxi-
dative phosphorylation (OXPHOS), which includes the oxy-
gen-consuming respiratory chain (RC) and ATP synthesis 
that provides about 90 % of the energy needed by the cell. In 
addition, mitochondria also are home to many other meta-
bolic pathways, including the tricarboxylic acid cycle, pro-
tein import, fatty acid and amino acid oxidation, apoptosis, 

and biosynthesis of ketone bodies, pyrimidines, heme, and 
urea. Mitochondrial disorders, also known as mitochondrial 
RC disorders, or OXPHOS disorders, are a heterogeneous 
group of disorders resulting from primary dysfunction of the 
mitochondrial RC or ATP synthesis. Mitochondrial disorders 
may affect a single organ, but many involve multiple organ 
systems, particularly those that are highly dependent on 
aerobic metabolism (brain, skeletal muscle, heart, kidney, 
and endocrine system). Patients may present at any age. 
Some affected individuals exhibit clinical features that fall 
into a discrete clinical syndrome, such as Leber Hereditary 
Optic Neuropathy (LHON), Kearns–Sayre syndrome (KSS), 
chronic progressive external ophthalmoplegia (CPEO), 
mitochondrial encephalomyopathy with  lactic acidosis and 
stroke-like episodes (MELAS), myoclonic epilepsy with 
ragged-red fi bers (MERRF), neurogenic weakness with 
ataxia and retinitis pigmentosa (NARP), Leigh syndrome (LS), 
mitochondrial neurogastrointestinal encephalopathy (MNGIE), 
or Alpers syndrome (progressive neuronal degeneration of 
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children with liver disease). However, often the clinical 
features are highly variable and nonspecifi c, and many 
affected individuals do not fi t well into one particular cate-
gory. Common features of mitochondrial disorders may 
include, but are not limited to, ptosis, external ophthalmople-
gia, proximal myopathy, exercise intolerance, cardiomy-
opathy, gastrointestinal refl ux, liver failure, sensorineural 
deafness, optic atrophy, pigmentary retinopathy, diabetes 
mellitus, encephalopathy, seizures, migraines, stroke-like 
episodes, ataxia, spasticity, chorea, and dementia. The preva-
lence of mitochondrial disorders has been estimated at 1 in 
5,000 to 8,500 [ 1 – 4 ]. 

 This chapter describes mitochondrial diseases resulting 
from OXPHOS defi ciency and genes directly and/or indi-
rectly involved in the RC and ATP synthesis. This chapter 
does not include other pathways in the mitochondria, such as 
pyruvate dehydrogenase metabolism, fatty acid beta-oxida-
tion, the urea cycle, the methionine metabolism pathway, 
and other mitochondrial functions.  

   Molecular Basis of Mitochondrial Disorders 

 Mitochondrial disorders result from dysfunction of one or 
more of the OXPHOS complexes. The OXPHOS system 
consists of about 90 structural proteins (subunits) assembled 
into fi ve multiprotein enzyme complexes (Complex I to V) 
embedded in the inner mitochondrial membrane. Thirteen of 
the structural protein subunits are encoded by the mitochon-
drial genome (referred to as mtDNA), and the rest are 
encoded by nuclear genes. Complex I (NADH dehydroge-
nase, also called NADH:ubiquinone oxidoreductase) con-
sists of approximately 46 structural protein subunits, seven 
encoded by mtDNA and approximately 39 encoded by 
nuclear genes. Complex II (succinate dehydrogenase or 
SDH) consists of four protein subunits: SDHA, SDHB, 
SDHC, and SDHD, all encoded by nuclear genes. Complex 
III (cytochrome bc1 complex) consists of 11 subunits, 1 
encoded by mtDNA and the rest encoded by nuclear genes. 
Complex IV (cytochrome c oxidase) consists of 13 protein 
subunits, three encoded by mtDNA and the rest encoded by 
nuclear genes. Complex V (ATP synthase) consists of 
approximately 18 subunits, two encoded by mtDNA and the 
rest encoded by nuclear genes. In addition to the structural 
subunits of the OXPHOS system, many nuclear gene-
encoded proteins are involved in the biosynthesis, mainte-
nance, transcription, and translation of mtDNA, and in the 
assembly of the OXPHOS complexes. The two ribosomal 
RNAs (rRNAs) (12S and 16S) and 22 transfer RNAs 
(tRNAs) encoded by mtDNA also are involved in the transla-
tion processes of the mitochondrial genome. 

 Mitochondrial disorders can be caused by mutations in 
mtDNA, as well as mutations in nuclear genes. 
Approximately 29 % of patients (approximately 15–20 % 

pediatric and approximately 40 % adult) with primary mito-
chondrial disorders are caused by mutations in mtDNA, and 
the remainders likely are caused by nuclear defects [ 5 – 8 ]. 
Most of the nuclear gene-encoded proteins are synthesized 
in the cytoplasm and imported into mitochondria. Although 
there are more than 1,000 proteins in the mitochondria, 
only approximately 77 nuclear gene-encoded proteins are 
structural subunits of the fi ve OXPHOS complexes [ 9 ], and 
only 200–300 proteins are directly or indirectly involved in 
the buildup and primary function of the OXPHOS com-
plexes [ 10 ]. The rest of the proteins, which are not involved 
in the composition or primary function of the OXPHOS 
system, are components of the numerous other mitochon-
drial pathways. Although mutations in genes encoding pro-
teins not involved in the OXPHOS functions do not cause a 
primary mitochondrial OXPHOS disorder, the diseases 
caused by mutations in non-OXPHOS genes may have fea-
tures that overlap with those of primary mitochondrial dis-
orders, or may cause secondary dysfunction of the 
mitochondrial RC system [ 11 – 13 ]. Disorders due to nuclear 
gene mutations that affect mitochondrial function may be 
inherited in an autosomal dominant, autosomal recessive, 
or X-linked manner.  

   Mutations in the Mitochondrial Genome 

 Human mtDNA encodes for two rRNAs, 22 tRNAs, and 13 
proteins that are part of the respiratory chain. Mutations in 
mtDNA are either maternally inherited or arise de novo. In 
most cases, mtDNA point mutations are inherited, whereas 
gross deletions arise de novo [ 14 ]. Each mitochondrion has 
multiple copies of mtDNA and there are hundreds to thou-
sands of mitochondria per cell, which varies based on the 
cell type. Usually, mutations affect only a fraction of the 
mtDNA; the coexistence of normal and mutant mtDNA is 
called heteroplasmy. In general, the disease severity corre-
lates with the level of mutant mtDNA. When the percentage 
of mutant mtDNA (mutation load) reaches a certain thresh-
old that varies by tissue type, age, and specifi c mutation, the 
function of that tissue is impaired [ 14 ]. As the mutation load 
varies within and between tissues, the manifestation of mito-
chondrial disease may refl ect tissue-specifi c mutation load 
[ 2 ]. In certain tissues, like blood, there may be selection 
against some of these mutations, so that cells with normal 
mtDNA are selectively retained. For some mutations, the 
mutation load in the peripheral blood may decrease with age. 
Mutations in mtDNA may only be identifi ed in specifi c tis-
sues, particularly those with a lower rate of cell division such 
as skeletal muscle, heart, and brain [ 14 ]. 

 During oogenesis, only a small subset of mtDNA mole-
cules from the mother is passed into the germ cells that will 
become the next generation (bottleneck effect): therefore, 
the inheritance of mitochondrial DNA disorders within 
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families is diffi cult to predict. A mother can pass on a small 
proportion or a high proportion of mutant mtDNA to her 
children, making the difference between a child being born 
without disease and another having a very severe form of the 
disease, respectively. The types of mtDNA mutations include 
quality defects (point mutations, deletions, duplications, and 
complex rearrangements) and quantity defects (mtDNA 
copy number changes including depletion and over-replica-
tion). To date, more than 400 defi nitive or likely pathogenic 
point mutations and more than 120 single deletions/duplica-
tions or complex rearrangements have been reported in the 
mtDNA mutation database Mitomap (  www.mitomap.org    ). 

   MtDNA Point Mutations 
 MtDNA point mutations account for approximately 80 % of 
patients with primary mtDNA disorders [ 1 ]. Of the over 400 
point mutations with disease associations in the Mitomap 
database (  www.mitomap.org    ), about 58 (or approximately 
14 %) are recurrent, defi nitive mutations and account for 
70–80 % of patients with mitochondrial disorders associated 
with primary mtDNA point mutations [ 1 ]. The rest either are 
seen in a single family or lack solid evidence of the pathoge-
nicity of the mutation. Overall, these point mutations, either 
defi nitive or reported, can be divided into three major classes 
[ 15 ]: (1) mutations in the protein-coding genes associated 
with LHON; (2) mutations in the protein-coding genes asso-
ciated with other phenotypes; and (3) mutations in tRNA and 
rRNA genes associated with various multisystem disorders. 

 The LHON mutations have been subclassifi ed into two 
main categories [ 15 ]. The fi rst category includes well char-
acterized and causative mutations designated the primary 
LHON mutations. This group includes the three most com-
mon LHON mutations (m.3460G>A, m.11778G>A, and 
m.14484T>C) and accounts for approximately 95 % of 
LHON patients. The second category includes mutations that 
have been reported in a single family and thus require addi-
tional independent reports to confi rm their causal association 
with LHON (  www.mitomap.org    ). These mutations usually 
appear to be homoplasmic, although heteroplasmic muta-
tions are seen in a small percentage of patients and family 
members [ 16 ]. LHON mutations usually are associated with 
reduced penetrance; only about 50 % of males and 10 % of 
females harboring a primary pathogenic mutation suffer 
visual loss, and the severity of visual loss among members of 
the same family is highly variable [ 17 ,  18 ]. This marked 
incomplete penetrance, gender bias, and intra-family vari-
ability could be due to the level of heteroplasmy of the muta-
tion, additional mitochondrial and/or nuclear genetic factors 
modulating the phenotypic expression of LHON, or environ-
mental factors contributing to the onset of visual failure [ 19 ]. 

 Of the mtDNA mutations in the protein-coding genes 
associated with other phenotypes, the m.8993T>G and 

m.8993T>C mutations (in the  ATP6  gene) associated with 
maternally inherited Leigh syndrome (MILS) and NARP 
are the most common [ 20 ]. Approximately 10–20  % of 
individuals with LS have either the m.8993T>G or 
m.8993T>C  MT - ATP6  mutation, while approximately 
another 10–20  % of patients with LS have mutations in 
other mitochondrial genes, e.g., other mutations in the 
mitochondrial genes  MT - ATP6 ,  MT - TL1 ,  MT - TK ,  MT -
 TW ,  MT - TV ,  MT - ND1 ,  MT - ND2 ,  MT - ND3 ,  MT - ND4 , 
 MT - ND5 ,  MT - ND6  and  MT - CO3  [ 20 ]. Of individuals with 
NARP, greater than 50 % likely have a detectable mutation 
at m.8993T, with the m.8993T>G mutation being the most 
common although the m.8993T>C mutation has also been 
described. Th e m.9176T>G mutation in the  ATP6  gene and 
the m.13513G>A mutation in the  ND5  gene each accounts 
for 1–5  % of patients with LS. Mutations in this category 
usually are more deleterious to the function of their associ-
ated protein than are LHON mutations and can cause 
OXPHOS complex defi ciency. 

 Mutations in the mitochondrial tRNAs and rRNAs affect 
protein synthesis. Commonly, a pathogenic tRNA mutation 
leads to a combined OXPHOS defect, in part through a 
decreased overall rate of mitochondrial protein synthesis. 
Depending on which tRNA is mutated and the percentage 
of the corresponding amino acid in the different electron 
transport chain (ETC) complex subunits, the effects on the 
individual ETC complexes could be different. Mutations in 
the tRNAs also have been reported to cause isolated 
OXPHOS complex defi ciency [ 8 ,  21 ,  22 ]. Many different 
pathogenic mechanisms lead to defective translation caused 
by a tRNA mutation, including impaired transcription ter-
mination, impaired tRNA maturation, defective posttran-
scriptional modifi cation of the tRNA, impaired tRNA 
folding and stability, reduced aminoacylation, decreased 
binding to the translation factor mtEFTu or the mitochon-
drial ribosome, and altered codon decoding [ 23 ,  24 ]. 
Among the more than 30 defi nitive mutations in mitochon-
drial tRNAs recorded in Mitomap (  www.mitomap.org    ), 
m.3243A>G in the mitochondrial  tRNA   Leu  ( UUR )  gene 
( MT - TL1 ) and m.8344A>G in the mitochondrial  tRNA   Lys   
gene ( MT - TK ) are the most common. The m.3243A>G 
mutation is present in approximately 80 % of patients with 
MELAS [ 14 ], in approximately 2–7 % of patients with 
maternally inherited diabetes and deafness (MIDD) [ 25 ], in 
approximately 10 % of Finnish patients with hypertrophic 
cardiomyopathy [ 25 ], and in association with LS [ 14 ]. The 
m.8344A>G mutation is present in over 80 % of MERRF 
patients [ 26 ]. 

 A list of 58 common mtDNA point mutations that account 
for approximately 60–70 % of mtDNA point mutation-asso-
ciated primary mitochondrial disorders is summarized in 
Table  10.1 .

10 Mitochondrial Disorders

http://www.mitomap.org/
http://www.mitomap.org/
http://www.mitomap.org/
http://www.mitomap.org/


142

(continued)

    Table 10.1       Common mitochondrial DNA mutations and their associated disorders   

  mtDNA mutations    Gene    Associated disorders  

 m.583G>A   MT - TF   MELAS, mitochondrial myopathy and exercise intolerance [ 27 ] 

 m.1494C>T   MT - RNR1   Maternally inherited deafness or aminoglycoside-induced deafness [ 27 ] 

 m.1555A>G   MT - RNR1   Account for majority of patients with mitochondrial non-syndromic hearing loss and aminoglycoside 
induced hearing loss [ 28 ] 

 m.1606G>A   MT - TV   Ataxia, myoclonus and deafness [ 27 ] 

 m.3243A>G   MT - TL1   MELAS (m.3243A>G present in ~80 % of cases) [ 14 ]; MIDD (m.3243A>G present in ~2–7 % of 
patients) [ 25 ]; LS [ 14 ]; Hypertrophic cardiomyopathy (m.3243A>G present in ~10 % of Finnish 
patients) [ 25 ]; Sensorineural hearing loss, focal segmental glomerulosclerosis, cardiac plus multi-
organ dysfunction [ 27 ] 

 m.3271T>C   MT - TL1   MELAS (m.3271T>C present in ~7.5 % of cases) [ 29 ] 

 m.3256C>T   MT - TL1   MELAS [ 27 ] 

 m.3260A>G   MT - TL1   Maternal myopathy and cardiomyopathy [ 27 ] 

 m.3291 T>C   MT - TL1   MELAS, myopathy, deafness plus cognitive impairment [ 27 ] 

 m.3302A>G   MT - TL1   Mitochondrial myopathy [ 27 ] 

 m.3303C>T   MT - TL1   Maternal myopathy and cardiomyopathy [ 27 ] 

 m.3460G>A   MT - ND1   LHON (together m.3460G>A, m.11778G>A, and m.14484T>C account for 95 % of patients) [ 27 ,  30 ] 

 m.3635G>A   MT - ND1   LHON [ 27 ] 

 m.3697G>A   MT - ND1   MELAS/LS/LHON and dystonia [ 27 ] 

 m.3700G>A   MT - ND1   LHON [ 27 ] 

 m.3733G>A   MT - ND1   LHON [ 27 ] 

 m.3733G>C   MT - ND1   LHON [ 31 ] 

 m.3890G>A   MT - ND1   Progressive encephalomyopathy/LS/optic atrophy [ 27 ] 

 m.4171C>A   MT - ND1   LHON [ 27 ] 

 m.4298G>A   MT - TI   Chronic progressive external ophthalmoplegia/multiple sclerosis [ 27 ] 

 m.4300A>G   MT - TI   MICM [ 27 ,  30 ] 

 m.4308G>A   MT - TI   Chronic progressive external ophthalmoplegia [ 27 ] 

 m.4332G>A   MT - TQ   Encephalopathy/MELAS [ 27 ] 

 m.5537AinsT   MT - TW   LS [ 27 ] 

 m.5650G>A   MT - TA   Myopathy [ 27 ] 

 m.5703G>A   MT - TN   Chronic progressive external ophthalmoplegia/mitochondrial myopathy [ 27 ] 

 m.7445A>G   MT - CO1   Sensorineural hearing loss [ 27 ] 

 m.7472insC 
(=C7471CC) 

  MT - TS1   Progressive encephalopathy/ataxia, myoclonus and deafness/motor neuron disease-like [ 27 ] 

 m.7497G>A   MT - TS1   Mitochondrial myopathy/exercise intolerance [ 27 ] 

 m.7511T>C   MT - TS1   Sensorineural hearing loss [ 27 ] 

 m.8344A>G   MT - TK   MERRF (m.8344A>G present in over 80 % of patients) [ 26 ,  27 ] 

 m.8356T>C   MT - TK   MERRF [ 26 ,  27 ] 

 m.8363G>A   MT - TK   MERRF [ 26 ]; MICM [ 26 ,  27 ] 

 m.8993T>G   MT - ATP6   LS (~10–20 % of patients have either m.8993T>G or m.8993T>C) [ 20 ,  27 ]; NARP (mutation at 
nucleotide 8993 estimated to be present in 20 % to >50 % of patients. m.8993T>G is more common 
than m.8993T>C.) [ 20 ,  27 ] 

 m.8993T>C   MT - ATP6   LS (~10–20 % of patients have either m.8993T>C or m.8993T>G) [ 20 ]; NARP (mutation at 
nucleotide 8993 is estimated to be present in 20 % to >50 % of patients. m.8993T>C is less common 
than m.8993T>G.) [ 20 ,  27 ] 

 m.9176T>G   MT - ATP6   LS (present in ~1–5 % of patients) [ 20 ,  27 ]; NARP (present in ~1–5 % of patients) [ 20 ,  27 ] 

 m.9176T>C   MT - ATP6   LS (1–5 % of patients) [ 27 ,  32 – 34 ] 

 m.9185T>C   MT - ATP6      LS/ataxia syndromes/NARP-like disease [ 27 ] 

 m.10010T>C   MT - TG   Progressive encephalopathy [ 27 ] 

 m.10158T>C   MT - ND3   LS [ 27 ] 

 m.10191T>C   MT - ND3   LS/Leigh-like disease/epilepsy, strokes, optic atrophy and cognitive decline [ 27 ] 

 m.10197G>A   MT - ND3   LS/dystonia/stroke/LHON and dystonia [ 27 ] 

 m.10663T>C   MT - ND4L   LHON [ 27 ] 
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Table 10.1 (continued)

  mtDNA mutations    Gene    Associated disorders  

 m.11777C>A   MT - ND4   LS [ 27 ] 

 m.11778G>A   MT - ND4   LHON (together m.11778G>A, m.3460G>A and m.14484T>C account for 95 % of patients with 
LHON. Of the three m.11778G>A is the most common, present in ~70 % of Caucasian patients and 
90 % of Asian patients [ 27 ,  30 ]; Progressive dystonia [ 27 ] 

 m.12147G>A   MT - TH   MERFF-MELAS/encephalopathy [ 27 ] 

 m.12315G>A   MT - TL2   Chronic progressive external ophthalmoplegia/Kearns–Sayre syndrome [ 27 ] 

 m.12706T>C   MT - ND5   LS [ 27 ] 

 m.13513G>A   MT - ND5   MELAS (rare) [ 35 ]; LS/MELAS/LHON-MELAS overlap syndrome [ 27 ] 

 m.13514A>G   MT - ND5   LS/MELAS [ 13 ] 

 m.14459G>A   MT - ND6   LHON (rare) [ 27 ,  36 ] 

 m.14482C>G   MT - ND6   LHON [ 27 ] 

 m.14482C>A   MT - ND6   LHON [ 27 ] 

 m.14484T>C   MT - ND6   LHON (Together m.14484T>C, m.3460G>A and m.11778G>A account for 95 % of patients with 
LHON [ 30 ]. m.14484T>C is the most common cause of LHON in French Canadians [ 27 ,  37 ] 

 m.14487T>C   MT - ND6   LS [ 27 ,  38 ,  39 ] 

 m.14495A>G   MT - ND6   LHON [ 27 ] 

 m.14568C>T   MT - ND6   LHON [ 27 ] 

 m.14674T>C   MT - TE   Reversible COX defi ciency myopathy [ 27 ] 

 m.14709T>C   MT - TE   MIDD (present in ~7 % of patients) [ 27 ,  40 ] 

    LHON  Leber hereditary optic neuropathy,  LS  Leigh syndrome,  MELAS  mitochondrial encephalomyopathy, lactic acidosis, and stroke-like epi-
sodes;  MERRF  myoclonic epilepsy and ragged red muscle fi bers;  MICM  maternally inherited hypertrophic cardiomyopathy;  MIDD  maternally 
inherited diabetes and deafness;  NARP  neurogenic weakness with ataxia and retinitis pigmentosa.  

      Single Large-Scale Rearrangements 
 More than 120 single deletions, duplications and complex 
rearrangements associated with a primary mtDNA disorder 
have been published and recorded in the mtDNA mutation 
database, Mitomap (  www.mitomap.org    ). The size of disease-
causing mtDNA single deletions varies from several base 
pairs to 10 kb. The large-scale single deletions (>1 kb) are 
the most common rearrangements and account for approxi-
mately 97 % of the reported pathogenic deletions of the 
mtDNA and >99 % of patients with mtDNA deletion associ-
ated diseases. Greater than 80 % of deletions are associated 
with direct repeats of 3–13 bp in length (  www.mitomap.org    ). 
The most common large-scale deletions are between a 13 bp 
direct repeat from m.8470 to m.8482 in the  ATPase8  gene 
and from m.13447 to m.13459 in the  ND5  gene. Large dupli-
cations of mtDNA almost always coexist with large-scale 
single deletions and have been observed in a subset of 
patients who harbor large-scale mtDNA single deletions 
[ 41 – 45 ]. MtDNA duplications alone are not disease causing, 
although they may have modifying effects on the phenotype 
caused by mtDNA deletions [ 42 ,  43 ]. In about 20 % of 
patients with primary mtDNA disorders, the disorder is 
caused by large-scale single deletions in mtDNA [ 1 ]. 

 Patients with large-scale single deletions usually have 
one of the three mitochondrial DNA deletion syndromes: 
Pearson syndrome, KSS, or progressive external ophthal-
moplegia (PEO). The clinical features of the major mtDNA 
deletion syndromes are described in Table  10.2 . In Pearson 

syndrome, mtDNA deletions are usually more abundant in 
blood than in other tissues. In PEO, mtDNA deletions are 
confi ned to skeletal muscle. In KSS, approximately 90 % of 
patients have a large-scale (i.e., 1.1–10 kb) mtDNA deletion. 
Deletions are usually present in all tissues of individuals 
with KSS, and may be identifi ed in blood leukocytes. 
However, in many cases, the level of heteroplasmy of the 
deletion is too low in blood cells to be detected, and a muscle 
biopsy may be necessary [ 41 ]. Pearson syndrome patients 
who survive infancy may develop KSS at a later age [ 46 ]. An 
individual may have a large-scale mtDNA deletion abundant 
in blood and undetectable in muscle at an early age and have 
Pearson syndrome. If this individual survives, the same dele-
tion can be abundant in muscle and undetectable in blood at 
a later age and cause KSS.   

   Copy Number Changes (Depletion or 
Over-Replication) 
 Abnormal amounts of mtDNA, either decreases of copy 
number (depletion) or increases of copy number (over-repli-
cation), can be indicative of mitochondrial dysfunction. 
MtDNA depletion syndrome is a group of mitochondrial dis-
orders characterized by a reduced amount of mitochondrial 
DNA in tissues. The disorders associated with mtDNA 
depletion syndrome generally involve neurological symp-
toms that occur during infancy or childhood. Symptoms may 
include muscle weakness, hypotonia, exercise intolerance, 
developmental delay, lactic acidosis, encephalopathy, hepa-
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    Table 10.2    Characteristics of mitochondrial DNA deletion syndromes [ 1 ,  41 ]   

  mtDNA deletion syndrome    Disease characteristics    Characteristics of mtDNA deletions  

 KSS  A triad of (1) onset <20 yo, (2) pigmentary 
retinopathy, and (3) PEO, plus at least one of the 
following: cardiac conduction block, cerebrospinal 
fl uid protein concentration greater than 
100 mg/dL, or cerebellar ataxia. 

 ~90 % have a large-scale 1.1–10 kb deletion usually 
present in all tissues, but most abundant in muscle, and 
often undetectable in blood cells. A deletion of 4,977 bp 
is the most common. Over 120 deletions have been 
associated with KSS. Large-scale duplications have also 
been reported. 

 PEO  Ptosis, ophthalmoplegia, variably severe proximal 
limb weakness; relatively benign, may be the early 
sign of KSS. 

 Deletion/duplication analysis is estimated to identify a 
deletion in approximately 50 % of patients. Deletions 
are confi ned to skeletal muscle. 

 Pearson syndrome  Sideroblastic anemia, exocrine pancreas 
dysfunction, usually fatal in infancy. Children who 
survive the disease usually go on to develop KSS. 

 Deletions are usually more abundant in blood than other 
tissue types. Deletion load gradually decreases in blood 
and increases in muscle as it evolving to PEO and KSS. 

    KSS  Kearns–Sayre syndrome,  PEO  progressive external ophthalmoplegia  

topathy, or myopathy. MtDNA depletion syndrome is usu-
ally caused by mutations in the nuclear genes involved in 
mtDNA biosynthesis or maintenance, such  POLG ,  TYMP , 
 C10ORF2 ,  DGUOK ,  MPV17 , etc. 

 Mitochondrial over-replication can be a cellular response 
to mitochondrial dysfunction and is characterized by ragged 
red fi bers in the affected muscle specimens of patients with 
mtDNA mutations in tRNA genes or with large-scale mtDNA 
deletions [ 47 ,  48 ]. Over-replication of mtDNA also has been 
reported in a later-onset, mild KSS patient with a high het-
eroplasmy (92 %) for a deletion in the mtDNA [ 49 ].   

   Mutations in the Nuclear Genes 

 Nuclear genes encode the structural protein subunits that are 
components of the mitochondrial OXPHOS complexes, as 
well as proteins involved in biosynthesis, maintenance, tran-
scription and translation of the mitochondrial DNA, proteins 
involved in the assembly of the OXPHOS complexes, and 
cofactors of the electron transport chain that are indirectly 
involved in the primary function of the OXPHOS system. 
Proteins needed for the assembly of an OXPHOS complex, 
referred to as assembly factors, are not usually components 
of the fi nal structure. Fewer than 100 nuclear genes have 
been associated with disease-causing mutations for a pri-
mary mitochondrial OXPHOS disorder. These nuclear genes 
encode proteins from all the above categories. Although 
most of these nuclear gene-encoded proteins are synthesized 
in the cell cytoplasm and imported into the mitochondria, 
some of these proteins have dual localization (located in 
both mitochondria and cytoplasm), such as ISCU and 
LRPPRC, and some are localized in the cytoplasm but not 
localized in mitochondria, such as the small subunit of P53-
inducible ribonucleotide reductase encoded by the  RRM2B  
gene and thymidine phosphorylase encoded by the  TYMP  

gene. As mtDNA genes also are involved in the structure 
and/or function of mitochondria, relevant mtDNA genes are 
discussed with nuclear genes in this section. 

   Genes Encoding OXPHOS Complex Structural 
Subunits or Assembly Factors 
 Complex I (CI) defi ciency is the most common cause of 
mitochondrial disorders and accounts for about one-third of 
patients with primary mitochondrial disorders [ 50 ,  51 ]. 
Mutations in the mtDNA account for about 29 % of patients 
with confi rmed isolated CI defi ciency, while the rest are 
considered to be due to nuclear gene defects [ 8 ]. Mutations 
have been identifi ed in 17 of the 39 nuclear genes encoding 
the structural subunits and in 10 nuclear genes encoding the 
assembly factors for CI (see Table  10.3 ). Mutations in these 
genes have been seen in approximately 20 % of patients 
with isolated CI defi ciency [ 8 ]. Each gene accounts for less 
than 5 % of patients with CI defi ciency [ 52 ]. The diseases 
resulting from these mutations range from severe lethal 
infantile mitochondrial disease, congenital lactic acidosis, 
encephalocardiomyopathy, and LS to adult onset muscle 
weakness, exercise intolerance, liver dysfunction, ataxia, 
and progressive neurodegeneration [ 52 ,  53 ]. Some genes 
with mutations expected to cause combined (multiple) 
OXPHOS defi ciency, such as  MT - TL1 ,  MT - TS2 , and  MT -
 TW  in the mtDNA, and  POLG ,  SUCLA2 ,  C10ORF2 , and 
 TAZ  in the nuclear genome, can be associated with an iso-
lated complex defi ciency (Table  10.3 ). In contrast, patients 
with mutation(s) in CI subunit genes (either mtDNA or 
nuclear), can present with combined Complex I and III defi -
ciency [ 54 ,  55 ], likely due to supercomplex formation of the 
respiratory chain [ 56 – 58 ].  

 Although Complex II (CII) has four known genes ( SDHA , 
 SDHB ,  SDHC  and  SDHD ) encoding the structural subunits 
and two known genes ( SDHAF1  and  SDHAF2 ) encoding the 
assembly factors, only two genes,  SDHA  and  SDHAF1 , have 
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             Table 10.3    Genes associated with isolated OXPHOS defi ciency and associated diseases   

  Isolated OXPHOS 
complex defi ciency    Genes    Diseases and clinical features    References  

 CI  mtDNA-genes encoding structural subunits: 
ND1; ND2; ND3; ND4; ND4L; ND5; ND6 

 LHON, LS, NARP, MELAS  (  www.mitomap.org    ) 

 nDNA-genes encoding structural subunits: 
NDUFS1; NDUFS2; NDUFS3; NDUFS4; 
NDUFS6; NDUFS7; NDUFS8; NDUFV1; 
NDUFV2; NDUFA1; NDUFA2; NDUFA9; 
NDUFA10; NDUFA11; NDUFA12; 
NDUFB3; NDUFB9 

 Progressive encephalomyopathy; 
leukoencephalopathy with macrocephaly; LS; 
LLS; leukoencephalopathy; LIMD; 
cardiomyopathy and encephalopathy; 
progressive cavitating leukoencephalopathy; 
hypertrophic cardiomyopathy and 
encephalomyopathy; progressive 
neurodegeneration 

 [ 69 – 73 ] 

 nDNA-genes encoding assembly factors: 
NDUFAF1; NDUFAF2; NDUFAF3 
(C3ORF60); NDUFAF4 (C6orf66); 
NDUFAF5 (C20orf7); NDUFAF6 
(C8ORF38); ACAD9; FOXRED1; NUBPL 

 Exercise intolerance; hypertrophic 
cardiomyopathy; encephalopathy; progressive 
encephalopathy; LS; encephalomyopathy; lactic 
acidosis; encephalomyopathy with 
macrocephaly; leukoencephalopathy, 
Leigh-like syndrome 

 [ 74 – 77 ] 

 Other genes in the mtDNA: MT-TL1; 
MT-TS2; MT-TW 

 MELAS; Mitochondrial Myopathy; 
Mitochondrial Encephalopathy 

 [ 8 ,  21 ,  22 ] 

 Other nDNA-encoded genes: POLG; 
SUCLA2; C10ORF2 

 Liver involvement; encephalopathy; 
3-methylglutaconic aciduria; epilepsy 

 [ 78 – 80 ] 

 CII  nDNA-genes encoding structural subunits: 
SDHA 

 LS; cardiomyopathy  [ 81 – 83 ] 

 nDNA-genes encoding assembly factor: 
SDHAF1 

 Infantile leukoencephalopathy  [ 84 ] 

 CIII  mtDNA-genes encoding structural subunits: 
MT-CYB 

 LHON; encephalopathy; cardiomyopathy, 
myopathy 

 (  www.mitomap.org    ) 

 nDNA-genes encoding structural subunit: 
UQCRB; UQCRC2; UQCRQ; CYC1 

 Hypoglycemia; liver dysfunction; lactic 
acidosis; psychomotor retardation with 
extrapyramidal signs 

 [ 85 – 88 ] 

 nDNA-genes encoding assembly factors: 
BCS1L; TTC19 

 Encephalopathy; liver failure; tubulopathy; 
GRACILE syndrome; Björnstad syndrome 

 [ 61 ,  89 ] 

 CIV  mtDNA-genes encoding structural subunits: 
MT-CO1, MT-CO2, MT-CO3 

 Encephalopathy; myopathy; sideroblastic 
anemia; myoglobinuria; MELAS 

 (  www.mitomap.org    ) 

 nDNA-genes encoding structural subunits: 
COX6B1; COX4I2 

 Infantile encephalomyopathy, or exocrine 
pancreatic insuffi ciency and anemia 

 [ 90 ] 

 nDNA-genes encoding assembly factors: 
SURF1; SCO1; SCO2; COX10; COX14 
(C12ORF62); COX15; COX20; LRPPRC; 
COA5 (C2orf64) 

 LS; French-Canadian LS; encephalopathy; 
cardiomyopathy; myopathy; liver failure; 
tubulopathy 

 [ 91 – 94 ] 

 Other genes: ETHE1; FASTKD2; PET100; 
TACO1 

 Ethylmalonic encephalopathy; 
Encephalomyopathy; LS 

 [ 95 – 98 ] 

 CV  mtDNA-genes encoding structural subunits: 
ATP6; ATP8 

 LS; NARP; cardiomyopathy  (  www.mitomap.org    ) 

 nDNA-genes encoding structural subunits: 
ATP5E 

 3-methylglutaconic aciduria; lactic acidosis; 
mild mental retardation; peripheral neuropathy 

 [ 99 ] 

 nDNA-encoded assembly factor: ATPAF2 
(ATP12); TMEM70 

 Encephalopathy, lactic acidosis, 
cardioencephalomyopathy 

 [ 100 – 102 ] 

 Other genes: SLC25A3 (PHC )  Lactic acidosis; hypertrophic cardiomyopathy; 
muscular hypotonia 

 [ 103 ] 

    CI  Complex I,  CII  Complex II,  CIII  Complex III,  CIV  Complex IV,  CV  Complex V,  LHON  Leber hereditary optic neuropathy,  LS  Leigh syndrome, 
 MELAS  mitochondrial encephalomyopathy, lactic acidosis, and stroke-like episodes,  MERRF  myoclonic epilepsy and ragged red muscle fi bers, 
 MICM  maternally inherited hypertrophic cardiomyopathy,  MIDD  maternally inherited diabetes and deafness,  mtDNA  mitochondrial DNA,  NARP  
neurogenic weakness with ataxia and retinitis pigmentosa,  nDNA  nuclear DNA.  
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been associated with CII defi ciency, and present as LS or 
mitochondrial encephalopathy (see Table  10.3 ). The rest of 
the genes,  SDHB ,  SDHC SDHD , and  SDHAF2 , are consid-
ered tumor suppressor genes, with mutations associated with 
hereditary paraganglioma and pheochromocytoma syn-
dromes only, suggesting that mutations in these genes are 
involved in tumorigenesis [ 59 ]. 

 Complex III (CIII) defi ciency is relatively rare and 
accounts for only about 7 % of patients with an OXPHOS 
complex defi ciency [ 51 ,  60 ]. Of the 11 structural subunits of 
CIII, mutations have been reported in the only subunit encoded 
by the  MT - CYB  gene in the mtDNA and 4 ( UQCRB ,  UQCRC2 , 
 UQCRQ  and  CYC1 ) of the 10 subunits encoded by nuclear 
genes (Table  10.3 ). More than 20 pathogenic mutations in the 
 MT - CYB  gene account for the vast majority of known patho-
genic mutations in the CIII subunits and most of these muta-
tions are located outside of the transmembrane domain of the 
protein [ 61 ]. The  UQCRB ,  UQCRQ  and  UQCRC2  genes each 
have one homozygous pathogenic mutation described in a 
single family and the  CYC1  gene has two different homozy-
gous pathogenic mutations identifi ed in two unrelated patients. 
In addition, mutations in two genes ( BCS1L  and  TTC19 ) 
encoding CIII assembly factors are associated with primary 
mitochondrial disorders due to CIII defi ciency (Table  10.3 ). 
More than 20 pathogenic mutations in the  BCS1L  gene are in 
the human gene mutation database (HGMD) (  www.hgmd.
org    ) and account for the majority of patients with CIII defi -
ciency. Clinical features range from mild congenital sensori-
neural hearing loss and distorted hair (pili torti), the hallmarks 
of Björnstads syndrome, tubulopathy alone or combined with 
cholestasis, and/or encephalopathy to GRACILE syndrome 
(growth retardation, amino aciduria, cholestasis, iron over-
load, lactic acidosis, and early death) [ 62 – 64 ]. 

 Complex IV (CIV; Cytochrome c oxidase or COX) is the 
terminal component of the respiratory chain catalyzing the 
reduction of molecular oxygen to water. COX is composed 
of three catalytic subunits encoded by mtDNA genes and ten 
accessory subunits encoded by nuclear genes. The accessory 
subunits are involved in structural stabilization, assembly of 
the complex, and modulation of COX catalytic activity. 
Disease-causing mutations occur in all three mtDNA genes 
( MT - CO1 ,  MT - CO2  and  MT - CO3 ) encoding catalytic sub-
units of COX, but almost all the mutations were seen in a 
single family and are considered “private” mutations. Of the 
ten genes encoding accessory subunits of COX, only 
 COX6B1  and  COX4I2  (Table  10.3 ) have pathogenic muta-
tions. In addition, mutations occur in nine nuclear genes 
( SURF1 ;  SCO1 ;  SCO2 ;  COX10 ;  COX14  [ C12ORF62 ]; 
 COX15 ;  COX20 ;  LRPPRC ;  COA5  [ C2orf64 ]) encoding 
COX assembly factors that are not themselves components 
of the fi nal COX structure, and account for the majority of 
patients with isolated COX defi ciency (Table  10.3 ). The 
 SURF1  gene represents the most common gene accounting 
for 25–75 % of LS associated with COX defi ciency [ 65 ]. 

Furthermore, mutations in  ETHE1 ,  FASTKD2 , and  TACO1  
also are associated COX defi ciency (Table  10.3 ). 

 Complex V (ATP synthase) defi ciency most commonly is 
caused by mutations in the mtDNA encoded ATP6 and ATP8 
proteins, and as described earlier in this chapter, m.8993T>G 
and m.8993T>C are the most common mutations 
(Table  10.1 ). The severity of disease caused by these muta-
tions depends on mutation load: a low mutation load is 
asymptomatic; an intermediate mutation load causes NARP; 
and a high mutation load causes MILS [ 66 ,  67 ]. Only two of 
the approximately 16 nuclear genes encoding the subunits of 
complex V ( ATP5E ) and two genes encoding the assembly 
factors,  ATPAF2  ( ATP12 ) and  TMEM70 , have mutations 
which cause ATP synthase defi ciency (Table  10.3 ). The pre-
sentation of patients with isolated ATP synthase defi ciency 
caused by mutations in nuclear genes is remarkably homoge-
neous with neonatal onset, lactic acidosis, hypertrophic car-
diomyopathy, psychomotor retardation, and, in most cases, 
3-methyl-glutaconic aciduria. These patients usually have 
diminished content of ATP synthase and lack striatal brain 
involvement [ 68 ].  

   Genes Encoding Proteins Essential for MtDNA 
Biosynthesis and/or Maintenance 
 Although mtDNA resides in mitochondria, its biosynthesis 
(replication), maintenance, transcription, and translation are 
controlled by proteins encoded by nuclear genes, synthe-
sized in the cytoplasm, and imported into mitochondria 
[ 171 ]. The mtDNA copy number is related to energy demand, 
i.e., tissues with the highest respiratory demand, such as 
muscle, liver, heart, and brain, have the greatest number of 
mtDNA copies per cell. Normal mtDNA replication and 
maintenance is important for both the quality and quantity of 
mtDNA and requires normal function of the mtDNA repli-
some as well as normal mitochondrial deoxynucleoside tri-
phosphate (dNTP) pool maintenance. Major proteins or 
enzymes involved in mtDNA replication include DNA poly-
merase gamma (with its catalytic subunits encoded by the 
 POLG  gene and its accessory subunit encoded by the  POLG2  
gene) and Twinkle helicase encoded by the  C10ORF2  gene 
(also known as  PEO1 ). Major proteins involved in the main-
tenance of the large dNTP pool are encoded by genes includ-
ing  TK2 ,  TYMP ,  DGUOK ,  RRM2B ,  SUCLA2 ,  SUCLG1 , etc 
[ 24 ]. Mutations in genes involved in mtDNA replication or 
dNTP pool maintenance may cause quality or quantity 
defects of mtDNA. To date, disease-causing mutations have 
been identifi ed in many genes involved in mtDNA replica-
tion or dNTP pool maintenance (Table  10.4 ). Mutations in 
 POLG  are the most common and account for approximately 
25 % of all patients with mitochondrial disease presentations 
[ 172 ,  173 ]. Mutations in  POLG ,  POLG2 ,  ANT1 ,  C10ORF2 , 
 RRM2B , and  OPA1  have been reported to be associated with 
autosomal-dominant external ophthalmoplegia (adPEO) 
with multiple mtDNA deletions (Table  10.4 ). Mutations in 
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(continued)

               Table 10.4    Genes associated with combined/multiple OXPHOS defi ciency and associated diseases   

  Combined OXPHOS 
complex defi ciency    Genes    Diseases and clinical features  

 CI + CIII + CIV  Genes involved in mtDNA replication 

  POLG   Mitochondrial DNA depletion syndrome 4A (Alpers type), MTDPS4A [ 104 ]; Mitochondrial DNA depletion 
syndrome 4B (MNGIE type), MTDPS4B [ 105 ]; adPEO with multiple mtDNA deletions [ 106 ]; arPEO with 
multiple mtDNA deletions [ 107 ]; Mitochondrial recessive ataxia syndrome, includes sensory ataxic neuropathy, 
dysarthria, and ophthalmoparesis (SANDO) and spinocerebellar ataxia with epilepsy (SCAE) [ 108 ,  109 ] 

  POLG2   adPEO mitochondrial DNA deletions [ 110 ] 

  C10ORF2   Mitochondrial DNA depletion syndrome 7 (hepatocerebral type) [ 111 ]; adPEO with multiple mtDNA deletions 
[ 112 ] 

 Genes involved in dNTP pool maintenance 

  DGUOK   Mitochondrial DNA depletion syndrome 3, MTDPS3 (hepatocerebral type) [ 113 ] 

  TK2   Mitochondrial DNA depletion syndrome 2 (myopathic type), MTDPS2 [ 114 ] 

  TYMP   Mitochondrial DNA depletion syndrome 1 (MNGIE type); MTDPS1 [ 115 ] 

  RRM2B   Mitochondrial DNA depletion syndrome 8A (encephalomyopathic type with renal tubulopathy), MTDPS8A 
[ 116 ]; Mitochondrial DNA depletion syndrome 8B (MNGIE type), MTDPS8B [ 117 ] 
 adPEO [ 118 ]; arPEO [ 118 ,  119 ] 

  SLC25A4   adPEO with multiple mtDNA deletions [ 120 ]; Familial hypertrophic cardiomyopathy [ 121 ] 

  SUCLG1   Mitochondrial DNA depletion syndrome 9 (encephalomyopathic type with methylmalonic aciduria), 
MTDPS9 [ 122 ,  123 ] 

  SUCLA2   Mitochondrial DNA depletion syndrome 5 (encephalomyopathic with methylmalonic aciduria), MTDPS5 [ 124 ,  125 ] 

 Other 

  OPA1   Optic atrophy 1 [ 126 ]; Optic atrophy with or without deafness, ophthalmoplegia, myopathy, ataxia, and 
neuropathy [ 127 ,  128 ] 

  MPV17   Mitochondrial DNA depletion syndrome 6 (hepatocerebral type), MTDPS6 [ 127 ,  128 ] 

 CI + CIII/CIV (or + CV)  Genes involved in tRNA modifi cation 

  PUS1   Mitochondrial myopathy; lactic acidosis; sideroblastic anemia 1 [ 129 ] 

  TRMU   Liver failure, acute infantile [ 130 ] 

 Elongation factors 

  GFM1   COXPD1 (OMIM#609060); Progressive hepatoencephalopathy [ 131 ]; fatal neonatal liver failure and lactic 
acidosis [ 132 ] 

  TUFM   COXPD4 (OMIM#610678); Lactic acidosis; fatal encephalopathy; diffuse cystic leukodystrophy; 
micropolygyria [ 133 ] 

  TSFM   COXPD3 (OMIM#610505); Progressive encephalomyopathy or concentric hypertrophic cardiomyopathy [ 134 ] 

 Ribosomal protein 

  MRPL3   COXPD9 (OMIM#614582); Mitochondrial cardiomyopathy [ 135 ] 

  MRPL44   COXPD15 (OMIM#615395); Hypertrophic cardiomyopathy [ 136 ] 

  MRPS16   COXPD2 (OMIM#610678); Agenesis of the corpus callosum; dysmorphism; fatal neonatal lactic acidosis [ 137 ] 

  MRPS22   COXPD5 (OMIM#611719); Microcephaly; dilated cardiomyopathy; dysmorphic features; tubulopathy; 
hypotonia [ 138 ,  139 ] 

 Genes encoding aminoacyl-tRNA synthetase 

  AARS2   COXPD8 (OMIM#614096); Fatal infantile hypertrophic mitochondrial cardiomyopathy [ 140 ] 

  DARS2   Leukoencephalopathy with brain stem and spinal cord involvement and lactate elevation [ 141 ] 

  EARS2   COXPD12 (OMIM#614924) [ 142 ] 

  FARS2   COXPD14 (OMIM#614946) [ 143 ] 

  HARS2   Ovarian dysgenesis; sensorineural hearing loss [ 144 ] 

  LARS2   Perrault syndrome 4 [ 145 ] 

  MARS2   Spastic ataxia 3 [ 146 ] 

  RARS2   Pontocerebellar hypoplasia, type 6; profound developmental delay; progressive severe microcephaly; 
hypotonia; cerebral, pontine, and cerebellar atrophy [ 147 ] 

  SARS2   Hyperuricemia; pulmonary hypertension; renal failure; alkalosis [ 148 ] 

  YARS2   Mitochondrial myopathy; lactic acidosis; sideroblastic anemia 2 [ 149 ] 

 Genes encoding peptide release factor 

  C12orf65   COXPD7 (OMIM#613559); LS; optic atrophy; ophthalmoplegia [ 150 ] 

 Other 

  ELAC2   COXPD17 (OMIM#615440) [ 151 ] 

  MTFMT   COXPD15 (OMIM#614947) [ 152 ] 

  MTO1   COXPD10 (OMIM#614702) [ 153 ] 

  NDUFS4   Infantile encephalopathy; microcephaly; lactic academia [ 54 ] 

  TAZ   Barth Syndrome [ 154 ] 
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Table 10.4 (continued)

  Combined OXPHOS 
complex defi ciency    Genes    Diseases and clinical features  

 CI–III + CII–III  MtDNA encoded genes with mutations causing CoQ10 defi ciency 

  MT - TL1   (Secondary) CoQ10 defi ciency in MELAS [ 155 ] 

 Nuclear genes with mutations causing CoQ10 defi ciency 

  ADCK3  
( CABC1 ) 

 CoQ10 defi ciency and progressive cerebellar atrophy with cerebellar ataxia and seizures [ 156 ] 

  APTX   (Secondary) CoQ10 defi ciency with Ataxia, early-onset, with oculomotor apraxia and hypoalbuminemia 
[ 157 ,  158 ] 

  BRAF   (Secondary) CoQ10 defi ciency with multisystemic infantile presentation in one patient with 
cardiofaciocutaneous syndrome 

  COQ2   CoQ10 defi ciency with infantile encephalomyopathy, nephropathy [ 159 ,  160 ] 

  COQ6   Steroid-resistant nephrotic syndrome (SRNS) with sensorineural deafness (SND) [ 161 ] 

  PDSS1   CoQ10 defi ciency and multisystem disease with early-onset deafness, encephaloneuropathy, obesity, livedo 
reticularis, and valvulopathy [ 162 ] 

  PDSS2   CoQ10 defi ciency with infantile onset fatal LS and nephrotic syndrome [ 163 ] 

  COQ9   CoQ10 defi ciency with neonatal lactic acidosis, and multisystem disease [ 164 ] 

  ETFDH   (Secondary) Myopathic form of CoQ10 defi ciency and multiple acyl-CoA defi ciency [ 165 ] 

 CIII + CIV   PNPT1   COXPD13 (OMIM#614932) PubMed: [ 166 ] 

 CI + CII + CIV   GFER   Autosomal-recessive myopathy with cataract [ 167 ] 

 CI + CII + CIII   ISCU   Hereditary myopathy with lactic acidosis [ 168 ] 

 CI + CII + CIII   BOLA3   Multiple mitochondrial dysfunctions syndrome 2; fatal defi ciency of multiple respiratory chain and 2-oxoacid 
dehydrogenase enzymes [ 169 ] 

  NFU1   Multiple mitochondrial dysfunctions syndrome 1; fatal defi ciency of multiple respiratory chain and 2-oxoacid 
dehydrogenase enzymes [ 169 ] 

  CI  +  CIII  +  CIV  +  CV    RMND1   COXPD11 (OMIM#614922) [ 170 ] 

 CI + CII + CIII + CIV + CV   AIFM1   COXPD6 (OMIM#300816) [ 76 ] 

    adPEO  autosomal dominant external ophthalmoplegia,  arPEO  autosomal recessive progressive external ophthalmoplegia,  CI  Complex I,  CII  
Complex II,  CIII  Complex III,  CIV  Complex IV,  CV  Complex V (ATP synthase),  COXPD  combined OXPHOS defi ciency,  MELAS  mitochondrial 
encephalomyopathy, lactic acidosis, and stroke-like episodes,  mtDNA  mitochondrial DNA  

 POLG ,  C10ORF2  ( PEO1 ),  RRM2B , and  SLC25A4  ( ANT1 ) 
account for approximately 45 %, 15–35 %, 9 %, and 4–15 % 
of familial PEO with multiple deletions, respectively. 
Mutations in  POLG2  are rare and account for less than 2 % 
of adPEO [ 173 ,  174 ]. Mutations in  POLG  and  RRM2B  are 
associated with autosomal-recessive external ophthalmople-
gia (arPEO) with multiple mtDNA deletions (Table  10.4 ). 
Mutations in  POLG ,  C10ORF2 ,  RRM2B ,  DGUOK ,  MPV17 , 
 TK2 ,  SUCLA2 ,  SUCLG1 , and  TYMP  are associated with dif-
ferent types of mtDNA depletion syndromes (Table  10.4 ). 
Approximately 69 % of patients with myopathic mtDNA 
depletion syndrome and more than 84 % of patients with 
hepatocerebral mitochondrial DNA depletion syndrome har-
bor mutations in one of these nine genes [ 175 ]. Mutations in 
genes involved in mtDNA biosynthesis and maintenance 
account for approximately 40 % of patients with combined 
OXPHOS defi ciency [ 176 ].   

   Genes Encoding Mitochondrial Translational 
Machinery 
 The 13 proteins encoded by mtDNA are synthesized in mito-
chondria using a nonuniversal genetic code as follows: UGA 
codes for tryptophan (W) instead of a stop (X) codon; AGA 

& AGG codes for a stop (X) codon instead of arginine (R); 
and AUA codes for methionine (M) instead of isoleucine (I). 
The mitochondrial translational machinery consists of two 
rRNAs and 22 tRNAs encoded by mtDNA and approxi-
mately 100 proteins encoded by nuclear genes, including 
initiation, elongation, and termination translation factors; up 
to 81 mitochondrial ribosomal proteins (MRPs); and approx-
imately 19 mitochondrial aminoacyl-tRNA synthetases and 
methionyl-tRNA transformylase [ 177 ,  178 ]. Theoretically, 
mitochondrial protein synthesis defi ciency can be caused by 
mutations in any of the components of the mitochondrial 
translational machinery and can result in OXPHOS defi -
ciency affecting theoretically all complexes containing 
mtDNA-encoded subunits (CI, CIII, CIV, and CV). 

 To date, in addition to the two rRNAs and 22 tRNAs 
encoded by mtDNA with many disease-causing mutations 
reported to be associated with combined (multiple) complex 
defi ciency (  www.mitomap.org    ), pathogenic mutations asso-
ciated with combined OXPHOS defi ciency also have been 
reported in many nuclear genes encoding components of the 
mitochondrial translational machinery, including two genes 
involved in tRNA modifi cation ( PUS1  and  TRMU ), three 
genes encoding elongation factors ( GFM1 ,  TUFM , and 
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 TSFM ), ten genes encoding aminoacyl-tRNA synthetase 
( AARS2 ,  DARS2 ,  EARS2 ,  FARS2 ,  HARS2 ,  LARS2 ,  MARS2 , 
 RARS2 ,  YARS2 , and  SARS2 ), and one gene encoding peptide 
release factor ( C12orf65 ) (Table  10.4 ). Of all the 81 human 
MRPs, mutations have been found in only four:  MRPS16 , 
 MRPS22 ,  MRPL3  and  MRPL44  (see Table  10.4 ). Mutations 
in both  MRPS16  and  MRPS22  genes result in a marked 
decrease in the 12S rRNA transcript level, probably caused 
by impaired assembly of the mito-ribosomal small subunit, 
generating unincorporated and instable 12S rRNA [ 137 , 
 138 ]. Similarly, mutations in both  MRPL3  and  MRPL44  
genes result in a marked decrease in the 16S rRNA transcript 
level [ 135 ,  136 ].  

   Genes Involved in Mitochondrial Dynamics 
 Mitochondrial fusion and fi ssion (collectively termed mito-
chondrial dynamics) are important for mitochondrial inheri-
tance and for the maintenance of mitochondrial functions 
[ 179 ]. Three nuclear-gene encoded proteins are required for 
mitochondrial fusion: Mitofusins 1 and 2 (Mfn1 and Mfn2) 
for outer membrane fusion, and Opa1 for inner membrane 
fusion [ 180 ]. Dynamin-related protein Drp1 is required for 
mitochondrial division (fi ssion) [ 181 ,  182 ].  OPA1  mutations 
cause autosomal-dominant optic atrophy [ 183 ,  184 ]. In most 
cases, this disease specifi cally involves degeneration of reti-
nal ganglion cells. However, more diverse  OPA1 -related 
phenotypes have been described recently, and they include 
disorders of mtDNA maintenance [ 180 ]. Mutations in the 
 MFN2  gene cause the autosomal-dominant Charcot–Marie–
Tooth disease type 2A, which is a peripheral neuropathy 
caused by degeneration of axons in long sensory and motor 
nerves of the distal extremities [ 185 ]. A mutation in the 
 DNM1L  gene has been reported in a patient with lethal 
encephalopathy due to defective mitochondrial and peroxi-
somal fi ssion. The patient presented in the fi rst days of life 
with microcephaly, abnormal brain development, optic atro-
phy and hypoplasia, and lactic acidemia, and died at age 37 
days. Overexpression of the mutant DNM1L from the patient 
in fi broblasts from control subjects induced aberrant mito-
chondrial and peroxisomal phenotypes, indicating that the 
mutation acted in a dominant-negative manner [ 186 ].  

   Genes Involved in CoQ10 Biosynthesis or 
Metabolism 
 Coenzyme Q10 (CoQ10), or ubiquinone, is a mobile lipo-
philic electron carrier critical for electron transfer by the 
mitochondrial inner membrane respiratory chain from 
Complex II and I to Complex III. Intracellular synthesis is 
the major source of CoQ10, although a small proportion is 
acquired through diet. CoQ10 is synthesized in the mito-
chondrial inner membrane. At least 12 genes are involved in 
COQ10 biosynthesis [ 187 ]. Primary CoQ10 defi ciency is a 
rare, clinically heterogeneous autosomal recessive disorder 
with six major phenotypes [ 187 ,  188 ]: (1) an encephalomyo-

pathic form with seizures and ataxia; (2) a multisystem 
infantile form with encephalopathy, cardiomyopathy, and 
renal failure; (3) a predominantly cerebellar form with ataxia 
and cerebellar atrophy; (4) LS with growth retardation; (5) 
an isolated myopathic form; and (6) nephrotic syndrome. 
Typical CoQ10 defi ciency has relatively normal isolated 
Complex I, II, and III activity, but defi cient I + III and II + III 
activity. Mutations in any of the genes involved in COQ10 
biosynthesis may cause CoQ10 defi ciency. To date, muta-
tions in six nuclear genes,  COQ2 ,  ADCK3  ( CABC1 ,  COQ8 ), 
 COQ6 ,  COQ9 ,  PDSS1 , and  PDSS2  have been reported to be 
associated with primary CoQ10 defi ciency (Table  10.4 ). 
CoQ10 levels also can be affected by other genetic defects 
(such as mutations of mtDNA,  ETFDH ,  APTX , and  BRAF  
genes) that are not directly related to the CoQ10 biosynthetic 
process (see Table  10.4 ). CoQ10 defi ciency can be treated by 
supplementation with CoQ10.  

   Genes Indirectly Affecting OXPHOS Function 
 Although not involved in the structure and assembly of the 
OXPHOS system, both  SLC25A4  ( ANT1 ) and  SLC25A3  
( PHC ) are important for the major function of the OXPHOS 
system-ATP synthesis. The mitochondrial phosphate carrier 
(PHC), encoded by  SLC25A3 , transporting inorganic phos-
phate into the mitochondrial matrix, is essential for the aero-
bic synthesis of ATP. A homozygous  SLC25A3  mutation has 
been identifi ed in two siblings with lactic acidosis, hypertro-
phic cardiomyopathy, and muscular hypotonia who died 
within the fi rst year of life. Functional investigation of intact 
mitochondria showed a defi ciency of ATP synthesis in mus-
cle [ 99 ]. ANT1 encoded by the  SLC25A4  gene determines 
the rate of ADP/ATP fl ux between the mitochondrion and the 
cytosol and is an important regulator of oxidative energy 
metabolism. Mutations in the  SLC25A4  gene have been 
reported in patients with autosomal dominant progressive 
external ophthalmoplegia with mtDNA deletions, and in 
patients with familial hypertrophic cardiomyopathy 
(Table  10.4 ). 

 The  TIMM8A  gene, located on the X chromosome, 
encodes the mitochondrial import inner membrane translo-
case subunit Tim8 that acts in a complex together with the 
Tim13 protein in a chaperone-like manner to facilitate the 
import of nuclear-encoded precursor proteins into the mito-
chondrial inner membrane. Mutations in  TIMM8A  cause 
deafness-dystonia-optic neuropathy (DDON) syndrome 
(also known as Mohr-Tranebjaerg syndrome), a rare neuro-
degenerative disease with early-onset deafness, dystonia and 
other neurological abnormalities including cortical blind-
ness, spasticity, dementia and mental retardation [ 189 ]. 

 Th e mitochondrial iron-sulfur cluster assembly enzyme, 
ISCU, is important for normal mitochondrial function [ 190 ]. 
Mutations in the  ISCU  gene have been reported to be associ-
ated with hereditary myopathy with lactic acidosis, and com-
bined OXPHOS defi ciency (Table  10.4 ). 
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 The mitochondrial disulfi de relay system (DRS) drives 
the import of cysteine-rich proteins into the intermembrane 
space via an oxidative folding mechanism. Proven substrates 
of the DRS include many proteins relevant to COX biogen-
esis, thus connecting the DRS to the OXPHOS system. 
Mutations in the  GFER  gene, encoding the DRS protein, 
GFER, are associated with autosomal recessive progressive 
mitochondrial myopathy with cataract and combined respi-
ratory chain defi ciency (Table  10.4 ). 

 The  SPG7  gene encodes paraplegin, a component of the 
m-AAA protease. The m-AAA protease is an ATP-dependent 
proteolytic complex of the mitochondrial inner membrane 
that degrades misfolded proteins and regulates ribosome 
assembly [ 191 ]. Mutations in the  SPG7  gene are associated 
with autosomal recessive spastic paraplegia [ 192 ,  193 ]. 
Patients with  SPG7  mutations show typical signs of mito-
chondrial OXPHOS defects [ 194 ]. 

 The  NFU1  and  BOLA3  genes each encode a protein that 
plays an essential role in the production of iron-sulfur (Fe-S) 
clusters for the normal maturation of ipoate-containing 
2-oxoacid dehydrogenases and for the assembly of the mito-
chondrial RC complexes [ 169 ]. Mutations in  NFU1  and 
 BOLA3  are associated with an autosomal recessive fetal 
mitochondrial disease: multiple mitochondrial dysfunctions 
syndrome [ 169 ]. Patients with mutations in  NFU1  have 
abnormalities of the glycine-cleavage system, the branched-
chain alpha-keto acid dehydrogenase, and a signifi cant 
reduction in activity of mitochondrial respiratory chain com-
plexes [ 195 ]. Patients with mutations in  BOLA3  have 
decreased activity of the pyruvate dehydrogenase complex, 
the branched-chain alpha-keto acid dehydrogenase, and the 
mitochondrial RC complexes [ 195 ]. The above data suggest 
that mitochondrial dysfunction can result from a multitude 
of mechanisms other than direct impairment of the compo-
nents of the OXPHOS system.   

   Common Mitochondrial Diseases with Highly 
Heterogeneous Underlying Molecular 
Defects 

 Some affected individuals exhibit clinical features that fall 
into a discrete clinical syndrome with underlying molecu-
lar defects confi ned to a specifi c gene(s) in the mitochon-
drial genome, such as, LHON, KSS, MELAS, MERRF, 
NARP, and MILS. MNGIE is mostly caused by mutations 
in  TYMP  [ 196 ] or  POLG  [ 197 ]. For the majority of patients 
with a mitochondrial disorder, the causative mutation can 
be in the mtDNA or in one of the many nuclear genes 
important for normal mitochondrial function. Therefore, 
predicting the causative gene from the clinical presentation 
can be diffi cult. 

   Chronic Progressive External Ophthalmoplegia 

 CPEO is a disorder characterized by slowly progressive 
paralysis of the extraocular muscles. Patients usually 
experience bilateral, symmetrical, progressive ptosis, fol-
lowed by ophthalmoparesis months to years later. Ciliary 
and iris muscles are not involved. CPEO can be caused by 
mtDNA rearrangements (1.1–10 kb large-scale single 
deletions and duplications) (  www.mitomap.org    ); mtDNA 
point mutations (m.3243A>G, m.4274T>C); or mutation(s) 
in many different nuclear genes ( C10ORF2  [ PEO1 ], 
 OPA1 ,  POLG  [ POLG1 ],  POLG2 ,  RRM2B ,  SLC25A4  
[ ANT1 ], and  TYMP ).  

   Optic Atrophy 

 Hereditary optic atrophy is a generic term referring to a het-
erogeneous group of genetic disorders that affect retinal 
ganglion cells and the optic nerve, leading to impaired 
vision. The most common forms of these disorders are 
autosomal dominant optic atrophy (ADOA; MIM#165500) 
and LHON (MIM#53500). Almost all LHON patients have 
mutations in the mtDNA, which account for approximately 
10 % of patients suspected of having a hereditary optic atro-
phy. The clinical features of LHON may overlap with those 
caused by mutations in the nuclear genes. Mutations in 
 OPA1  account for 30–40 % of patients with suspected 
hereditary optic atrophy and approximately 40–50 % of 
patients with hereditary optic atrophy due to mutations in 
the nuclear genes [ 198 ,  199 ]. Mutations in many other 
genes have also been reported to be associated with heredi-
tary optic atrophy, including  AUH ,  C12ORF65 ,  CISD2  
( WFS2 ),  NDUFS1 ,  OPA3 ,  POLG  ( POLG1 ),  SPG7 , 
 TIMM8A  ( DDP1 ),  TMEM126A , and  WFS1  (Table  10.5 ). 
Almost all of these genes are important for normal mito-
chondrial function.   

   Leigh Syndrome 

 LS is an early-onset progressive neurodegenerative disorder 
with a characteristic neuropathology consisting of focal, 
bilateral lesions in one or more areas of the central nervous 
system, including the brainstem, thalamus, basal ganglia, 
cerebellum, and spinal cord. The lesions are areas of demy-
elination, gliosis, necrosis, spongiosis, or capillary prolifera-
tion. Approximately 30–40 % of patients with LS are due to 
mutations in the mtDNA, while the rest are due to mutations 
in the nuclear genes. Mutations in about 50 nuclear genes 
have been reported to be associated with LS or Leigh-like 
syndrome (Table  10.5 ).  
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   Mitochondrial Encephalopathy 

 The clinical features of mitochondrial encephalopathy may 
overlap that of LS. Mutations in more than 50 nuclear genes 
important for normal mitochondrial function have been reported 
to be associated with mitochondrial diseases with encephalopa-
thy as one of the major clinical features (Table  10.5 ).  

   Lactic Acidosis 

 Lactic acidosis or elevated lactate in blood or cerebrospinal 
fl uid is one of the clinical features in 50–87 % of patients 
with primary mitochondrial disorders [ 200 ,  201 ]. To date, 
mutations in more than 80 nuclear genes have been reported 
to be associated with mitochondrial disorders with lactic aci-
dosis or elevated lactate levels (Table  10.5 ).  

   Cardiomyopathy Due to Mitochondrial 
OXPHOS Dysfunction 

 Up to 40 % of pediatric patients with mitochondrial disor-
ders have cardiomyopathy as one of the major features [ 200 , 
 202 ]. To date, many mutations in the mtDNA (  www.mito-
map.org    ) and mutations in more than 20 nuclear genes are 
associated with primary mitochondrial disorders with car-
diomyopathy (Table  10.5 ).   

   Genotype and Phenotype Correlation of 
Mitochondrial Disorders 

 Mitochondrial disorders are clinically and genetically highly 
heterogeneous in a number of ways. The same disease syn-
drome can be caused by mutations in mtDNA, or mutations 
in different nuclear genes involved in the function of differ-
ent mitochondrial complexes. Mutations in the same gene or 
even the same mutation can cause different disease syn-
dromes. Mutation(s) in genes theoretically involved in a 
single OXPHOS complex may actually cause defi ciency of 
multiple OXPHOS complexes. Mutation(s) in genes involved 
in multiple OXPHOS complexes may cause defi ciency of a 
single OXPHOS complex. Finally, the phenotypes resulting 
from different complex defi ciencies overlap with each other. 
Therefore, genotype–phenotype correlations for mitochon-
drial disorders are not well established.  

   Clinical Utility of Testing 

 While the diagnosis of mitochondrial disorders is usually 
suspected clinically [ 203 ], biochemical and/or molecular 
evaluations often are necessary to confi rm a specifi c diagno-
sis. Since biochemical testing is not defi nitive and may not 
be reliable and reproducible [ 204 ], molecular genetic confi r-
mation is important, when possible, to confi rm the diagno-
sis, provide guidance on management and prognosis, and 

         Table 10.5    Genes with pathogenic mutations for common mitochondrial disease syndromes or with overlapping clinical features   

  Disease or features    Associated genes with disease-causing mutations  

 Leigh (Leigh-like) syndrome   ADCK3  ( CABC1 ;  COQ8 );  AIFM1 ;  APTX ;  BCS1L ;  NDUFAF6  ( C8ORF38 );  COQ2 ;  COQ9 ;  COX10 ; 
 COX15 ;  DLAT ;  DLD ;  ETFDH ;  FOXRED1 ;  GFER ;  GFM1  ( EFG1 );  LIPT1 ;  LRPPRC ;  MTFMT ; 
 NDUFA1 ;  NDUFA10 ;  NDUFA2 ;  NDUFA9 ;  NDUFA10 ;  NDUFA12 ;  NDUFAF2 ;  NDUFAF4  ( C6ORF66 ); 
 NDUFAF7  ( C2ORF56 );  NDUFS1 ;  NDUFS2 ;  NDUFS3 ;  NDUFS4 ;  NDUFS7 ;  NDUFS8 ;  NDUFV1 ;  PC ; 
 PDHA1 ;  PDHB ;  PDHX ;  PDP1 ;  PDSS1 ;  PDSS2 ;  SCO2 ;  SDHA ;  SDHAF1 ;  SERAC1 ;  SLC19A3 ; 
 SUCLA2 ;  SURF1 ;  TACO1 ;  TIMM44 ;  TPK1 ;  TTC19 ;  TUFM  

 Mitochondrial encephalopathy   ACAD9 ;  ACO2 ;  AFG3L2 ;  APTX ;  ATPAF2  ( ATP12 );  BCS1L ;  BOLA3 ;  NDUFAF6  ( C8ORF38 ); 
 C10ORF2 ;  COQ2 ;  COX10 ;  COX14  ( C12ORF62 );  COX15 ;  COX20  ( FAM36A );  COX6B1 ;  DARS2 ; 
 DGUOK ;  DLD ;  DNM1L ;  EARS2 ;  ETHE1 ;  FARS2 ;  FASTKD2 ;  FBXL4 ;  FH ;  GFM1  ( EFG1 );  GFM2 ; 
 HLCS ;  HSPD1 ;  LIAS ;  LRPPRC ;  MARS2 ;  MFN2 ;  MPV17 ;  MRPL12 ;  MTPAP ;  NDUFA1 ;  NDUFA10 ; 
 NDUFA11 ;  NDUFAF2 ;  NDUFAF4  ( C6ORF66 );  NDUFS1 ;  NDUFS2 ;  NDUFS3 ;  NDUFS4 ;  NDUFS6 ; 
 NDUFS7 ;  NDUFS8 ;  NDUFV1 ;  NDUFV2 ;  NFU1 ;  PC ;  PDHA1 ;  POLG ;  RARS2 ;  RMND1 ;  SCO1 ;  SCO2 ; 
 SDHA ;  SDHAF1 ;  SERAC1 ;  SLC19A3 ;  SUCLA2 ;  SUCLG1 ;  SURF1 ;  TK2 ;  TMEM70 ;  TPK1 ;  TSFM ; 
 TTC19 ;  TUFM ;  TYMP  ( ECGF1 ,  TP ) 

 Lactic acidosis   ACAD9 ;  ADCK3  ( CABC1 ;  COQ8 );  AGK ;  ATPX ;  ATP5E ;  ATPAF2  ( ATP12 );  BCS1L ;  BOLA3 ;  C20ORF7  
( NDUFAF5 );  C8ORF38  ( NDUFAF6 );  COQ2 ;  COQ9 ;  COX10 ;  COX14  ( C12ORF62 );  COX15 ;  COX6B1 ; 
 DARS2 ;  DGUOK ;  DLAT ;  DLD ;  DNM1L ;  EARS2 ;  ETFA ;  ETFB ;  ETFDH ;  ETHE1 ;  FARS2 ;  FBP1 ;  FH ; 
 FOXRED1 ;  G6PC ;  GFM1  ( EFG1 );  GYS2 ;  ISCU ;  HLCS ;  LIAS ;  LRPPRC ;  MPC1  ( BRP44L );  MRPS16 ; 
 MRPS22 ,  MTO1 ;  NDUFA9 ;  NDUFA11 ;  NDUFAF1 ;  NDUFAF3  ( C3ORF60 );  NDUFAF4  ( C6ORF66 ); 
 NDUFS1 ;  NDUFS2 ;  NDUFS3 ;  NDUFS4 ;  NDUFS6 ;  NDUFS7 ;  NDUFS8 ;  NDUFV1 ;  NFU1 ;  PC ; 
 PDHA1 ;  PDHB ;  PDHX ;  PDP1 ;  PDSS1 ;  PDSS2 ;  POLG  ( POLG1 );  PUS1 ;  RRM2B ;  SCO2 ;  SERAC1 ; 
 SLC25A3  ( PHC );  SLC25A4  ( ANT1 );  SLC37A4 ;  SUCLA2 ;  SUCLG1 ;  SURF1 ;  TAZ ;  TIMM44 ;  TK2 ; 
 TMEM70 ;  TPK1 ;  TRMU ;  TSFM ;  TUFM ;  TYMP ;  UQCRB ;  YARS2  

 Cardiomyopathy due to 
mitochondrial OXPHOS 
dysfunction 

  AARS2 ;  ACAD9 ;  ATP5E ;  ATPAF2  ( ATP12 );  COQ9 ;  COX15 ;  DNAJC19 ;  MRPL3 ;  MRPL44 ;  MRPS22 ; 
 NDUFA2 ;  NDUFA10 ;  NDUFA11 ;  NDUFAF4  ( C6ORF66 );  NDUFS2 ;  NDUFS4 ;  NDUFS7 ;  NDUFS8 ; 
 NDUFV2 ;  OPA3 ;  POLG ;  SCO2 ;  SDHA ;  SLC25A3  ( PHC );  SLC25A4  ( ANT1 );  TAZ ;  TMEM70 ;  TSFM  
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permit accurate recurrence risk counseling. For mitochon-
drial disorders that result from mutations in nuclear genes, 
identifi cation of the specifi c familial mutation(s) facilitates 
prenatal testing. 

 Identifi cation of a specifi c disease-causing mutation for 
mitochondrial diseases has several major clinical utilities. 
First, diagnostic testing confi rms a clinical diagnosis of a 
specifi c mitochondrial disease syndrome, distinguishes 
between primary and secondary mitochondrial disorders, 
establishes the genetic cause of a primary mitochondrial 
disorder, and provides prognostic information. A specifi c 
diagnosis is used to guide selection of optimal treatment 
for the affected patient. Test results can inform genetic 
counseling, recurrence risk determination, and family 
planning. Predictive testing for asymptomatic family mem-
bers of a proband with a known mitochondrial disease-
causing mutation enables clinical monitoring, follow-up, 
and optimal treatment of family members with a positive 
result, and reduces anxiety and foregoing clinical monitor-
ing for family members with a negative test result. 
Identifi cation of known, pathogenic nuclear gene muta-
tions can be used for prenatal testing of the fetus in at-risk 
pregnancies. An example of genetic test results used for 
therapeutic decision-making is patients with Alpers-
Syndrome and other POLG-related disorders, due to homo-
zygous or compound heterozygous mutations in the  POLG  
gene, should avoid valproic acid which induces or acceler-
ates liver disease in these patients. Another example is 
patients with CoQ10 defi ciency due to mutations in genes 
involved in the biosynthesis of CoQ10 can be treated by 
supplementation of CoQ10.  

   Available Assays 

   Testing MtDNA 

   Testing Common MtDNA Point Mutations 
 To date, more than 50 defi nitive disease-causing point muta-
tions of mtDNA have been reported (  www.mitomap.org    ). 
These point mutations account for 70–80 % of patients with 
primary mtDNA disorders associated with mtDNA point 
mutations. Many testing methods are used for detection of 
common mtDNA point mutations including polymerase chain 
reaction-allele specifi c oligonucleotide hybridization (PCR-
ASO), PCR-restriction fragment length polymorphism (PCR-
RFLP), pyrosequencing, real-time amplifi cation-refractory 
mutation system quantitative PCR (real-time ARMS-qPCR), 
Sanger sequencing, or next-generation sequencing (NGS). 
Each method has advantages and disadvantages compared to 
other methods. The lowest level of heteroplasmy detectable 
varies from 0.1–1 % by real-time ARMS-qPCR, to 20–25 % 
by Sanger sequencing (Table  10.6 ).   

   Deletion/Duplication Testing of MtDNA 
 Large-scale mtDNA single deletions can be detected by 
Southern blot analysis, array-based comparative genomic 
hybridization (aCGH), or long-range PCR. Both Southern 
blot analysis and aCGH can detect large-scale single dele-
tions with heteroplasmy of about 15 % or higher [ 209 ]. 
Southern blot analysis may be able to detect multiple dele-
tions of mtDNA, usually in muscle specimens [ 210 ]. Long-
range PCR is more sensitive in detecting large-scale single 
deletions and multiple deletions; however, as mtDNA dele-

    Table 10.6    Comparison of methods for mtDNA common point mutation analysis   

  Method    Advantages    Disadvantages  

  Lowest level of 
heteroplasmy 
detectable  

 PCR-RFLP  Roughly quantitative  Not sensitive; incomplete digestion may 
result in false positive or false negative 
results; the adjacent sequences may affect 
enzyme site. 

 5–10 % [ 205 ,  206 ] 

 PCR-ASO  Sensitive; not affected by the adjacent 
variants 

 Not quantitative; need radioactive isotope  2 % [ 205 ,  206 ] 

 Pyro sequencing  Roughly quantitative  Need specifi c instrument; reliability 
affected by the adjacent nucleotide 
sequences. 

 1–5 % [ 207 ] 

 ARMS-qPCR  Quantitative; sensitive; not affected 
by the adjacent variants 

 Need real-time PCR machine; accurate  0.1–1 % [ 208 ] 

 Sanger sequencing  Can detect many variants in a 
fragment simultaneously 

 Labor-intensive  20–25 % 

 Next-generation sequencing  Can analyze many genes and many 
variants simultaneously 

 Need expensive instrument  ~2 % 

    ARMS  amplifi cation refractory mutation system,  ASO  allele-specifi c oligonucleotide hybridization,  PCR  polymerase chain reaction,  RFLP  restric-
tive fragment length polymorphism  
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tions accumulate with age, false-positive results can occur 
because some low-level age-related deletions of mtDNA do 
not have clinical signifi cance.   

   Sequence Analysis of Entire Mitochondrial 
Genome 
 Sequence analysis of the entire mitochondrial genome can be 
done by using Sanger sequencing of 24–50 overlapping PCR 
amplicons covering the entire mitochondrial genome or by 
using NGS. Sanger sequencing can detect mutation hetero-
plasmy of 20–25 % or higher. NGS can detect mutation het-
eroplasmy as low as 1–2 %. NGS can use either multiple 
over-lapping amplicons covering the mitochondrial genome, 
or two whole mitochondrial genome amplicons overlapping 
at the D-loop (noncoding) region (GeneDx unpublished 
data). The latter method also detects large-scale single dele-
tions in the mtDNA which account for about 20 % of patients 
with a primary mitochondrial DNA disorder [ 1 ], in addition 
to point mutations and small insertions or deletions which 
account for about 80 % of patients with a primary mitochon-
drial DNA disorders. Although this method cannot detect 
large duplications of mtDNA, large duplications usually 

coexist with large-scale mtDNA single deletions and are seen 
in a subset of patients with KSS [ 42 ,  43 ]. NGS using two 
whole mitochondrial genome amplicons overlapping at the 
D-loop (noncoding) region can detect almost all of the pri-
mary disease-causing quality defects of mtDNA (see 
Table  10.7 ).   

   Real-Time PCR Analysis of mtDNA to Determine 
Depletion or Over-Replication 
 The mtDNA content in muscle or liver tissue can be quan-
tifi ed using real-time PCR for mtDNA and nuclear genes. 
By comparing the patient result with tissue- and age-
matched controls, mtDNA depletion or over replication 
can be determined [ 211 ].   

   Testing Nuclear Genes 

   Sequence Analysis of Single Nuclear Genes 
 Currently, the majority of clinical molecular laboratories 
offer sequencing of individual nuclear genes. Because muta-
tions in the  POLG  gene are considered to be responsible for 

   Table 10.7    Comparison of methods for testing entire mitochondrial genome   

  Disease-causing quality defects in mtDNA    Methods  

 Type  Information and comments  Sanger 
sequencing 

 Southern blot  aCGH  NGS with 
multiple 
partial mtDNA 
amplicons 

 NGS with two 
whole mtDNA 
amplicons 

 Primary or 
secondary 
mutations 

 % Primary 
mtDNA 
disorders 

 Point mutations  Primary  ~80 %  Y  N  N  Y  Y 

 Lowest heteroplasmy (point 
mutations) detectable 

 ~10 % patients positive for 
some point mutations with 
<5 % mutant in blood, but 
≥30 % in muscle; ≥25 % 
mutant could cause disease 

 ≥25 %  NA  NA  ~2 %  ~2 % 

 Deletions  ≤20 bp 
(rare) 

 Primary  ~20 %  Y  N  N  Y  Y 

 >20–
1,000 bp 
(Rare) 

 Primary  Y  N  N  Some  Y 

 1 kb 
(account 
for >99 % 
patients 
with MDS) 

 Primary  N  Y  Y  N  Y 

 Large duplications (seen only in 
a subset of KSS patients with 
LSDs) 

 Primary  Always 
coexist with 
LSDs 

 NA  Some  Y  N  N 

 Multiple deletions (due to 
mutations in nuclear genes) 

 Secondary  0 %  N  Some  N  N  Some 

 Lowest heteroplasmic LSDs 
detectable 

 ~99 % of the LSDs are 
de novo; all reported 
disease-causing LSDs 
are >15 % 

 NA  ~1 %  ~15 %  NA  ~15 % 

 % of patients with primary mtDNA disorders diagnosed  <80 %  ~20 %  ~20 %  ~80 %  >99 % 

    aCGH  array-based comparative genomic hybridization,  KSS  Kearns–Sayre syndrome,  LSD  large single deletion,  MDS  mtDNA deletion syn-
dromes,  mtDNA  mitochondrial DNA,  N  no,  NA  not applicable,  NGS  next-generation sequencing,  Y  yes  
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up to 25 % of patients with mitochondrial disorders, sequenc-
ing of this gene is often a good fi rst testing option. Mutations 
in several other genes ( C10ORF2 ,  DGUOK , and  MPV17 ) are 
known to be responsible for more than 50 % of patients with 
hepatocerebral mtDNA depletion syndrome, and therefore 
also are good candidates for single gene sequencing. For the 
vast majority of other genes, the positive detection rate is 
very low, and the overall cost of sequencing multiple single 
genes is very high.  

   Sequence Analysis of Multiple Genes 
 For patients with diseases that fall into a specifi c category, 
such as CI defi ciency, or CIV defi ciency, mutations in many 
different nuclear genes could be causal. For the more than 20 
nuclear genes with known disease-causing mutations for CI 
defi ciency, no single gene is responsible for more than 5 % of 
the patients [ 52 ]. Therefore, sequencing the multiple genes 
individually is neither time-effi cient nor cost-effective. NGS 
can analyze many genes simultaneously at a cost that is often 
less than sequencing multiple single genes individually and 
is therefore more suitable for testing of diseases with many 
candidate genes, such as CI defi ciency, CIV defi ciency, LS, 
and other mitochondrial diseases (see Tables  10.3 ,  10.4 , and 
 10.5 ). Multi-gene panels that sequence the majority of genes 
known to cause mitochondrial disease are the best testing 
approach at this time. 

 NGS is not optimal for detection of large deletions or 
duplications in the nuclear genome, and many laboratories 
rely on aCGH for clinical testing for these types of variants.   

   Interpretation of Results 

   Positive Result 

 A positive result indicates that a disease-causing mutation 
was identifi ed that confi rms the diagnosis of a particular 
type of mitochondrial disorder and provides valuable infor-
mation to the physician and family members about treat-
ment, prognosis, and recurrence risk. For mtDNA mutations, 
it is diffi cult to provide prognosis and recurrence risk for 
most of the patients because of the uncertainty of the degree 
of heteroplasmy by tissue type. For patients with disease-
causing nuclear gene mutations, all fi rst-degree relatives 
(e.g., children, siblings, and parents) can be offered predic-
tive genetic testing with appropriate genetic counseling 
before and after the testing is performed. If a family member 
is found to be positive for the familial mutation(s), this indi-
vidual is also at risk to develop the specifi c mitochondrial 
disorder or may be at risk to have children with the specifi c 
mitochondrial disorder. Of note for genetic counseling is the 
fact that mitochondrial diseases are highly variable in the 
symptoms, age of onset, severity, and response to therapeutic 

agents, even among members of the same family who have 
the same genetic mutation(s).  

   Negative Result 

 A negative result in an individual suspected of having a mito-
chondrial disorder does not rule out a genetically inherited 
mitochondrial disease. Possible reasons for a false-negative 
result are that the patient has a mutation in a gene not included 
in the testing panel, or located in a part of a mitochondrial 
disease gene not covered by the test. A true negative result is 
expected if the patient does not have a heritable type of mito-
chondrial disease. A negative result obtained by a specifi c 
genetic test for an individual with a defi nite mitochondrial 
disorder indicates that predictive testing of asymptomatic 
family members will not be informative and is not warranted. 
However, family members of a clinically affected individual 
with negative test results may still be at risk for mitochondrial 
disease and thus should be evaluated by a specialist in mito-
chondrial medicine, as indicated. If an asymptomatic indi-
vidual is negative for a mutation identifi ed in a family member 
with a defi nitive mitochondrial disorder, the result is consid-
ered a true negative. This indicates that the individual is not at 
increased genetic risk for the familial mitochondrial disorder 
and instead has the same risk as a person in the general popu-
lation to develop a mitochondrial disorder. Specifi c clinical 
monitoring for the development of a mitochondrial disorder is 
not necessary in individuals with a true negative result.  

   Variant of Unknown Signifi cance 

 One of the most diffi cult results to interpret is the fi nding of a 
variant of unknown clinical signifi cance (VUS). This situa-
tion indicates that the pathogenic role of the variant cannot be 
clearly established. In some cases, testing of other family 
members may help clarify the clinical signifi cance of a VUS. 
If other relatives with mitochondrial disease are found to have 
the same variant, it is more likely that the variant is disease 
causing. The greater the number of affected family members 
who carry the VUS, the greater is the likelihood that the VUS 
is pathogenic. Likewise, if an individual has an apparently 
sporadic mitochondrial disorder, the fi nding that a VUS is de 
novo (arose new in that individual and was not inherited from 
a parent) indicates that the variant is likely disease causing.   

   Test Sensitivity 

   Technical Sensitivity 
 As discussed above and in Table  10.6 , for mtDNA point muta-
tions, the lowest level of heteroplasmy of mutations detectable 
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by different methods varies from 0.1–1 % by real-time 
ARMS-qPCR [ 208 ] to 20–25 % by Sanger sequencing. For 
large-scale single deletions, both Southern blot analysis and 
aCGH can detect large-scale single deletions with hetero-
plasmy of approximately 15 % or higher [ 209 ]. Sanger 
sequencing can detect point mutations, small deletions, and 
small insertions in both mtDNA and nuclear genes.  

   Clinical Sensitivity 
 Depending on the method used and how many genes are 
tested, the clinical sensitivity of genetic testing for different 
diseases varies signifi cantly. See Tables  10.2 ,  10.3 ,  10.4 , and 
 10.5  for details.   

   Laboratory Issues 

 Many laboratories offer molecular genetic testing for mito-
chondrial disorders. Most laboratories offer common mtDNA 
mutation testing by using PCR-ASO, PCR-RFLP, real-time 
ARMS-qPCR, pyrosequencing, Sanger sequencing, or other 
methods. A patient with a disease-causing mutation with het-
eroplasmy of <5 % in the blood may have >50 % hetero-
plasmy in the muscle tissue or other tissues. More than 10 % 
of patients positive for the m.3243A>G mutation have a 
level of heteroplasmy less than 5 % in the blood specimen 
[ 212 ]. Since blood samples are still the most common sam-
ple sent for clinical molecular testing for mitochondrial dis-
orders, it is important to use a technology that is able to 
detect low heteroplasmic mtDNA mutations. For NGS test-
ing of large numbers of nuclear genes, some laboratories use 
PCR-based sequence enrichment, while other laboratories 
use capture (hybridization)-based enrichment. Compared to 
capture based-enrichment, PCR-based enrichment is more 
sensitive, easier to use, and is highly reproducible for tar-
geted NGS testing [ 213 ]. Approximately 25 % of human 
genes in the genome have pseudogenes (  www.pseudogene.
org    ). PCR-based sequence enrichment selectively amplifi es 
only the genes of interest, thus avoiding many pseudogene/
homologous sequence problems inherent to hybridization-
based sequence enrichment (target capture) methods that can 
cause both false-positive and false-negative results.     
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    Abstract  

  Inborn errors of metabolism represent a highly diverse group of genetic disorders. Although 
individually the disorders are rare, collectively they are estimated to affect as many as 1 in 
600 individuals. This chapter discusses the molecular mechanisms of disease and the avail-
able genetic testing for selected metabolic disorders. Mutations in many of the metabolic 
diseases are genetically heterogeneous and diagnoses are still widely dependent on bio-
chemical testing. DNA testing is critical for confi rmatory studies, genetic counseling, car-
rier and prenatal testing, and genotype-phenotype correlation, and is widely used for carrier 
screening for metabolic disorders in certain populations that have a high frequency of spe-
cifi c mutations due to founder effects. With increasing use of next-generation sequencing 
technologies in the clinical laboratory, DNA testing for confi rmatory studies of all newborn 
screening positive results likely will be available in the near future.  
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        Introduction 

 Inborn errors of metabolism represent a highly diverse group 
of genetic disorders. Individually the disorders are rare. The 
most prevalent disorder, phenylketonuria (PKU), affects 
approximately 1 in 10,000 individuals. However, because 
numerous metabolic disorders exist, collectively they are 
estimated to affect as many as 1 in 600 individuals. The clini-
cal consequences of such disorders are broad and can be 
severe, with progressive neurological impairment, intellec-
tual disability (ID), organomegaly, and high morbidity. The 
mode of inheritance is usually autosomal recessive but also 
can be X-linked. Metabolic disorders result from defects in 
the individual enzymes of pathways that govern many differ-
ent aspects of metabolism in distinct compartments within 
the cell. 
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 The onset of disease is most often after birth with the 
appearance of an apparently normal infant, but in some 
classes of metabolic disorders, multiple congenital anom-
alies also exist. For most metabolic disorders, disease 
symptoms begin in early infancy or childhood, but in less 
severe cases, adolescent or adult onset may occur. 
Therefore, early recognition with prompt therapeutic 
intervention when possible is critical for reducing damage 
due to the metabolic defect. For those diseases that are 
prevalent and for which early detection and intervention 
would have a benefi cial outcome, neonatal screening is 
performed in the USA and in several countries around the 
world. In the USA, each state and the District of Columbia 
determine the diseases for which newborns are screened 
and the methods used for screening. With respect to meta-
bolic disorders, all states now screen for PKU, congenital 
hypothyroidism, galactosemia, maple syrup urine disease, 
(MSUD), homocystinuria, biotinidase defi ciency, congen-
ital adrenal hyperplasia, and tyrosinemia. Since the 
American College of Medical Genetics and Genomics 
(ACMG) Newborn Screening Expert Group’s recommen-
dation in 2006, tandem mass spectrometry has been added 
to newborn screening programs in all states and can detect 
more than 20 metabolic disorders, including medium-
chain acyl CoA dehydrogenase (MCAD) defi ciency. DNA 
testing is currently used as a follow-up to an initial posi-
tive screen for certain disorders, such as MCAD defi ciency 
and PKU. 

 This chapter discusses the molecular mechanisms of dis-
ease and the available genetic testing for selected metabolic 
disorders. The choice of disorders refl ects population prev-
alence and current availability of molecular testing, as the 
mutations in many of the metabolic diseases are genetically 
heterogeneous and diagnoses are still widely dependent on 
biochemical testing. DNA testing often is critical for con-
fi rmatory studies, genetic counseling, carrier and prenatal 
testing, and genotype-phenotype correlation, and is widely 
used for carrier screening for metabolic disorders in certain 
populations that have a high frequency of specifi c muta-
tions due to founder effects. With increasing use of next-
generation sequencing technologies in the clinical 
laboratory, DNA testing for confi rmatory studies of all 
newborn screening positive results likely will be available 
in the near future.  

    Amino Acidopathies 

 Amino acids derived from protein sources within the diet are 
metabolized via specifi c pathways. Enzyme defi ciencies 
within these pathways lead to distinct clinical manifestations 
of amino acidopathies, such as PKU and MSUD. 

    Phenylketonuria 

    Molecular Basis of the Disease 
 PKU is an autosomal recessive disorder caused by the inability 
of the body to convert phenylalanine to tyrosine. PKU is the 
most common metabolic disease in Caucasians, with an inci-
dence of 1 in 10,000 individuals. About 98 % of PKU cases are 
caused by defects in the phenylalanine hydroxylase ( PAH ) gene, 
which encodes the rate-limiting enzyme of the pathway. The 
other 2 % are caused by defects in the biosynthesis or regenera-
tion of the cofactor of PAH, 6(R)- l -erythro- tetrahydrobiopterin  
(BH4). Accumulation of phenylalanine can damage the devel-
opment of the central nervous system and result in ID. PKU has 
a spectrum of phenotypes ranging from classic PKU, which is 
the most severe type with the least tolerance to dietary phenyl-
alanine, to moderate PKU, mild PKU, and mild hyperphenylal-
aninemia (MHP). Patients with MHP have no clinical symptoms 
and do not require dietary treatment. 

 PKU is included in newborn screening programs in all 50 
states and is a classic example of a genetic disease that meets 
the criteria for newborn screening: relatively high occur-
rence, availability of fast and economical screening methods, 
and therapeutic options. With early diagnosis and interven-
tion, including a low-phenylalanine diet, the major disease 
phenotypes of ID and growth retardation can be prevented. 

 The  PAH  gene is located on 12q23.2 and spans a genomic 
region of 90 kilobases (kb). The coding region is about 4 kb 
with 13 exons. More than 600 mutations in  PAH  have been 
reported to date, of which approximately 81 % are point muta-
tions, 14 % are small deletions or insertions and the remaining 
5 % are gross deletions or duplications affecting one or multiple 
exons or even the entire gene (HGMD ®  Professional 2011.4) 
[ 1 ]. While the majority of the mutations are private mutations, 
seven of the most prevalent European mutations, p.R408W 
(31 %), c.1315+1G A (11 %), c.1066-11G A (6 %), p.I65T 
(5 %), p.Y414C (5 %), p.R261Q (4 %), and p.F39L (2 %), 
account for approximately two-thirds of all mutations [ 2 ].  

    Clinical Utility of Testing 
 Molecular testing for PKU serves several purposes, includ-
ing assisting prognosis, confi rmation of clinical and newborn 
screening results, carrier testing, prenatal diagnosis, and 
information for genetic counseling.  

    Available Assays 
 Several methods are currently used for the molecular detec-
tion of mutations in  PAH  associated with PKU. These meth-
ods include the following:

•    Testing of a panel of common mutations detects up to 
50 % of mutations, depending on the number of mutations 
included as well as the ethnic backgrounds of the patients.  
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•   Denaturing high-performance liquid chromatography 
(DHPLC) detects approximately 96 % of mutations with 
scanning of the entire coding region of  PAH  [ 3 ]. However, 
the claimed detection rate is based on limited numbers of 
variants and does not necessarily refl ect the real detection 
rate for each exonic position in the gene.  

•   Sanger sequencing, which is considered the gold standard 
for detecting small nucleotide changes, is utilized much 
more widely than DHPLC in clinical testing of the  PAH  
gene. With high sensitivity and lower cost, Sanger 
sequencing should be the method of choice for mutation 
screening of the entire code region of the gene.  

•   Gross deletions and duplications, which usually cannot be 
detected by Sanger sequencing, have been reported in the 
 PAH  gene (HGMD ®  Professional 2011.4) [ 1 ]. The most 
commonly used methods to detect these types of muta-
tions are array-based comparative genomic hybridization 
(aCGH), multiplex ligation-dependent probe amplifi ca-
tion (MLPA), and quantitative PCR (qPCR). Finally, 
when molecular analysis fails to detect one or both mutant 
alleles, linkage studies using polymorphic markers within 
or very closely linked to the  PAH  gene may be 
considered.     

    Interpretation of Test Results 
 The variant interpretation guidelines from ACMG [ 4 ] should 
be followed, and include assessment of the evidence from 
in vitro studies, familial segregation data, or population data 
before a missense variant is classifi ed as deleterious. Genotype 
may not be a good predictor of phenotype since environmen-
tal factors and/or modifi er genes also can play a role in the 
clinical manifestations of the disease. For patients with mild 
mutations in the BH4 cofactor-binding region (p.V190A, p.
R241C, p.A300S, p.A313T, p.E390G, p.A403V, and p.
P407S), overloading with BH4 may increase PAH activity 
and may be used as an alternative to dietary restriction [ 5 ].   

    Maple Syrup Urine Disease 

    Molecular Basis of the Disease 
 MSUD is an autosomal recessive disorder characterized by a 
maple syrup odor in the urine and cerumen, and elevated 
branched-chain amino acids (leucine, valine, isoleucine, 
allo-isoleucine) in the blood. MSUD is caused by a defi -
ciency of the branched-chain alpha-ketoacid dehydrogenase 
(BCKAD) complex. While it is relatively rare in the general 
population with an incidence of about 1 in 185,000 live 
births, due to founder effects, select populations such as the 
Ashkenazi Jewish and the Amish-Mennonites have a much 
higher incidence (1 in 26,000 and 1 in 380, respectively). 

 The BCKAD complex is comprised of four subunits; E1a, 
E1b, E2, and E3. Mutations in E1a ( BCKDHA ), E1b 
( BKDHB ), or E2 ( DBT ) that give rise to MSUD are biochem-
ically identical. Because the subunit E3 ( DLD ) also is shared 
with the pyruvate dehydrogenase and alpha-ketoglutarate 
complexes, a pathological defect in E3 also will cause lactic 
and/or metabolic acidosis, abnormal urine organic acids, and 
Leigh syndrome-like neuropathology, which are features not 
typically seen in MSUD. E3 defi ciency also is called 
lipoamide dehydrogenase (LAD) defi ciency and occurs at a 
higher frequency in the Ashkenazi Jewish population with 
two founder mutations. 

 Based on residual enzyme activity, an affected individual 
can be phenotypically classifi ed as having classic, intermedi-
ate, or intermittent MSUD. Classic MSUD usually presents 
neonatally with poor feeding, lethargy, dystonia, and sei-
zures. Intermediate types usually present with milder symp-
toms and later onset with developmental delays or 
ID. Intermittent types can have normal early development 
with acute, episodic mental status changes and/or psychosis 
during times of illness or stress. The treatment goal of pro-
tein and branched-chain restrictive diets is to maintain leu-
cine, valine, and isoleucine at a therapeutic level and thus 
prevent neurotoxic effects from elevated metabolites. Liver 
transplantation is now a curative treatment for MSUD, with 
effective normalization of the branched-chain amino acid 
levels without dietary therapy. MSUD is included in new-
born screening programs in all 50 states. 

 Table  11.1  shows the four genes implicated in MSUD, the 
protein involved, and notable pathological alleles. The p.
T438N mutation on E1a has a carrier frequency of about 1 in 
10 in the Amish-Mennonite population. The three common 
mutations on E1b found in the Ashkenazi Jewish population 
(p.R183P, p.G278S, and p.Q372X) have a combined carrier 
frequency of approximately 1 in 80 [ 6 ]. A pathological allele 
for LAD defi ciency (p.G229C) has a carrier frequency of 1 in 
94 in Ashkenazi Jews [ 7 ]. Excluding those with LAD defi -
ciency, 45 % of patients have mutations in the  BCKDHA  gene, 
35 % in the  BCKDHB  gene, and 20 % in the  DBT  gene [ 8 ].

       Clinical Utility of Testing 
 Molecular testing for MSUD confi rms clinical and newborn 
screening results. Carrier screening for the Mennonite and 
Ashkenazi Jewish populations is available and allows for 
preconceptual and prenatal genetic counseling and for imme-
diate treatment of an affected infant after birth.  

    Available Assays 
 Targeted mutation analysis of the common alleles via 
multiplex PCR is a cost-effective and quick method for 
the Mennonite and Ashkenazi Jewish populations, with a 
mutation detection rate of over 98 % for  BCKDHA  and 
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 BCKDHB , respectively [ 8 ]. For the general population, exon 
sequencing and deletion analysis of  BCKDHA ,  BCKDHB , 
and  DBT , and  DLD  are available.  

    Interpretation of Test Results 
 Mutations in  BCKDHA ,  BCKDHB , and  DBT  do not have 
clear phenotype correlations, and treatment modality is 
essentially the same, regardless of the degree of biochemical 
phenotype. In a small study of 13 Ashkenazi Jewish families 
affected with LAD defi ciency, homozygosity for the p.
G229C allele appeared to be associated with a milder and 
later-onset disease, with no neurological manifestations [ 7 ].   

    Urea Cycle Disorders (Ornithine 
Transcarbamylase Defi ciency) 

    Molecular Basis of the Disease 
 Defects in the urea cycle constitute a rare group of disorders 
resulting in the accumulation of urea precursors, mainly 
ammonium and glutamine. Ornithine transcarbamylase 
(OTC) defi ciency, the most common inborn error of ureagen-
esis, is an X-linked disorder. Affected hemizygous males 
typically present in the neonatal period or later in childhood, 
with symptoms that include vomiting, lethargy, hypother-
mia, and apnea due to hyperammonemia, leading to coma or 
death. Recurrent episodes of metabolic crisis can result in 
ID. The only available treatment after an acute metabolic 
episode is liver transplantation, which should be performed 
as early as possible to prevent brain damage. In 15–20 % of 
carrier females, symptoms are evident. Symptomatic carrier 
females typically have a later onset but the disease can be 
fatal, presumably due to an unfavorable pattern of 
X-inactivation in the liver [ 9 ]. 

 OTC is a homotrimeric mitochondrial matrix enzyme that 
catalyzes the synthesis of citrulline from ornithine and car-
bamyl phosphate, and is found almost exclusively in the liver 
and intestinal mucosa. Loss of OTC activity results in high 
plasma glutamine and ammonium, low plasma citrulline, 
and an excess of orotic acid in the urine, a combined meta-
bolic profi le that is diagnostic for OTC defi ciency. However, 
a direct assay of OTC activity performed on tissue isolated 

from a liver biopsy specimen may be necessary to obtain 
unequivocal biochemical results. 

 The  OTC  gene is located on Xp21 and spans a region of 
73 kb that contains ten exons and encodes a protein of 354 
amino acids. The overall prevalence of the disease is estimated 
at 1 in 50,000 in the USA, with similar statistics reported in 
Japan. Mutations have been identifi ed in all ten exons; how-
ever, disease-causing mutations are less frequent in exons 1 
and 7, the least conserved exons, most likely refl ecting their 
lesser relevance to the function of the enzyme [ 10 ].  

    Clinical Utility of Testing 
 Diagnosis of OTC defi ciency by molecular testing is prefer-
able to the more invasive liver biopsy that is necessary for the 
enzymatic test. Molecular screening for  OTC  mutations 
identifi es approximately 80 % of mutations, while the 
remaining undetected mutations are expected to affect pro-
moter function or splicing [ 11 ]. The  OTC  gene has an 
approximately 50:1 sperm-to-egg mutation rate ratio [ 9 ]. 
From 66–93 % of male probands inherit the mutation from 
their mothers, while only 20 % of manifesting females inherit 
the mutation, taking into account differences in new muta-
tion rates between sperm and eggs, and lyonization effects 
for a female to manifest symptoms. Thus, a woman who has 
a son with OTC defi ciency has a much higher chance of har-
boring the mutation than a woman who has an affected 
daughter. Due to the inheritability and the severity of the dis-
ease with the limited treatment available, molecular screen-
ing of at-risk couples for the purpose of prenatal testing may 
be benefi cial. Additionally, mutation identifi cation may be of 
prognostic value in OTC defi ciency (see “Interpretation of 
Test Results” below).  

    Available Assays 
 Molecular testing using bidirectional sequencing of the 
entire coding region and intron-exon boundaries of the  OTC  
gene is available in a number of clinical molecular laborato-
ries. In addition, MLPA is used to detect large  OTC  coding 
region deletions/duplications. High-resolution aCGH can be 
used to detect exonic deletions/duplications or larger 
 rearrangements that include the  OTC  gene as part of a con-
tiguous gene deletion syndrome [ 12 ]. Approximately 300 

   Table 11.1    Genes, protein subunit, and founder alleles associated with MSUD   

  Gene    MSUD type    Locus    Size    Protein subunit    Exons    Founder mutations  

  BCKDHA   Ia  19q13  28 kb  E1a  9  p.T438N 

  BCKDHB   Ib  6q14  240 kb  E1b  11  p.R183P, p.G278S, 
p.Q372X 

  DBT   II  1p31  56 kb  E2  11 

  DLD   III (aka. LAD 
defi ciency) 

 7q31  30 kb  E3  14  p.G229C 
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mutations have been reported (  http://www.cnmcresearch.
org/OTC/    ). Most mutations (86 %) in the  OTC  gene are point 
mutations, with G to A transitions accounting for 34 % and 
C to T transitions accounting for 21 % of the total. 
Approximately one-third of all point mutations are at CpG 
dinucleotides, and 15 % are at splice junctions. Although the 
CpG sites are recurrent mutation sites, none accounts for 
more than 4 % of the total single-base substitutions.  

    Interpretation of Test Results 
 In general, the genotypic spectrum correlates with the sever-
ity of the phenotype, and mutations that result in complete 
loss of function or amino acid changes near the active site of 
the protein result in neonatal onset of disease. In contrast, 
amino acid changes that are not close to the active site and 
result in protein with residual enzymatic activity are associ-
ated with later onset and a milder disease course [ 12 ].    

    Lysosomal Storage Disorders 

 Lysosomal storage disorders are a group of diverse inherited 
metabolic diseases that result from the disruption of the lyso-
somal system and catabolism of macromolecules (for review, 
see Ref.  13 ). Mutations in genes encoding hydrolyzing 
enzymes, activator proteins, lysosomal membrane proteins, 
or proteins involved in the posttranslational modifi cation or 
transport of lysosomal proteins can cause such storage disor-
ders. More than 40 lysosomal storage disorders are known, 
and they have a collective incidence of approximately 1 in 
5,000–8,000 live births in the USA. Most of the genes 
responsible for lysosomal storage disorders have been 
cloned, permitting molecular testing once a diagnosis is 
established by biochemical analyses. This information is 
valuable for genotype-phenotype correlation, selection of 
therapy, and genetic counseling. In this section, two lyso-
somal storage disorders are discussed: Tay-Sachs disease 
(TSD), which serves as a model for population screening, 
and Gaucher disease (GD), for which much effort has been 
concentrated on genotype-phenotype correlations. 

    Tay-Sachs Disease 

   Molecular Basis of the Disease 
 TSD is a neurodegenerative disorder resulting from defi -
ciency of the lysosomal enzyme hexosaminidase A (HEX 
A), resulting in accumulation of the cell membrane glyco-
lipid G M2  ganglioside within lysosomes (for review, see Refs. 
 14 ,  15 ). The clinical course of TSD is characterized by nor-
mal development for the fi rst few months of life followed by 
progressive loss of motor skills, macrocephaly, seizures, 

blindness, and death usually before 4 years of age. Infantile 
TSD always is fatal and there is no effective treatment. Later- 
onset forms of TSD have slower disease progression. TSD is 
an autosomal recessive disease and has a carrier frequency of 
approximately 1 in 30 among Ashkenazi Jewish individuals 
and 1 in 250–300 in most other populations. Genetically iso-
lated populations such as the French Canadians of Quebec, 
Cajuns from Louisiana, and the Amish in Pennsylvania also 
have carrier frequencies similar to the Ashkenazi Jews. The 
fi rst carrier screening programs began in 1970 and used the 
measurement of HEX A activity in serum, leukocytes, or 
tears. When the  HEXA  gene encoding HEX A was cloned in 
1987, disease-associated mutations were identifi ed. Current 
testing for TSD utilizes both biochemical and molecular test-
ing by various methods.  

   Clinical Utility of Testing 
 Carrier screening for TSD, which began in the 1970s and 
was later endorsed by the American College of Obstetricians 
and Gynecologists (ACOG) and the ACMG, has been a 
model for population screening programs. As a result, there 
has been a 90 % reduction in the incidence of TSD in the 
North American Ashkenazi Jewish population, such that the 
incidence of TSD is now three- to fourfold higher in non- 
Jews by comparison.  

   Available Assays 
 Clinical laboratories use several strategies to incorporate 
mutation testing into their screening programs. Some labora-
tories initially screen by enzyme analysis followed by 
molecular testing for individuals with a result in the carrier 
or inconclusive ranges. Other laboratories use molecular 
testing alone for selected populations. Molecular tests are 
performed using a variety of methods, including PCR ampli-
fi cation followed by allele-specifi c primer extension analy-
sis, allele-specifi c oligonucleotide (ASO) hybridization or 
restriction enzyme digestion, allele-specifi c amplifi cation, 
TaqMan probe technologies, or ligation chain reaction ampli-
fi cation. In Ashkenazi Jewish individuals, two common 
mutations in  HEXA  are associated with infantile TSD and 
one associated with an adult-onset form of the disease. A 
four-base pair insertion (c.1274_1277dupTATC) in exon 11 
accounts for approximately 80 % of mutant alleles in the 
Ashkenazi Jewish population, and a splice defect in intron 12 
(c.1421+1G>A; IVS12) accounts for another 15 %. A mis-
sense mutation, p.G269S, leads to an adult-onset form of 
TSD and accounts for approximately 2 % of carriers.  

   Interpretation of Test Results 
 A pseudodefi ciency allele, p.R247W, is present in approxi-
mately 2 % of Ashkenazi Jewish individuals who are car-
riers by the enzymatic assay. The p.R247W variant 
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decreases the activity of HEX A for the artifi cial substrate 
used in the laboratory but does not cause TSD since it does 
not affect HEX A activity for its natural substrate, GM2 
ganglioside. About 36 % of non-Jewish individuals who 
are carriers by enzyme analysis have a pseudodefi ciency 
allele (32 % p.R247W and 4 % p.R249W). In addition, 
screening for the three common Ashkenazi Jewish muta-
tions and an additional mutation (c.1073+1G>A; IVS9) 
will identify approximately 95 % of Ashkenazi Jewish car-
riers, but only 40–50 % of disease- causing alleles in the 
non-Ashkenazi Jewish populations. Other populations 
who are at high risk, such as the French Canadians, Cajuns, 
and Pennsylvania Dutch, have their own common alleles. 
Therefore, the mutations included for population screen-
ing must target the specifi c mutations of the ethnic back-
ground of the individuals being tested.   

    Gaucher Disease 

   Molecular Basis of the Disease 
 GD is another prevalent autosomal recessive lysosomal stor-
age disorder that is found with higher incidence in the 
Ashkenazi Jewish population. The carrier frequency is 1 in 
15 in the Ashkenazi Jewish population and 1 in 100 in other 
populations [ 16 ] (for comprehensive review on GD, see Ref. 
 17 ). A defect in the enzyme glucocerebrosidase leads to the 
accumulation of glucocerebrosides in lysosomal compart-
ments in macrophage/monocyte-derived cells, particularly in 
the liver, bone marrow, spleen, and lung. Several forms of 
GD exist. Type 1 GD has a wide range of clinical presenta-
tions, from asymptomatic to symptoms including bone dis-
ease, hepatosplenomegaly, anemia, and thrombocytopenia, 
but without primary central nervous system involvement. 
Types 2 and 3 have primary central nervous system involve-
ment that varies by age of onset and rate of disease progres-
sion. Type 2 GD patients usually have an earlier age of onset 
than type 3 patients, with acute disease progression and 
death by approximately 2 years of age. Type 3 patients have 
onset in early childhood to adolescence and survive into their 
fi rst to fourth decade of life. A perinatal-lethal form of GD 
also can occur, as well as a cardiovascular form character-
ized by aortic and mitral valve calcifi cation, ophthalmologic 
abnormalities, and hydrocephalus. 

 The glucocerebrosidase gene ( GBA ) and its transcribed 
pseudogene (ψ GBA ) are located on chromosome 1q21. 
Approximately 200 mutations causing GD have been identi-
fi ed. Many of the mutations are most likely due to gene con-
version events with the pseudogene.  

   Clinical Utility of Testing 
 The demonstration of defi cient glucocerebrosidase activity in 
leukocytes establishes a diagnosis of GD but is unreliable for 

carrier detection. Therefore, molecular testing is useful for 
carrier identifi cation, prenatal testing, and genetic counseling.  

   Available Assays 
 Four mutations (p.N409S, c.115+1G>A, c.84dupG, p.L483P) 
are responsible for approximately 95 % of disease- causing 
alleles in Ashkenazi Jewish individuals and 50 % of disease-
causing alleles in non-Ashkenazi Jewish individuals [ 16 ]. Most 
clinical molecular laboratories performing GD molecular test-
ing assess at least these four mutations. Several factors must be 
considered when designing molecular testing for GD. Primers 
must be selected that avoid amplifi cation of the pseudogene 
which is located 16 kb downstream and is approximately 96 % 
identical to the functional gene. Recombinant alleles, which 
are thought to result from unequal crossovers between exons 9 
and 10 of the functional gene and pseudogene, contain two or 
more point mutations, including p.L483P. If p.L483P alone is 
tested, misdesignation of the genotype may occur. This may be 
important, as the recombinant allele is typically associated with 
a more severe genotype. Mistyping also is possible when a 55 
base pair (bp) deletion in exon 9 (c.1263_1317del), is present 
in combination with the common p.N409S allele. Homozygosity 
of p.N409S would be observed even though the true genotype 
is p.N409S/55 bp deletion. Therefore, the 55 bp deletion 
should be analyzed in patients who are found to be homozygous 
for p.N409S.  

   Interpretation of Test Results 
 Genotype-phenotype correlations have been widely investi-
gated in GD [ 18 ]. While overlaps occur, some generaliza-
tions can be made. The presence of a p.N409S allele is 
predictive of type 1 disease. Individuals with p.L483P in the 
presence of a null allele will usually have type 2 GD, while 
homozygosity for p.L483P typically results in type 3 
GD. Homozygosity for the p.D448H allele has been associ-
ated with the rarer cardiovascular form of GD.    

    Disorders of Carbohydrate Metabolism 

 Galactosemia, fructosemia, and the glycogen storage dis-
eases are discussed in this section, which addresses disorders 
of carbohydrate metabolism. 

    Galactosemia 

   Molecular Basis of the Disease 
 Galactosemia is an autosomal recessive disorder caused by 
defi cient or absent activity of one of three enzymes involved in 
the metabolic pathway to convert galactose to glucose: galacto-
kinase (GALK), galactose-1-phosphate uridyl  transferase 
(GALT), and UDP-galactose 4 -epimerase (GALE). Classic 
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galactosemia is due to a severe reduction or absence of the 
GALT enzyme, and has an incidence of 1 in 40,000–60,000 in 
European newborns (for review, see Ref.  19 ). 

 The symptoms of classic galactosemia in neonates 
include poor feeding, vomiting, failure to thrive, lethargy, 
jaundice, occasionally diarrhea, and  E. coli  sepsis. The 
symptoms in an affected newborn can be obviated if a 
lactose-free diet is initiated within the fi rst 2 weeks of life. 
Newborn screening for galactosemia is included in all 50 
states. Newborns with a positive screen are followed up 
with immediate dietary treatment and confi rmatory bio-
chemical analysis. 

 The  GALT  gene is located at 9q13, is about 4 kb in 
length, and consists of 11 exons. More than 150 mutations 
in the  GALT  gene have been reported, most of which are 
private mutations [ 20 ]. The p.Q188R mutation is the most 
frequent mutation associated with classic galactosemia in 
many populations, and accounts for 64 % of disease alleles 
in Europeans, 60–70 % in Americans, and 50–58 % in 
Mexican Hispanics [ 20 ,  21 ]. Ethnic-specifi c mutations 
include p.K285N, p.S135L, c.253-2A>G, and a 5 kb dele-
tion in Caucasian, African-American, Hispanic, and Jewish 
patients, respectively.  

   Clinical Utility of Testing 
 Molecular testing is used for confi rmation of diagnosis, car-
rier detection, prenatal diagnosis, prognosis, and genetic 
counseling. Because the detection rate of molecular testing is 
less than 100 % and biochemical testing is highly accurate, 
mutation detection is carried out in parallel with biochemical 
analysis. 

 Prenatal diagnosis for galactosemia can provide the 
opportunity for immediate dietary restriction of the new-
born. Although galactosemia is considered “treatable,” 
symptoms such as ID, growth delays, speech dyspraxia, 
abnormal motor function, and premature ovarian failure in 
women may still occur even with early intervention and 
lifetime dietary restrictions. These long-term phenotypes 
often are associated with specifi c mutations; for example, 
p.Q188R can cause premature ovarian failure and speech 
dyspraxia. Genetic counseling is very important for parents 
of affected fetuses before a choice regarding pregnancy 
outcome is made.  

   Available Assays 
 Initial molecular testing for the diagnosis of galactosemia 
focuses on the most prevalent mutations or the p.N314D 
mutation associated with Duarte galactosemia (Duarte-2) by 
quick and cost-effective methods, such as multiplex PCR 
followed by restriction enzyme digestion [ 22 ]. If only one 
mutation or no mutations are found, screening of all 11 exons 
and exon-intron boundaries by DNA sequencing can be per-
formed [ 22 ]. A detection rate of 96 % can be achieved by a 

combination of testing for prevalent mutations and DNA 
sequencing [ 23 ]. Gross deletions and duplications are 
detected by aCGH or MLPA.  

   Interpretation of Test Results 
 Genotype-phenotype associations have been established for 
some mutations [ 20 ]. For example, p.Q188R, p.K285N, 
and p.L196P alleles have undetectable GALT activity and 
are associated with severe phenotypes, whereas p.S135L 
and p.T138M are less severe and are usually associated 
with a good prognosis. In addition to the classic form of 
galactosemia, which has less than 5 % of the normal GALT 
activity, the Duarte-2 variant associated with the p.N314D 
variant has 50 % of the normal GALT activity. The 
p.N314D allele is in linkage disequilibrium with four poly-
morphisms, c.329- 27G>C, c.378-24G>A, c.507+62G>A, 
and c.-119_-116delGTCA. The symptoms of Duarte-2 
patients are mild compared to the classic type, but Duarte-2 
still results in long-term phenotypes such as ID and growth 
delays, speech dyspraxia, abnormal motor function, and 
premature ovarian failure in women.   

    Hereditary Fructose Intolerance 

   Molecular Basis of the Disease 
 Hereditary fructose intolerance (HFI) is an autosomal reces-
sive disorder caused by defi cient or absent activity of aldol-
ase B. The aldolases are a group of tetrameric enzymes that 
are highly conserved and involved in the cleavage of fructose- 
1,6-biphosphate. Aldolase B also cleaves fructose-1- 
phosphate, and thus is a key player in fructose metabolism, 
as well as in gluconeogenesis and glycogenolysis. Aldolase 
A is found predominantly in muscles, whereas aldolase B is 
found predominantly in the liver, kidney, and intestine, and 
aldolase C is predominantly in the brain. Severe reduction or 
absence of only the aldolase B enzyme causes HFI, and has 
an incidence of 1 in 20,000–30,000 in European newborns 
(for review, see Ref.  24 ). 

 Typically in HFI, symptoms do not arise until an infant is 
exposed to fructose, sucrose, or sorbitol-containing foods, 
usually at the weaning of breast milk and introduction of 
table foods. Acute ingestion of the offending sugar can result 
in a variable presentation of abdominal pain, vomiting, pro-
gressive liver dysfunction, hypoglycemia, uric and lactic aci-
dosis, and renal tubulopathy, depending on the dose of the 
sugar ingested, and timing and length of exposure. Chronic, 
low-dose ingestion of fructose-containing foods can cause a 
subacute picture of hepatomegaly and failure to thrive. 
Affected individuals typically have an aversion to sweets. 
The acute and chronic symptoms are, for the most part, 
reversible, if a fructose-free diet is initiated. Once on treat-
ment, the prognosis is good with a normal life expectancy. 
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 The  ALDOB  gene is located at 9q22.3, is about 14 kb in 
length, and consists of nine exons, eight of which are trans-
lated. More than 40 mutations have been identifi ed (  http://
www.bu.edu/aldolase/HFI/hfi db/hfi db.html    ). The most 
common allele, p.A149P, accounts for 50–65 % of all muta-
tions in the European population, and together with two 
other common mutations, p.A174D and p.N334K, account 
for more than 80 % of mutant alleles in the European popu-
lation [ 25 ]. Most of the missense mutations are located in 
exons 5 and 9. Studies show that the p.A149P decreases the 
thermal stability of the enzyme. Figure  11.1  illustrates the 
locations of the most common variants in the aldolase B 
protein structure.

      Clinical Utility of Testing 
 Molecular testing is used for confirmation of diagnosis, 
carrier detection, prenatal diagnosis, and genetic counsel-
ing. Enzymatic testing of aldolase B activity can only be 
performed from liver, kidney, or intestinal tissue. Thus, 
molecular testing is now the preferred method. Prenatal 
diagnosis for HFI can provide the opportunity for early 
dietary restriction and prevention of acute symptoms and 
liver disease.  

   Available Assays 
 Targeted mutation analysis of the common alleles using mul-
tiplex PCR is a cost effective and rapid method for the 
European population [ 27 ]. If only one mutation or no muta-
tions are found, DNA sequencing of the entire coding region 

and exon-intron boundaries should be performed. For those 
not of European descent, DNA sequencing should be per-
formed as a fi rst-line method.  

   Interpretation of Test Results 
 Genotype-phenotype correlations are not clear. HPI patients 
with the same genotype have varied presentations and reac-
tions to ingestion of fructose.   

    Glycogen Storage Diseases 

   Molecular Basis of the Disease 
 Glycogen storage diseases (GSD) are a group of heteroge-
neous genetic disorders characterized by the accumulation of 
glycogen in tissues and have an overall incidence of 1 in 
20,000–25,000 live births [ 28 ]. Fourteen types of GSD that 
vary signifi cantly in clinical phenotypes, age of onset, and 
affected organs have been identifi ed (  www.omim.org    ). They 
are caused by defects in one of 18 genes in glycogen metabo-
lism. A summary of the 14 GSD types is presented in 
Table  11.2 . The most common and severe types, GSD I, II, 
III, and IV, are discussed below.

   GSD I (von Gierke disease) is characterized by hepatomeg-
aly, kidney enlargement, growth retardation, hypoglycemia, 
hyperuricemia, and hyperlipidemia. GSD I has two major sub-
groups, GSD1a and GSD1b. The subgroup GSD1a has a defi -
ciency of glucose-6-phosphatase (G6Pase), which converts 
glucose-6-phosphate to glucose and phosphate, the last step in 
glycogenolysis. The  G6PC  gene encoding G6Pase is located 
on 17q21. The subgroup GSD1b has a defi ciency in glucose-
6-phosphate translocase, encoded by  SLC37A4  gene located 
on 11q23. Common mutations vary in different ethnic groups 
[ 20 ]. The prevalent mutations for GSD1a in different ethnic 
groups are: p.R83C and p.Q347X in Caucasians; p.R83C in 
Ashkenazi Jews; c.459insTA and p.R83C in Hispanics; 
p.V166G in Muslim Arabs; p.R83H and p.G727T in Chinese; 
and p.G727T in Japanese. For GSD1b, two common muta-
tions, p.G339C and c.1211delCT, are present in whites, while 
p.W118R is prevalent in Japanese. 

 GSD II, also known as Pompe disease, is a lysosomal 
storage disease caused by the inability to degrade glycogen 
due to defects in acid α-1,4-glucosidase. The phenotypes 
range from the most severe infantile disorder to juvenile- and 
late-onset adult myopathy. Patients with the infantile form 
usually die from cardiomyopathy before 2 years of age. Acid 
α-1,4-glucosidase is encoded by the gene  GAA  located at 
17q25, and different forms of the protein are obtained by dif-
ferent proteolytic processing. Common mutations have been 
identifi ed in different ethnic groups. 

 Patients affected with GSD III, also known as Cori dis-
ease, have symptoms similar to but milder than those associ-
ated with GSD I. GSD III is caused by mutations in the 

  Figure 11.1    Location of some naturally occurring aldolase B muta-
tions, shown on the crystal structure of human aldolase B (based on 
Protein Data Bank [PDB] structure fi le 1QO5, chain A) [ 26 ]. Only one 
monomer is shown for clarity. Active site residues are shown in a  ball 
and stick  representation and labeled in  italics . Reprinted from Bouteldja 
N, Timson DJ. The biochemical basis of hereditary fructose intoler-
ance. J Inherit Metab Dis 2010;33(2):105–12 [ 24 ], by permission of 
Springer       
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amylo-1-6-glucosidase ( AGL ) gene. GSD IV, also known as 
Andersen disease, is caused by defi ciencies of the glycogen- 
branching enzyme encoded by the  GBE1  gene, resulting in 
abnormal and insoluble glycogen. Intracellular glycogen 
accumulations occur in the liver, brain, heart, skeletal mus-
cles, and skin fi broblasts. Neonates with GSD IV appear nor-
mal at birth but develop hepatomegaly and failure to thrive in 
the fi rst year of life. Patients develop progressive cirrhosis 
and usually die of liver failure by 2–5 years of age.  

   Clinical Utility of Testing 
 Due to the complex nature of molecular testing for GSD 
(large genes with numerous mutations), enzyme assays are 
usually used for the diagnosis of GSD. However, for prenatal 
diagnosis of GSD I, gene-based mutation testing or linkage 
analysis is the preferred method, since the enzymes are not 
present in amniocytes or chorionic villi, requiring a liver 
biopsy to obtain tissue containing the relevant enzyme. For 
prenatal diagnosis of other types of GSD, DNA testing can 
be used to complement and confi rm biochemical results. 
Therapy for GSD I, II, III, and IV includes dietary manage-
ment, and for GSD II, enzyme replacement is available (for 
complete review on treatment for GSD, see Refs.  28 ,  29 ).  

   Available Assays 
 Sanger sequencing tests are available clinically for all the 
GSD genes.    

    Fatty Acid Oxidation Disorders 

 During periods of fasting or prolonged aerobic exercise 
when glycogen stores are depleted, fatty acids become a 
main energy source by β-oxidation in the liver, and skeletal 
and cardiac muscles, via synthesis of acetyl-CoA and ketone 
bodies. The pathway for fatty acid oxidation occurs in the 
mitochondria and is complex, involving many steps. A number 
of disorders involving different enzymes in the pathway 
have been identified. Although the symptoms of the dis-
orders have phenotypic overlap, several biochemical mea-
surements can aid in the diagnosis of these disorders, 
including plasma carnitine levels which are usually low, 
plasma  acylcarnitines, and urine acylglycines (for review, see 
Ref.  30 ). The most common of these disorders is medium-
chain acyl- CoA dehydrogenase (MCAD) defi ciency. Since 
the addition of the acylcarnitine profile to newborn 
screening, the prevalence for very-long-chain acyl-CoA 

   Table 11.2    Glycogen storage disease types and subgroups   

  Disorder(s)    Defective enzymes    Gene symbol    Gene location    Inheritance pattern  

 GSD I (von Gierke 
disease) 

 GSD1a: Glucose-6-phosphatase, catalytic  G6PC  17q21.31  AR 

 GSD1b: Solute carrier family 37 (glycerol-
6-phosphate transporter), member 4 

 SLC37A4  11q23.3  AR 

 GSD II (Pompe 
disease) 

 Glucosidase, alpha acid  GAA  17q25.3  AR 

 GSD III (Cori disease)  Amylo-1,6-glucosidase, 
4-alpha-glucanotransferase 

 AGL  1p21.2  AR 

 GSD IV (Andersen 
disease) 

 Glucan (1,4-alpha-) branching enzyme  GBE1  3p12.2  AR 

 GSD V (McArdle 
disease) 

 Phosphorylase, glycogen (muscle)  PYGM  11q13.1  AR 

 GSD VI (Hers disease)  Phosphorylase, glycogen (liver)  PYGL  14q22.1  AR 

 GSD VII  Phosphofructokinase, muscle  PFKM  12q13.11  AR 

 GSD IX (GSD VIII)  Phosphorylase kinase alpha 1 (muscle)  PHKA1  Xq13  XR 

 Phosphorylase kinase alpha 2 (liver)  PHKA2  Xp22.13  XR 

 Phosphorylase kinase, beta subunit  PHKB  16q12.1  AR 

 Phosphorylase kinase, testis/liver, gamma 2    PHKG2    16p11.2    AR   

 GSD X  Phosphoglycerate mutase 2, muscle  PGAM2  7p13  AR 

 GSD XI  Lactate dehydrogenase A  LDHA  11p15.1  AR 

 GSD XII  Aldolase A  ALDOA  16P11.2  AR 

 GSD XIII  Enolase 3 (beta, muscle)  ENO3  17p13.2  AR 

 GSD XIV  Phosphoglucomutase 1  PGM1  1p31.3  AR 

11 Metabolic Disorders



170

dehydrogenase (VLCAD) defi ciency is thought to be more 
common, and a new role for clinical molecular testing for 
VLCAD is emerging. At present, all 50 states within the 
USA employ tandem mass spectrometry in their newborn 
screening program, which allows detection of the abnormal 
plasma acylcarnitine profi le characteristic of MCAD and 
VLCAD defi ciencies. 

    Medium-Chain Acyl-CoA Dehydrogenase 
Defi ciency 

   Molecular Basis of the Disease 
 MCAD is an intramitochondrial enzyme that is encoded by a 
nuclear gene. The normal function of MCAD is the initial 
dehydrogenation of acyl-CoAs with chain lengths of 4–12 
carbons. Defective function leads to the accumulation of 
metabolites of the medium-chain fatty acids, mainly the 
dicarboxylic acids, acylglycine in urine, and acylcarnitine in 
plasma. These metabolites are at their highest concentration 
in the blood in the fi rst few days of life, making the newborn 
period the ideal time for detection. Accordingly, the specifi c-
ity of the newborn screening test is 100 %, as no false nega-
tives have been reported. MCAD enzymatic activity also can 
be assayed in several different tissue types. 

 Because fatty acid oxidation fuels hepatic ketogenesis, 
the symptoms of MCAD defi ciency appear after periods of 
prolonged fasting or intercurrent infections and include 
hypoketotic hypoglycemia, lethargy, seizures, coma, and, 
without treatment, death. Complications of the disease can 
include hepatomegaly, acute liver disease, and brain damage. 
The disease typically presents before 2 years of age but after 
the newborn period. However, individuals have been 
described who present with symptoms within the fi rst few 
days of life as well as those who present as adults. 

 MCAD defi ciency is an autosomal recessive disorder that 
is prevalent in individuals of northwestern European ances-
try, with the highest overall frequency of 1 in 4,900 in north-
ern Germany. The incidence in the USA is somewhat lower 
and is estimated to be 1 in 15,700. The MCAD gene, 
 ACADM,  spans a 44 kb region on chromosome 1p31 and 
contains 12 exons encoding a protein of 421 amino acids. A 
single founder mutation in exon 11, 985A>G, which results 
in the substitution of the acidic amino acid, glutamate, for 
the basic amino acid, lysine (p.K304E), represents 90 % of 
all alleles in the northern European population. However, 
recent studies of the US population, attributable to the expan-
sion of newborn screening for MCAD defi ciency, indicate 
that this mutation accounts for 79 % of the total mutant 
alleles in the US population (Table  11.3 ) [ 31 ]. The discrep-
ancy between the two results is presumably due to the greater 
ethnic diversity of the US population.

      Clinical Utility of Testing 
 Molecular testing for  ACADM  mutations usually is offered as 
confi rmatory testing after the initial diagnosis of MCAD defi -
ciency by biochemical testing. In addition, carrier testing for 
MCAD defi ciency cannot be performed using biochemical 
metabolite profi les and must be done by molecular testing or by 
direct assay of MCAD activity in cultured fi broblasts. 

 MCAD defi ciency is a disease that can be treated if 
promptly diagnosed in the early postnatal period. Precautions, 
such as avoidance of fasting and saturated fats and ingestion 
of carbohydrates prior to bedtime, can eliminate the symp-
toms and related complications of the disease. Although pre-
natal diagnosis on chorionic villus sampling or cultured 
amniocytes using biochemical or molecular testing, or both, 
is possible, with the inherent risks of the procedures, prenatal 
testing may offer no advantage to postnatal testing of acyl-
carnitines and other metabolites characteristic of the disease. 
Therefore, genetic counseling and discussion of the issues 
related to this disease are warranted when prenatal testing is 
being considered.  

   Available Assays 
 Initial molecular testing usually focuses on the high- prevalence 
p.K304E allele and is performed by PCR amplifi cation fol-
lowed by restriction enzyme digestion or other methods that 
can discriminate between single nucleotide changes, such as 
ASO hybridization or ligation chain reaction amplifi cation. 
Clinical testing for this mutation is widely available. When 
an affected individual is found to be heterozygous for the 
p.K304E mutation or in the rare instance when an affected 
individual is negative for the mutation, all 12 exons of the 
 ACADM  gene are sequenced; however, relatively few labora-
tories offer  ACADM  gene sequencing. Additional mutations 

   Table 11.3    Genotypes of 57 MCAD-defi cient newborns detected   

  Using MS/MS to screen more than 1.1 million newborns 
(Neo Gen Screening, Pittsburgh, PA, USA)  
  Mutation position and type    Number of patients identifi ed  

 c. 985 A G/985 A G  35 

 c. 985 A G/199T C (exon 3)  8 

 c. 985 A G/deletion 343–348  2 

 c. 985 A G/other a   5 

 c. 985 A G/unidentifi ed  5 

 c. 799 G A/254 G A  1 

 Unidentifi ed/unidentifi ed  1 

   Other mutations: seen with c. 985A G 

 c. 244 insertion T (exon 4) 

 c. 362 C T (exon 5) 

 c. 489T G (exon 7) 

 IVS 5+1G A 

 IVS 8+6G T 
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have been identifi ed throughout the gene with no obvious 
mutation hotspot.  

   Interpretation of Test Results 
 The majority of mutations identifi ed in  ACADM  are missense 
mutations located away from the active center of the enzyme, 
and are thought to affect the overall stability of the protein by 
affecting proper protein folding (Fig.  11.2 ) [ 32 ]. Most patients 
exhibit the classic MCAD phenotype; however, a small sub-
set of patients has been identifi ed that is compound heterozy-
gous for the p.A304E mutation or for two other mutations, 
where at least one mutation is present that does not eliminate 
MCAD activity. These patients are much less likely to experi-
ence metabolic decompensation; however, even mildly 
symptomatic patients should avoid circumstances that could 
precipitate a metabolic crisis, since there is variability in age 
of onset even with classic MCAD defi ciency.

        Very-Long-Chain Acyl-CoA Dehydrogenase 
Defi ciency 

   Molecular Basis of the Disease 
 VLCAD is an inner mitochondrial membrane enzyme 
encoded by the nuclear gene,  ACADVL . VLCAD initiates 
the fi rst reaction in β-oxidation of long, straight-chained 
acyl- CoAs of 14–20 carbons in length. Since the majority 

of dietary and endogenous fats are long chains, VLCAD 
function is an early crucial step for energy and ketone pro-
duction from fat metabolism. Like MCAD defi ciency, 
defective VLCAD activity leads to the accumulation of 
abnormal metabolites, mainly long-chain fatty acids and 
their conjugated moieties in the urine and plasma. Again, 
these metabolites are at their highest concentration in the 
fi rst few days of life, due to the stressful and catabolic early 
neonatal period. 

 Because long-chained fats are the primary source of 
energy for the heart and during sustained skeletal muscle 
activity, the primary features of VLCAD defi ciency, 
besides fasting hypoketotic hypoglycemia, are cardiomy-
opathy and skeletal myopathy with three main phenotypes. 
The severe, infantile-onset form presents with cardiomy-
opathy and arrhythmias which can lead to sudden death, 
hypotonia, and hepatomegaly. The childhood-onset form 
presents primarily with fasting hypoglycemia and liver dis-
ease, and rarely with cardiomyopathy. The late-onset form 
is mostly myopathic in presentation, with exercise intoler-
ance, muscle cramping, and intermittent rhabdomyolysis 
during physical stress or times of illness. Patients are 
treated with a low-fat diet with supplemental medium-
chain triglycerides, avoidance of fasting, intravenous glu-
cose during hypoglycemic episodes, and intravenous fl uids 
for rhabdomyolysis. 

 VLCAD defi ciency is an autosomal recessive disorder 
with a prevalence of approximately 1 in 30,000. The VLCAD 
gene,  ACADVL , is located on chromosome 17p13, is 5.4 kb 
in length, and contains 20 exons, encoding a protein of 701 
amino acids. Unlike MCAD defi ciency, there does not appear 
to be a prevalent mutant allele among a specifi c population. 
Mutations in all 20 exons have been reported.  

   Clinical Utility of Testing 
 An elevated C14:1-carnitine on the newborn screen taken at 
48–72 h of life is highly indicative of VLCAD defi ciency. 
However, borderline high levels can be equivocal in deter-
mining affected individuals from healthy carriers and nor-
mal neonates [ 33 ]. In addition, C14:1-carnitine levels can 
normalize with time, and attempts to confi rm an abnormal 
acylcarnitine profi le after 5 days can lead to a false-negative 
diagnosis [ 34 ]. Thus, molecular testing for  ACADVL  muta-
tions is now offered as confi rmatory testing of positive new-
born screening results. VLCAD enzyme activity in 
lymphocytes or fi broblasts also is available. If two patho-
logical  ACADVL  mutations are found, the diagnosis of 
VLCAD defi ciency is confi rmed. If only one mutation is 
found, an enzyme test using lymphocytes or fi broblasts is 
recommended. 

 Once diagnosis is confi rmed, VLCAD defi ciency is a dis-
ease that can be treated promptly in the early postnatal period 
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  Figure 11.2    Schematic representation of a human MCAD monomer 
based on the crystal structure with cofactor fl avin adenine dinucleotide 
(FAD) ( black ) and bound C8-CoA substrate ( darker gray ). The side 
chains for residues in which missense mutations have been published 
are shown in ball-and-stick representation. Only one of these mutations 
(T168A) is located in close proximity to the active site, forming a 
hydrogen bond to the fl avin N(5) of FAD. Reprinted from Gregersen N, 
Andresen BS, Corydon MJ, et al. Mutation analysis in mitochondrial 
fatty acid oxidation defects: exemplifi ed by acyl-CoA dehydrogenase 
defi ciencies, with special focus on genotype-phenotype relationship. 
Hum Mutat 18(3):169–89 [ 32 ], by permission of Wiley-Liss, Inc., a 
subsidiary of John Wiley & Sons, Inc., ©2001       
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to avoid cardiomyopathy, liver disease, and sudden hypogly-
cemic coma. With an identifi ed  ACADVL  mutation, genetic 
counseling and carrier and prenatal testing can be made 
available to the patient and family, and genotype-phenotype 
correlations can be deduced (see below).  

   Available Assays 
 Because mutations causing VLCAD defi ciency are heteroge-
neous, molecular testing is done through sequencing and 
deletion/duplication analysis. Sequencing of all 20 exons has 
a mutation detection rate of 85–93 % for individuals with 
clinical disease [ 35 ].  

   Interpretation of Test Results 
 Deleterious mutations identifi ed in  ACADVL  include mis-
sense mutations, deletions, insertions, and splice-site 
changes. Mutations that lead to a null mutation, as in a trun-
cation of protein or a premature stop codon, result in elimi-
nation of enzyme activity, while missense or single-amino 
acid deletions can still confer residual enzyme activity. The 
presence of two null mutations correlates with the severe 
infant-childhood phenotype. Conversely, patients with a 
milder disease phenotype more frequently have missense or 
single-amino acid deletions [ 36 ].   

    Peroxisomal Disorders (X-Linked 
Adrenoleukodystrophy) 

 Genetic disorders of peroxisomal biogenesis and function 
have severe phenotypic consequences that often result in 
death in early childhood. A number of important metabolic 
processes, including β-oxidation of long- and very-long- 
chain fatty acids and the degradation of peroxide (H 2 O 2 ), 
take place in the unique microenvironment of the single-
membrane- bound matrix of the peroxisome. Whereas the 
symptoms of most metabolic diseases manifest after birth, 
disorders of peroxisome biogenesis, such as Zellweger syn-
drome, are associated with multiple congenital anomalies 
(for review, see Ref.  37 ). In this section, X-linked adrenoleu-
kodystrophy (X-ALD) is highlighted, as it is the most com-
mon disorder. 

   Molecular Basis of the Disease 
 X-ALD is a severe, often fatal, disease that manifests in a 
progressive demyelination of the central nervous system, 
dysfunction of the adrenal cortex, and testicular dysfunction 
in hemizygous males. The most common form has an early 
onset that typically appears at 4–8 years of age and results in 
a progressive irreversible dementia and often death. Less 
severe presentations of the disorder include adrenomyelo-
neuropathy (AMN), which has a later age of onset, neuro-

logical complications that are limited to the spinal cord and 
peripheral nerves, and frequently includes adrenal insuffi -
ciency [ 38 ]. Although the disease is inherited in an X-linked 
recessive manner, up to 20 % of carrier females manifest late 
onset neurological symptoms similar to AMN. More than 
93 % of X-ALD patients inherit mutations from their moth-
ers, while the remaining 5–7 % carry de novo mutations; 
mosaicism has been reported in less than 1 % of patients 
[ 39 ]. The primary biochemical defect is impaired peroxi-
somal β-oxidation of fatty acids with the subsequent accu-
mulation of very-long-chain fatty acids (VLCFAs), most 
notably C26, in the plasma and tissues. Therefore, X-ALD is 
not a disorder of peroxisomal biogenesis, but rather a spe-
cifi c defect of peroxisomal function. The accumulation of 
VLCFAs and the accompanying infl ammatory response are 
thought to mediate the severity of the disease phenotype. In 
the great majority of hemizygous males (99 %) and approxi-
mately 85 % of carrier females, the plasma concentration of 
VLCFAs is elevated, a measurement that can be used as a 
diagnostic marker for the disease [ 40 ]. 

 Defects in the peroxisomal membrane protein, ALDP, a 
member of the ATP-binding cassette family of molecular 
transporters, cause the severe juvenile form of X-ALD and 
its milder associated forms. The X-ALD gene,  ABCD1 , is 
located on Xq28, spans 19 kb, contains ten exons, and 
encodes a protein of 745 amino acids. The overall incidence 
of X-ALD and all variant forms is 1 in 15,000, making 
X-ALD the most common genetic determinant of peroxi-
somal disease. More than 1,000 different mutations have 
been found in the  ABCD1  gene, with the vast majority being 
point mutations, although deletions and duplications also 
have been identifi ed (  http://www.x-ald.nl/    ). In addition, 
mutations in all ten exons have been reported. No genotype- 
phenotype correlations are apparent, and wide phenotypic 
variation has been reported within families.  

   Clinical Utility of Testing 
 Molecular testing is most useful for determining the carrier 
status of at-risk women and for prenatal diagnosis, since 
15 % of carrier females will not have elevated VLCFA levels 
and therefore will have a false-negative result by biochemi-
cal methods.  

   Available Assays 
 Molecular testing of the  ABCD1  gene is clinically available 
with many of the mutations identifi ed as private mutations 
specifi c to a particular family. PCR amplifi cation and SSCP 
or direct sequencing of all ten exons successfully identifi es 
mutations in the majority of cases [ 41 ], whereas Southern 
blotting and MLPA can be used to assess deletion and dupli-
cation status. Complications can arise during PCR amplifi ca-
tion due to the presence of paralogous gene segments of 
 ABCD1  spanning exons 7–10 on chromosomes 2p11, 10p11, 
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16p11, and 22q11, but can be overcome by primer design 
that avoids amplifi cation from the other chromosomes [ 41 ]. 
Although mutations have been identifi ed throughout the 
entire  ABCD1  gene, a 2 bp AG deletion in exon 5 was found 
in 10.3 % of families with X-ALD and is therefore the most 
common mutation identifi ed in the  ABCD1  gene [ 42 ]. 
Interestingly, this mutation, which is associated with all 
X-ALD phenotypes, does not represent a founder allele and 
is therefore a mutation hotspot within the  ABCD1  gene.  

   Interpretation of Test Results 
 The majority of mutations in  ABCD1  are missense mutations 
(61 %), with frameshifts and nonsense mutations accounting 
for 20 % and 10 % of mutation alleles, respectively, and 
amino acid insertions and deletions and whole exon dele-
tions accounting for 4.6 % and 4 %, respectively. A recent 
study of the effects of missense mutations on ALDP stability 
demonstrated that approximately 70 % resulted in absent or 
reduced ALDP, indicating that most mutations in  ABCD1  
result in complete loss of protein function (Fig.  11.3 ) [ 42 ]. 
These fi ndings are consistent with the observed lack of 

genotype- phenotype correlation and lend support to the exis-
tence of additional genetic and environmental factors that 
modify the X-ALD phenotype.

        Leukodystrophies (Canavan Disease) 

 The leukodystrophies are a group of degenerative meta-
bolic diseases that involve the white matter of the brain, 
resulting predominately from disruption in the synthesis, 
transport, or catabolism of myelin. Examples include 
Krabbe disease and metachromatic leukodystrophy which 
affect lysosomal function and degradation of myelin, and 
Pelizaeus- Merzbacher disease, which is due to the abnor-
mal synthesis of proteolipid protein. Another example, dis-
cussed in detail below, is Canavan disease, characterized 
by loss of axonal myelin sheaths and spongiform degener-
ation of the brain. Neurological deterioration in most leu-
kodystrophies occurs after a period of normal development, 
and therapy is usually limited to the alleviation of 
symptoms. 

   Molecular Basis of the Disease 
 Canavan disease (CD) is an autosomal recessive disorder 
found mainly in Ashkenazi Jewish families and is caused by 
defi ciency in the activity of the enzyme aspartoacylase (for 
review, see Ref.  43 ). The pathophysiologic relationship 
between the loss of this enzymatic activity and the develop-
ment of CD remains to be elucidated. Diagnosis usually is 
established by the demonstration of increased levels of the 
substrate N-acetylaspartic acid in urine because enzymatic 
studies have been shown to be quite variable. Clinical symp-
toms associated with CD include macrocephaly, hypotonia, 
severe developmental delay, optic atrophy, poor head con-
trol, and death in childhood. 

 The gene encoding aspartoacylase ( ASPA ), located on 
the short arm of chromosome 17, is relatively small, with 
six exons spanning 30 kb of genomic sequence. Two 
point mutations, p.E285A and p.Y231X, are responsible 
for more than 97 % of mutant alleles in Ashkenazi Jews. 
Mutations in non- Jewish individuals are more heteroge-
neous; however, a panethnic mutation, p.A305E, accounts 
for 40–48 % of non-Jewish European alleles [ 44 ].  

   Clinical Utility of Testing 
 The genes responsible for many of the leukodystrophies have 
been cloned and characterized. Because the mutations in 
most of these genes are diverse, biochemical testing is still 
widely used for diagnosis, although molecular testing may 
be performed for carrier and subsequent prenatal testing. 
CD, however, occurs at increased frequency in the Ashkenazi 
Jewish population and screening for a limited number of spe-
cifi c mutations is feasible. 

  Figure 11.3    A hypothetical model of ALDP is shown. Individual 
amino acids are represented by  circles . Missense mutations may affect 
the stability of ALDP. The effect of a missense mutation on ALDP sta-
bility by means of immunofl uorescence (IF) in primary fi broblasts was 
investigated for >200 independent (non-recurrent) missense mutations. 
The results are presented in this fi gure.  Green circles  indicate missense 
mutations that do not affect protein stability;  red circles  those that result 
in no detectable ALDP (see remark below);  orange circles  represent 
mutations that result in reduced ALDP expression;  blue circles  indicate 
amino acid residues at which multiple missense mutations have been 
reported that result in different outcomes. The  black circles  indicate 
amino acids at which a missense mutation was identifi ed, but for which 
no expression data are available. Overall, 69 % of all missense muta-
tions result in reduced levels or absence of detectable ALDP [ 42 ]. All 
other mutations, including in-frame amino acid deletions and trunca-
tions near the carboxy terminus, result in the absence of detectable lev-
els of ALDP. Reproduced from the Web site   http://www.x-ald.nl/    , with 
permission ©J. Berger and S. Kemp       
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 CD population screening of Ashkenazi Jewish individu-
als has demonstrated a carrier frequency of 1 in 40–59 
(Refs.  45 ,  46  and our unpublished data). The carrier fre-
quency for non- Jewish individuals has not been deter-
mined adequately, but it is far lower than that seen in the 
Ashkenazi Jewish population. As the carrier frequency is 
so high in the Ashkenazi Jewish population and the sensi-
tivity of the assay is well above 90 %, ACOG and the 
ACMG recommended in 1998 that carrier screening for 
CD be performed preconceptually on couples with 
Ashkenazi Jewish ancestry.  

   Available Assays 
 A number of laboratories test for the two common Ashkenazi 
Jewish mutations, while some also test for p.A305E. A few 
laboratories also test for the less frequent non-Jewish muta-
tion, c.433-2A>G. Testing methods commonly used for the 
detection of these mutations include PCR followed by ASO 
hybridization or restriction enzyme digestion, or allele- 
specifi c amplifi cation. Miami Children’s Hospital Research 
Institute holds a patent on the  ASPA  gene and CD testing, and 
requires laboratories to obtain a license, with a royalty fee 
for each test performed.  

   Interpretation of Test Results 
 If carrier screening indicates that both partners are carriers, 
prenatal testing should be offered. The preferred method of 
testing is DNA analysis of known mutations. For couples in 
which one partner is shown to be a carrier and the other part-
ner is negative by targeted molecular testing, particularly if 
they are not Jewish, biochemical testing by measurement of 
the substrate in amniotic fl uid is possible when the fetus has 
been shown to carry the one identifi ed parental mutation.  

   Laboratory Issues 

 As discussed in this chapter, molecular genetic testing for 
metabolic disorders is used primarily as a follow-up to bio-
chemical analyses for confi rmation of fi ndings, prognosis, 
carrier screening, or prenatal testing. Readers interested in 
learning which clinical laboratories perform individual tests 
should refer to the Genetic Test Registry (  http://www.ncbi.
nlm.nih.gov/gtr/    ). As testing for many of these disorders is 
performed in only a few laboratories, commercial test kits 
and profi ciency testing is limited. Profi ciency testing for 
TSD is available through the California Tay-Sachs Disease 
Prevention Program. For other disorders, interlaboratory 
exchange of samples is common practice. Several companies 
have developed assays for a panel of Ashkenazi Jewish dis-
orders that include TSD, CD, and GD, among others. 
Although a large number of clinical laboratories offer Sanger 
sequencing and additional dosage sensitive methods for 

 metabolic disorders, next-generation sequencing will allow 
assessment of large panels of genes related to metabolic dis-
orders, though improved genotype-phenotype correlation 
will be needed before sequencing will replace biochemical 
testing as a fi rst-line test.       
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      Fibroblast Growth Factor Receptor 
and Related Skeletal Disorders       

     Steven     Sperber       and     Elaine     Spector     

    Abstract  

  Osteochondrodysplasias are a heterogeneous group of disorders. To date, more than 450 
skeletal conditions have been characterized. Many of the skeletal dysplasias arise during 
the prenatal period and are able to be diagnosed by ultrasonography. Fibroblast growth fac-
tor (FGF) signaling, including the ligands and their receptors, plays an important role in the 
function of chondrocytes and osteocytes that contribute to bone patterning. Two of the most 
common types of skeletal dysplasias are achondroplasia and thanatophoric dysplasia, 
emphasizing the importance of FGF signaling in skeletal development. This chapter focuses 
on the many distinct skeletal disorders arising from mutations in the FGF receptor (FGFR) 
family of genes that are responsible for forms of syndromic and non-syndromic craniosynos-
tosis and chondrodysplasias.  

  Keywords  

  Osteochondrodysplasias   •   Skeletal dysplasia   •   Fibroblast growth factor   •   FGF   •   Fibroblast 
growth factor receptor   •   FGFR   •   Achondroplasia   •   Thanatophoric dysplasia   •   Craniosynostosis   
•   Chondrodysplasias  
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        Introduction 

 Osteochondrodysplasias are a heterogeneous group of disor-
ders. To date, greater than 450 skeletal conditions have been 
characterized [ 1 –   3 ]. Many of the skeletal dysplasias arise 
during the prenatal period and can be clinically diagnosed by 
ultrasonography. The perinatal prevalence of skeletal dyspla-
sias is conservatively suggested to be 2.3 in 10,000 with esti-
mates as high as 1 in 4,000–5,000 births [ 4 ,  5 ]. Fibroblast 

growth factor (FGF ) signaling, including the ligands and 
their receptors, play an important role in the function of 
chondrocytes and osteocytes that contribute to bone pattern-
ing. Two of the most common types of skeletal dysplasias are 
achondroplasia and thanatophoric dysplasia, emphasizing 
the importance of FGF signaling in skeletal development [ 6 ]. 
Since mutations found in the FGF receptor (FGFR) genes 
result in some of the most common types of skeletal dyspla-
sias, genetic testing is an effective diagnostic tool for deter-
mination of the type of skeletal dysplasia and establishing 
recurrence risks. This chapter focuses on the many distinct 
skeletal disorders arising from mutations in the FGFR family 
of genes that are responsible for forms of syndromic and 
non-syndromic craniosynostosis and chondrodysplasias.  

    Fibroblast Growth Factor Signaling 

 The FGF signaling pathway plays a prominent role in the 
growth and shaping of the skeletal system through regulation 
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of chondro- and osteoblastogenesis [ 7 ]. Twenty-three 
known FGF family members act as ligands to the FGFRs 
to infl uence cellular proliferation and differentiation. The 
FGF ligands interact with four high-affi nity receptors 
( FGFR1  through -4). Signaling is initiated by a FGFR 
monomer that binds to a FGF ligand, which requires hepa-
rin sulfate proteoglycan to facilitate the interaction [ 9 ]. 
FGF ligands bind to the FGFRs with different affi nities and 
specifi cities [ 8 ]. Ligand binding induces homodimerization 
of the receptors and autophosphorylation of the tyrosine 
residues located in the cytoplasmic domain to propagate 
the intracellular signal [ 10 ,  11 ].  

    FGF Receptors 

 FGFRs are membrane-bound receptor tyrosine kinases. Of 
the four receptors, only mutations in  FGFR1 , - 2 , and - 3  
(OMIM *136350, *176943, *134934) result in skeletal dis-
orders (Fig.  12.1 ). The structures of the FGFR paralogs are 
very similar (Table  12.1 ). The FGFR paralogs share the same 
organization consisting of three immunoglobulin-like extra-
cellular domains denoted as IgI, IgII, and IgIII, a membrane 
traversing hydrophobic region, and a bifurcated intracellular 
tyrosine kinase domain that propagates the signal to down-
stream pathways (Fig.  12.2a ). The three immunoglobulin- 
like regions are stabilized by cysteine-cysteine disulfi de 
bonds. The  FGFR1-3  genes produce alternative splicing of 

the IgIII domain, which generates two isoforms that exhibit 
tissue-specifi c expression. The amino aspect of the IgIII 
region is referred to as IgIIIa. The carboxy half of the IgIII 
loop contains one of two alternate exons (Fig.  12.2b ) denoted 
as IgIIIb and IgIIIc that code for the C-terminal region of the 
IgIII domain [ 12 ,  13 ]. The two isoforms preferentially bind 
to particular FGF ligands and are differentially expressed in 
epithelial and mesenchymal tissues during development 
[ 14 ]. Studies indicate that it is the FGFR2c and FGFR3c iso-
forms, expressed in the mesenchyme, that are particularly 
involved in proper bone patterning [ 15 ].

  Figure 12.1    FGFR-associated syndromic conditions       

   Table 12.1     FGFR1 , - 2 , and - 3  genes   

  Gene    OMIM  
  Chromosomal 
location    Gene organization  

  FGFR1   *136350  8p11.23-p11.22  18 exons, 17 coding 

  FGFR2   *176943  10q26.13  18 exons, 17 coding 

  FGFR3   *134934  4p16.3  18 exons, 17 coding 

  Figure 12.2    FGFR protein structure. ( a ) Common FGFR protein struc-
ture showing the signal peptide domain (SP,  orange ), the three immuno-
globulin loops (IgI, IgII, and IgIII) with cysteine–cysteine disulfi de bonds 
(S–S), the transmembrane domain (TM,  blue ), and the bifurcated tyro-
sine kinase domain (TK1 and TK2,  yellow ). The alternatively spliced 
carboxy-region of IgIII is illustrated as  green  and  purple lines . Locations 
of selected mutations in  FGFR1  ( red ),  FGFR2  ( blue ), and  FGFR3  ( black ) 
are indicated by  arrows , with the associated disease above or below the 
mutation.  A  achondrodysplasia,  ABS  Antley-Bixler syndrome,  AS  Apert 
syndrome,  BBD  bent bone dysplasia,  BSS  Beare- Stevenson syndrome, 
 CS  Crouzon syndrome,  HC  hypochondrodysplasia,  JWS  Jackson-Weiss 
syndrome,  MS  Muenke syndrome,  OD  osteoglophonic dysplasia,  PS  
Pfeiffer syndrome,  TD1  and  TD2  thanatophoric dysplasia type 1 and 2, 
respectively. ( b ) Alternative splicing of exons 8 and 9 that code for the 
IgIII carboxy-terminal region. Isoform FGFR-IIIb ( top ) includes exon 8 
( green ). Isoform FGFR-IIIc ( bottom ) includes exon 9 ( purple ). Examples 
of  FGFR2  splicing mutations are shown: c.940-2A>G ( arrow ), 
c.1032G>A (A344A) ( asterisk ); and c.1084+3A>G ( arrowhead )       
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         Molecular Basis of Disease 

 Mutations in the  FGFR1 , - 2 , and - 3  genes account for 
approximately 15–20 % of all craniosynostosis and chondro-
dysplasias. FGFR-related skeletal anomalies are a result of 
gain-of-function variants that constitutively activate the 
receptor function [ 16 – 18 ]. Activated FGFRs receptors cause 
increased cellular proliferation and premature osteoblast dif-
ferentiation [ 19 – 21 ]. The FGFR constitutive activation is by 
either a FGF ligand-dependent or -independent mechanism. 
Ligand-dependent mechanisms arise due to mutations that 
improve binding of FGF ligands and dimerization of the 
receptors prolonging signaling activity [ 22 ]. Alternatively, 
ligand-independent mechanisms include the following: (1) 
enhancement of receptor dimerization due to an immuno-
globulin domain structural change such as a gain or loss of a 
cysteine residue within the loops; (2) augmentation of dimer-
ization due to intramembrane domain changes in amino acid 
charge that increases hydrogen bonding; and (3) alterations 
in the kinase domain causing constitutively active phosphor-
ylation [ 23 – 25 ]. 

 Mutations causing FGFR-related craniosynostosis and/or 
chondrodysplasia tend to cluster in specifi c domains of the 
receptors (Fig.  12.2a ). These clusters illustrate the impor-
tance of the domains in receptor function. Analogous muta-
tions found in each of the different FGFRs tend to mirror 
phenotypic effects between the receptors. However, distinc-
tions between analogous mutations in the different receptors 
and their phenotypes reveal their independent roles during 
normal skeletogenesis.  

    Craniosynostosis and Chondrodysplasia 

    Craniosynostosis 

 Craniosynostosis arises from the premature fusion of one 
or more of the cranial sutures resulting in a dysmorphic 
skull. Distortions of the skull arise from uneven growth 
patterns between the sutures and depend on the location 
and timing of the fusion events [ 26 ]. The cranial sutures 
are the leading edges of the growing intramembranous 
bones that comprise the skull vault or calvaria. The cal-
varia consists of the left and right frontal, squamous occip-
ital, squamous temporal, and the left and right parietal 
bones that will form the neurocranium (Fig.  12.3 ). At birth, 
the frontal bones are separated by the metopic suture. The 
coronal suture separates the frontal bones from the left and 
right parietal bones. The lambdoid suture separates the 
parietals from the occipital bone. The suture leading edges 
function as ossifi cation centers. The calvaria of the neuro-
cranium that forms the desmocranium ossifi es as intra-

membranous bone forming the vault of the neurocranium. 
Normally, the metopic suture begins to close after the fi rst 
year and closure is completed by the seventh year, generat-
ing the frontal bone [ 27 ]. The sagittal, coronal, and lamb-
doidal sutures generally complete fusion between 20 and 
40 years of age. De novo or autosomal dominantly inher-
ited mutations in the  FGFR1 – 3  genes that enhance signal-
ing result in the inhibition of the osteogenic proliferation 
program, thereby causing premature fusion of cranial 
sutures [ 28 ]. Mutations associated with isolated nonsyn-
dromic forms of craniosynostosis have been found in each 
of the  FGFR1 – 3  genes [ 29 – 31 ].

   Nonsyndromic or isolated single-suture forms of cranio-
synostosis are more common than syndromic and number 
1 in 2,100–3,000 live births [ 17 ]. Sagittal synostosis is the 
most common, followed by coronal, metopic, and then lamb-
doid suture synostosis (Fig.  12.4 ) [ 32 ,  33 ]. Nonsyndromic 
craniosynostosis is heterogeneous and many of the causes 
remain unknown. Often full sequencing of the  FGFR  genes 
may be requested to rule out the receptors and potentially 
detect de novo mutations.

  Figure 12.3    Skull sutures of a newborn. (left) Lateral view. (right) 
Superior view       

  Figure 12.4    The prevalence of different forms of craniosynostosis 
derived from analysis of a 215-patient cohort affected with syndromic 
and nonsyndromic forms of craniosynostosis ( left ). Phenotypic catego-
rization of nonsyndromic cases based upon affected sutures ( right ) 
(adapted with permission from Wilkie et al. 2010 [ 32 ])       
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       Chondrodysplasias 

 In addition to infl uencing the growth of the neurocranium, 
FGF signaling also participates in the development of the 
skeletal system exemplifi ed by its role in the growth of the 
long bones of the appendicular skeleton. Dominantly inher-
ited and de novo gain-of-function mutations result in varying 
degrees of dwarfi sm as illustrated by particular  FGFR3  
mutations that cause hypochondroplasia and achondroplasia. 
Observed in both craniosynostosis and chondrodysplasia 
cases, germline mutations due to advanced paternal age are a 
signifi cant contributor to these disorders [ 34 ,  35 ].  

    Clinical Utility of Testing 
 Syndromic forms of  FGFR -related craniosynostosis and 
chondrodysplasia are diagnosed clinically, based on their 
well-described phenotypes. Three-dimensional ultrasonog-
raphy is able to detect early skeletal anomalies, including 
short bones, premature skull fusion, and other characteristic 
syndromic features [ 6 ,  36 ]. Molecular testing is performed to 
confi rm the diagnosis and provide recurrence risks in preg-
nancies with either suspected germline mosaic transmission 
in families with a history of a previously affected fetus, or in 
families with an affected parent and a 50 % probability of 
passing on the deleterious allele. In such cases of inheri-
tance, examination of the contributing parent may reveal a 
mild phenotype. For severe cases, de novo mutations occur-
ring in the male germline may be responsible. Advanced 
paternal age is known to increase the risk of having affected 
offspring. Generally, targeted mutation analysis is suffi cient 
to confi rm a well-characterized phenotype and is the fi rst tier 
of testing. Sequencing of all the exons may be performed if 
no mutation is found initially.  

    Available Assays 
 Different methods have been developed to identify muta-
tions within the  FGFR  genes. The vast majority of muta-
tions are missense and nonsense, with splicing and in-frame 
small insertions and deletions being much rarer. Detection 
methods include targeted mutation analysis, scanning of 
specifi c exons, and sequencing of all the coding regions as 
well as their intron/exon boundaries. Targeted analysis is 
based on testing the patient’s DNA for previously described 
mutations. Using restriction fragment length polymor-
phism (RFLP) methods, regions of interest within the cod-
ing sequences can be amplifi ed by polymerase chain 
reaction (PCR) and digested with restriction endonucle-
ases that would characteristically identify specifi c muta-
tions based on altered banding patterns observed by gel 
electrophoresis and staining (Fig.  12.5 ). Incomplete diges-
tion of a restriction site may lead to aberrant results and an 
incorrect heterozygosity interpretation; therefore, both 

positive and negative digestion controls are essential for 
RFLP analysis. Alternatively, allele-specifi c oligonucle-
otide PCR with  primers targeted to wild-type alleles and 
previously characterized mutations may be performed, 
resulting in identifi able amplicon patterns. The drawback 
to targeted analysis is that mutations outside the scope of 
the assay will be missed.

   Mutation scanning by denaturing high-performance liq-
uid chromatography (DHPLC) has been employed to screen 
the exons of the FGFR genes whereby patient’s profi les sug-
gest potential mutations in comparison to unaffected and 
affected controls. Issues arise in scanning techniques such as 
DHPLC as well as high-temperature melting profi les and 
single-stranded conformational polymorphism in their 
inability to identify specifi c mutations or distinguish between 
known mutations and rare polymorphisms. Unique profi les 
identifying potential mutations must then be directly 
sequenced. Sequence analysis of the coding exons is the 
most comprehensive of the methods ensuring that any point 
mutation and small deletions and duplications will be identi-
fi ed within the amplifi ed regions. Massively parallel sequenc-
ing, using next-generation sequencing platforms, also offers 
the option to perform sequence analysis on many samples 
concurrently through barcoding of individual patient’s DNA 
and using bioinformatics to separate the reads by patient and 
analyze the sequence data. 

 Deletion/duplication analysis may be performed by 
multiplex ligation-dependent probe amplifi cation or exon 
level array-based comparative genomic hybridization and 
then confi rmed by quantitative PCR. These methods mea-
sure the relative amounts of each exonic region where 
probes are placed, comparing the quantitative results to 
internal controls, usually housekeeping gene(s) found on 
other chromosomes.  

  Figure 12.5    Thanatophoric dysplasia type 2 restriction fragment 
length polymorphism (RFLP) assay. Amplifi cation of the  FGFR3  exon 
15 and digestion of patient and control DNA give characteristic banding 
patterns diagnostic for the p.Lys650Glu mutation.  Lane 1 , 50 base pair 
(bp) size marker;  lane 2 , undigested 450 bp amplicon;  lane 3 , no DNA 
template PCR control;  lanes 4–6 , restriction digest with  Bsm AI;  lanes 
7–9 , digest with  Bbs I.  Lanes 4, 6, 7,  and  9 , control DNA.  Lanes 5  and 
 8 , patient DNA.  Lanes 4–6  show a gain of a  Bsm AI restriction site in 
the patient DNA ( lane 5 ).  Lanes 7–9  demonstrate loss of a  Bbs I digest 
site in the patient’s DNA ( lane 8 )       
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    Interpretation of Test Results 
 The majority of  FGFR  mutations causing skeletal dysplasia 
are point mutations. Interpretation of novel missense  variants 
is becoming easier as the knowledge base grows. To date, 
there are approximately 155 known mutations within the 
 FGFR1-2-3  that cause skeletal dysplasias. Current lists of 
mutations are available in the Human Gene Mutation 
Database (  www.biobase-international.com/product/hgmd    ). 
Databases that include polymorphisms, such as dbSNP 
(  www.ncbi.nlm.nih.gov/projects/SNP/    ), the 1000 Genomes 
Project (  www.1000genomes.org/    ), and exome sequencing 
projects (Exome Aggregation Consortium [ExAC], exac.
broadinstitute.org; Exome Variant Server,   http://evs.gs.
washington.edu/EVS/    ), provide information on the genetic 
variants and their frequencies in the general population [ 37 , 
 38 ]. Variants of unknown signifi cance can be evaluated using 
predictive algorithms that may provide insight into whether 
they are benign or pathogenic. These predictions take into 
consideration the biochemical properties of the amino acid 
change, including size, charge, polarity, steric constraints, 
and evolutionary conservation of the residue within the pro-
tein domain. Internet-based predictive tools, including 
PolyPhen2, SIFT, and Mutation Taster, provide analysis of 
the probable functional consequences of missense variants 
[ 39 – 41 ]. The results of these prediction tools have to be con-
sidered as one piece of evidence. 

 Rare splicing mutations causing skeletal dysplasia have 
been documented. Mutations, such as the synonymous 
change p.Ala344Ala (c.1032G>A) in the immunoglobulin 
IIIc (IgIIIc) domain of  FGFR2 , activate a cryptic splice 
donor site (Fig.  12.2b ) [ 42 ]. Conversely, weakening the 
endogenous donor site (c.1084+3A>G and c.1084+1G>A) 
induces exon skipping and preferential splicing of the 
IgIIIb isoform [ 43 – 45 ]. Similarly,  FGFR2  mutations caus-
ing Pfeiffer syndrome affect the IgIIIc acceptor site (c.940- 
2A>G or A>T) [ 46 ]. Unknown variants found in the 
intronic regions of the gene can be analyzed through splic-
ing algorithms, such as the Human Splice Finder (  www.
umd.be/HSF/    ) [ 47 ] and Netgene2 (  www.cbs.dtu.dk/ser-
vices/NetGene2/    ) [ 48 ], to predict their infl uence on the 
precursor mRNA.  

    Laboratory Issues 
 Commercial test kits for analyzing the  FGFR  genes are not 
available, so testing is performed using laboratory devel-
oped tests. Test development and validation may be achieved 
using cell lines obtained from the Coriell Cell Repository 
(  http://ccr.coriell.org    ). Profi ciency testing is available 
through the College of American Pathologists Molecular 
Genetics Laboratory sequencing surveys. Additionally, 
interlaboratory sample exchanges and internal repeat test-
ing of blinded samples can be used to meet the profi ciency 
testing requirements.   

    FGFR-Related Skeletal Syndromes 

    Apert Syndrome 

 Apert syndrome (OMIM#101200), also known as acroceph-
alosyndactyly, is characterized by craniosynostosis, facial 
hypoplasia, broad thumbs and great toes, and digit fusion of 
the hands and feet (syndactyly) described as a “mitten-hand” 
malformation. As the most common of the craniosynostosis 
syndromes, Apert syndrome accounts for approximately 
4.5 % of all cases with an occurrence estimated as 1 in 65,000 
to 80,000 [ 49 ,  50 ]. The majority of cases result from de novo 
mutations attributed to increasing paternal age [ 51 ]. 

 The majority of cases (99 %) are caused by one of two 
point mutations in the  FGFR2  gene [ 52 ]. The common muta-
tions are p.Ser252Trp, which accounts for approximately 
two-thirds of the cases, and p.Pro253Arg accounting for one 
third of cases. These mutations, located at the IgII-IgIII 
linker region, enhance ligand binding affi nity [ 9 ]. Rarer 
mutations have been observed surrounding these two muta-
tions in the linker region. Diagnostic testing can be per-
formed by targeted Sanger sequencing. 

 Apert syndrome is clinically diagnosed. Identifi cation of 
the specifi c mutation helps in determining the potential risk 
for further affected pregnancies due to germline mosaicism. 
With an affected parent, there is a 50 % probability that a 
pregnancy will result in an affected child.  

    Pfeiffer Syndrome 

 Patients presenting with Pfeiffer Syndrome (OMIM#101600) 
exhibit brachycephaly, hypertelorism, ocular proptosis, a fl at 
midface, broad thumbs, and medially deviated great toes, 
and occasionally with hearing loss and variable cutaneous 
syndactyly [ 17 ]. Pfeiffer syndrome is a genetically heteroge-
neous disorder. Mutations have been found in both  FGFR1  
and  FGFR2. FGFR2  mutations account for 95 % of patients’ 
mutations. One activating mutation, p.Pro252Arg in the 
 FGFR1  gene, accounts for approximately 5 % of the diag-
nosed patients. Mutations in  FGFR2  are found in the IgIIIa 
and IgIIIc regions as well as the tyrosine kinase domain, and 
tend to be phenotypically more severe than the  FGFR1 -
derived phenotype.  

    Crouzon Syndrome With or Without Acanthosis 
Nigricans 

 Crouzon syndrome (OMIM#123500) patients have multiple 
suture fusions or coronal fusions causing brachycephaly, 
trigonocephaly, and rare reports of cloverleaf skull malfor-
mation also known as kleeblattschädel [ 53 ,  54 ]. Attributes 
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typically include hypertelorism, a small midface, beaked 
nose and protrusion of the eyes. Hands and feet are gener-
ally normal. Heterozygous mutations in the  FGFR2  gene 
show high penetrance and variability of the phenotype 
within families. Approximately half of the cases are inher-
ited and the other half arise from de novo mutations. 
Increasing paternal age is a contributing factor for de novo 
mutations [ 35 ]. The prevalence is estimated as 1 in 65,000 
live births [ 55 ]. 

 Patients with Crouzon syndrome with acanthosis nigri-
cans (OMIM#612247) are typically female, display 
hyperpigmentation of the skin, hyperkeratosis, and other 
skin fi ndings. A specifi c  FGFR3  heterozygous mutation, 
p.Ala391Glu, has been identifi ed and is located in the 
transmembrane domain [ 56 ].  

    Muenke Syndrome 

 Muenke syndrome (OMIM#602849) displays incomplete 
penetrance and a variable phenotype even within families 
[ 57 ]. Prevalence in the population is estimated to be 1 in 
30,000 live births. Sporadic and familial cases have been 
reported. Characteristics include bi- or unicoronal synostosis, 
midfacial hypoplasia, ptosis, and downslanting palpebral fi s-
sures. Some affected individuals have additional features 
that may include sensorineural hearing loss, developmental 
delay, brachydactyly, and coned epiphyses in the hands and 
feet. Muenke craniosynostosis is a result of a specifi c hetero-
zygous mutation, p.Pro250Arg, found in the linker region 
between domains IgII and IgIII of  FGFR3  [ 58 – 61 ]. Targeted 
testing may be performed by sequencing the seventh exon of 
 FGFR3  or by RFLP analysis using the  Msp I endonuclease.  

    Beare-Stevenson Syndrome 

 Beare-Stevenson (OMIM#123790), also known as cutis 
gyrate syndrome of Beare and Stevenson, is a rare and severe 
disorder. Patients characteristically have body-wide skin fur-
rows (cutis gyrate), acanthosis nigricans, skin tags, bifi d 
scrotum, and anogenital anomalies. The craniosynostosis 
may be severe and present as a cloverleaf skull with hyper-
telorism, a broad nasal bridge, cleft palate, and hypodontia. 
Two heterozygous point mutations in the  FGFR2  gene, 
p.Ser372Cys and p.Tyr375Cys, account for 50–60 % of 
cases, suggesting locus heterogeneity. The resulting cysteine 
residues are thought to increase ligand-independent dimer-
ization. These de novo mutations are analogous to the muta-
tions in  FGFR3  causing thanatophoric dysplasia. An 
intragenic deletion, c.1506del63, has recently been described 
and is proposed to alter gene splicing in favor of the IgIIIb 
isoform of  FGFR2 . Loss of the 21 amino acids encoded by 

exons 8 and 9 is suggested to cause aberrant expression of 
 FGFR2b  [ 62 ].  

    Jackson-Weiss Syndrome 

 Jackson-Weiss Syndrome (OMIM#123150), inherited in an 
autosomal dominant manner, has been most prominently 
described in an extended Amish family with a p.Ala344Gly 
mutation in the IgIIIc domain of  FGFR2  [ 63 – 66 ]. Fully pen-
etrant with variable severity, the characteristics of the syn-
drome include craniosynostosis with facial anomalies, broad 
great toes, and webbing of the second and third toes [ 67 ]. A 
few reports suggest mutations in  FGFR2  and  FGFR1  exhibit 
phenotypic traits similar to Jackson-Weiss syndrome indicat-
ing that Crouzon, Jackson-Weiss, and Pfeiffer syndromes 
may represent a spectrum of craniosynostotic and digit mal-
formations [ 68 ,  69 ].  

    Antley-Bixler Syndrome Type 2 

 Antley-Bixler syndrome (ABS; trapezoidocephaly- 
synostosis syndrome) is a rare and severe heterogeneous dis-
order with mutations found in both the  FGFR2  gene 
(autosomal dominant; type 2; OMIM#207410) and the cyto-
chrome P450 oxidoreductase ( POR ) gene (autosomal reces-
sive; type 1; OMIM#201750). ABS type 2 is characterized 
by craniosynostosis of the coronal and lambdoid sutures, 
midfacial hypoplasia, radiohumeral and digit fusions, exoph-
thalmos, and arachnodactyly [ 70 ,  71 ]. The mutations associ-
ated with ABS include p.Trp290Cys and p.Ser351Cys, both 
found in the IgIII domain of the  FGFR2  gene [ 72 ]. Mutations 
at these positions also have been associated with the milder 
phenotype of Crouzon syndrome [ 73 ].  

    Osteoglophonic Dysplasia 

 Osteoglophonic dysplasia (Fairbank-Keats syndrome; 
OMIM#166250), a very rare disorder, is typifi ed by variable 
craniosynostosis and rhizomelic dwarfi sm with a “hollowed- 
out” appearance of the tubular bones on radiographs, depres-
sion of the nasal bridge, unerupted teeth, frontal bossing, and 
prognathism similar to achondroplasia. Mutations in  FGFR1  
are found in the conserved amino acids clustered in the 
C-terminal region of the IgIII immunoglobulin domain, the 
linker region, and the transmembrane domain. The  FGFR1  
p.Tyr372Cys mutation is analogous to both the  FGFR2  
p.Tyr375Cys mutation that causes Beare-Stevenson syndrome 
and the p.Tyr373Cys  FGFR3  mutation that causes thanato-
phoric dwarfi sm type 1, indicating the importance of that 
amino acid position in the functional role of the receptors [ 74 ].  
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    Achondroplasia 

 Achondroplasia (OMIM#100800) arises from mutations in 
the  FGFR3  gene that inhibit chondrocyte proliferation within 
the endochondral growth plate resulting in the shortening of 
long bones. Achondroplasia is the most  common form of 
FGFR-related short-limbed dwarfi sm [ 75 ,  76 ], with an 
occurrence of 1 in 10,000 to 30,000 live births [ 4 ,  5 ]. Two 
common variants, c.1138G>A (~98 %) and c.1138G>C 
(1–2 %), result in a p.Gly380Arg mutation in the transmem-
brane domain of  FGFR3  [ 77 ]. The achondroplasia mutation 
is the most common de novo disease-causing mutation 
known. There is a strong paternal origin for the mutation, 
mostly in fathers over the age of 35 years [ 34 ]. A second 
mutation, described in several published accounts, suggests 
that p.Gly375Cys also causes achondroplasia [ 78 – 80 ]. 

 Testing for the c.1138G>A mutation may be performed 
by RFLP digestion of exon 10 with the  Sfc I restriction 
enzyme. It has been noted, however, that complete digestion 
is not consistently observed for the assay and other molecu-
lar methods may be required to differentiate between the 
G>A and the G>C mutations, the heterozygous form, and the 
lethal homozygous form [ 81 – 83 ].  

    Severe Achondroplasia, Developmental Delay, 
and Acanthosis Nigricans (SADDAN) 

 Severe achondroplasia, developmental delay and acanthosis 
nigricans (SADDAN; OMIM#187600), is caused by a 
c.1949A>T mutation (p.Lys650Met) in  FGFR3 . The substi-
tution of a methionine residue at position 650 differentiates 
SADDAN from type 2 thanatophoric dysplasia, which arises 
from a glutamic acid substitution at the same position 
(c.1948A>G; Lys650Glu). The SADDAN amino acid change 
induces constitutive kinase activity that is threefold greater 
than normal [ 84 ].  

    Hypochondroplasia 

 Hypochondroplasia (OMIM#146000) is clinically diagnosed 
as a mild form of skeletal dysplasia. Clinical diagnosis is 
usually by short limbs detected on ultrasonography, which 
prompts diagnostic testing. The  FGFR3  c.1138G>A muta-
tion that causes achondroplasia has been found in about 5 % 
of hypochondroplasia cases.  FGFR3  mutations account for 
only 50–70 % of cases, suggesting genetic heterogeneity. Of 
those mutations in  FGFR3 , 70 % are a recurrent p.Asn540Lys 
amino acid change located in the tyrosine kinase 1 domain 
(TK1), while others are rarer. Testing may be performed by 
RFLP analysis of an exon 13 PCR product, which will detect 
the two c.1659C>A/G, p.N540K mutations. A  Bsp MI restric-

tion site is abolished by the c.1620C>A mutation, and the 
c.1620C>G mutation creates a novel  Alu I restriction site 
[ 85 ]. The other known mutations may be detected by 
sequencing exons 10, 13, and 15 of  FGFR3 .  

    Thanatophoric Dysplasia 

 Thanatophoric dysplasia (TD) is the most common lethal 
condition of short-limbed skeletal dysplasia with a distorted 
head and has an estimated incidence of 1 in 20,000 to 50,000 
live births. Two types of TD are clinically diagnosed based 
on ultrasound and radiographic fi ndings [ 86 – 88 ]. Type 1 
(OMIM#187600) patients have prominently curved femurs, 
while type 2 (OMIM#187601) patients typically have a 
severe form of craniosynostosis often referred to as a clover-
leaf skull and a small chest [ 89 ]. 

 Several different gain-of-function mutations in  FGFR3  
cause TD type 1. Mutations p.Arg248Cys, p.Ser249Cys, 
p.Ser371Cys, and p.Tyr373Cys create novel cysteine resi-
dues in the extracellular and intramembranous domains, 
while other mutations causing TD type 1, such as p.
Ter807Arg, p.Ter807Cys, p.Ter807Gly, p.Ter807Ser, and 
p.Ter807Trp, obliterate the stop codon resulting in exten-
sion of the intracellular domain by an additional 141 amino 
acids [ 90 ,  91 ]. 

 TD type 2 is caused by the  FGFR3  transition mutation 
c.1948A>G, coding for p.Lys650Glu [ 92 ,  93 ]. The mutation 
causes multiple cranial sutures to fuse prematurely resulting 
in a cloverleaf skull malformation. The importance of the 
lysine 650 codon, situated in the tyrosine kinase-domain 
activation loop of FGFR3, is emphasized by the wide range 
of clinical phenotypes observed based, on the different 
amino acid substitutions and their ability to infl uence kinase 
activity. Similar to the previously mentioned SADDAN p.
Lys650Met mutation, substitution of the lysine 650 for a glu-
tamine or asparagine residue is associated with a milder 
hypochondrodysplasia phenotype [ 94 ].   

    Bent Bone Dysplasia: FGFR2 Type 

 Bent bone dysplasia-FGFR2 type (OMIM#614592) has 
recently been attributed to two heterozygous mutations in the 
FGFR2 transmembrane domain, c.1172T>G (p.Met391Arg) 
and c.1141T>G (p.Tyr381Asp) that reduce its localization to 
the plasma membrane [ 95 ]. A phenotype of perinatal lethal-
ity with hypertelorism, midface hypoplasia, micrognathia, 
prematurely erupted prenatal teeth, low-set posteriorly 
rotated ears, and clitoromegaly in females. Distinct radiologi-
cal fi ndings include coronal craniosynostosis with poorly 
mineralized calvaria, curved appendicular skeletal defects, 
and clavicle hypoplasia. The nuances of the genotype- 
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phenotype correlations are observed in the mutation of the 
tyrosine 381 residue to asparagine (p.Tyr381Asn, c.1141T>A) 
that causes Crouzon syndrome [ 96 ]. These studies suggest a 
spectrum of severity for altered FGFR2 activity.  

    Other  FGFR -Associated Disorders 

 In addition to the activating mutations resulting in cranio-
synostosis and chondrodysplasia, loss-of-function mutations 
in the FGFR genes cause a variety of different syndromes. 

    CATSHL Syndrome 

 Dominantly inherited, camptodactyly, tall stature, scoliosis, 
and hearing loss (CATSHL; OMIM#610474) is caused by a 
 FGFR3  p.Arg621His heterozygous missense mutation resid-
ing within the tyrosine kinase domain generating a loss-of-
function that promotes endochondral bone growth [ 97 ]. 
Recently, a novel homozygous  FGFR3  c.1167C>A 
p.Thr546Lys, mutation has been described as also causing 
skeletal overgrowth [ 98 ].  

    Kallmann Syndrome 

 Hypogonadotropic hypogonadism, also known as Kallmann 
syndrome (OMIM#308700), is a heterogenic disorder with 
mutations found most commonly in the  KAL  gene (KAL1, 
X-linked; OMIM *300836) as well as  FGFR1  (KAL2, 
OMIM#147950). Other genes that account for 5 % or less of 
cases include  PROKR2 ,  PROK2 ,  CHD7 , and  FGF8 , while an 
additional fi ve genes are known to account for the autosomal 
recessive form. Sensitivity of testing for clinically diagnosed 
Kallmann syndrome is approximately 30 % for the afore-
mentioned genes [ 99 ]. Loss-of-function mutations in  FGFR1  
account for approximately 10 % of cases of type 2 Kallmann 
Syndrome with deletions being rare contributors to the disor-
der. Kallmann syndrome exhibits a 5:1 male to female ratio 
with an incidence of approximately 1 in 8,000 to 10,000 in 
males and 1 in 40,000 to 50,000 in females [ 100 ,  101 ]. 
Patients characteristically have olfactory bulb dysgenesis 
(anosmia) and hypogonadotropic hypogonadism, with boys 
also having micropenis and cryptorchidism. Mutations in the 
 FGFR1  gene also may result in cleft lip and/or palate, agen-
esis of the teeth, and digital malformations [ 102 ].  

    LADD Syndrome 

 Lacrimo-auriculo-dento-digital (LADD) syndrome 
(OMIM#149730; Levy-Hollister syndrome) is a dominant, het-
erogeneous disorder with mutations found in the  FGF10  gene 

as well as the tyrosine kinase domains of FGFR2 (p.Ala648Thr, 
p.Ala628Thr) and FGFR3 (p.Asp513Asn) [ 103 – 105 ]. Variants 
in the receptor kinase domain associated with LADD syndrome 
reduce phosphorylation activity [ 106 ]. Affected individuals 
typically exhibit hypoplasia/aplasia of the tear and salivary 
ducts, malformed ears and deafness, hypodontia, and digital 
anomalies mostly affecting the thumbs [ 107 – 109 ].      
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    Abstract  

  Cystic fi brosis (CF) is one of the most common lethal autosomal recessive diseases in 
whites, with an estimated incidence of 1 in 2,500–3,300 live births. CF, caused by muta-
tions in the  CFTR  gene, is a complex multisystem disease, affecting the respiratory tract, 
pancreas, intestine, male genital tract, hepatobiliary system, and exocrine system. Recurrent 
infections that lead to respiratory failure are the major cause of morbidity. Due to the high 
frequency of CF,  CFTR  mutation analysis is useful for a variety of clinical indications, 
including newborn screening, diagnostic testing, carrier screening, and fetal diagnosis for 
at-risk pregnancies. A relatively small number of mutations account for the majority of CF 
alleles. The American College of Medical Genetics and the American Congress of 
Obstetricians and Gynecologists recommend fi rst-tier  CFTR  mutation analysis using a pan-
ethnic panel of 23 mutations that occur at a frequency of >0.1 % in any of the major US 
ethnic groups. Commercial test kits are available to perform this testing. Reporting of CF 
results is complex because the detection in a targeted mutation assay is less than 100 %. The 
interpretation and subsequent recommendations are dependent on the indication for the test 
and the ethnicity and family history of the individual being tested, and may require consul-
tation with a medical geneticist or genetic counselor.  
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        Introduction 

 Cystic fi brosis (CF) is one of the most common lethal auto-
somal recessive diseases in whites, with an estimated inci-
dence of 1 in 2,500 to 1 in 3,300 live births. CF, caused by 
mutations in the  CFTR  gene, is a complex multisystem dis-

ease, affecting the respiratory tract, pancreas, intestine, male 
genital tract, hepatobiliary system, and exocrine system. 
Recurrent infections that lead to respiratory failure are the 
major cause of morbidity. Due to the high frequency of CF, 
 CFTR  mutation analysis is useful for a variety of clinical 
indications, including newborn screening (NBS), diagnostic 
testing, carrier screening, and fetal diagnosis for at-risk preg-
nancies. A relatively small number of mutations account for 
the majority of CF alleles. The American College of Medical 
Genetics (ACMG) and the American Congress of 
Obstetricians and Gynecologists (ACOG) recommend a 
panethnic panel of 23 mutations that occur at a frequency of 
>0.1 % in any of the major US ethnic groups be used for 
fi rst-tier  CFTR  mutation analysis. Commercial kits are 
 available to perform this testing. Reporting of CF results is 
complex because the detection in a targeted mutation assay is 
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less than 100 %. The interpretation and subsequent recom-
mendations are dependent on the indication for the test and 
the ethnicity and family history of the individual and may 
require consultation with a geneticist or genetic counselor.  

    Molecular Basis of Disease 

 CF is one of the most common lethal autosomal recessive 
diseases in Caucasians, with an estimated incidence of 1 in 
2,500 to 3,300 live births. Approximately 30,000 children 
and adults in the USA are affected and approximately 
1,000 individuals are newly diagnosed annually, the major-
ity less than 1 year old. For a current, comprehensive 
review of clinical CF and molecular diagnostics for this 
disorder, see ref.  1 . 

 The gene mutated in CF, the cystic fi brosis transmem-
brane conductance regulator ( CFTR ), spans approximately 
230 kilobases (kb) on chromosome 7q31.2, contains 27 cod-
ing exons, produces a 6.5 kb mRNA product, and encodes a 
CFTR protein of 1,480 amino acids with a mass of approxi-
mately 170,000 Da. The CFTR protein is in the ATP-binding 
cassette family of transporter proteins, containing fi ve 
domains: two membrane-spanning domains, a regulatory 
domain, and two nucleotide-binding domains that interact 
with adenosine triphosphate. Mutations that lead to an abnor-
mal CFTR protein cause defective electrolyte transport in 
the apical membrane of epithelial cells resulting in complex 
multisystem disease affecting the respiratory tract, pancreas, 
intestine, male genital tract, hepatobiliary system, and exo-
crine system. 

 CF is characterized by viscous mucus secondary to 
faulty transport of sodium and chloride, which leads to salt 
loss, and affects water content of the extracellular space. 
CF has a highly variable presentation and clinical course. 
The clinical features of “classic” CF are dominated by pul-
monary disease. The median age of diagnosis is 6–8 months, 
and nearly two-thirds of affected individuals are diagnosed 
by the age of 1 year; however, the advent of NBS for CF is 
enabling earlier diagnosis of presymptomatic individuals. 
Respiratory failure, often with recurrent respiratory infec-
tions, is the major cause of morbidity and mortality. 
Approximately 90 % of CF patients die from pulmonary 
complications with an overall median survival into the late 
30s. Approximately 85 % of CF patients have pancreatic 
insuffi ciency as a result of obstruction of the pancreatic 
ducts and subsequent scarring and destruction of exocrine 
functions. Neonatal meconium ileus, which can present 
prenatally as echogenic bowel (EB), occurs in approxi-
mately 15 % of newborns with CF. Other manifestations 
include chronic sinusitis, nasal polyps, liver disease, pan-
creatitis, and, in males, congenital bilateral absence of the 
vas deferens (CBAVD) resulting in azoospermia. 

 Treatment for individuals with CF is palliative and 
includes chest percussion and use of inhaled medications or 
hypotonic saline to clear lung secretions, control of infec-
tions by antibiotic therapy, and improvement of nutritional 
status through dietary managements and pancreatic enzyme 
replacement. The goals of therapy are maintenance of ade-
quate nutritional status, prevention of pulmonary and other 
complications, encouragement of physical activity, and pro-
vision of adequate psychosocial support. Although the devel-
opment of new therapies for CF based on correction of 
electrolyte transport is a major research focus, there is cur-
rently no cure for CF. While lung transplantation can be used 
in selected CF patients with severe respiratory compromise, 
the success is not sustained and lung transplant does not 
address the other end-organ disease of CF [ 2 ]. 

 A diagnosis of CF in a symptomatic or at-risk individual 
is suggested by clinical presentation and confi rmed by a 
sweat test. In the presence of clinical symptoms (e.g., recur-
rent respiratory infections), a sweat chloride level above 
60 mmol/L is diagnostic for CF. Although the results of this 
test are valid in a newborn as young as 24 h, collecting a suf-
fi cient sweat sample from a baby younger than 3 or 4 weeks 
old is diffi cult and must be performed by an experienced, 
Cystic Fibrosis Foundation-accredited sweat testing center. 
The sweat test also confi rms the diagnosis in older children 
and adults but is not useful for carrier detection. 

 Since the identifi cation of the  CFTR  gene, more than 
1,800 mutations have been identifi ed; a complete list can be 
found at   www.cftr2.org/    . A relatively small number of 
mutations account for the majority of CF alleles. The most 
frequent mutation is c.1521_1523delCTT (p.Phe508del), 
commonly known as deltaF508. This mutation is a 3-base 
pair deletion that accounts for approximately 70 % of CF 
chromosomes worldwide; thus, approximately half of CF 
patients are homozygous for deltaF508. The mutations and 
their frequency vary by ethnic group. 

  CFTR  gene mutations and variants that reduce but do not 
destroy CFTR protein function are associated with “non- 
classic CF,” the clinical spectrum of which includes chronic 
respiratory problems such as rhinosinusitis, chronic pancre-
atitis, and isolated CBAVD. The presence of a variant with 
less impact on CFTR protein function on one chromosome, 
in combination with a classic CF mutation on the opposite 
chromosome (in  trans ), may lead to non-classic clinical fea-
tures of CF (Fig.  13.1 ). Males with CBAVD have an 
increased frequency of mutations in one or both  CFTR  
alleles or an incompletely penetrant mutation (the intron 
8-variant c.1210-12T[5T], commonly known as the 5T 
allele) in a noncoding region of  CFTR . These men usually 
have no pancreatic disease and may have normal, border-
line, or elevated sweat electrolytes. Small subsets of indi-
viduals with  non- classic CF have chronic  Pseudomonas  
bronchitis, normal pancreatic function, and normal or 
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 intermediate sweat electrolytes. Asymptomatic infants 
 identifi ed by NBS with an elevated immunoreactive tryp-
sinogen (IRT), one classic  CFTR  gene mutation, and a bor-
derline sweat test are given the diagnosis  CFTR -related 
metabolic syndrome (CRMS) until it is known whether they 
will manifest clinical features of CF.

       Clinical Utility of Testing 

 Due to the high frequency of CF,  CFTR  mutation analysis is 
useful for a variety of clinical indications, including NBS, 
diagnostic testing, carrier screening, and prenatal diagnosis for 
at-risk pregnancies. Biochemical testing is used to augment 
molecular methods for NBS and diagnostic testing. Carrier 
and prenatal testing relies solely on molecular testing. 

 Newborns with CF tend to have elevated levels of blood 
IRT. Although these levels fall within a few weeks after 
birth, elevated IRT is a reliable biochemical marker to iden-
tify newborns at increased risk for CF. NBS is performed in 
all states and many foreign countries using IRT alone or in 

combination with molecular testing. If IRT alone is used, a 
second sample is typically collected and those newborns 
with two elevated IRT results are called screen positive and 
are referred for further testing (IRT-IRT model). In a model 
where  CFTR  mutation analysis is performed on the original 
sample for those with an elevated IRT (IRT-DNA model), 
infants with one or two  CFTR  mutations identifi ed are called 
screen positive, and those with two mutations have a pre-
sumptive diagnosis (for review, please see the CLSI 
Approved Guidelines for Newborn Screening for Cystic 
Fibrosis [ 3 ]). Diagnosis of infants with presymptomatic CF 
leads to better management and long-term outcomes, a fact 
underscored by a recommendation from the ACMG to 
include CF as one of their 29 recommended “core condi-
tions” for uniform NBS in the USA [ 4 ]. 

 In a symptomatic individual, the identifi cation of two 
classic  CFTR  mutations is suffi cient to establish a diagnosis 
for CF; however, sweat testing remains the diagnostic gold 
standard as recommended by the CF Foundation [ 5 ]. In the 
majority of classic CF cases, both mutations can be identi-
fi ed by a panel of common mutations. For symptomatic indi-
viduals in whom two of the common mutations are not 
identifi ed, full  CFTR  gene sequencing and, if necessary, 
 CFTR  gene deletion/duplication analysis are useful to deter-
mine the likelihood that the individual’s clinical features are 
part of a  CFTR -related disorder. The availability of both bio-
chemical and molecular diagnostic tests is particularly useful 
for individuals with non-classic clinical presentations and 
normal or borderline sweat tests, at-risk newborns from 
whom it is diffi cult to collect suffi cient quantities of sweat, 
and individuals in whom one classic  CFTR  mutation and one 
 CFTR  variant of uncertain or unknown clinical signifi cance 
have been identifi ed. Identifi cation of familial mutations is 
useful for testing at-risk relatives. 

 In 1997, a National Institutes of Health Consensus 
Development Conference recommended CF carrier testing 
for all couples planning a pregnancy, regardless of family 
history. However, at that time, there was no standardization 
of CF testing among laboratories and no commercially avail-
able reagents or kits. The largest challenges to standardize 
mutation panels were the ethnic diversity and admixture of 
the US population, which complicated the selection of muta-
tions for a standardized screening panel. The ACMG and the 
ACOG recommended a panethnic panel of 23 mutations 
(which was revised from an original 25 mutations) that occur 
at a frequency of >0.1 % in any of the major US ethnic 
groups, plus refl ex testing for four additional sequence vari-
ants under specifi ed conditions (Table  13.1 ) ([ 6 – 8 ], revised 
2011). These organizations developed and distributed an 
educational document entitled “Preconceptual and Prenatal 
Carrier Screening for Cystic Fibrosis” to the members of 
ACMG and ACOG, and established CF carrier screening as 
a standard of care in the USA.
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  Figure 13.1    Examples of allelic confi gurations and their interpreta-
tions in carrier testing ( a – d ) and diagnostic testing ( e – g ) when classic 
or non-classic mutations are detected. *c.350G>A (p.R117H) and 
c.1210-12T (intron 8 5T/7T/9T) are the most frequently occurring non-
classic  CFTR  gene variants. Other non-classic variants detectable by 
sequence analysis have been described       
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   Prior to the cloning of the  CFTR  gene, couples learned 
that both parents were CF carriers upon the birth of an 
affected child. No robust assays were available to assess a 
subsequent pregnancy with a 1 in 4 risk of CF. Now, the most 
common indication for mutation analysis is direct heterozy-
gote detection for carrier risk revision for a couple either for 
pregnancy planning or screening. 

 The ACMG/ACOG panel is not designed for diagnostic 
testing for individuals with clinical features of classic or 
non-classic CF or men with CBAVD, although the panel is 
often used as an initial screen in these clinical settings. A 
larger mutation panel provides increased detection for symp-
tomatic individuals. 

 Analysis is used for fetal testing of pregnancies with a 
1 in 4 risk for which both mutations have been identifi ed in 
the two carrier parents. Fetal or prenatal testing often is 
offered in lower risk pregnancies presenting in the second 
trimester on ultrasound with fetal EB. EB is associated with 
an increased risk for CF (2–20 %) in the absence of a positive 
family history. Mutation analysis of the parents of a fetus 
with EB may reveal that both are carriers, but often neither or 
only one parent carries a common  CFTR  mutation. Fetal 
diagnosis can determine that a heterozygous parent has 
transmitted an identifi ed mutation, but there is no additional 
testing offered to further clarify the fetal CF status. In such 
cases of EB, Bayesian analysis is used to modify the risk. 

   Table 13.1    Recommended core mutation panel for general-population CF carrier-screening/legacy (common) nomenclature   

 c.254G>A/G85E  c.1624G>T/G542X  c.3846G>A/W1282X  c.1521_1523delCTT/
deltaF508 

 c.2657 + 5G>A/2789 + 5G>A 

 c.350G>A/R117H  c.1652G>A/G551D  c.3909C>G/N1303K  c.1585-1G>A/1717-1G>A  c.2988 + 1G>A/3120 + 1G>A 

 c.1000C>T/R334W  c.1657C>T/R553X  c.489 + 1G>T/621 + 1G>T  c.1766 + 1G>A/1898 + 1G>A  c.3527delC/3659delC 

 c.1040G>C/R347P  c.1679G>C/R560T  c.579 + 1G>T/711 + 1G>T  c.2052delA/2184delA  c.3718- 
2477C>T/3849 + 10kbC>T 

 c.1364C>A/A455E  c.3484C>T/R1162X  c.1519_1521delATC/deltaI507 

 Refl ex tests 

 c.1210-12T/intron 8 5T/7T/9T; c.1516A>G/I506V, c.1519A>G/I507V, c.1523T>G/F508C 

   Table 13.2    Commercially available molecular kits for targeted  CFTR  mutation analysis   

  Vendor    Abbott/Celera    Autogenomics  
  Elucigene/
GenProbe    Luminex    Hologic    Innogenetics    GenMarkDx  

  Illumina, 
Inc. (San 
Diego, CA)  

 Platform  PCR target 
amplifi cation, 
OLA, and 
capillary 
electrophoresis 

 PCR target 
amplifi cation, 
and 
hybridization 
to BioFilmChip 
microarray 

 ARMS target 
amplifi cation, 
ARMS, and 
capillary 
electrophoresis 

 PCR target 
amplifi cation, 
allele-specifi c 
primer 
extension, 
hybridization 
to universal 
tags, and 
sorting on 
Luminex 100 
analyzer 

 PCR and 
signal 
amplifi cation 
and FRET 
detection 

 PCR target 
amplifi cation 
and reverse 
ASO 

 PCR target 
amplifi cation, 
chip 
hybridization, 
and detection 
on an 
electronic 
microarray 

 Sequencing 
by synthesis 

 Product or 
platform 
name 

 Oligonucleotide 
Ligation Assay
16- capillary 
CEGA 

 INFINITI™ 
CFTR31 

 Elucigene 
CF-EU 

 TAG-IT 
CF39, 
TAG-IT 
CF60, 
TAG-IT 
CF71 

 InPlex  Inno-LiPA 
CFTR 

 eSensor ®  
Cystic 
Fibrosis 
Genotyping 
Test 

 MiSeqDx 
Cystic 
Fibrosis 
139-Variant 
Assay, 
MiSeqDx 
Cystic 
Fibrosis 
Clinical 
Sequencing 
Assay 

 Regulatory 
status 

 US FDA 
cleared 

 Research use 
only/CE 
marked 

 CE marked 
(not available 
in the USA) 

 US FDA 
cleared 

 US FDA 
cleared 

 Research 
use only 

 US FDA 
cleared 

 FDA-cleared 

   ARMS  amplifi cation refractory mutation system,  ASO  allele-specifi c oligonucleotide,  CEGA  capillary electrophoresis genetic analyzer,  FRET  fl uo-
rescence resonance energy transfer,  OLA  oligonucleotide ligation assay,  PCR  polymerase chain reaction  
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Furthermore, some clinicians submit a fetal sample without 
testing the parents, and formal genetic counseling may not 
be offered to the couple until the laboratory testing has been 
completed. 

    Available Assays 

 Currently, there are several available testing platforms. 
Technical standards and guidelines for CF mutation testing 
have been published by the ACMG ([ 6 ], revised 2011) and 
are available at   www.acmg.net    . These guidelines address the 
technology platforms used with commercial kits and 
reagents for laboratory-developed tests (LDTs) for CF muta-
tions. Currently available commercial kits and reagents for 
LDTs are summarized in Table  13.2 . All are robust and 
include at least the ACMG/ACOG minimum core mutation 
panel, but vary considerably with respect to criteria that lab-
oratories consider for platform adoption: reagent/royalty 
costs, footprint of instrumentation, throughput, fl exibility, 
and data analysis.

   Refl ex testing for the c.1210-12T (intron 8 5T/7T/9T) 
sequence variation is specifi cally recommended by ACOG/
ACMG for individuals with an identifi ed c.350G>A (R117H) 
mutation, since 5T vs 7T or 9T  in cis  increases CF severity in 
a compound heterozygote with a second CF mutation. Note 
that some assay platforms may only reveal the c.1210-12T 
(intron 8 5T/7T/9T) results if a c.350G>A (R117H) mutation 
is identifi ed. Since some methodologies do not distinguish 
between c.1521_1523delCTT (deltaF508) and other altera-
tions in close proximity, a second refl ex to three exon 10 
sequence variants [c.1516A>G (I506V), c.1519A>G 
(I507V), c.1523T>G (F508C)] is recommended when an 
unexpected homozygous c.1521_1523delCTT (deltaF508) 
or c.1519A>G (I507V) mutation is detected to avoid report-
ing of false-positive results due to interference by these sur-
rounding polymorphisms. Most available kits or reagents 
include these nonpathogenic exon 10 refl ex sequence 
variants. 

 The Abbott/Celera platform offers both semiautomated 
and automated detection and data analysis and requires 
capital purchase of an instrument with a relatively large 
footprint. The automated assay format is useful for high-
volume testing. 

 The Innogenetics assay is a reverse allele-specifi c oligo-
nucleotide test that can be semiautomated using a custom-
ized instrument. The assay is amenable to low and high test 
volumes. Manual analysis of the strip data is required. 

 The Elucigene assay features capillary electrophoresis 
detection of sequence-specifi c primer amplicons and pro-
vides an expanded mutation panel specifi c to European pop-
ulations. This platform is not available in the USA. 

 The Luminex assays incorporate multiplex PCR and multi-
plex allele-specifi c primer extension with a proprietary uni-
versal tag sorting system (xTAG ®  Technology) on the Luminex 
100/200 Analyzer. This is a high-throughput assay that incor-
porates automated software analysis for genotype calls. 

 The Autogenomics and GenMarkDx systems are microar-
ray assays that are partially amenable to automation. With 
lower throughput than some other assays, these assays may 
be optimal for laboratories with small test volumes. Both 
platforms also have fl exibility to use other non-CF reagents 
on the same system. 

 The Hologic assay only requires manual pipetting steps 
which can be automated using a liquid handler. Thus, this 
assay is potentially of low cost, requiring only a fl uorescent 
plate reader. The assay is unique among CF assays by com-
bining limited cycles of PCR with signal amplifi cation using 
the Invader ®  FRET technology. Because this assay format 
cannot be multiplexed, the detection steps are performed on 
a custom “InPlex” card, in which reaction products are dis-
tributed to wells of dried-down reagents, each specifi c for the 
detection of a single-mutant allele. 

 DNA sequencing and deletion/duplication analyses are 
laboratory-developed tests validated and performed in high- 
complexity laboratories in the USA.  CFTR  gene sequencing 
refers to DNA sequencing of the  CFTR  exons and intronic 
borders. Newer sequencing technologies’ cost is decreasing 
to perform the assay. In an affected individual, if two muta-
tions are not identifi ed by targeted mutation analysis and 
gene sequencing, or if unexpected homozygosity for a rare 
mutation is identifi ed, deletion/duplication testing may be 
warranted. Commercial reagents are available (MRC- 
Holland, Amsterdam, the Netherlands) for laboratory- 
developed deletion/duplication testing.   

    Interpretation of Test Results 

 The majority of  CFTR  gene mutations can be detected by 
targeted mutation analyses, which have only three possible 
results: detection of no, one, or two mutations. However, 
reporting of CF results is complex because the mutation 
detection rate in a targeted mutation assay is less than 100 %. 
The interpretation and subsequent recommendations are 
dependent on the indication for the test and the ethnicity and 
family history of the individual. In cases where  CFTR  gene 
sequencing or deletion/duplication analysis is warranted, 
interpretation of test results is more complex and should be 
performed in a laboratory with experience in interpretation 
of these test results in collaboration with a medical geneticist 
or genetic counselor. 

 In the majority of CF NBS programs, infants with an ele-
vated IRT NBS test result are tested for a panel of classic 
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 CFTR  mutations. An infant with two classic  CFTR  muta-
tions is presumed to have a diagnosis of CF; however, confi r-
matory studies such as a sweat testing and molecular testing 
on a new blood sample are standard practice to assure proper 
identifi cation of the infant specimen. Infants with one muta-
tion identifi ed are at an elevated risk for CF (approximately 
1 in 10). In infants with an elevated IRT and one  CFTR  muta-
tion, a normal sweat test confi rms carrier status and an 
abnormal sweat test confi rms a diagnosis of CF; however, a 
borderline sweat test may indicate non-classic CF. If the 
sweat test results indicate classic or non-classic CF,  CFTR  
gene sequencing is indicated to identify rare or private  CFTR  
gene mutations and variants. Infants with an elevated IRT 
and no classic  CFTR  mutation are presumed to be NBS false 
positives, but should be referred for further evaluation if 
symptoms of CF develop. It is important to note that infants 
with meconium ileus tend to have normal IRT levels and 
therefore a normal CF NBS. 

 For individuals with symptoms of CF, fi nding of two 
 CFTR  mutations confi rms a diagnosis of CF. However, 
genotype- phenotype relationships are not adequately estab-
lished to make prognostic interpretations for the many pos-
sible homozygous and compound heterozygous genotypes. 
The interpretation of one or no detected mutations for a 
symptomatic individual must include a statement of limita-
tions of the targeted assay, a recommendation for  CFTR  gene 
sequencing and/or deletion/duplication analyses, and consul-
tation with a CF specialist. Referrals for CF diagnostic test-
ing may include older children and adults with features of 
non-classic CF, for example chronic respiratory problems, 
isolated pancreatitis, or male infertility. In such cases a  CFTR  
classic mutation panel is unlikely to fully explain the clinical 
symptoms (Fig.  13.1 ), but identifi cation of a single mutation 
would be a strong indicator that full gene sequencing and/or 
deletion/duplication analysis are warranted. 

 Since the publication of the ACMG/ACOG recommenda-
tions, more than 95 % of all DNA testing for CF is for carrier 
screening in a prenatal or pregnancy setting. Although the 
fi nding of one mutation in a couple is straightforward, the 
majority of these pregnancy planning carrier-screening tests 
are negative, with no mutations detected. In the setting of a 
negative test result, the physician must be informed that the 
revised carrier risk, while reduced from the prior risk, is not 
eliminated because the mutation detection is incomplete. As 
shown in Table  13.3 , both the prior and revised carrier risks 
are dependent on individual ethnicity and family history. Prior 
carrier risks are based on pedigree analysis. For example, risks 
for a non-Hispanic Caucasian individual vary from a high of 
2 in 3 for an individual with an affected sibling to approxi-
mately 1 in 25 for an individual with no family history.

   Prior carrier risks for individuals without a family history 
of CF are calculated from the ethnic frequency of CF, which 

is highest among non-Hispanic Caucasians (1 in 25), lower 
in Hispanics (1 in 46) and non-Hispanics of African descent 
(1 in 62), and lowest among Asians (1 in 90). Revised risks 
also are based on the frequency of the tested mutations in the 
individual’s ethnic group. The frequency of mutation detec-
tion using the ACMG/ACOG panel ranges from 97 % for 
individuals of Ashkenazi Jewish descent to 57 % for 
Hispanics, and 49 % for Asians. Risk revision is even more 
complicated for individuals of mixed heritage. 

 Responsible reporting for  CFTR  mutation test interpreta-
tion should include a clear statement of test limitations. 
Often, samples are referred for testing without individual 
ethnicity information provided to the testing laboratory for 
calculation of risk; therefore, a table of residual risks for 
Ashkenazi Jewish, Caucasian, Hispanic, African American, 
and Asian individuals for the test performed should be pro-
vided. Such a table is also useful for individuals of mixed 
ancestry since their residual risk would be intermediate 
between two or more groups. For individuals with a family 
history of CF a recommendation for a medical genetics con-
sultation or genetic counseling is appropriate since a more 
precise risk assessment can be made if the familial mutations 
are known. 

 The published ACMG/ACOG recommendations include 
model laboratory reports for detection of no or one mutation 
in a carrier-screening context for individuals with a negative 
personal and family history [ 7 ]. These model reports also are 
included in the educational materials that have been distrib-
uted to the members of ACOG and ACMG. They contain a 
fi eld for patient ethnicity, but the interpretation is not patient 
specifi c. In the model mutation-negative report, the prior and 
revised carrier risks for all ethnicities are presented in the 
interpretation fi eld in a tabular format. 

 Laboratories can anticipate the most common reporting 
formats and prepare standard template reports. This approach 
accommodates high test volumes while maintaining report-
ing standards. Each report should contain a statement that 
the carrier risk of the consultant is reduced but that the risk 
for having a child affected by CF is also a function of the 
partner’s carrier status. In this way, the non-zero value of the 
revised risk for a negative test is emphasized as well as the 
interplay of the genotypes of both parents. 

    Table 13.3    Prior and residual CF risks for individuals with a negative 
carrier test for Caucasian, European: 90 % detection   

  Affected relative    Prior risk    Revised risk  

 No affected relative  1 in 25  1 in 241 

 Sibling  2 in 3  1 in 6 

 Niece/nephew/half-sibling  1 in 2  1 in 11 

 Aunt/uncle  1 in 3  1 in 21 

 First cousin  1 in 4  1 in 31 
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 Although the ACMG/ACOG mutation panel is designed 
for carrier screening of individuals without a family history 
of CF, individuals with an affected relative often are referred 
for carrier risk testing, and the same screening mutation 
panel is used. Often the affected family member has not been 
tested and the familial mutations are not known, or the muta-
tion has been identifi ed but the information is not available to 
the at-risk relative. Reports should clearly state that the 
intended use of the mutation panel is for individuals without 
a family history of CF to alert the physician that residual car-
rier risk after a negative test is modifi ed by this history. 
Table  13.3  illustrates the benefi t of identifying familial muta-
tions, thereby allowing a yes or no answer to carrier status, 
vs not identifying the familial mutation and relying on risk 
reduction alone even when the affected individual is more 
distantly related. The report also may include a recommen-
dation that the physician refer individuals with a positive 
family history for genetic counseling and Bayesian calcula-
tion of revised carrier risk (see Chap.   5    ). If a laboratory has 
the expertise and suffi ciently reliable clinical information, 
individual-specifi c revised risks may be reported. All such 
reports should include an individual-specifi c revised risk cal-
culation, a recommendation for genetic counseling and a 
statement that the residual risk would be signifi cantly modi-
fi ed if the familial mutations are known. 

 Reporting for most of the possible positive results in a 
carrier test is straightforward and, as recommended by 
ACMG/ACOG, should always contain a recommendation 
for genetic counseling and a comment that at-risk relatives 
also may benefi t from genetic counseling and mutation 
analysis for carrier risk revision. As recommended by 
ACMG/ACOG, interpretation of positive results for the 
c.350G>A (R117H) mutation should always be made in the 
context of the individual’s genotype for the c.1210-12T 
(intron 8 5T/7T/9T) sequence, since expression of the 
c.350G>A (R117H) mutation in a compound heterozygous 
child is variable, depending on the specifi c genotypic combi-
nation (Fig.  13.1 ). The c.350G>A (R117H) mutation is most 
severe when on the same allele as the 5T variant. The refl ex 
of an unexpected c.1521_1523delCTT (deltaF508) homozy-
gous result in a healthy adult to testing for other exon 10 
sequence variations [c.1516A>G (I506V), c.1519A>G 
(I507V), c.1523T>G (F508C)] is necessary to prevent false-
positive results, since some detection platforms (e.g., probe 
hybridization) do not discriminate the c.1521_1523delCTT 
(deltaF508) mutation from these polymorphisms. 

 For fetal testing, laboratories may request or require CF 
carrier screening results of both partners. Parental results 
infl uence the interpretation of fetal results particularly when 
one or both are found to be carriers. Partners often have differ-
ent last names, they may be tested at different times or in dif-
ferent laboratories, or the laboratory volume can be high 
enough that partners are not recognized during CF testing. 

The nongeneticist physician usually can communicate a 1 in 4 
risk to couples who are both carriers, but may not have the 
experience to provide a fetal risk assessment when only one 
partner is a CF carrier and the other does not carry a common 
mutation. Effective ways to communicate the results and inter-
pretations of a complex genetic test to a nongeneticist physi-
cian, enabling him or her to make appropriate management 
decisions, is an area of ongoing research [ 9 ,  10 ]. Successful 
carrier testing for CF depends on many factors, the most impor-
tant of which is physician education to react appropriately to 
the complex scenarios that occur in patients and couples.  

    Laboratory Issues 

 Targeted mutation panels are designed to test for the most 
common variants, but rare variants can interfere with the 
assay and cause false results, for example due to allele drop-
out. In some cases, the variants may occur under primers and 
probes and present as homozygosity for rare mutations or 
amplicons may fail to amplify. Laboratories often provide 
disclaimers on reports indicating the possibility of such rare 
events. In cases of homozygosity for rare mutations, follow-
 up by DNA sequencing and/or duplication/deletion analysis 
or family studies to establish biparental inheritance may be 
warranted. Additional family members also can be tested, if 
available, and may provide useful information for interpreta-
tion of results in the proband. 

 Predicting a genotype-based phenotype is imprecise and 
is not recommended as there are often additional variants or 
modifi ers of mutations present. For example, two (or more) 
variants may be present on the same chromosome (in cis) 
and are often referred to as “complex alleles.” Parental stud-
ies may be needed to confi rm if complex alleles are present. 
A relatively common example is c.1210-12T (intron 8 
5T/7T/9T) and c.350G>A (p.R117H). 

 Reference materials and controls are important for assay 
validation and quality control. Although kits and reagents for 
targeted CF mutation testing are commercially available, 
most do not include positive controls for all of the mutations. 
Commercially available controls can be obtained from sev-
eral sources (  www.cdc.gov/dls/genetics/rmmaterials    ). One 
source is Maine Molecular Quality Controls, Inc. 
(Scarborough, ME) that offers a variety of synthetic  CFTR  
mutation panel control reagents, one of which includes the 
23 ACMG/ACOG recommended mutations. In addition, the 
Coriell Cell Repository (Camden, NJ) offers a set of DNAs 
that contains a complete set of verifi ed mutations in the 
ACMG/ACOG panel. The Coriell Cell Repository also has 
verifi ed reference materials for several other CF mutations. 
The Centers for Disease Control and Prevention Newborn 
Screening Quality Assurance Program (NSQAP) provides 
reference materials for IRT-level testing and consultation 
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and training for laboratories offering NBS for CF (  www.cdc.
gov/labstandards/nsqap    ). 

 Profi ciency testing or external quality assessment pro-
grams for CF testing ensure the quality of the testing labo-
ratory. For molecular testing, the College of American 
Pathologists (CAP), jointly administered by the ACMG 
and CAP, and European CF-EQA provide such programs. 
For NBS, NSQAP oversees profi ciency testing for IRT 
and DNA tests.     
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    Abstract  

  Deafness is the most common sensory defi cit in humans. Genetic diagnosis has traditionally 
been diffi cult due to extreme genetic heterogeneity and a lack of phenotypic variability. For 
these reasons multi-gene screening panels have been adopted. While these methods make 
comprehensive genetic testing possible, interpretation of the many variants is diffi cult, spe-
cifi cally, differentiating novel benign variants from novel deafness-causing variants. This 
chapter describes methods for the genetic diagnosis of deafness with particular attention to 
multi-gene screening panels.  
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        Introduction 

 Deafness is the most common sensory defi cit in humans, 
affecting 1 of 500 newborns [ 1 ]. The relative contributions of 
syndromic and non-syndromic deafness to the total deafness 
genetic load vary with age of ascertainment. About 70 % of 
congenital hereditary deafness is non-syndromic (non-syn-
dromic hearing loss, NSHL) with the remaining 30 % 
accounted for by a large number of different syndromes 
(SHL). In developed countries, most NSHL (80 %) is due to 
a genetic cause. Because syndromes are generally straight-
forward to recognize, most are identifi ed at birth with the 
notable exceptions of Usher syndrome and Pendred syn-
drome. With both of these common recessively inherited 
types of SHL, deafness is the only immediately apparent 
phenotype. 

 Comprehensive genetic testing for deafness has been dif-
fi cult because of signifi cant genetic heterogeneity: 57 NSHL 

genes have been identifi ed since the fi rst gene was cloned 
in 1995 (  http://www.hereditaryhearingloss.org    ) and more 
than 1,100 causative allelic variants have been reported 
in these genes (  http://www.deafnessvariationdatabase.org    ). 
Traditionally, hereditary deafness is distinguished from non- 
genetic causes of deafness (often referred to as acquired 
deafness) by medical and family history, physical examina-
tion, and audiologic testing, in some cases aided by ancillary 
tests such as temporal bone imaging, urinalysis, thyroid 
function studies, and electrocardiography. However, even 
using this test battery, an unequivocal distinction between 
heritable and environmental causes of deafness can be diffi -
cult. If comorbid conditions are identifi ed, deafness may fall 
into one of more than 400 recognized types of SHL, but if 
hearing is the only abnormality, the basis for the diagnosis of 
hereditary deafness is often exclusionary in the absence of 
some type of genetic testing. 

 This paradigm is shifting rapidly with the use of mas-
sively parallel sequencing methods, which provide the abil-
ity to screen thousands or millions of DNA base pairs 
simultaneously. Genetic testing for NSHL is uniquely suited 
to take advantage of these technologies due to its genetic 
heterogeneity, which makes multi-gene screening panels the 
logical default option. Today, genetic testing for apparent 
NSHL is the fi rst test that should be ordered after history, 
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physical examination, and audiometry. This comprehensive 
genetic testing can unequivocally diagnose hereditary hear-
ing loss, provide prognostic information, and help dictate 
further patient management. 

 While these technologies hold the promise of personal-
ized genomic medicine, they are accompanied by specifi c 
challenges with respect to assay design and implementation, 
the interpretation of results, and the ethical issues that may 
arise. Particularly challenging is differentiating variants of 
unknown signifi cance (VUS) or novel variants predicted to 
be pathogenic but without an established record of pathogen-
esis from true disease-causing mutations. With these tech-
nologies, the testing focus is heavily shifted towards data 
interpretation rather than data generation. At present, screen-
ing of a single gene,  GJB2 , using Sanger sequencing remains 
a cost-effective option and is prudent in patients with appar-
ent congenital autosomal recessive NSHL (ARNSHL) prior 
to embarking on a multi-gene screen. For this reason, testing 
of this single gene is discussed separately from multi-gene 
screening strategies.  

    Molecular Basis of Disease 

 In 1994, Guilford et al. mapped the fi rst locus for ARNSHL 
to chromosome 13q12-13 and named it DFNB1, nonsyn-
dromic hearing loss and deafness (Online Mendelian 
Inheritance in Man [OMIM; database online] #220290) [ 2 ]. 
Three years later, the deafness-causing gene at this locus was 
identifi ed as  GJB2  [ 3 ]. Of relevance to genetic testing, muta-
tions in  GJB2  are causative in up to 50 % of individuals with 
severe-to- profound congenital ARNSHL in several world-
wide populations. No other gene makes up such a signifi cant 
proportion of genetic deafness [ 4 ]. 

 Since the discovery of  GJB2 -related deafness, our under-
standing of the biology of hearing and deafness has advanced 
tremendously through the identifi cation of genetic patholo-
gies that lead to deafness in animal models and humans. 
Mutations have been identifi ed that affect almost every part 
of the organ of Corti: the cellular cytoskeleton, including 
actins ( ACTG1 ) and actin-associated genes ( TRIOBP  and 
 RDX ); myosins ( MYO7A ,  MYO15A ,  MYO6 ,  MYO1A ,  MYH9 , 
 MYH14 ); cell-cell junctions ( OTOA ,  CLDN14 ); cell-cell 
attachments ( CDH23 ,  PCDH15 ); gap-junctions ( GJB2 , 
 GJB6 ); transporters ( SLC26A4 ); and ion channels ( KCNQ4 ).  

    Clinical Utility of Testing 

 The primary goals in obtaining a molecular diagnosis of 
apparent NSHL are (1) to preclude unnecessary diagnostic 
testing (for example, CT scanning of the temporal bones) 
and defi ne possible medical comorbidities (for example, 
visual problems that will develop in Usher syndrome); (2) to 

provide families with genetic counseling and allay parental/
family concerns; and (3) in the future to guide treatment 
options to remediate the hearing loss [ 5 – 7 ]. 

    Available Assays 

    GJB2 Single-Gene Screening 

 Historically, a number of mutation detection strategies have 
been used to screen  GJB2  for nucleotide changes, including 
restriction enzyme digestion, allele-specifi c polymerase 
chain reaction, single-strand conformation polymorphism 
(SSCP), heteroduplex analysis (HA), denaturing high-per-
formance liquid chromatography, and Sanger sequencing. Of 
these methods, SSCP and HA were among the fi rst and most 
commonly used methods because of their simplicity and 
cost-effectiveness. However, the gold standard is bidirec-
tional Sanger sequencing. 

 Although  GJB2  is a small gene with only a single coding 
exon, more than 100 different allele variants are associated 
with both ARNSHL and autosomal dominant NSHL 
(ADNSHL). These variants, scattered throughout the gene, 
make mutation screening of the entire coding sequence 
essential. Phenotypic-genotypic studies of  GJB2 -associated 
deafness have provided important insights that are invalu-
able for genetic counselors. For example, cross-sectional 
analyses of  GJB2  genotypes against audiometric data from 
1,531 persons with ARNSHL ranging from mild-to-pro-
found identifi ed a total of 177 different genotypes. The 
degree of hearing loss associated with biallelic truncating 
mutations was signifi cantly more severe than the hearing 
loss associated with biallelic non-truncating mutations. 
Several common mutations (M34T, V37I, L90P) were asso-
ciated with mild-to- moderate hearing loss (median 
25–40 decibels [dB]), and two genotypes [35delG/R143W 
(median = 105 dB) and 35delG/del(GJB6-D13S1830) 
(median = 108 dB)] had signifi cantly more severe hearing 
loss than 35delG homozygotes [ 8 ]. 

 The identifi cation of a single deafness-causing allele vari-
ant in  GJB2  is not uncommon and implies the presence of a 
“missed” variant in a noncoding region or coincidental car-
rier status in a person with deafness of another etiology. 
These types of challenges are multiplied when more compre-
hensive multi-gene panels are used for diagnosis and stress 
the need for phenomic approaches to the interpretation of 
genomic data.  

    Multi-Gene Panels 

 Massively parallel sequencing (MPS, also called next- 
generation sequencing or NGS) identifi es many genetic 
variants and the interpretation of these variants is key to 
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rendering a genetic diagnosis. As a bridge between Sanger 
sequencing of a single gene and exome or genome sequenc-
ing, targeted genomic enrichment (TGE) isolates a subset 
of genes from genomic DNA for more targeted sequencing. 
TGE is especially well suited to multi-gene screening pan-
els and has been quickly adopted for several diseases, 
including deafness, because of a relatively low-cost but 
high-yield result. During library preparation, molecular 
barcodes can be added to an individual’s DNA sample to 
ensure that data are correctly matched with a specifi c 
patient. Barcoding also allows multiple samples to be 
pooled in a single sequencing run, which improves the 
cost-effectiveness of the testing. 

 An alternative technology that has been used for genetic 
testing for deafness is resequencing arrays. While these 
arrays are cost effective, they are limited by the number of 
base pairs that can be sequenced on a single array. For deaf-
ness testing, no arrays are available that interrogate every 
base pair of every gene implicated in NSHL. In contrast, 
TGE followed by MPS provides a comprehensive genetic 
assessment for deafness. 

 MPS is extremely reliant on bioinformatic analysis of 
the sequencing data. Following TGE and sequencing, a 
typical workflow involves de-multiplexing sequencing 
reads, mapping reads to the human reference genome, 
and then identifying and annotating variants. Variants 
are then prioritized to determine the variant(s) most 
likely to cause deafness. Use of both publicly available 
databases (i.e., 1000 Genomes, dbSNP) and laboratory-
developed databases is essential for variant filtering. A 
freely available central repository of variants specific to 
deafness is available at   http://www.deafnessvariationda-
tabase.org    .   

    Interpretation of Results 

    GJB2 Single-Gene Screening 

 Several databases of  GJB2  deafness-causing variants exist 
and should be consulted for interpretation of results 
(Connexin-deafness homepage   http://davinci.crg.es/deaf-
ness/    ;   http://www.deafnessvariationdatabase.org    ). The car-
rier rate for pathogenic  GJB2  variants is high enough that a 
single mutation is not diagnostic of  GJB2 -related deafness. 
If the full sequencing of  GJB2  (exon 1, coding regions, 
splice sites, and upstream deletions) does not identify two 
disease- causing variants, then testing with a multi-gene 
panel is recommended. Multi-gene panel testing also should 
be considered in instances of obvious  GJB2  genotype- 
phenotype discordance.  

   Multi-Gene Panels 

 Evaluation of the quality of the targeted enrichment and the 
sequence reads is essential. Typical metrics to consider are 
overall sequence data generation, read quality, percent of 
reads that map to the human genome, percent of reads that 
overlap the targeted genes, and the depth of coverage of the 
targeted regions (Table  14.1 ).

   Variants are typically annotated with the following: gene, 
location (exonic/intronic/splice site/intergenic/noncoding 
RNA), nucleotide change, amino acid change, presence in 
publicly available databases (1000 Genomes, dbSNP), and 
scores in pathogenicity prediction algorithms (Polyphen, 
PhyloP, SIFT). Variants are then prioritized to identify those 
most likely to be disease causing; variants previously reported 
as disease-causing mutations (DCMs) are most likely to be 
causative. In general, if no DCMs are identifi ed, the prioritiza-
tion strategy adheres to two generally accepted tenants of 
human disease genetics: (1) DCMs will be rare; and (2) DCMs 
will have a signifi cant functional impact on the protein. An 
algorithm for variant prioritization is included in Fig.  14.1 .

   Determining the population frequency of a variant is 
greatly facilitated by dbSNP and the 1000 Genomes Project, 
where millions of genomic variants from large sequencing 
projects are publicly available. Of particular importance are 
well-curated, locus-specifi c databases and laboratory- 
developed variant databases, which can provide signifi cant 

   Table 14.1    Evaluation of targeted genomic enrichment assays: a sam-
ple summary of variants   

  Sample evaluation—targeted genomic enrichment  
 Sample ID  112111-3 

 Phenotype  High-frequency SNHL 

 Exons targeted  1,357 

 Bases targeted  351,522 base pairs 

  Metric    Result (reference 
range)  

 Total reads  28.2 million (14–32 
million) 

 % Reads mapped  97.2 % (94.3–98.7 %) 

 % Reads overlapping target  61.0 % (58.1–63.9 %) 

 Targets covered at 1×  98.8 % (98.6–98.9 %) 

 Targets covered at 10×  98.2 % (97.5–98.2 %) 

 Total variants identifi ed  335 (300–400) 

 Rare variants ( 1 %)  87 (60–100) 

 Exonic or splice site variants  19 (10–30) 

 Non-synonymous/indel/splice site 
variants 

 7 

 Variants of unknown signifi cance  4 

 Known disease-causing mutations  0 

 Candidate mutations for deafness  2 
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data on variant frequency for TGE assays. The functional 
effect of a genetic variant is most easily interpretable when it 
is non-synonymous, affects a splice site, or is an insertion/
deletion that causes a frameshift. Variants located outside the 
coding sequence are more diffi cult to interpret. 

 Frequently, several rare variants cannot be further priori-
tized based on database comparison and gene effect assess-
ment. In silico pathogenicity algorithms can be used to 
predict the signifi cance of these variants. For example, evo-
lutionary conservation of the variant location (BLOSUM), 
comparison of the physical characteristics of the most com-
mon and the variant amino acids (Align-GVGD), and 
protein- specifi c annotation and functional consequence of 
changes (SIFT and PolyPhen) can provide insight into the 
possible pathogenicity of VUS. These in silico methods do 
not replace in vitro or in vivo experimentation, but provide 
the only mechanism to assess the large numbers of variants 
expeditiously. When these four specifi c methods are concur-
rent on pathogenicity, the positive predictive value is >94 % 
[ 9 ]. The alternative, to invest signifi cant time and effort com-

pleting functional assays, would reduce the clinical useful-
ness of genetic testing in many instances. 

 A complementary technique for fi ltering is based on the 
patient’s phenotype. In the case of NSHL, particularly 
ADNSHL, audiograms can be used to fi lter variants. For 
example, DCMs in  WFS1  are associated with an audio pro-
fi le characterized by low-frequency NSHL; DCMs in 
 KCNQ4 , in contrast, cause high-frequency NSHL. Prioritizing 
the signifi cance of identifi ed variants based on a patient’s 
clinical characteristics will play an increasingly large role as 
more genotype-phenotype correlation data are available.   

    Laboratory Issues 

   GJB2 Single-Gene Screening 

 Determination of  GJB2 -related deafness is dependent on the 
identifi cation of mutations in the DNA of affected individuals. 
Sequencing of only exon 2 of  GJB2  by any technique is 

  Figure 14.1    Overview of multi-gene screening panel for deafness 
using targeted genomic enrichment (TGE). After DNA is isolated, 
exons of interest (every exon of every known hearing loss gene) are 
isolated via TGE. Massively parallel sequencing yields millions of 

sequencing reads that are assessed for quality and aligned to the refer-
ence human genome. Variants are compared to the reference genome 
for annotation and prioritization to identify those changes that are most 
likely to be deafness causing, as described in detail in the text       
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incomplete because there are several common noncoding, 
noncomplementary DFNB1-causing mutations that must be 
considered in persons heterozygous for a known  GJB2  
deafness- causing variant. These mutations include those found 
in intron 1 and a few large deletions involving  GJB6  [DFNB1B 
(MIM 612645)] or both  GJB2  and  GJB6  that are easily detect-
able by sequencing across the breakpoint fragments or by 
MPS of a multi-gene panel for deafness. Based on the relative 
frequency of  GJB2  allele variants in the general population, 
the frequency of noncoding  GJB2  variants associated with 
deafness, and phenotype-genotype correlations, ongoing stud-
ies of  GJB2 -related deafness have confi rmed the existence of 
at least one additional variation associated with the DFNB1 
phenotype that lies outside the coding region of  GJB2  [ 10 ].  

   Multi-Gene Panels 

 Due to the capacity of next-generation sequencers, bar-coded 
genomic libraries from several individual patients frequently are 
pooled prior to sequencing. Due to the large output associated 
with these assays, data storage and the documentation and main-
tenance of the bioinformatics infrastructure are issues that must 
be addressed in any clinical laboratory using this testing method. 
Due to the speed at which genomics is advancing, annotation and 
prioritization methods must be updated frequently to ensure that 
variants are reported correctly. Laboratories must consider 
whether to implement processes to modify earlier reports as new 
data are generated that potentially change the interpretation of 
the previous report. Examples include the addition of new genes 
to these platforms and the inclusion of intronic and promoter 
regions to allow the identifi cation of noncoding deafness-caus-
ing variants. One important advance already realized has been 
the ability to complete comprehensive copy-number variant 
analysis of the genes included on the multi-gene panels currently 
in use. This type of analysis can detect  GJB2  and  GJB6  deletions 
and has implicated deletions of  STRC  as a very frequent cause of 
mild-to-moderate ARNSHL. 

 Laboratories must determine through their validation pro-
cess whether DCMs will be validated by an alternative 
method such as Sanger sequencing to confi rm the MPS 
results that are predicted to be clinically signifi cant. If pos-
sible, limited segregation analysis should be completed. 
Laboratories also must have procedures that defi ne which 
data will be stored and for what length of time. Screening 
controls to determine the population carrier frequency of 
identifi ed variants is no longer necessary due to the preva-
lence of publicly available data. Processes for reporting of 
VUS results to healthcare providers, patients, and families 
also should be defi ned by the laboratory in collaboration 
with the healthcare providers.    

    Conclusions and Future Directions 

 Inherited deafness is uniquely suited to TGE and MPS 
because of its extreme genetic heterogeneity. Over the last 
5 years, these technologies have transformed genetic testing 
for deafness from a gene-by-gene approach to a comprehen-
sive and all-inclusive test. For the short term, initial screen-
ing of persons with severe-to-profound presumed ARNSHL 
for variants in  GJB2  is an acceptable option, with a negative 
result triggering a multi-gene screen. However, the capacity 
of MPS is rapidly expanding and costs are decreasing, mak-
ing single-gene methods of very limited use. The currently 
used TGE platform for deafness is suffi ciently fl exible that 
more genes can be easily added with follow-up validation, 
ensuring a continually up-to-date platform. As clinicians 
become more comfortable with genomic medicine, compre-
hensive genetic testing for hearing loss will be an integral 
part of the clinical evaluation of patients and become the test 
of choice for a diagnosis of NSHL.     
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    Abstract  

  The vascular system is a series of interconnected biologic conduits fi lled with fl uid moving 
under pressure. This system is subject to injury, with exsanguination avoided by the func-
tions of the hemostatic system. Normal hemostasis is a reparative process and consists of 
three major mechanisms: (1) vasospasm, (2) platelet plug formation, and (3) the procoagu-
lant system. While inherited or acquired disorders of all three mechanisms can cause clini-
cally abnormal bleeding, this chapter reviews the molecular basis of the more commonly 
inherited disorders of the procoagulant system (e.g., hemophilia A and B, and von Willebrand 
disease) associated with abnormal bleeding.  
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        Introduction 

 Reduced to its simplest form, the vascular system is a series of 
interconnected biologic conduits fi lled with fl uid moving under 
pressure. This system is subject to injury, with repair required 
to avoid exsanguination. This latter function is provided by the 
hemostatic system. Thus, normal hemostasis is a reparative 
process and consists of three major mechanisms: (1) vaso-
spasm, which is the main mechanism for controlling bleeding 
after transection/avulsion injuries of large arteries, arterioles, 
and veins; (2) platelet plug formation; and (3) the procoagulant 
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system. The procoagulant system consists of mechanisms by 
which fl uid blood is converted into an insoluble hemostatic 
thrombus. While inherited or acquired disorders of all three 
mechanisms can cause clinically abnormal bleeding, this chap-
ter reviews the molecular basis of the more commonly inher-
ited disorders of the procoagulant system (e.g., hemophilia A 
(HA), hemophilia B (HB), and von Willebrand disease (VWD) 
associated with abnormal bleeding. Inherited vascular and 
platelet disorders associated with abnormal bleeding are not 
discussed. 

 Consider also that, once activated, the reparative (e.g., 
hemostatic) response to injury must be constrained such that 
the thrombus is limited to the site of injury, and is down- 
regulated such that the conversion of fl uid blood to solid 
thrombus does not propagate throughout the lumen of the 
vessel. This latter function is provided by the anticoagulant 
and fi brinolytic systems. Inherited disorders (defi ciencies) of 
the anticoagulant system (e.g., familial thrombophilia) are 
associated with venous thromboembolism (VTE) and com-
plications of pregnancy. In addition, inherited abnormalities 
of selected procoagulant proteins are associated with 
VTE. Although biologically plausible, the association 
between familial thrombophilia and arterial thrombosis is 
unproven and will not be reviewed.  

    Inherited Bleeding Disorders 

 The initial hemostatic response to endothelial injury is plate-
let adhesion to exposed subendothelial matrix. Platelets cir-
culate preferentially along the vessel luminal surface, as 
opposed to circulating evenly distributed throughout the 
blood. Thus, platelets can be viewed as a “surveillance” 
blood cell that is “searching” for sites of endothelial injury. 
Platelet adhesion at an injury site is mediated by the ligand, 
von Willebrand factor (VWF). VWF tethers platelets to the 
site of injury by binding to collagen within the subendothelial 
matrix exposed by the injury, and to the constitutively active 
platelet receptor, glycoprotein (GP)-Ib-IX-V complex. Firm 
platelet adhesion at the injury site is mediated by subsequent 
binding of the platelet GP-α 2 β 1  collagen receptor to subendo-
thelial matrix collagen. VWF binding to platelet GP-Ib-IX-V 
generates transmembrane signals that activate platelets, con-
verting the constitutively inactive platelet fi brinogen recep-
tor, GP-α IIb β 3  (GP IIb/IIIa), to the fi brinogen- binding 
conformation. Subsequent platelet-to-platelet cohesion is 
mediated by fi brinogen or VWF binding to platelet GP-α IIb β 3 . 
In addition, a scramblase protein within the platelet mem-
brane phospholipid bilayer fl ips negatively charged phospho-
lipids from the inside to the outside membrane bilayer leafl et. 
The newly exposed negatively charged phospholipids sup-
port assembly of the plasma procoagulant factors on the 
platelet membrane. Finally, platelets release contents of the 
dense granules (adenosine diphosphate [ADP], serotonin, 

etc.) and α-granules (fi brinogen, VWF, factors V and XI, 
etc.), which feed back to stimulate further platelet activation 
and support the plasma procoagulant system. 

 The plasma procoagulant system has been characterized 
as a “cascade” of amplifying enzymatic reactions leading to 
the activation of the fi nal serine protease enzyme, thrombin 
from prothrombin. This cascade is initiated by exposure of 
the coagulation activator, tissue factor, to circulating blood. 
Tissue factor, located within the vascular walls and nor-
mally sequestered from the circulation, is exposed to blood 
after blood vessel injury. Exposed (or expressed) tissue fac-
tor binds to circulating factor VII a  (FVII a ) to form a “Factor 
X-ase” activation complex which either cleaves (“acti-
vates”) FX to FX a  directly or activates FIX to FIX a  
(Fig.  15.1 ). Factor IX a  binds FVIII a  to form a second Factor 
X-ase activation complex. Factor X a  binds FV a  to form the 
“prothrombinase complex” that activates prothrombin (FII) 
to thrombin (FII a ). The X-ase and the prothrombinase com-
plexes assemble on negatively charged phospholipids within 
the outer membrane of activated platelets. Thrombin pro-
duces a hemostatic thrombus by cleaving fi brinogen (factor 
I) to form fi brin monomers, by activating platelets, and by 
activating FXIII to FXIII a  which cross-links strands of fi brin 
monomers to form an insoluble hemostatic thrombus. In a 
feedback amplifi cation loop, thrombin also increases its 
own production by activating FV, FVIII, and FXI.

       Hemophilia A 

    Overview 
 HA is an X-linked recessive bleeding disorder due to a defi -
ciency in coagulation factor VIII (FVIII). HA affects approx-
imately 1 in 10,000 live male births, among all ethnic 
populations. Approximately 30 % of cases result from new 
mutations occurring in families in whom there is no apparent 
family history of HA. The diagnosis of HA is established 
based on reduced or absent FVIII activity (FVIII:C) and is 
classifi ed into severe (<1 %), moderate (1–5 %), or mild 
(>5–40 %) disease, with estimated prevalence of 43 %, 
26 %, and 31 %, respectively [ 1 ].  

    Molecular Basis of Disease 
 The factor VIII gene ( F8 ) is located on the long arm of the X 
chromosome (Xq28) (Fig.  15.2 ).  F8  is 186 kilobase pairs 
(kbp) with 26 relatively short exons, ranging from 69 to 
262 base pairs (bp), and two long exons, exon 14 (3,106 bp) 
and exon 26 (958 bp). The resulting messenger RNA (mRNA) 
is approximately 9 kb, of which the coding sequence is 7,053 
nucleotides. The intron/exon boundaries roughly correlate 
with the FVIII domains (Fig.  15.3 ). The introns are large (14–
23 kb) with intron 22 being the largest (32 kb). A CpG island 
in intron 22 acts as a bi-directional promoter for two addi-
tional genes (Fig.  15.2 ). The fi rst, termed  F8 -associated gene 
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A ( F8A  or  Int22h-1 ), is an intronless gene approximately 2 kb 
long and is transcribed in the opposite direction to  F8 . The 
second  F8 -associated gene B ( F8B ) is 2.5 kb long and tran-
scribed in the same direction as  F8 . The  F8A  and  F8B  tran-
scripts originate within 122 bases of each other and the 
functions of their potential protein products are unknown. The 
 F8A  sequence is replicated at least twice, approximately 
500 kb telomeric to the  F8  gene and close to the tip of the X 
chromosome termed Int22h-2 (proximal) and Int22h-3 (dis-
tal). Int 22h-2 and -3 are about 100 kb apart and transcribed in 
the same direction as the  F8  gene. These three homologous 
repeats are involved in the intron 22 inversion mutation which 
is a frequent rearrangement of the  F8  gene, resulting in severe 
HA (Fig.  15.4 ). The putative promoter region is located 300 
nucleotides 5  to the gene and although a TATA box is not 
essential for transcription, liver-enriched transcription factors 
(e.g., HNF1, NFkB, C/EBPa, and C/EBPb) interact with the 
 F8  promoter region. The  F8  gene encodes a precursor protein 
of 2,351 amino acid residues consisting of a 19 amino acid 

leader peptide followed by 2,332 amino acids in the mature 
protein. The mature protein can be divided into several 
homologous domains termed A1-A2-B-A3-C1-C2 and is pre-
dominantly expressed in the liver.

     Factor VIII is activated to FVIIIa via proteolytic cleavage, 
by either thrombin (FIIa) or factor Xa in the presence of phos-
pholipid surfaces (Fig.  15.3 ). Although cleavages at amino acid 
positions 740 or 1,721 have no effect on coagulant activity, the 
cleavages at amino acid position 372 or 1,689 are important for 
FVIII procoagulant activity. Cleavage at 1,689 releases FVIII 
from VWF, permitting FVIII interaction with phospholipids 
and platelets. Missense mutations affecting these cleavage sites 
have been found in patients with HA and result in a form of 
hemophilia called  “cross- reacting material positive 
(CRM+)-HA” with normal levels of FVIII antigen but low 
activity (1–7 %). Although missense mutations have been 
found in the A2 domain in HA and its value to FVIII coagulant 
activity has been confi rmed by in vitro studies, the exact role of 
the A2 subunit remains unknown. 

  Figure 15.1    The Coagulation Cascade:  a  activated factor;  Ca   2+   cal-
cium;  PL  phospholipid. Reprinted with permission from Davie EW, 
Fujikawa K, Kisiel W. The coagulation cascade: initiation, maintenance 

and regulation. Biochemistry. 1991;30:10363. Copyright 1991 
American Chemical Society       
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 The B domain is cleaved during proteolytic activation and 
is not directly required for procoagulant activity of 
FVIII. However, it may have a role in intracellular  processing 
and/or secretion of FVIII as B-domain-deleted FVIII mole-
cules are expressed at fi ve- to ten-fold higher levels than non 

B-domain-deleted FVIII. Mutations in this region have been 
reported in HA. 

 VWF-bound FVIII is protected from inactivation by acti-
vated protein C (APC). The putative VWF-binding region on 
FVIII is felt to be at the N-terminus of the light chain of 

  Figure 15.2    The location and structure of the  F8  gene:  G6PD  glucose 
6 phosphate dehydrogenase,  kb  kilobases. Reprinted with permission 
from Kazazian HH, Tuddenham EGD, Stylianos EA. Hemophilia A: 

defi ciency of coagulation factor VIII. In Scriver CR, Beaudet al, Valle 
D, et al., eds. The Metabolic and Molecular Basis of Inherited Disease. 
Copyright 2001 McGraw-Hill       

  Figure 15.3    FVIII peptide showing domains A1 to C2, cleavage sites 
( arrows ) for thrombin (FIIa), activated factor X (FXa), and activated 
protein C (APC): Amino acids are numbered in parentheses. The 
heavy-chain cleavage site (A1-a1-A2-a2) is linked to the light-chain 

cleavage site (a3-A3-C1-C2) via the B domain. From Pruthi RK, 
Nichols WL. Autoimmune factor VIII inhibitors. Curr Opin Hematol 
6;314. Copyright 1999 Lippincott Williams and Wilkins. Reprinted 
with permission from Wolters Kluwer Health       
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FVIII and in the C2 domain. The binding site for FIXa has 
been localized to the A2 domain and regions of the light 
chain. In addition, the binding site to FX is localized to the 
C-terminus of the A1 domain. Binding to phospholipids, 
which is important for FX activation by FIXa and FVIIIa, 
occurs in the C1 and C2 domains of the light-chain FVIII. No 
deleterious mutations in HA patients have been identifi ed in 
the inactivation cleavage sites of FVIII.  

    Deleterious Mutations in F8 Gene 
 Deleterious mutations and polymorphisms are cataloged in 
an international database available on the Internet and 
updated periodically:   http://hadb.org.uk    . References for the 
amino acid numbering system used below can be accessed at 
this website. 

 Mutations have been found in the promoter and all coding 
regions of the  F8  gene. Of the approximately 1,492 unique 
reported mutations, missense mutations account for approxi-
mately 46 %, small deletions (<50 bp) 18 %, large deletions 
(>50 bp) 11 %, nonsense mutations 10 %, and splice-site 
mutations and insertions 7 % each. However, approximately 
40 % of severe HA patients have an inversion mutation at the 
tip of the X chromosome that disrupts the  F8  gene [ 2 ]. 
Homologous recombination can occur when the  F8A  gene 
(Inth22-1) in intron 22 of  F8  pairs with one of the two 

homologous regions (Int22h-2 or Int22h-3) that are telo-
meric to the  F8  gene probably as a result of folding over of 
the tip of the X chromosome (Fig.  15.4 ). Upon unfolding, 
exons 1–22 are inverted and placed approximately 500 kb 
upstream of exons 23–26 and oriented in the opposite direc-
tion. Depending on which repeat the  F8A  pairs with, the 
inversion may be termed type I (distal) or type II (proximal). 
Rarely type III inversion mutations occur in patients with a 
third extragenic copy of  F8A . Given that the majority of 
inversions originate in male meiosis, almost all mothers of 
patients with the inversion mutation are carriers. An addi-
tional inversion of exon 1 of the  F8  gene affecting up to 5 % 
of patients with severe HA has also been described [ 3 ].  

    Genotype-Phenotype Correlations 
 The types of  F8  mutations correlate with the severity of hemo-
philia and the risk of developing FVIII inhibitors. In addition 
to the inversion mutations, certain missense, insertion, and 
deletion mutations result in severe disease (<1 % FVIII activ-
ity). However, specifi c deletions of 156 bp of exon 22 or the 
294 bp of exons 23 and 24 are associated with moderate dis-
ease, likely due to in-frame splicing of exon 21 to exon 23, or 
exon 22 to exon 25. Patients with large deletions are suscep-
tible to formation of FVIII inhibitors (antibodies) in response 
to therapy with FVIII concentrates. In an analysis of the HA 

  Figure 15.4    Intron 22 inversion mutation of the  F8  gene: ( a ) 
Orientation of the  F8  gene showing three copies of the  F8A  gene (A) 
and location of the  F8B  gene (B) transcript in intron 22.  Arrows  indicate 
the direction of transcription of the  F8  and internal  F8A  (A) and  F8B  
(B) genes. ( b ) Proposed mechanism of homologous recombination 
between intron 22 gene  F8A  (A) and one of the two telomeric copies of 

gene  F8A  (A). ( c ) Results of proposed crossover.  cen  centromere,  tel  
telomere. Reprinted with permission from Kazazian HH, Tuddenham 
EGD, Stylianos EA. Hemophilia A: defi ciency of coagulation factor 
VIII. In Scriver CR, Beaudet al, Valle D, et al., eds. The metabolic and 
molecular basis of inherited disease. Copyright 2001 McGraw-Hill       
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database, up to 40 % of patients with deletions develop FVIII 
inhibitors, whereas up to 60 % of patients with single-base 
pair changes resulting in nonsense mutations and 15 % of 
patients with single-base pair changes resulting in missense 
mutations developed inhibitors [ 4 ]. More recently, a meta-
analysis of 30 studies involving over 5,000 patients concluded 
that the pooled odds ratios (OR) of inhibitor development in 
large deletions and nonsense mutations were 3.6 (95 % CI 
2.3–5.7) and 1.4 (95 % CI 1.1–1.8), respectively, compared to 
intron 22 inversion mutations, with the remaining mutations 
(e.g., intron 1 inversions and splice-site mutations) posing an 
equivalent risk as an intron 22 inversion [ 5 ]. 

 Single-base pair changes that result in missense muta-
tions are spread throughout the  F8  gene. Although the 
structure- function relationships of some of the missense 
mutations are known or can be deduced (e.g., alteration of 
VWF-binding site, thrombin cleavage site), the structural 
consequences of most such mutations remain undefi ned. 

 Although HA predominantly affects males, some female 
carriers have reduced FVIII:C and may have clinically sig-
nifi cant bleeding. The molecular basis of symptomatic 
females includes lyonization of the normal X chromosome 
and Turner syndrome (XO karyotype) where the dominant 
mutant  F8  gene is responsible for production of the abnor-
mal FVIII. Rarely, a female known to be a carrier may have 
children with a known hemophilia patient; in this circum-
stance, each child regardless of gender has a 50 % chance of 
being affected.  

    Polymorphisms in the F8 Gene 
 Polymorphisms present within the  F8  gene (intragenic) or 
outside the  F8  gene (extragenic) have been used to assign 
haplotypes (combination of polymorphisms) for linkage 
analysis. The putative defective  F8  gene can be tracked with 
polymorphisms that are closely linked to the gene. The car-
rier frequency of such polymorphisms varies with the ethnic-
ity of the study population and needs to be considered when 
studying patients of diverse ethnic origin. A complete listing 
of polymorphisms is available in the  F8  mutation database at 
  http://hadb.org.uk    .  

    Clinical Utility of Testing 
 In a male patient suspected of being affected, the diagnosis 
of HA is established by assaying plasma FVIII:C. Given that 
FVIII relies on binding to VWF for its normal survival, all 
patients with a low FVIII:C should have VWB excluded. In 
addition, FVIII is a labile factor resulting in a potential arti-
factual loss of up to 15 % of FVIII:C with delayed process-
ing of plasma specimens. Thus, mild reductions in FVIII:C 
should prompt repeat testing with careful attention to timely 
specimen processing. 

 In at-risk females, while reduced FVIII:C typically con-
fi rms carrier status, a normal FVIII:C does not exclude the 

possibility of carrier status. Given that FVIII:C may be normal 
in carriers and the fact that FVIII is an acute-phase reactant, it 
can be elevated with acute or chronic infl ammation, liver dis-
ease, vasculitis, estrogen therapy, or pregnancy. Thus, molecu-
lar genetic testing would be the only option for diagnosis. 

 Knowledge of the causative  F8  mutation in the proband 
does not alter clinical management but may be useful in pre-
dicting the risk of developing FVIII inhibitors [ 4 ]. The caus-
ative mutation can be useful for carrier testing of family 
members. Asymptomatic females with no access to their 
familial  F8  genotype information will need their entire  F8  
gene analyzed for carrier testing. This is not an uncommon 
situation for adopted females. For carriers, prenatal diagno-
sis during pregnancy provides useful information for man-
agement of labor and delivery and, occasionally, pregnancy 
termination. Advances in reproductive technology may per-
mit preimplantation genetic diagnosis and circumvent the 
need for prenatal testing [ 6 ].  

    Available Assays 
 Several laboratories offer genetic testing for HA. A complete 
listing of clinical laboratories performing HA testing that 
have registered with GeneTests can be found on their website 
(  www.genetests.org    ). An alternative source is the NCBI 
Genetic Testing Registry (  http://www.ncbi.nim.nih.gov/gtr    ). 
In general, testing can be divided into direct mutation analy-
sis and indirect testing based on haplotype, and selected 
laboratories offer prenatal testing. 

    Direct DNA Analysis 
 Direct DNA analysis for the intron 22 and 1 inversion muta-
tions is typically performed by restriction digestion and 
Southern blot method. This detects the more common types: 
I and II inversions and the rare type III inversion. Polymerase 
chain reaction (PCR)-based assays also can be used [ 3 ,  7 ,  8 ]. 
Detection of hemizygous gene or exonic deletions in the  F8  
gene in at-risk carriers by PCR amplifi cation of individual 
exons may not be diagnostic given that the normal copy of 
the gene may be amplifi ed. For this situation, linkage analy-
sis may be required; however, the role of multiplex ligation- 
dependent probe amplifi cation (MLPA) is evolving [ 9 ]. 
Different laboratories utilize varied approaches, including 
initial screening or direct sequencing of all the relevant 
regions of the  F8  gene [ 10 ]. The large size of the  F8  gene 
with 26 exons makes this a labor-intensive test. Thus alter-
nate strategies have been utilized on a research basis which 
involves analysis of  F8  mRNA by RT-PCR [ 11 ] or other 
SSCP-based screening techniques [ 12 ].  

    Indirect DNA Analysis (Linkage Analysis) 
 The principle underlying genetic linkage analysis is the ten-
dency for alleles close together on the same chromosome to 
be transmitted together as an intact unit through meiosis. 

R.K. Pruthi et al.

http://www.ncbi.nim.nih.gov/gtr
http://www.genetests.org/
http://hadb.org.uk/


209

Polymorphisms, within the  F8  gene (intragenic) or outside 
the  F8  gene (extragenic), are typically single-base pair 
changes or simple sequence repeats (CA n  repeats). 
Disadvantages of linkage analysis include the need for DNA 
samples from the proband and both parents, and the require-
ment that the proband’s mother be heterozygous and thus 
“informative” for the polymorphism. A polymorphism is 
informative if the DNA sequence at a locus differs on the 
maternally inherited and paternally inherited chromosomes. 
Most families (up to 90 %) are informative with one or more 
DNA polymorphisms if both intragenic and extragenic poly-
morphisms are analyzed. The distance between the disease- 
causing mutation and the polymorphism increases the risk of 
recombination, which may lead to false-positive or false- 
negative results. This risk is lowest if intragenic markers are 
used. Rarely, families will only be informative for extragenic 
polymorphisms: misdiagnosis can occur in up to 6 % of car-
riers as a result of linkage disequilibrium. When an intra-
genic polymorphism is used for the diagnosis of carrier or 
affected status, the chance of an error is less than 1 %. A 
major drawback with linkage analysis is the possibility of 
identifying nonpaternity in the tested family. A complete list-
ing and frequency of polymorphisms is available in the  F8  
mutation database.   

    HA Testing Algorithms 
 HA genetic testing should be accompanied by pretest and 
posttest counseling, which is described below. For questions 
regarding any laboratory’s sample requirement, testing, and 
reporting process, direct communication with the laboratory 
is critical. Most laboratories have a genetic counselor avail-
able for testing guidance. In general, genetic testing for 
hemophilia is ordered by healthcare providers familiar with 
the diseases, inheritance patterns, and testing options, but 
also is ordered by primary care providers who may not be 
familiar with testing options and counseling. Algorithms for 
testing symptomatic males and at-risk females are illustrated 
in Figs.  15.5  and  15.6  and described below.

    For a symptomatic male, the diagnosis of HA is estab-
lished based on plasma FVIII:C, which also classifi es the 
disease as severe (<1 %), moderate (1–5 %), or mild (>5–
40 %) (Fig.  15.5 ). In patients with a history of a bleeding 
disorder but who have normal FVIII:C, alternative bleeding 
disorders should be considered, e.g., HB (X-linked reces-
sive) or VWD (autosomal dominant or recessive). If the spe-
cifi c  F8  mutation has been identifi ed in an affected family 
member, the documentation of the specifi c familial mutation 
should be provided to the laboratory and testing should concen-
trate on identifying the presence or absence of the familial 

  Figure 15.5    Hemophilia testing algorithm: symptomatic male. FVIII:C, FVIII activity; FIX:C, FIX activity;  F8 , FVIII gene;  F9 , factor IX gene. 
By permission of Mayo Foundation for Medical Education and Research. All rights reserved       
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  Figure 15.6    Hemophilia carrier testing algorithm: FVIII:C, FVIII activity; FIX:C, FIX activity;  F8 , FVIII gene;  F9 , factor IX gene. By permis-
sion of Mayo Foundation for Medical Education and Research. All rights reserved       

mutation; typically, testing laboratories offer focused testing 
generically termed “known mutation analysis.” If the famil-
ial mutation has not been identifi ed, for symptomatic males 
with severe HA, initial testing is focused on the  F8  intron 22 
inversion mutation and, if negative, the intron 1 inversion. 
For those with no detectable inversion mutation and for pro-
bands with moderate or mild HA, full gene analysis is 
required. 

 For at-risk females, a reduced FVIII:C confi rms carrier 
status; however, a normal FVIII does not exclude HA carrier 
status, for which molecular testing is required. As with test-
ing male patients, if the familial mutation is known, this 
information should be provided to the laboratory and testing 
should focus on the familial mutation (Fig.  15.6 ). For at-risk 
females without a known familial mutation, determining the 
clinical severity of hemophilia in an affected male family 
member will aid in a rational testing approach. Information 
on severity of the hemophilia may not be known to the at-
risk female (especially if the proband was a distant relative). 
Communication with the local comprehensive hemophilia 
center that provided hemophilia care to the proband may be 
useful. For families with severe HA, initial testing is focused 
on the  F8  intron 22 inversion, and if negative, the intron 1 
inversion. For those with no detectable inversion mutation 
and for families with moderate or mild HA, full  F8  gene 
analysis is required. 

 Identifi cation of a causative mutation confi rms the dis-
ease in symptomatic males, and carrier status in at-risk 
females. This carrier status confers a 50 % risk of each male 
child being affected with and a 50 % risk of each female 
child being a carrier for HA. All biological daughters of an 
affected male are obligate carriers. Lack of a detectable 
mutation in an at-risk female excludes carrier status if the 
familial mutation is known, but not if the familial mutation is 
unknown. Posttest counseling for a discussion on the afore-
mentioned issues is vital in ensuring that the patient under-
stands his or her own risk and the risk for offspring to be 
carriers of or affected with HA.  

    Interpretation of Test Results 
 Reduced FVIII:C is virtually diagnostic of HA, provided 
VWD and specimen artifact (see above) have been 
excluded. Rare instances of other genetic disorders that 
can have low FVIII activity include VWD type 2N (see 
section on VWD) and rare combined deficiencies of FV 
and FVIII. The latter occurs as a result of mutations in 
ERGIC-53, which is a protein necessary for efficient 
transport of FV and FVIII from the endoplasmic reticu-
lum to the Golgi. FV and FVIII levels are typically in the 
10–15 % range [ 13 ]. 

 Detection of the presence of a deleterious mutation in a 
symptomatic male establishes the familial mutation and 
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confi rms carrier status in the at-risk female. Certain well-
defi ned mutations (e.g., inversion, deletions, insertions, 
splice junction mutations, and nonsense mutations) have 
obviously deleterious effects. Determining the deleterious 
nature of previously uncharacterized missense mutations 
poses a challenge. However, identifi cation of a variant of 
uncertain signifi cance in hemizygous genes ( F8  and  F9 ) in 
males without additional mutations provides reasonable 
evidence of its deleterious nature. Other criteria typically 
considered include genotype-phenotype correlation in the 
family if other family members are affected and tested, 
analysis of the degree of conservation of the respective resi-
due among other species, and presence of a similar mutation 
in other patients. The best evidence of deleterious nature of 
a missense mutation is in vitro confi rmation of its effect on 
protein function.  

    Laboratory Issues 
 As with any genetic test performed on peripheral blood leu-
kocyte genomic DNA, high-quality DNA extracted from 
whole blood is essential. The specimen needs to be clearly 
identifi ed and, given that testing is performed on peripheral 
blood leukocyte genomic DNA, history of allogeneic bone 
marrow or peripheral blood stem cell transplant needs to be 
provided. For testing performed on cord blood samples, a 
maternal peripheral blood sample should also be submitted 
for exclusion of maternal cell contamination of the cord 
blood which can cause incorrect test results.   

    Hemophilia B 

    Overview 
 HB is an X-linked recessive bleeding disorder due to a defi -
ciency of FIX and is clinically indistinguishable from 
HA. HB affects 1 in 30,000 live male births across all ethnic 
groups. As with HA, up to 30 % of HB cases occur in fami-
lies with no prior family history of HB. The diagnosis is 
established based on plasma FIX activity (FIX:C), which 
permits classifi cation of HB disease severity as severe 
(<1 %), moderate (1–5 %), or mild (>5–40 %).  

    Molecular Basis of Disease 
 The factor IX gene ( F9 ) is located on the long arm of the X 
chromosome (Xq27.1) and is 38 kb long with eight exons of 
varying lengths (25–1,935 bp). The  F9  mRNA is approxi-
mately 3 kb in length with a coding sequence of 1,390 nucle-
otides. The intron/exon boundaries roughly correlate with 
the FIX domains and bear a high degree of homology to 
members of the vitamin K-dependent protein family (FVII, 
FX, and protein C) (Fig.  15.7 ). The  F9  gene encodes a pre-
cursor protein of approximately 454 amino acids consisting 
of a propeptide followed by a glutamic acid-rich (Gla) 
domain, two epidermal growth factor domains, an activation 
peptide, and a catalytic domain.

   Activation of FIX to FIXa occurs by cleavage by factor 
VIIa (FVIIa)-tissue factor (TF) and activated factor XI 
(FXIa). Cleavage releases the activation peptide, resulting 
in circulating light and heavy chains connected by a disul-
fi de bond. Numerous posttranslational modifi cations are 
necessary for the normal function of FIXa, including tyro-
sine sulfation, serine phosphorylation, and  O - and  N -linked 
glycosylation. The relatively small size of the  F9  gene 
allows complete molecular testing, and mutations are cata-
logued in a database accessed at   http://www.factorix.org    .  

    Mutations in the F9 Gene 
 The majority of  F9  mutations are single-base pair changes that 
result in missense, frameshift, or nonsense mutations. Short dele-
tions (<30 nucleotides) account for approximately 7 %, larger 
deletions approximately 3 %, and insertions approximately 2 % 
of mutations. Many of the single-base pair changes occur at CpG 
doublets that are “hotspots” for mutation. However, a subset of 
recurrent mutations is due to a founder effect, which typically 
results in mild disease. Mutations have been detected in all 
regions of the  F9  gene, including the poly(A) signal.  

    Genotype-Phenotype Correlation 
 The numbering system for FIX peptide has evolved. The for-
mer numbering system was based on the Yoshitake number-
ing system [ 14 ] which is termed the legacy system in the 
FIX mutation database. An alternate and increasingly used 
system is the Human Genome Variation Society numbering 

  Figure 15.7    Factor IX peptide showing domains:  N  N-terminus,  C  C-terminus,  Pre  pre-propeptide,  pro  propeptide,  GLA  glutamic acid-rich 
domain,  EGF  epidermal growth factor domain,  act , activation peptide       
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system. The numbering system utilized in this chapter is the 
legacy system. 

 Missense mutations account for the majority of mutations 
that typically result in mild disease unless the mutations occur 
in residues critical for normal FIX function. Selected muta-
tions in the promoter region of the  F9  gene result in a unique 
phenotype termed hemophilia B Leyden. This phenotype is 
characterized by severe disease at birth with progressive ame-
lioration of severity through adolescence and puberty. 
However, some promoter mutations (e.g., Brandenburg muta-
tion at −26) in the  F9  promoter result in lifelong severe dis-
ease. Nonsense mutations in the signal peptide and propeptide 
regions lead to severe HB. Selected missense changes, that 
lead to retention of FIX within hepatic cells (e.g., p.Ile-30 and 
p.Ile-19) or prevent cleavage of the propeptide, result in a 
dysfunctional FIX molecule (e.g., p.Arg-4) and result in 
hemophilia of varying severity (mild, moderate, or severe) 
depending on the amino acid substitution. 

 Mutations in the Gla domain disrupt γ-carboxylation 
(posttranslational modifi cation) that is important for normal 
FIXa binding to collagen, activated platelets, and endothelial 
cells. Mutations in the EGF domains result in disruption of 
FIX binding to calcium that is essential for procoagulant 
activity, as well as impaired binding to its cofactor 
FVIII. Mutations in the catalytic domain typically disrupt the 
catalytic triad (p.His221, p.Asp269, and p.Ser365) essential 
for FIXa protease function. 

 An unusual FIX variant, due to mutation at p.Ala10, is char-
acterized by normal baseline FIX:C. However, warfarin ther-
apy results in a severe and disproportionate reduction in FIX:C 
(typically <1 %) and causes bleeding in patients being treated 
with warfarin who have an apparently therapeutic International 
Normalized Ratio. An indication of such a situation is a dispro-
portionate prolongation of the activated partial thromboplastin 
time which should prompt testing for FIX:C levels. A second 
unusual variant, p.Arg338Leu (termed FIX Padua), results in a 
marked increase in FIX:C of up to 700 % of normal. In one 
case report, this mutation resulted in early-onset and recurrent 
VTE [ 15 ].  

    Polymorphisms in the F9 Gene 
 Eight common polymorphisms that do not cause HB have 
been described in different ethnic populations of European 
and African descent. These polymorphisms, however, are 
much less common in Asian and other populations. The most 
informative polymorphism documented in the Asian popula-
tion is what is termed the  Hha  I polymorphism (rs3117459 
allele frequency = 0.17) located approximately 8 kb 3  to  F9 . 
Recent reports [ 16 ] have described additional polymorphic 
loci in these populations, facilitating molecular diagnosis of 
non-Caucasian carriers and patients with HB. A polymor-
phism within the FIX-coding region, p.Ala148Thr, occurs 

within the activation peptide. This does not correlate with 
FIX activity or antigenic levels. The Thr allele occurs with a 
frequency of 0.3 in the Caucasian population; however, it is 
much less frequent in the African-American (0.053–0.15) 
and Asian (<0.01) populations.  

    Clinical Utility of Testing 
 The diagnosis of HB in a symptomatic patient is established by 
FIX:C testing, rather than by genetic testing. Given that FIX is 
a vitamin K-dependent protein, all patients with mild-to- 
moderate reductions in FIX activity should have vitamin K defi -
ciency excluded. In addition, healthy normal children have a 
lower FIX activity that reaches adult reference ranges at puberty. 

 For the symptomatic male, knowledge of  F9  genotype 
does not alter clinical management of HB patients; however, 
the specifi c genotype may predict the risk of developing FIX 
inhibitors and anaphylaxis in response to FIX concentrate 
therapy [ 17 ]. Although knowledge of the proband’s geno-
type information is important for carrier testing of at-risk 
female family members, the smaller size of the  F9  gene 
allows routine use of sequence analysis to identify the spe-
cifi c  F9  mutation causing HB. A reduced FIX:C in at-risk 
females typically confi rms HB carrier status, provided that 
vitamin K defi ciency has been excluded. However, normal 
FIX:C does not exclude the patient being a carrier. In this 
circumstance, molecular genetic testing would be the only 
option for diagnosis. See Fig.  15.5  for a recommended diag-
nostic testing algorithm for HB patients and Fig.  15.6  for 
recommended testing algorithm for HB carriers.  

    Available Assays 
 A listing of laboratories offering HB genetic testing that have 
registered with GeneTests can be found on their website 
(  www.genetests.org    ). An alternative source is the NCBI 
Genetic Testing Registry (  http://www.ncbi.nlm.nih.gov/
gtr/    ). In general, testing can be divided into direct and indi-
rect testing and selected laboratories offer prenatal testing. 

    Direct DNA Analysis 
 Generally, most patients with HB have mild disease. Since 
approximately 25 % of mild HB Caucasian patients have one 
of the three founder mutations (p.Gly60Ser, p.IIe397Thr, and 
p.Thr296Met) [ 18 ], a logical fi rst step is to perform limited 
testing for these founder mutations. For symptomatic patients 
without one of the founder mutations, for severely affected 
patients, and for individuals at risk of being an HB carrier, 
the logical next step is  F9  gene mutation screening or 
sequencing regions of functional signifi cance in the  F9  gene. 
Although the majority of HB patients have one deleterious 
mutation, approximately 1 % of HB patients have two muta-
tions. Additional limitations of molecular testing as described 
in the section above on HA also apply for HB.  
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    Indirect DNA Analysis (Linkage Analysis) 
 As discussed above for HA, indirect DNA analysis of an HB 
proband does not identify the familial mutation. Linkage 
analysis does assign a haplotype which identifi es the abnor-
mal  F9  gene and is useful for carrier testing of family mem-
bers. Given the small size of the  F9  gene, direct sequencing 
is also feasible for carrier testing when the HB mutation is 
not a large  F9  gene deletion. As discussed in the section on 
HA, such mutations may be detected by MLPA.   

    Testing Algorithm 
 Pre- and posttest genetic counseling is critical for overall 
patient management. See section on HA above. A reduced, 
age-appropriate, FIX:C confi rms the diagnosis of HB, pro-
vided that vitamin K defi ciency or use of vitamin K antago-
nists (e.g., warfarin) can be excluded. The FIX:C level allows 
classifi cation of the severity of disease as severe (<1 %), 
moderate (1–5 %), or mild (>5–40 %). If FIX:C is not 
reduced, consider testing for an alternate bleeding disorder, 
such as HA or VWD. 

 The preanalytical issues regarding knowledge of the 
familial mutation, as discussed in the section on HA above, 
also apply to HB. Thus, for probands or at-risk carriers with 
an identifi ed familial mutation, focused testing is reasonable. 
If the familial mutation is not known or not available,  F9  
gene sequencing is the most appropriate approach.  

    Interpretation of Test Results 
 See section on HA above.  

    Laboratory Issues 
 See section on HA above.   

    von Willebrand Disease 

    Overview 
 VWD is an autosomal dominant or recessive disorder char-
acterized by a defi ciency of VWF. VWD is the most com-
monly recognized congenital bleeding disorder, with a 
prevalence of 0.82–2 % [ 19 ]. Diagnosis is established based 
on a personal and family history of abnormal clinical bleed-
ing and reduced plasma VWF antigen levels and/or func-
tional activity (ristocetin cofactor activity), and analysis of 
the size distribution of the VWF multimers.  

    Molecular Basis of Disease 
 The  VWF  gene is located near the end of the short arm of 
human chromosome 12, spans 180 kb, and consists of 52 
exons. The intron-exon boundaries roughly correlate with 
the VWF domains. The presence of an unprocessed partial 
pseudogene located on chromosome 22q11.2 corresponds to 
exons 23–34 of the  VWF  gene. VWF is synthesized in endo-
thelial cells and megakaryocytes and is secreted from its 
storage sites (platelet alpha granule and endothelial cell 
Weibel-Palade bodies) into plasma. VWF is a 2,813-amino 
acid peptide consisting of a 22-amino acid signal peptide, a 
741-amino acid propeptide, and a mature 2,050-amino acid 
VWF protein (Fig.  15.8 ). After removal of the signal peptide, 
the pro-VWF dimerizes by disulfi de bonds at the C-terminal 

  Figure 15.8    von Willebrand peptide domains:  FVIII  factor VIII,  S-S  
disulphide bridge,  GPIb  glycoprotein Ib,  VWF  von Willebrand factor, 
 GPIIb–IIIa  glycoprotein IIb–IIIa,  RGDS  arginine (R), glycine (G), 
aspartic acid (D), serine (S)-binding sequence. Reprinted with permis-

sion from Sadler AJE. Von Willebrand disease. In Scriver, CR, 
Beaudet al, Valle D, et al., eds. The metabolic and molecular basis of 
inherited disease. Copyright 2001 McGraw-Hill       
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ends and further polymerizes between the N-terminal ends 
resulting in multimers ranging in size from 500 kDa to over 
10 million daltons. Binding sites for various ligands have 
been localized to different domains of the VWF subunit.

   VWD can be divided into two broad categories based on 
quantitative (types 1 and 3) or qualitative (type 2) abnormali-
ties of plasma VWF. Quantitative abnormalities include a 
mild reduction of qualitatively normal VWF (type 1) or 
absent VWF (type 3). Type 2 VWD is characterized by 
plasma VWF with defective structure and function, and typi-
cally results in the absence or reduction of the larger VWF 
multimers (Fig.  15.9 ).

   Previously identifi ed mutations and polymorphisms in the 
 VWF  gene are available in an international database at   http://
www.sheffi eld.ac.uk/VWF/         .    

    Type 1 von Willebrand Disease 
 Type 1 VWD, which accounts for approximately 85 % of 
VWD cases in the USA, is typically autosomal dominant. 
Diagnosis is established by assays of VWF demonstrating 
proportionate reduction in plasma VWF antigen (VWF:Ag), 
ristocetin cofactor activity (VWF:RCo), and factor VIII 
activity (FVIII:C) with a normal distribution of VWF multi-
mers. Although the most commonly diagnosed variant of 
VWD, the molecular pathogenesis of type 1 continues to be 
elucidated. Currently, apart from a few sporadic reports, few 
clearly deleterious  VWF  mutations have been identifi ed in 
type 1 VWD. Although type 1 VWD appears to be linked to 
the  VWF  locus, animal data suggests locus heterogeneity as 

an explanation for the mild quantitative defi ciency of VWF 
associated with type 1 VWD, e.g., defects in glycosylation of 
the VWF protein [ 20 ]. Selected patients with type 1 VWD are 
a result of heterozygous inheritance of a VWD type 3 defect 
which includes nonsense, frameshift, or deletion mutations; 
however, emerging information demonstrates a completely 
different mutation spectrum from VWD type 3, discussed 
below. A unique variant, type 1 Vicenza, is characterized by 
the presence of ultralarge VWF multimers with increased 
clearance from the circulation, and is due to a unique muta-
tion p.Arg1205His in the D3 domain. 

 Type 1 VWD has heterogeneous clinical manifestations 
with variable penetrance that may be due to concordant or 
discordant reductions in platelet VWF. Some pedigrees are 
characterized by signifi cant reductions in VWF levels which 
may be due to defects in multimer synthesis or secretion.  

    Type 3 von Willebrand Disease 
 Type 3 VWD, which accounts for approximately 5 % of 
VWD cases in the USA, is autosomal recessive and charac-
terized by a severe reduction in VWF:Ag, VWF:RCo, and a 
concordant reduction in FVIII:C resulting in a more severe 
bleeding phenotype. Deleterious mutations include frame-
shifts, deletions, and nonsense mutations. Although most 
patients are typically compound heterozygous for such VWF 
mutations, homozygosity has been demonstrated in a few 
consanguineous families. Although most patients with type 3 
VWD have two defective  VWF  alleles, many have clinically 
unaffected parents. Assays of VWF may be normal or exhibit 

  Figure 15.9    VWF multimer distribution: 
The protein gel demonstrates the size 
distribution of VWF multimers in a normal 
control and the three types of VWD. Type 1 
has reduced multimers of normal size 
distribution, type 2 has reduced highest and 
intermediate molecular weight multimers, and 
type 3 lacks all multimers       
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only mild abnormalities. Full gene analysis would be 
required to document heterozygous carrier state. This poses 
a challenge in providing genetic counseling, due to the pos-
sibility of new mutations. 

 The prevalence of type 3 VWD is 0.5–3 per million and 
based on the Hardy-Weinberg equilibrium, heterozygotes 
should occur at an expected frequency of at least 1,400–
3,500 per million population. However, the currently esti-
mated prevalence of symptomatic type 1 VWD is at least 
tenfold lower. This discrepancy may be due to a distinct 
molecular pathogenesis of type 1 VWD compared to type 3 
VWD (outlined above) or variable phenotypic expression of 
type 1 VWD. Although VWF levels may be lower in parents 
of patients with type 3 VWD, there is a variable expression 
with most parents being asymptomatic.  

    Type 2 von Willebrand Disease 
 Type 2 variants of VWD, which account for approximately 
10 % of VWD cases in the USA, are characterized by quali-
tatively abnormal VWF with defective stability, function, or 
multimer distribution and include types 2A, B, N, and M. In 
general, mutations are well characterized and may disrupt 
dimerization, multimerization, impaired secretion, or 
increased susceptibility to proteolysis. 

    Type 2A von Willebrand Disease 
 Type 2A VWD is autosomal dominant and accounts for 
approximately 75 % of all type 2 VWD. There is a variable 
reduction in VWF antigen, with a discordant reduction in 
VWF:RCo, indicative of a qualitative VWF abnormality. 
The higher and intermediate plasma VWF multimers are 
reduced or absent, and the lower molecular weight multim-
ers are relatively increased or have an abnormal infrastruc-
ture. Plasma and platelet multimer abnormalities may be 
concordant or discordant depending on the underlying 
molecular defect. 

 Missense mutations resulting in type 2A VWD occur pre-
dominantly in the A2 domain of VWF and result in abnormal 
VWF patterns by two distinct mechanisms. The fi rst mecha-
nism includes impairing the assembly and secretion of nor-
mal VWF multimers, resulting in decreased higher molecular 
weight VWF multimers in both plasma and platelets. The 
second mechanism includes normal assembly and secretion 
of VWF; however, the mutant VWF has an increased sensi-
tivity to proteolytic degradation in plasma resulting in 
decreased plasma high-molecular-weight multimers but a 
normal platelet VWF multimer pattern.  

    Type 2B von Willebrand Disease 
 Type 2B VWD is autosomal dominant and accounts for 
approximately 20 % of all type 2 VWD. Type 2B is charac-
terized by a variable reduction in the VWF:Ag, a discor-
dant reduction in VWF:RCo with a loss of the higher and 

intermediate plasma VWF multimers, but normal distribu-
tion of platelet VWF multimers. Type 2B is distinguished 
from type 2A VWD by the presence of mild-to-moderate 
thrombocytopenia. This occurs as a result of an increased 
affi nity of VWF for platelet GPIb, resulting in spontaneous 
binding of VWF to platelets and rapid clearance of the 
platelet-bound larger multimers from plasma. In addition, 
platelet aggregation in response to ristocetin demonstrates 
an exaggerated response. The few cases described of nor-
mal multimer distribution with hyperresponsiveness to ris-
tocetin appear to represent a mild form of the type 2B 
defect. Causative missense mutations are found in the A 
domain of VWF and result in a dominant gain-of-function 
phenotype. Mutations in this region likely disrupt a regula-
tory site that normally inhibits the binding of the A1 domain 
to platelet GPIb. 

 Type 2B VWD must be distinguished from a pseudo- 
VWD or platelet-type VWD, which is similar in presenta-
tion. The latter group of patients has a primary platelet defect 
resulting from mutations in the platelet GPIb/IX receptor.  

    Type 2M von Willebrand Disease 
 In type 2M VWD, although the VWF:Ag and the distribution 
of VWF multimers are normal, the VWF:RCo is reduced, 
refl ecting a functional defect of the VWF multimers. 
Mutations in the A1 domain of VWF can result in decreased 
binding affi nity for platelet GPIb and thus a reduced 
VWF:RCo. However, not all reduced VWF:RCo represents 
VWD. A recent description of a polymorphism in the A1 
domain, p.Asp1472His, found in 63 % of the African- 
American normal control population and 17 % of the 
Caucasian normal control population, results in a lower 
VWF:RCo in carriers of the mutation compared to non- 
carriers. Carriers of this mutation did not have bleeding 
symptoms [ 21 ].   

    Type 2N (Normandy) von Willebrand Disease 
 Mutations in the FVIII-binding domain of VWF result in 
suboptimal binding of FVIII to VWF. This binding defect 
results in a shorter half-life of plasma FVIII and thus plasma 
FVIII:C is reduced. Levels of VWF:Ag and VWF:RCo are 
normal as is the plasma VWF multimer distribution. This 
subtype mimics mild HA; however it is distinguished by an 
autosomal recessive pattern of inheritance rather than the 
X-linked recessive pattern of HA. In a recent international 
survey, type 2N VWD was detected in 4.8 % (58/1,198) of 
patients previously diagnosed as having mild HA. Three 
 VWF  gene mutations (p.Thr791Met, p.Arg816Trp, and p.
Arg854Gln) accounted for 96 % of type 2N patients [ 22 ]. 
Type 2N VWD should be considered in patients with a diag-
nosis of “mild HA” with a non-X-linked inheritance pattern. 
Typically, heterozygotes have normal FVIII:C and homozy-
gotes have reduced FVIII:C. However, apparent heterozygotes 
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with low FVIII:C typically have inherited a second allele 
resulting in type 1 VWD (compound heterozygotes).  

    Clinical Utility of Testing 
 Currently, the most signifi cant impact on clinical manage-
ment and genetic counseling is the differentiation of type 2N 
VWD and mild HA. Both have a mild-to-moderate reduction 
in FVIII with normal levels of VWF:Ag and VWF:RCo. The 
autosomal inheritance pattern and the need for use of VWF 
concentrates in patients with VWD2N, rather than pure 
FVIII concentrates, make this an important distinction. 

 Differentiation of type 2A from 2B VWD alters clini-
cal management, since therapeutic use of vasopressin 
(DDAVP) is contraindicated in patients with type 2B 
VWD given the potential for worsening the thrombocyto-
penia. Patients with type 2B VWD can have variable 
degrees of thrombocytopenia, such that a clear distinc-
tion between types 2A and 2B is not always possible 
based on platelet levels alone. 

 Currently, genetic testing is not useful for type 1 VWD, 
given its mild phenotype, the lack of well-characterized 
mutations, and the implication of locus heterogeneity. In 
contrast, type 3 VWD has well-characterized mutations and 
a severe phenotype. Although genotyping the index patient 
of a family would likely not affect their clinical manage-
ment, the genotype would be useful for genetic counseling 
and prenatal diagnosis of the parents in anticipation of future 
pregnancies.  

    Available Assays 
 Functional assays that measure FVIII binding to VWF are 
available in selected laboratories and are considered the ini-
tial test of choice. Molecular testing confi rms the genotype, 
but mutations are not consistently found in all patients with 
binding defects. Tests available include assays for determin-
ing the molecular basis of type 2N, and types 2A and 
2B. Methods include restriction fragment length polymor-
phism analysis or direct sequencing. Indirect testing is avail-
able for VWD; however it is rarely indicated except for 
severe type 3 VWD. The laboratories offering such testing 
are listed with GeneTests and can be found on their website 
(genetests.org). An alternative source is the Genetic Testing 
Registry at   http://www.ncbi.nim.nih.gov/gtr    .  

    Interpretation of Test Results 
 Detection of mutation(s) in the FVIII-binding domains of 
 VWF  in a homozygous state is good evidence of the deleteri-
ous effect on protein function and presence of type 2N 
VWD. However, not all mutations have been characterized at 
a structural level and thus need to be viewed with caution. 
The presence of a heterozygous mutation in the setting of a 
low FVIII:C could refl ect the presence of a second mutation 
in  VWF  (compound heterozygote). Although most known 
mutations in type 2A and 2B VWD are clustered within exon 

28 of the  VWF  gene, type 2 variants with mutations outside 
this domain have been described.  

    Laboratory Issues 
 The large size of the  VWF  gene precludes effi cient, cost- 
effective screening or sequencing on a clinical basis. In addi-
tion, (co)amplifi cation of the unprocessed pseudogene, 
homologous to exons 23–34 of  VWF  gene, complicates 
mutational analysis of PCR products amplifi ed from genomic 
DNA. However, use of primers designed specifi cally to 
amplify the  VWF  gene and not the pseudogene reduces this 
risk. Mutation analysis of mRNA on a research basis has 
been performed, but likely is not practical for clinical testing 
given the instability of mRNA in transported specimens; 
however current availability of stabilizing agents may make 
this a viable option. At the present time, mRNA-based 
sequencing is not available for clinical testing.   

    Inherited Thrombophilias 

 The term “thrombophilia” refers to hereditary or acquired 
disorders or clinical circumstances that are risk factors for 
venous or arterial thrombosis. Broadly speaking, within the 
coagulation system, predisposition to thrombosis can be 
caused by defi ciencies of the anticoagulant and fi brinolytic 
components or unbridled activity of the procoagulant sys-
tem. The known hereditary thrombophilia disorders are well- 
established risk factors for venous thrombosis and its 
complication, pulmonary embolism, which together are 
called VTE; however, although biologically plausible, the 
association of the hereditary thrombophilia disorders with 
arterial thrombosis is less well established. 

 The recognized plasma components of the anticoagulant 
system include antithrombin (AT), protein C (PC), and pro-
tein S (PS); the fi brinolytic system includes plasminogen and 
its activating proteins, plasminogen activator inhibitors 1 and 
2 (PAI-1 and -2), as well as alpha-2 antiplasmin. The proco-
agulant system consists of members of the coagulation cas-
cade (Fig.  15.1 ). Two key hemostasis regulatory proteins, 
factors V (FV) and VIII (FVIII), once activated to FV a  and 
FVIII a , function as cofactors that markedly accelerate the 
rate of thrombin generation and fi brin thrombus formation. 
Thus, inactivation of these cofactors markedly downregu-
lates thrombin generation (Fig.  15.10 ).

   PC, a vitamin K-dependent zymogen, circulates in an 
inactive form and, for its anticoagulant activity, requires acti-
vation to activated protein C (APC). This activation occurs 
by the thrombin-thrombomodulin complex. Thrombomodulin 
is an integral membrane protein on the luminal surface of 
endothelial cells that binds circulating thrombin and changes 
its substrate specifi city such that thrombin no longer cleaves 
fi brinogen nor activates platelets. Instead, thrombomodulin-
bound thrombin activates PC to APC, which in turn exerts its 
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anticoagulant activity by inactivating (via enzymatic cleav-
age) FV a  and FVIII a  in the presence of PS. 

 AT is a serine protease inhibitor (SERPIN) and acts as a 
pseudo-substrate to irreversibly inhibit thrombin and proco-
agulant factors IX a , X a , XI a , and XII a  by covalently binding 
the enzymatic active sites. AT anticoagulant activity is mark-
edly enhanced by glycosaminoglycans (e.g., heparin).  

    Activated Protein C Resistance Due to Factor V 
Leiden Mutation 

    Molecular Basis of Disease 
 APC inactivates FV a  by cleavage at two sites on FV. Described 
using legacy nomenclature (amino acid numbering starts 28 
amino acids after standard HGVS nomenclature), an initial 
cleavage at arginine (R) 506 of FV a  facilitates subsequent 
cleavage at positions R306 and R679 (in the presence of 
phospholipid and PS) resulting in inactivation of FV a  
(Fig.  15.11 ). Hereditary resistance to inactivation of FV a  by 

APC, termed activated protein C resistance (APCR), is an 
autosomal dominant condition and occurs as a result of a 
single-point mutation, guanine (G) to adenine (A) at the 
1,691 nucleotide (G1691A) within exon 10 of the  F5  gene 
[called factor V Leiden (FVL),  F5  rs6025] on chromosome 1 
(1q21-25) [ 23 ]. HGVS nomenclature describes the factor V 
Leiden mutation as  F5 :c1601G>A, p.Arg534Gln (p.R534Q). 

  Figure 15.10    Sites of action of protein C, protein S, and antithrombin 
within the coagulation cascade:  a  activated factor;  Ca   2+   calcium;  PL  
phospholipid. Reprinted with permission from Davie EW, Fujikawa K, 

Kisiel W. The coagulation cascade: initiation, maintenance and regula-
tion. Biochemistry. 1991;30:10363. Copyright 1991 American 
Chemical Society       

  Figure 15.11    Cleavage sites for inactivation of activated factor V. 
 Ca   2+   calcium,  FV   a   activated factor V,  FV   i   inactivated factor V,  Kd  
kilodalton,  R  arginine,  thin arrows  cleavage sites. Reprinted with per-
mission from Mayo Clinic       
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This mutation encodes for substitution of a glutamine (Gln, 
Q) for arginine (Arg, R) at amino acid position 506 within 
the heavy chain of FV, one of the three APC-cleavage sites 
(R306, R506, R679). FVL promotes thrombosis by impaired 
downregulation of thrombin generation and by inhibition of 
fi brinolysis.

   FVL is a founder mutation, arising between 21,000 and 
34,000 years ago and after the evolutionary divergence of 
Africans from non-Africans and of Caucasoid from 
Mongoloid subpopulations. Worldwide, the FVL carrier fre-
quency ranges from 2 % in Southern Europe to 15 % in 
Southern Sweden, and generally declines in native popula-
tions as one moves from west to east toward Asia, Africa, 
and Australasia. In the USA, about 3–7 % of asymptomatic 
white populations of northern European or Scandinavian 
ancestry are heterozygous carriers. FVL is much less com-
mon in other US populations, with a carrier frequency of 
1.2 % in African Americans, 2.2 % in Hispanics, 1.2 % in 
Native Americans, and 0.45 % in Asian Americans.  

    Clinical Utiltity of Factor V Leiden Testing 
 Most patients with FVL go through their lives with no clini-
cal events. For those developing clinical sequelae, VTE is 
the most common clinical presentation. The initial observa-
tions of an association with pregnancy-related complica-
tions, such as recurrent fetal loss, preeclampsia, and 
abruption, are currently being questioned [ 24 ]. 

 Guidelines on FVL testing continue to evolve [ 25 – 27 ]. 
Currently, FVL testing is not recommended as a newborn or 
general population screen, nor is it indicated in asymptom-
atic prepubescent children, in patients with arterial throm-
botic events, or as a risk stratifi cation tool for deciding on 
type and duration of thromboprophylaxis. Routine testing 
prior to pregnancy or oral contraceptive use was not found to 
be cost effective [ 27 ]; however, in contrast to no testing, test-
ing was felt to be cost effective prior to hormonal replace-
ment therapy in postmenopausal women, but impact on 
overall patient management needs to be considered [ 27 ]. 

 Testing for FVL may impact clinical management in 
patients with a history of recurrent VTE; a fi rst VTE before 
50 years of age; a fi rst unprovoked VTE at any age; a fi rst 
VTE at an unusual anatomic site such as the cerebral, mesen-
teric, portal, or hepatic veins; and a fi rst VTE at any age in a 
subject with a fi rst-degree family member with a VTE before 
age 50 years. However, a careful analysis of the impact on 
patient management should be considered. 

 Testing for FVL is controversial in young (age <50 years) 
women smokers with a myocardial infarction; older patients 
(age >50 years) with a fi rst provoked VTE in the absence of 
cancer or an intravascular device; or a fi rst VTE related to 
selective estrogen receptor modulators (SERMs). 

 After appropriate counseling, testing for FVL may also be 
indicated in asymptomatic adult family members of probands 
with known FVL, especially those with a strong family history 

of thrombosis at a young age (<50 years) and asymptomatic 
female family members that are pregnant or are considering 
oral contraceptives or pregnancy.  

    Available Assays 
 In most circumstances, a functional assay of plasma APCR 
is the preferred initial test. In the most commonly used assay, 
the patient’s plasma is fi rst mixed with FV-defi cient plasma 
that contains a heparin neutralizer. The addition of the 
FV-defi cient plasma corrects for defi ciencies of other coagu-
lation proteins and may dilute the effect of some lupus-like 
anticoagulants. The assay is essentially 100 % sensitive and 
specifi c for FVL and accurately distinguishes heterozygotes 
from homozygotes. This assay is unaffected by heparin or 
warfarin anticoagulation; however, it may still not be diag-
nostic if the baseline aPTT (after mixing with FV-defi cient 
plasma) still is prolonged due to a lupus anticoagulant or a 
specifi c factor inhibitor. Moreover, the assay will miss 
patients with acquired APCR. Each laboratory must establish 
the normal range for this assay based on their patient 
population. 

 Direct DNA-based testing for FVL is widely available for 
diagnosis. Commonly used molecular methods involve PCR 
amplifi cation of the region surrounding the mutation, fol-
lowed by RFLP analysis, allele- specifi c PCR amplifi cation, 
or allele-specifi c hybridization. Semiautomated assay meth-
ods include fl uorescence detection of PCR products with 
allele-specifi c hybridization probes, and non-PCR signal 
amplifi cation methods based on either enzymatic hybridiza-
tion mismatch recognition using fl uorescent allele-specifi c 
probes or linked fl uorescent allele- specifi c pyrophosphorol-
ysis-kinase reactions [ 26 ]. Each laboratory must insure that 
its method can distinguish FVL from an uncommon poly-
morphism A1696G.  

    Counseling Issues and Management 
 Pre- and post-test counseling should take into account the 
indications for testing and the potential impact on patient 
management. VTE is the most common known clinical con-
sequence of APCR due to FVL. Given that VTE is a multi-
factorial disease, specifi c issues to review in women are the 
interaction of the FVL with oral contraceptives, pregnancy, 
hormonal replacement therapy, and use of SERM therapy 
(e.g., tamoxifen, raloxifene). Other environmental risk fac-
tors that interact with FVL include hospitalization (with or 
without surgery), nursing home care, trauma, malignant neo-
plasms (with or without chemotherapy), central venous cath-
eterization, or a transvenous pacemaker, and serious 
neurologic disease with extremity paresis or paralysis [ 28 ]. 

    Incidence of Venous Thromboembolism 
 The annual incidence of VTE in the general population (non- 
carriers of FVL) is approximately 1 per 1,000 person-years 
(0.1 % per year) and increases with age [ 28 ]. FVL prevalence 
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among incident VTE cases varies from 12 to 50 %. In addi-
tion, individuals who are heterozygous for FVL have an 
eight-fold relative increased risk of VTE, while individuals 
with homozygous FVL have an 80- to 100-fold increased 
risk. In absolute terms, the data can be summarized as fol-
lows: individuals who are FVL heterozygous have a lifetime 
probability of developing VTE by age 65 years from 2.4 % 
[ 29 ] to 6 % [ 30 ] and the annual VTE incidence is 0.45 % [ 25 ].  

    VTE Risk with Oral Contraceptive Use 
 Depending on the study design, the relative increased risk of 
VTE is reported to vary from approximately 5- to 30-fold 
among women who are FVL heterozygous and taking oral 
contraceptives [ 27 ]. In absolute terms, the incidence of VTE 
among women of childbearing age who are not carriers of 
FVL and are not on oral contraceptives is approximately 1 
per 10,000 woman-years [ 31 ], and that risk is increased 
about three-fold (to an incidence of 3 per 10,000 woman- 
years) among women taking oral contraceptives. Among 
women of childbearing age who are FVL heterozygous, the 
incidence of VTE is about 6 per 100,000 woman-years, and 
increased to approximately 30 per 100,000 woman-years 
when also taking oral contraceptives. While this represents a 
30-fold relative risk, the incidence is still only 0.3 % per year 
(i.e., 99.7 % of carriers on oral contraceptives will not 
develop VTE during that year). In more recent studies, the 
annual absolute risk of VTE has been approximated to 0.35 
per 100 person-years [ 32 ]. The acceptability of this mild 
increase in risk compared to the benefi ts of oral contracep-
tive use will vary with each patient.  

    VTE Risk During Pregnancy and Postpartum Period 
 The OR for VTE during pregnancy and the postpartum 
period is approximately 8-fold for women who are FVL het-
erozygous and 34-fold for women who are FVL homozy-
gous [ 27 ]. This translates to an absolute annual incidence of 
1.97 per 100 pregnancy-years for women who are heterozy-
gous for FVL, compared to an annual incidence of 0.73 per 
100 pregnancy-years for women without FVL [ 32 ].  

    Interaction with Postmenopausal Hormone 
Replacement Use 
 Postmenopausal women heterozygous for FVL had an OR 
for VTE of up to 15-fold higher when receiving estrogen 
replacement therapy. Given the baseline increased risk of 
VTE with age, this translated into an annual incidence of 
>1 % in this population of patients.  

    Interaction with Age 
 The incidence of VTE among individuals with FVL also var-
ies by age, ranging from 2–3 per 1,000 person-years for ages 
15–30 years to 7–11 per 1,000 person-years for age 60 years 
and older.   

    Impact on Patient Management 
 Empiric anticoagulation therapy is not recommended for 
asymptomatic FVL carriers; however, appropriate prophylaxis 
should be prescribed for medical and surgical hospitalizations 
[ 33 – 35 ]. The indication and type of VTE prophylaxis should 
not be based on results of thrombophilia testing. FVL carriers 
with acute VTE should receive standard anticoagulation ther-
apy [ 36 ]. Given that VTE recurs frequently, with an estimated 
cumulative recurrence of 30 % by 10 years [ 28 ], research 
efforts are focused on determining predictive recurrence risk 
factors. Independent predictors of recurrence include older 
age, obesity, malignant neoplasm, and extremity paresis or 
paralysis. The recurrence risk in the presence of hereditary 
thrombophilia varies by study and thrombophilia type. 

 Although studies are confl icting, individuals who are FVL 
heterozygous are not felt to be at increased risk of recurrent 
VTE compared to non-carriers; however, this risk is signifi -
cantly increased for individuals who are both heterozygous 
FVL and heterozygous prothrombin G20210A, and in indi-
viduals who are homozygous FVL. Recommendations on 
short- and long-term management of VTE have recently been 
reviewed [ 36 ]. 

 Pre- and posttest counseling and the decision to perform 
thrombophilia testing in eligible women prior to prescribing 
oral contraception or hormone replacement therapy require a 
detailed discussion with the patients regarding their comfort 
level with the risk of VTE which needs to be balanced against 
the benefi ts of the prescribed hormones. Currently, FVL test-
ing is not advised for pregnancy-associated complications 
other than VTE [ 24 ]. Prophylactic anticoagulation in preg-
nant, asymptomatic FVL carriers with no prior history of 
VTE is not routinely recommended. Decisions about provid-
ing prophylaxis should be individualized based on the FVL 
genotype (heterozygous vs homozygous) and coexisting 
risk factors. Asymptomatic women who do not receive 
anticoagulation should be followed closely throughout preg-
nancy and given prophylaxis during the postpartum period.   

    Prothrombin G20210GA Mutation 

    Molecular Basis of Disease 
 The prothrombin G20210A ( F2  G20210A, HGVS: 
c.*97G>A) mutation is a relatively common mutation that 
affects the 3  terminal nucleotide of the 3  untranslated region 
of  F2  [ 37 ]. The  F2  G20210A mutation causes a gain of func-
tion due to increased recognition of the polyadenylation 
cleavage signal, increased 3  end RNA processing, mRNA 
accumulation, and increased protein synthesis [ 38 ]. A 
family- based study has shown close linkage between a quan-
titative trait locus determining plasma prothrombin activity 
and the  F2  G20210A mutation [ 39 ]. Plasma prothrombin 
concentration is a major determinant of plasma thrombin 
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generation potential; thus, thrombin generation is increased 
in the plasma of individuals either heterozygous or homozy-
gous for the  F2  G20210A mutation. High plasma prothrom-
bin levels also inhibit APC-mediated inactivation of 
procoagulant factor V a , further augmenting thrombin produc-
tion. Although carriers of the  F2  G20210A mutation have 
higher median plasma prothrombin levels compared to non- 
carriers, there is considerable overlap of the range of pro-
thrombin levels; thus, molecular testing is the only option for 
diagnosis of this thrombophilia disorder. 

 Based on haplotype analyses, the  F2  G20210A mutation 
also appears to be a founder mutation, arising 20,000–
30,000 years ago and after the divergence of Africans from 
non-Africans and of Caucasoid from Mongoloid subpopula-
tions. In Europe, the overall carrier frequency is 2 %, ranging 
from 1.7 % in northern Europe to 3 % in southern Europe. In 
the USA, the estimated overall carrier frequency is 1–2 %. The 
mutation is uncommon among African Americans and rarely 
seen among Asian Americans and Native Americans [ 40 ].  

    Clinical Utility of F2 G20210A Testing 
 As with FVL, the majority of patients with  F2  G20210A will 
go through their lives with no clinical events. For those 
developing clinical sequelae, the most common clinical pre-
sentation is VTE. Although initial studies suggested an asso-
ciation with pregnancy-related complications, e.g., recurrent 
fetal loss, preeclampsia, and abruption, currently this asso-
ciation is being questioned and testing is not recommended 
[ 24 ]. Recommendations for  F2  G20210A mutation testing 
and patient management are essentially the same as for FVL.  

    Available Assays 
 Although  F2  G20210A carriers have statistically higher 
plasma prothrombin activity, the normal range for plasma 
prothrombin activity is quite broad. Thus, plasma prothrom-
bin activity cannot accurately distinguish  F2  G20210A carri-
ers from non-carriers. Direct DNA-based testing for the 
specifi c mutation is required for diagnosis. Molecular testing 
methods available for the  F2  G20210A mutation are essen-
tially the same as for FVL. Each laboratory must ensure that 
its method can distinguish the  F2  G20210A from an uncom-
mon polymorphism at nucleotide  F2  C20209T, which is 
prevalent among the African-American population but is not 
associated with VTE.  

    Counseling Issues and Management 
 Issues pertaining to  F2  G20210A mutation and interactions 
with environmental risk factors for VTE are similar to those 
with FVL (see above). The  F2  G20210A mutation is a 
weaker risk factor for VTE, so the risk estimates and inci-
dence of VTE are lower. Selected unique features of  F2  
G20210A are as follows. Female  F2  G20210A carriers 
receiving oral contraception have an approximate 6-fold 

increased risk for deep vein thrombosis or VTE [ 27 ], and a 
150-fold increased risk of cerebral vein thrombosis. The 
available data suggests that the absolute risk of VTE with 
oral contraceptive use or pregnancy is similar to that with 
FVL. No detailed studies are available on the risk of VTE in 
association with hormone replacement therapy; however the 
risks are likely similar to those for FVL.  

    Impact on Patient Management 
 Issues pertaining to patient management in carriers of  F2  
G20210A are similar to those for FVL (see above).   

    Defi ciencies of Anticoagulant Proteins 

    Molecular Basis of Disease 
 Genetic defi ciencies of plasma AT, PC, or PS activity to 
approximately half of normal plasma activity are strongly 
associated with VTE. Altogether, defi ciency of AT, PC, or 
PS is found in less than 10 % of patients with VTE. Comparing 
family members with inherited AT, PC, or PS defi ciency to 
family members with no defect, the lifetime relative VTE 
risk is increased about seven- to eight-fold. Individuals who 
are homozygous or compound heterozygous for PC or PS 
mutations may develop severe full-thickness dermal and 
limb thrombotic infarction as neonatalis (called purpura ful-
minans neonatalis). Homozygous AT defi ciency appears to 
be incompatible with life except for mutations that impair 
heparin binding to AT. 

 The AT gene,  SERPINCI , is located at chromosome 1q23- 
q25, and mutations lead to type I (reduced antigen and activ-
ity) or type II (reduced activity and normal antigen) AT 
defi ciency. Type II can be subdivided into reactive site (RS) 
mutations, heparin-binding site (HBS) mutations, and pleio-
tropic effect (PE) mutations. Reported mutations are cata-
logued in the AT mutation database at   http://www.hgmd.cf.
ac.uk/ac/index.php    . 

 Mutations in the PC gene,  PROC , located on chromosome 
2q13-q21, lead to type I and II defects, as with AT defi ciency. 
Reported  PROC  mutations are catalogued in the PC muta-
tion database at   http://www.hgmd.cf.ac.uk/ac/index.php    . 

 The gene encoding PS,  PROS1 , is located on chromo-
some 3p11.1-q11.2. A homologous pseudogene, ( PROSP ) is 
approximately 95 % homologous to the  PROS1  gene. PS 
defi ciency is classifi ed into type 1 (reduced free and total PS 
antigen and activity), type II (normal total and free PS anti-
gen and reduced PS activity), and type III (normal total 
reduced free PS antigen).  

    Clinical Utility of Testing 
 Although rare, patients with defi ciency of PC, PS, or AT are 
at high lifetime risk of VTE with approximately 50 % of 
patients developing VTE by 50 years of age. Once symptom-
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atic VTE has occurred, such patients are at a high lifetime 
risk of recurrent VTE (approximately 10 % per year) in the 
absence of anticoagulation. Testing patients who are young, 
have a strong family history of VTE, or experience a recur-
rent VTE is useful.  

    Avazilable Assays 
 Mutations causing impaired expression or function of AT, 
PC, or PS are rare and spread throughout their respective 
genes. Moreover, there are few data correlating specifi c 
mutations with a unique clinical thrombosis phenotype. 
Thus, for diagnosis, functional testing of plasma activities of 
AT, PC, or PS is preferred over genetic testing. Selected lab-
oratories may offer gene sequencing on a research basis.  

    Recommendations for Testing 
 Given that knowledge of genotype-to-phenotype correlation is 
still developing, at the present time, genetic testing for PC, PS, 
and AT defi ciency is not routinely recommended. Functional 
and antigenic assays for the proteins (AT, PC, and PS) should 
be the initial tests. It is important to remember that these pro-
teins are produced in the liver; thus, patients with advanced 
liver diseases will have reduced levels. In addition, reference 
ranges for neonatalis are lower than those for adults. Finally, 
given that PC and PS are vitamin K-dependent proteins, levels 
are typically reduced in patients with vitamin K defi ciency and 
those on vitamin K antagonists (warfarin).  

    Counseling Issues and Management 
 Asymptomatic family members who are tested as part of 
family screening have an annual risk of incident VTE that 
ranges from 0.7 to 1.7 per 100 person-years, a risk that is 
higher than with FVL or the  F2  gene mutation [ 32 ]. In addi-
tion, these patients have an annual risk of recurrent VTE that 
approaches approximately 10 % [ 41 ]. The annual risk of 
VTE in users of oral contraceptives approaches 4.6 per 100 
person-years; thus oral contraceptive use is generally dis-
couraged in patients with PC, PS, or AT defi ciency.   

    Hyperhomocysteinemia 

    Molecular Basis of Disease 
 Homocysteine is an intermediary amino acid formed during 
metabolism of methionine to cysteine (Fig.  15.12 ) which is 
formed by intracellular demethylation of dietary methio-
nine. Homocysteine is then converted to cysteine in a two-
step transsulfuration pathway that requires initial 
condensation of homocysteine with serine to form cystathi-
onine. The latter reaction is catalyzed by cystathionine-β-
synthase (CBS) and requires the essential cofactor, pyridoxal 
5-phosphate (vitamin B 6 ). In the second step, catalyzed by 
cystathionine γ-lyase, cystathionine is hydrolyzed to 
α-ketobutyrate and cysteine. Homocysteine can be remeth-
ylated to methionine via two pathways. In the fi rst, a methyl 

  Figure 15.12    Homocysteine metabolism pathway. ( 1 ) Cystathionine 
β synthetase (CBS); ( 2 ) cystathionine γ ligase; ( 3 ) methyltetrahydrofolate- 
homocysteine methyltransferase; ( 4 ) serine-glycine hydroxymethyl-

transferase; ( 5 ) 5,10-methylenetetrahydrofolate reductase (MTHFR); 
( 6 ) betaine-homocysteine methyltransferase       
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group is donated by 5-methyltetrahydrofolate in a reaction 
catalyzed by methyltetrahydrofolate- homocysteine methyl-
transferase and requiring methyl-cobalamin (vitamin B 12 ). 
Tetrahydrofolate (folic acid) is remethylated to 5-methyltet-
rahydrofolate in a reaction that includes the intermediary 
5,10- methylenetetrahydrofolate and requires the enzymes 
serine-glycine hydroxymethyl transferase and 
5,10- methylenetetrahydrofolate reductase (MTHFR). In the 
second pathway, betaine (trimethyl-glycine) donates a 
methyl group to remethylate homocysteine to methionine in 
a reaction requiring betaine-homocysteine methyltransfer-
ase. Remethylation is primarily responsible for regulation of 
fasting homocysteine levels, while transsulfuration mainly 
regulates higher homocysteine levels as occur in the post-
prandial state or after methionine loading [ 42 ].

   Homocystinuria is a rare inherited disorder affecting 3–5 
per million of the general population, and usually is caused 
by severe defi ciency of cystathionine β synthase (CBS). Most 
patients are homozygous or compound heterozygous for one 
or more of the three mutations (c.833T>C, c.919G>A, 
c.1224-2A>C) within the  CBS  gene located in the subtelo-
meric region of 21q22. CBS mutation heterozygotes often 
have normal basal plasma homocysteine levels, but develop 
hyperhomocysteinemia after a methionine load [ 42 ]. 

 While rare, severe MTHFR defi ciency due to mutations 
in the  MTHFR  gene also cause homocystinuria. Individuals 
who are homozygous for the common  MTHFR  C677T muta-
tion (HGVS: c.665C>T) and become folate defi cient may 
develop mild hyperhomocysteinemia. This mutation encodes 
p.Ala223Val. Approximately 1.5 % and 30 % of the US pop-
ulation are homozygous and heterozygous for the  MTHFR  
C677T mutation, respectively. The role of a second com-
monly tested  MTHFR  variant, A1298C (HGVS: c.1286A>C), 
in the diagnosis and management of VTE is still being 
defi ned.  

    Clinical Utility of Testing 
 Testing for the  MTHFR  C677T and A1298C variants, in the 
presence of a normal plasma homocysteine level, provides 
little clinical utility. Patients with homocystinuria are at 
markedly increased risk for both atherosclerotic arterial 
occlusive disease and VTE. About 25 % of patients with 
homocystinuria develop a thrombotic vascular occlusive 
event by age 16 years, and about 50 % develop such an event 
by age 29 years [ 43 ]. Of these, about half are arterial occlu-
sive events (e.g., stroke, myocardial infarction, or peripheral 
artery thrombosis), and the remainder are venous thrombo-
embolic events. The event rate is signifi cantly reduced by 
vitamin therapy in B 6 -responsive patients [ 42 ]. 

 Homocystinuric patients generally have plasma homo-
cysteine levels of 100–300 μmol/L. Multiple case-control 
studies have found that milder hyperhomocysteinemia (e.g., 
15–100 μmol/L) is a risk factor for both arterial occlusive 
disease and VTE, with OR of about 2.2–3.0 [ 42 ]. However, 

there is concern that these studies may have been confounded 
because plasma homocysteine levels may be elevated after 
thrombotic vascular events. Indeed, although fewer in num-
ber, prospective studies have provided confl icting results. 
Thus, hyperhomocysteinemia appears to be a weak risk fac-
tor for thrombotic arterial occlusive disease, while the risk 
for VTE remains uncertain. Individuals heterozygous for the 
 MTHFR  C677T mutation are not at risk for hyperhomocys-
teinemia, thrombotic arterial occlusive disease, or 
VTE. While individuals homozygous for the  MTHFR  C677T 
mutation are at increased risk for hyperhomocysteinemia, 
homozygosity for the  MTHFR  C677T mutation in the 
absence of hyperhomocysteinemia is not an independent risk 
factor for either arterial or venous thrombosis. There are no 
studies showing that reduction in plasma homocysteine levels 
by therapy with vitamins B 6 , B 12 , or folic acid reduces the 
risk for arterial or venous thrombosis. Testing for hyperho-
mocysteinemia is recommended for patients with documented 
atherosclerotic arterial occlusive disease (e.g., coronary 
artery, cerebrovascular, or peripheral vascular), while testing 
patients with VTE remains controversial. Genotyping for the 
 MTHFR  C677T mutation may provide insight into the etiol-
ogy of hyperhomocysteinemia, but does not infl uence ther-
apy or warrant family testing. Recently the American College 
of Medical Genetics released practice guidelines recom-
mending that providers not order  MTHFR  polymorphism 
genotyping for a thrombophilia or recurrent pregnancy loss 
clinical evaluation. In addition, genotyping should not be 
conducted for at-risk family members [ 44 ].  

    Available Assays 
 Clinical assays for plasma homocysteine include HPLC and 
immunoassay [ 42 ]. Each laboratory should determine local 
gender and population-specifi c reference ranges. The basal 
plasma homocysteine level should be determined fi rst, and, 
if elevated, further investigation regarding the potential 
cause as well as therapeutic intervention should be consid-
ered. The need for an overnight fast prior to testing plasma 
homocysteine levels is unclear. Because plasma homocyste-
ine levels can be elevated for several months after myocar-
dial infarction or stroke, testing should be postponed 
accordingly. In addition to vitamin defi ciency, impaired 
renal function and hypothyroidism are other common causes 
of hyperhomocysteinemia. It is particularly important to 
exclude vitamin B 12  defi ciency prior to beginning therapy 
with high-dose folic acid which can precipitate acute B 12  
neuropathy. If the basal homocysteine level is normal, 
methionine loading (0.1 g/kg body weight or 3.8 g/m 2  body 
surface area with measurement of plasma homocysteine 
4–6 h after the load) should be considered since 25–40 % of 
symptomatic patients develop hyperhomocysteinemia only 
after methionine loading. Therapy includes folic acid (0.5–
1.0 mg/day), vitamin B 12  (400–1,000 μg/day), and/or vita-
min B 6  (20–50 mg/day) [ 42 ].      
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    Abstract  

  Hereditary hemochromatosis (HHC) is a disorder of iron metabolism and has been classi-
fi ed into six types having similar phenotypes but caused by mutations in different genes 
involved in the regulation of iron stores. Two allelic variants of the  HFE  gene, p.C282Y 
(c.845G>A) and p.H63D (c.187C>G), are signifi cantly correlated with HHC, and most 
clinical studies have focused on these variants. Diagnosis of HHC is based on clinical, bio-
chemical, histological, and molecular studies, specifi cally tests such as transferrin satura-
tion, ferritin concentration, evaluation of iron stores by liver biopsy, and genotyping for 
p.C282Y and p.H63D mutations in  HFE . Hemoglobinopathies are the most common 
single- gene diseases in the world. Approximately 5–7 % of the world’s population is a car-
rier for one of the hemoglobin disorders. Two copies of the alpha (α) globin genes are pres-
ent (α1 and α2) on each chromosome 16. The beta and beta-like chains (ε, Gγ, Aγ, and δ) 
are clustered on chromosome 11. The hemoglobinopathies are commonly divided into two 
broad categories: structural variants, and thalassemias that are characterized by reduced 
rates of production of α or β chains. Sickle hemoglobin results from a single nucleotide 
substitution (GAG GTG) that changes codon 6 of the β-globin gene from a glutamic acid 
to a valine (Glu6Val). Homozygosity for this mutation causes sickle cell disease (SD), an 
autosomal recessive disorder. SD is a major cause of morbidity and mortality in Africa and 
in populations with individuals of African descent. The α-thalassemias are most commonly 
caused by deletions while the β-thalassemias are most likely due to single nucleotide sub-
stitutions or frameshift mutations. Single nucleotide changes causing either structural vari-
ants or thalassemias can be easily diagnosed by targeted mutation analysis or by sequencing. 
Gap-PCR or multiplex ligation dependent probe amplifi cation assays are the common 
methods to detect deletions. The Rh antigen system is clinically important because antibod-
ies to Rh antigens are involved in hemolytic transfusion reactions, autoimmune hemolytic 
anemia, and hemolytic disease of the fetus and newborn. The Rh antigens are expressed on 
proteins encoded by two distinct but highly homologous genes,  RHD  and  RHCE , on chro-
mosome 1p34.3-36.1. The D antigen is expressed from  RHD  and the C/c and E/e antigens 
are expressed from  RHCE . Rh incompatibility cases require both phenotypic and genotypic 
testing of parental samples.  
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        Introduction 

    Hemochromatosis 

 Hereditary hemochromatosis (HHC) is a disorder of iron 
metabolism resulting from excess iron storage in the liver, 
skin, pancreas, heart, joints, testes, and pituitary gland. It is 
a disorder of iron metabolism and has been classifi ed into 
six types having similar phenotypes but caused by muta-
tions in different genes involved in the regulation of iron 
stores. Two allelic variants of the  HFE  gene, p.C282Y 
(c.845G>A) and p.H63D (c.187C>G), are signifi cantly cor-
related with HHC, and most clinical studies have focused on 
these variants. These mutations are most common in popu-
lations of European descent. Diagnosis of HHC is based on 
clinical, biochemical, histological, and molecular studies, 
specifi cally tests such as transferrin saturation, ferritin con-
centration, evaluation of iron stores by liver biopsy, and 
genotyping for p.C282Y and p.H63D mutations in  HFE , 
when necessary. These mutations can be accurately detected 
by polymerase chain reaction-restriction fragment length 
polymorphism (PCR-RFLP), allele-specifi c PCR (AS-PCR), 
allele-specifi c oligonucleotide (ASO) hybridization, single-
nucleotide primer extension, and real-time PCR methods.  

    Hemoglobinopathies 

 Hemoglobinopathies are the most common single-gene dis-
eases in the world; approximately 5–7 % of the world’s popu-
lation is a carrier for one of the hemoglobin disorders. There 
are two copies of the alpha (α) globin genes (α1 and α2) on 
each chromosome 16. The beta (β) and β-like chains (ε, Gγ, 
Aγ, and δ) are clustered on chromosome 11. The hemoglobin-
opathies are commonly divided into two broad categories: 
structural variants, and thalassemias that are characterized by 
reduced rates of production of α or β chains. Sickle hemoglo-
bin results from a single nucleotide substitution (GAG GTG) 
that changes codon 6 of the β-globin gene from a glutamic 
acid to a valine (Glu6Val). Homozygosity for this mutation 
causes sickle cell disease (SD), an autosomal recessive disor-
der. SD is a major cause of morbidity and mortality in Africa 
and in populations with individuals of African descent. The 
α-thalassemias are most commonly caused by deletions while 

the β-thalassemias are most likely due to single nucleotide 
substitutions or frameshift mutations. Single nucleotide 
changes causing either structural variants or thalassemias can 
be easily diagnosed by targeted mutation analysis or by 
sequencing the gene. Gap-PCR or multiplex ligation depen-
dent probe amplifi cation (MLPA) assays are the common 
methods to detect deletions.  

    Rh Incompatibility 

 The Rh antigen system is clinically important because anti-
bodies to Rh antigens are involved in hemolytic transfusion 
reactions, autoimmune hemolytic anemia, and hemolytic 
disease of the fetus and newborn (HDFN). HDFN results 
from the alloimmunization of a mother to a paternally inher-
ited fetal alloantigen. The most common cause for alloim-
munization is fetomaternal hemorrhage. The severity of 
HDFN is variable; mild cases require either no treatment or 
phototherapy, while more severe cases require exchange 
transfusion at birth, or possibly intrauterine transfusion, and 
may result in fetal hydrops. The Rh antigens are expressed 
on proteins encoded by two distinct but highly homologous 
genes,  RHD  and  RHCE , on chromosome 1p34.3-36.1. The 
most common RHD-negative allele results from the total 
deletion of  RHD ; however, there are a number of  RHD  - 
negative haplotypes that are positive for at least portions of 
the  RHD  gene. The c.307T>C, p.Ser103Pro, variation is 
responsible for the C and c antigens expressed from the 
 RHCE  gene. The assay formats are predominantly AS-PCR 
and real-time PCR with hydrolysis probes.   

    Hemochromatosis 

    Molecular Basis of Disease 
 HHC is a disorder of iron metabolism resulting from 
excess iron storage in the liver, skin, pancreas, heart, 
joints, testes, and pituitary gland. If left untreated, life-
threatening complications such as cirrhosis, diabetes, liver 
cancer, and cardiomyopathy may result. Iron overload and 
the resulting clinical complications can be avoided by 
early diagnosis and periodic phlebotomy to reduce the 
body’s iron stores. Extensive reviews on the  HFE  gene and 
HHC are available [ 1 – 4 ]. 
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 HHC has been classifi ed into six types that have similar 
phenotypes but are caused by mutations in different genes 
involved in the regulation of iron stores (Table  16.1 ). Types 
1–3 are autosomal recessive disorders with mutations in genes 
that result in defective expression of the hepcidin ( HAMP ) 
gene. Hepcidin regulates iron homeostasis by binding 
SLC40A1, also known as ferroportin, causing degradation of 
this iron-transporting protein resulting in reduced iron export 
from enterocytes. Type 4 is an autosomal dominant disorder 
with mutations in the  SLC40A1  gene. The gain-of-function 
mutations in type 4B cause defective down regulation in 
response to hepcidin. The loss-of-function mutations in type 
4A result in iron retention in monocytes and macrophages and 
cause a distinctly different phenotype than the other types of 
HHC. HHC typically has an age of onset in adults; however, 
types 2A and 2B are juvenile forms of HHC. Except for  HFE -
related HHC (type 1) which is the most common form of HHC, 
the other types of HHC are rare.

   The HFE protein, a 343 amino acid transmembrane pro-
tein, is homologous to major histocompatibility class I mol-
ecules and associates with β 2 -microglobulin. The HFE 
protein is found predominantly in hepatocytes. At the cell 
surface, HFE complexes with the transferrin receptor protein 
1 (TfR1) and competes for binding of iron-loaded transfer-
rin. Under conditions of high iron, HFE is displaced from 
TfR1 and binds to transferrin receptor protein 2 (TfR2). 
Although the mechanism is not understood, the HFE-TfR2 
complex is believed to create an intercellular signal to 
increase hepcidin expression. The role of  HFE  in HHC and 
iron homeostasis is supported by the fact that an  HFE  knock-
out mouse develops iron overload similar to that seen in 
human HHC [ 5 ]. 

 Two allelic variants of the  HFE  gene, p.C282Y 
(c.845G>A) and p.H63D (c.187C>G), are signifi cantly cor-
related with HHC, and most of the clinical studies have 
focused on these variants [ 6 ]. These two variants are usu-
ally not found on the same chromosome. The p.C282Y 
mutation abolishes a conserved disulfi de bond which dis-
rupts secondary structure required for HFE-binding to β 2 -
microglobulin and subsequent transport to the cell surface. 
The p.C282Y HFE protein remains in the Golgi rather than 
being transported to the cell surface. The p.H63D protein 
product is expressed on the cell surface, but likely has an 
altered interaction with the transferrin receptor. Several 
other  HFE  allelic variants have been described, but little is 
known regarding their phenotypic effects. The p.S65C 
mutation has been implicated in HHC but its clinical sig-
nifi cance is still unclear [ 2 ]. 

 The frequency of the p.C282Y and p.H63D mutations in 
different ethnic groups has been reviewed [ 2 ]. These muta-
tions are most common in populations of European descent. 
A pooled analysis of several Caucasian population studies 
found that the frequency of p.C282Y homozygosity was 
0.4 % and heterozygosity was 9.2 % (Table  16.2 ). The fre-
quency of p.H63D homozygosity was 2 % and heterozygos-
ity was 23 %. Compound heterozygosity (p.C282Y/p.H63D) 
was 2 %. The frequency of  HFE  genotypes in HHC cases 
was 77.5 % for p.C282Y/p.C282Y, 5.3 % for p.C282Y/p.
H63D, and 1.5 % for p.H63D/p.H63D. The pooled odds 
ratio (OR) for each  HFE  genotype indicated that individuals 
with the p.C282Y/p.C282Y and p.C282Y/p.H63D geno-
types have the highest risk for iron overload with an OR of 
4,383 and 32, respectively [ 7 ]. Individuals with the p.
H63D/p.H63D and p.C282Y heterozygote (p.C282Y/+) gen-

    Table 16.1    Hereditary hemochromatosis classifi cation   

  Type    OMIM#    Gene    Chr.    Protein    Inheritance    Age of onset  

 1  235200   HFE   6p22.2  Hereditary Hemochromatosis Protein  Autosomal recessive  Adult 

 2A  602390   HJV   1q21.1  Hemojuvelin  Autosomal recessive  Child to young adult 

 2B  602390   HAMP   19q13.12  Hepcidin  Autosomal recessive  Child to young adult 

 3  604250   TFR2   7q22.1  Transferrin Receptor Protein 2  Autosomal recessive  Young adult to adult 

 4A  606069   SLC40A1   2q32.2  Solute carrier family 40 member 1 
(Ferroportin) 

 Autosomal dominant (LOF)  Adult 

 4B  606069   SLC40A1   2q32.2  Autosomal dominant (GOF)  Adult 

   GOF  gain of function,  LOF  loss of function  

   Table 16.2     HFE  genotype frequencies and their contribution to hereditary hemochromatosis   

  Genotype    Population frequency (%)    Pooled odds ratio    95 % CI    % HHC cases  

 p.C282Y/p.C282Y  0.4  4,383  1,374–>10,000  77.5 

 p.C282Y/p.H63D  2.0  32  18.5–55.4  5.3 

 p.H63D/p.H63D  2.0  5.7  3.2–10.1  1.5 

 p.C282Y/+  9.2  4.1  2.9–5.8  3 

 p.H63D/+  23  1.9  1.5–2.5  3 

   Source : Data are from Refs.  2 ,  7   
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otypes are not considered to be at elevated risk for develop-
ing iron overload. The high frequency of HHC patients with 
the p.C282Y/p.C282Y genotype suggested that the pene-
trance for this genotype was very high. However, additional 
studies designed to estimate the penetrance suggested that 
the majority of p.C282Y homozygotes would not develop 
clinical disease resulting from iron overload. In a large pro-
spective study, the proportion of p.C282Y homozygotes with 
documented iron-overload was 28.4 % for men and 1.2 % for 
women [ 8 ]. Currently, the estimates of the penetrance range 
from 1 % to 50 %. The penetrance of the p.C282Y/p.H63D 
genotype is much lower, ranging from 0.3 % to 1.4 %.  

    Clinical Utility of Testing 
 Diagnosis of HHC is based on clinical, biochemical, histo-
logical, and molecular studies, specifi cally tests such as 
transferrin saturation, ferritin concentration, evaluation of 
iron stores by liver biopsy, and genotyping for p.C282Y and 
p.H63D mutations in the  HFE  gene. Due to the reduced pen-
etrance of p.C282Y/p.C282Y, the even lower penetrance of 
p.C282Y/p.H63D, and the presence of other mutations 
within  HFE  or in other genes related to HHC, the diagnosis 
or rule out of HHC cannot be made with a molecular test 
alone. However, in patients with clinical and biochemical 
symptoms of iron overload, molecular testing can be useful 
in confi rming the diagnosis of HHC and may eliminate the 
need for liver biopsy. Typically, molecular testing is war-
ranted in patients with transferrin saturation of >45 %. A 
genotyping result of p.C282Y/p.C282Y or p.C282Y/p.H63D 
is considered to confi rm a diagnosis of HHC. A small num-
ber of cases (<5 %) will be identifi ed as p.C282Y heterozy-
gotes. It is possible these patients have other mutations in 
 HFE  or mutations in other genes involved in iron overload 
(Table  16.1 ). 

 Molecular testing also is used for carrier analysis and to 
identify relatives at risk for HHC. After the diagnosis of 
HHC is made in the proband, testing may be appropriate for 
other family members who may be at higher risk than the 
general population for developing iron overload. The iron 
status of these individuals can be monitored as appropriate. 
The  HFE  genotyping test can be used to identify individuals 
with the same genotype as the proband; these individuals 
would be at higher risk for developing iron overload than 
family members who did not inherit the mutations present in 
the proband. Requests for prenatal testing for HHC are 
highly unusual since HHC is a treatable adult onset disorder 
with low penetrance. 

 Soon after the identifi cations of the role of  HFE  mutations 
in iron overload, population screening for p.C282Y and p.
H63D was considered. Since simple phlebotomy can prevent 
iron overload and its severe clinical complications, early iden-
tifi cation of individuals at risk would be benefi cial. However, 

given the low penetrance of the  HFE  genotypes, the majority of 
individuals identifi ed with  HFE  mutations would be unlikely to 
develop clinical symptoms associated with HHC and yet might 
be subject to stigmatization and/or genetic discrimination as a 
result of the testing. At this time, population screening for HHC 
is not recommended due to these limitations.  

    Available Assays 
 As the p.C282Y and p.H63D mutations are single nucleotide 
polymorphisms (SNPs), they can be accurately detected 
using a variety of methods. As with all SNP assays, careful 
consideration must be given to the known sequence variants 
that may affect the assay method. The fi rst method described 
for these mutations was an oligonucleotide ligation assay 
[ 6 ]. The primers described by this group to amplify the 
regions of the  HFE  gene have been used in a variety of 
assays. However, polymorphisms in one primer binding site 
sequence has been described and has the potential to result in 
a diagnostic error [ 9 ,  10 ]. Using primers that do not include 
the polymorphisms eliminates this potential error. The pos-
sible interference of the p.S65C mutation with the detection 
of p.H63D also should be considered in assay design. A 
number of additional assay methods for these mutations have 
been described, including PCR-RFLP, AS-PCR, ASO 
hybridization, single-nucleotide primer extension, and real-
time PCR methods [ 11 ]. 

 A simple method for detection of p.C282Y and p.H63D is 
PCR-RFLP. p.C282Y is detected by digestion of the PCR 
product with  Rsa I, and H63D is detected by using  Bcl I or 
 Mbo I. The digested PCR products are analyzed by gel elec-
trophoresis. The advantage of this method is that optimiza-
tion is relatively straightforward and expensive equipment is 
not required. The disadvantage is a longer turnaround time 
for testing. AS-PCR assays distinguish the normal and 
mutant alleles directly with only gel electrophoresis of the 
PCR products, so the post-PCR processing is reduced. The 
AS-PCR reactions require careful optimization, and multiple 
reactions are required to determine the genotype. 

 Real-time PCR methods that couple PCR with detection 
of hybridization probes are commonly used to detect single 
nucleotide polymorphisms. These techniques are rapid, sen-
sitive, have a wide dynamic range, and require no additional 
processing after PCR. A variety of chemistries are available 
such as FRET hybridization probes with melt curve analysis, 
hydrolysis probes, and molecular beacons. For each method, 
the appropriate negative and positive controls are required to 
demonstrate the specifi city of the assay. A melting curve of 
the hybridization probe fl uorescence is used to detect changes 
in thermal stability and therefore discriminate single base 
mutations in a single reaction (Fig.  16.1 ). An additional 
advantage of real-time PCR is that new sequence variations 
in the probe regions are detected. For example, the probe for 
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p.H63D also detects the p.S65C mutation [ 12 ]. In cases 
where testing is indicated for additional  HFE  mutations or 
HHC types 2–4,  HFE ,  HJV ,  HAMP ,  TFR2 , and  SLC40A1  are 
analyzed by DNA sequencing.

       Interpretation of Test Results 
 The analytic sensitivity for detecting these mutations should 
be >99 %. False positives and false negatives are rare. 
However, sequence variations in primers, probes, and restric-
tion sites have the potential to lead to a diagnostic error. A 
polymorphism reported at the 3  end of one of the primers 
described in the original publication [ 6 ] was later reported to 
prevent the amplifi cation of wild-type p.C282Y alleles with 
some assay methods [ 9 ]. 

 Interpretations should be made in the context of all clini-
cal information and account for the reduced penetrance and 
variable expression observed with HHC. In individuals with 
biochemical evidence of iron overload, a genotype of p.
C282Y/p.C282Y or p.C282Y/p.H63D confi rms a diagnosis 
of  HFE -related HHC. Up to 5 % of these individuals will be 
heterozygous for p.C282Y. Testing for other  HFE  mutations 
or mutations in other iron-related genes may be indicated. 
Individuals who test negative for p.C282Y are a heteroge-
neous group with other genetic causes of HHC or iron over-
load caused by liver disease or a metabolic disorder. 
Unaffected individuals with the p.C282Y/p.C282Y genotype 
have an increased risk of HHC with a penetrance of 1–50 %. 
p.C282Y heterozygotes may have elevated iron levels but 
rarely develop complications of iron overload. 

 Genetic counseling should be recommended when 
p.C282Y and p.H63D are identifi ed in a family. Molecular 
testing will be useful in identifying carriers, homozygous 
individuals, and those who did not inherit the at-risk geno-
type. Most parents of the proband will be p.C282Y heterozy-
gotes so the risk to siblings of a proband is 25 % but could be 
as high as 50 % if one of the parents is homozygous. The risk 
assessment should include the most current estimates of the 
disease penetrance.  

    Laboratory Issues 
 Profi ciency testing for p.C282Y and p.H63D mutations in 
the  HFE  gene is available through the College of American 
Pathologists (CAP) Molecular Genetics Laboratory (MGL) 
survey. Cell-line controls can be purchased from Coriell Cell 
Repositories (  http:/ccr.coriell.org/    ).   

    Hemoglobinopathies 

    Molecular Basis of Disease 
 Hemoglobinopathies are the most common single-gene dis-
eases in the world; approximately 5–7 % of the world’s pop-
ulation is a carrier for one of the hemoglobin disorders. The 
extensive study of these disorders has led to much of our 
knowledge regarding protein structure and function, muta-
tional mechanisms, gene expression during development, 
and evolution. Extensive reviews of these disorders are avail-
able [ 13 ,  14 ]. A list of the numerous characterized mutant 
alleles is available at the Globin Gene Server (  http://globin.
cse.psu.edu    ) and the Human Gene Mutation Database (  http://
www.hgmd.cf.ac.uk/ac/index.php    ). 

 Hemoglobin (Hb) functions as an oxygen carrier in verte-
brate red cells. The protein is a tetramer consisting of two α 
and two β chains. Each subunit contains a heme prosthetic 
group that is responsible for the oxygen-binding capacity of 
the protein. These chains are highly homologous to one 
another at the primary sequence level as well as in three- 
dimensional structure. Six different globin chains (α, β, γ, δ, 
ε, ζ) are found in normal human hemoglobins at various 
times during development [ 13 – 15 ]. The α and β chains are 
encoded by separate genetic loci (Fig.  16.2 ). The α and α-like 
chains (ζ, Ψζ, Ψα) are clustered on chromosome 16. In addi-
tion, two copies of the α-globin genes, α 1  and α 2 , are located 
on each chromosome 16. The β and β-like chains (ε, Gγ, Aγ, 
Ψβ, δ) are clustered on chromosome 11.

   The developmental regulation of these genes is impor-
tant to the understanding of many of the hemoglobin disor-
ders. The gene order in each cluster is identical to the order 
of expression during development. In each developmental 
stage, there is an equimolar production of α and β chains. 
Hb Gower 1 (ζ 2 ε 2 ) ,  Hb Gower 2 (α 2 ε 2 ), and Hb Portland 

  Figure 16.1    PCR-FRET hybridization probe with melt curve analysis 
for p.Cys282Tyr (p.C282Y) and p.His63Asp (p.H63D) alleles of the 
 HFE  gene. One set of probes distinguishes the p.C282Y alleles and the 
other set p.H63D alleles. The probes for p.H63D also overlap the p.
S65C allele so it can also be identifi ed. Each allele has a specifi c melting 
temperature. Since the melting temperatures of the probes do not over-
lap, this assay can be performed using a single fl uorophore. An example 
of a p.C282Y/p.H63D compound heterozygous sample ( blue trace ) and 
a sample negative for p.C282Y and p.H63D and positive for p.S65C 
( green trace ) are shown       
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(ζ 2 γ 2 ) are expressed in embryos. In the fetal stage, the Hb is 
predominantly α 2 γ 2  (HbF). In normal adults, the Hb is com-
prised of approximately 96 % α 2 β 2  (HbA), 2.5 % δ 2 β 2  (HbA2), 
and approximately 1 % α 2 γ 2  (HbF). In addition to promoters 
and enhancer elements, the locus control region (LCR) is 
responsible for developmental expression of these genes. The 
LCR for the β locus is approximately 20 kb upstream of the 
ε-globin gene and the LCR for the α locus is approximately 
40 kb upstream from the ζ-globin gene. The LCR is required 
for expression of all the globin genes at the locus [ 13 ]. 

 The difference in gene dosage and expression patterns 
between α and β genes is signifi cant. Each diploid genome 
encodes four copies of the α gene and two copies of the β 
gene. Since γ globin is expressed during fetal life and shortly 
after birth, β globin mutations do not exert their deleterious 
effects during the prenatal period. In contrast, since α chains 
are expressed during fetal and postnatal life, mutations in the 
α chain can cause severe disease during both developmental 
stages. 

 The hemoglobinopathies are commonly divided into two 
broad categories: structural variants, and thalassemias that 
are characterized by reduced rates of production of α or β 
chains [ 13 ]. These categories are not exclusive, as structural 
variants, which result in unstable hemoglobins, can be asso-
ciated with both α- and β-thalassemia phenotypes. Although 
an extensive number of abnormal hemoglobins have been 
described, this chapter focuses on two of the most common 
structural variants, sickle hemoglobin (HbS) and HbC, and 
the more common forms of α- and β-thalassemia. 

 Sickle hemoglobin results from a single nucleotide substi-
tution (GAG GTG) that changes codon 6 of the β-globin 
gene from a glutamic acid to a valine (p.Glu6Val). Using stan-
dard nomenclature this variant should be reported as p.
Glu7Val; however, the extensive literature uses the numbering 
of the mature protein in which the fi rst methionine is cleaved. 
Homozygosity for this mutation causes SD, an autosomal 

recessive disorder. SD is a major cause of morbidity and mor-
tality in Africa and in populations with individuals of African 
descent such as the Mediterranean area, the Middle East, and 
India [ 13 ]. Under the condition of low oxygen tension in the 
microvasculature, HbS polymerizes into fi bers that cause the 
erythrocytes to sickle. The poor deformability of the sickle red 
cells and their defective passage in the micro-circulation 
causes the vasoocclusive events that are the hallmark of 
SD. The shortened survival of these red cells leads to a chronic 
hemolytic anemia. The frequency of SD is 1 in 600 in African 
Americans; the heterozygote frequency in African Americans 
is approximately 8 %, but the frequency in Africa can be much 
higher [ 13 ]. The frequency of the HbS allele, as well as alleles 
causing thalassemia, is maintained by their protective effect 
against malaria. The heterozygous state, sickle cell trait, is 
clinically normal but may be at risk for vasoocclusive events 
when exposed to low oxygen tension such as fl ying at high 
altitude in an airplane with reduced cabin pressure. 

 The sickling disorders also include compound heterozy-
gous states with the HbS mutation in association with another 
β-globin variant such as HbC, or β-thalassemia. Similar to 
HbS, HbC also has an amino acid substitution at position 6 
of the β-globin gene (Glu6Lys). HbC is less soluble than 
HbA and leads to reduced deformability of the red cells and 
a mild hemolytic anemia. The allele is frequent in persons of 
African descent; approximately 3 % of African Americans 
are carriers [ 13 ]. Individuals with β S β C  have sickle cell hemo-
globin (SC) disease. SC disease is a milder hemolytic disor-
der than SD and therefore may go unrecognized until a 
serious complication occurs. 

 The thalassemias result from the reduced synthesis or 
stability of either the α- or β-globin chain. The chains in 
excess due to the α:β imbalance precipitate within the red 
blood cells, leading to membrane damage and red cell 
destruction. The defect produces a hypochromic, micro-
cytic anemia. The population distribution of thalassemia 

  Figure 16.2    Genomic organization and developmental expression of the 
α- and β-globin gene clusters. The  boxes  identify the locus control region 
(LCR;  diagonal ), pseudogenes ( white ), exons ( black ), and introns ( gray ). 
The developmental time periods for the expression of the β-globin genes 

are indicated by the  dashed lines . (Adapted from Stamatoyannopoulos G, 
Nienhuis AW. Hemoglobin switching. In: Stamatoyannopoulos G, 
Nienhuis AW, Majerus PW, Varmus H, eds.  The molecular basis of blood 
diseases . Philadelphia: W.B. Saunders, 1994:107–55)       
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includes the Mediterranean, Middle East, portions of 
Africa, India, and Southeast Asia; however, the migration 
of these populations has resulted in the worldwide occur-
rence of these diseases [ 13 ]. 

 The most common forms of α-thalassemia are caused by 
deletions. The genetics of α-thalassemia are complicated by 
the fact that each normal chromosome has two α genes and 
that there are haplotypes with either the loss of one (-α) (α+ 
thalassemia) or both (--) (α o  thalassemia) copies of the α 
gene. In addition to the normal genotype, four additional 
genotypes are possible: silent carrier (αα/-α), α-thalassemia 
trait (-α/-α or --/αα), HbH (β 4 ) disease (-α/--), and hydrops 
fetalis, Hb Barts: γ 4  (--/--). Individuals with HbH disease 
have a moderately severe hemolytic anemia, while the inher-
itance of no copies of the α gene (Hb Barts) is incompatible 
with life. Carriers of α-thalassemia trait have only a mild 
hypochromic microcytic anemia, but couples with these gen-
otypes are at risk for having a fetus with hydrops fetalis or a 
child with HbH disease. The (--) genotype, and therefore the 
risk of hydrops fetalis, is largely restricted to Southeast Asia, 
while in other groups the (-α) genotype is more common [ 13 , 
 14 ]. Distinguishing these two carrier states is important for 
accurate genetic counseling. The most widely occurring sin-
gle α-globin gene deletions are -α 3.7  and -α 4.2 . The double 
α-globin gene deletions α- SEA , α- FIL , and α- THAI  are common 
in Southeast Asia while α- MED  and -(α) 20  are more common in 
the Mediterranean area. Nondeletion α-thalassemia alleles 
are rare, but the α Constant   Spring , a mutation in the termination 
codon of the α 2  gene, is frequently present in Southeast Asia. 

 The β-thalassemias are mainly inherited in an autosomal 
recessive manner, although there are some dominant forms. 
Heterozygotes are asymptomatic but with recognizable 
hematologic parameters including an elevated HbA 2 . 
Homozygotes and compound heterozygotes of HbE develop 
a severe anemia within the fi rst year of life as the switch from 
γ to β chains occurs. In contrast to α-thalassemia, 
β-thalassemias are heterogeneous at the molecular level. The 
molecular mechanism of the mutations is equally varied. 
Most mutations are single-nucleotide substitutions or frame-
shift mutations. More than 200 disease-causing mutations 
have been identifi ed in the β-globin gene; however, within 
each at-risk population there is a set of 4–10 mutations that 
account for the majority of disease-causing alleles 
(Table  16.3 ) [ 15 ]. HbE is a β-globin variant (Glu26Lys) that 
can cause a mild thalassemia phenotype. It is one of the most 
common Hb variants, and the frequency is high in Southeast 
Asia. Although HbE homozygotes are asymptomatic, com-
pound heterozygotes with another β-thalassemia allele will 
have an abnormal phenotype [ 13 ]. Although deletions are 
rare, a 619 base pair (bp) deletion involving the 3  end of the 
β-globin gene is common in India and Pakistan, accounting 
for approximately 30 % of the β-thalassemia alleles [ 13 ]. 
β-Thalassemia also may result from deletion of part of the 

globin gene cluster (e.g., 5P-thalassemia) or from deletions 
that start 50–100 kilobases (kb) upstream from the globin 
gene cluster and extend 3  into the cluster (εγδβ-thalassemia). 
Some of these deletions lead to hereditary persistence of 
fetal hemoglobin. In addition, there are fusion chain variants 
such as Hb Lepore, a δβ +  thalassemia. Mutations either com-
pletely (β°-thalassemia) or partially (β + -thalassemia) abolish 
β-chain production. Milder phenotypes have been recog-
nized that can be explained at the molecular level by homo-
zygosity or compound heterozygosity for mild or silent 
mutations, coinheritance of α-thalassemia, or coinheritance 
of a genetic determinant that increases the production of the 
γ chain.

        Clinical Utility of Testing 
 Sickle cell disease and α- and β-thalassemias and their car-
rier states can be diagnosed using standard red-cell indices 
such as Hb, red blood cell number, mean corpuscular vol-
ume, and red cell distribution, along with Hb electrophore-
sis, high-performance liquid chromatography (HPLC) and 
isoelectric focusing (IEF). The main application of molecu-
lar testing is for prenatal diagnosis and genetic counseling. 
When a carrier is identifi ed by abnormal hematologic analy-
sis, the carrier’s partner can be screened for carrier status. 
Molecular testing can be used to identify the disease-causing 
mutations. Prenatal molecular testing can be offered to cou-
ples whose gene mutations have been identifi ed. Testing also 
can be used to identify mutations in partners with borderline 
or normal hematologic values when one partner is clearly a 
carrier, since these couples are at risk for having a fetus with 
thalassemia. This testing model has been successfully used 
in population screening to reduce the incidence of 
thalassemia. 

 In states where testings for hemoglobinopathies are 
included in the newborn screen, HbH disease or hydrops 
fetalis can be diagnosed by the presence of Hb Barts on 
HPLC, or IEF analysis. However, molecular confi rmation 
might be necessary in these conditions to make a defi nitve 
diagnosis and also to know about the specifi c deletions for 
genetic counseling purposes. For α-thalassemia, prenatal 
diagnosis predominantly is used in situations where both 
members of the couple are carriers of the double α-gene 
deletion or one member has one α gene deletion and the 
other has double α gene deletions, as only these couples are 
at risk for having a fetus with hydrops fetalis and HbH dis-
ease, respectively. Although the α o -gene is found almost 
exclusively in the Southeast Asian population, molecular 
testing can be used to identify and distinguish the two dis-
tinct types of α-thalassemia carrier states (-α/-α vs --/αα) 
because HPLC analysis is not helpful in these conditions. As 
these carrier states can present with microcytic anemia, the 
diagnosis is important in differentiating them from iron defi -
ciency states to avoid unnecessary iron intake. 
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 In addition to prenatal testing for β-thalassemia, molecu-
lar testing can be used to predict the clinical phenotype by 
identifying mild and silent alleles and for presymptomatic 
diagnosis of at-risk family members. HbE disorders are 
now becoming increasingly recognized in the US popula-
tion due to migration. A β-thalassemia major phenotype 
also could be due to compound heterozygosity for a beta 
zero mutation and HbE disease. Molecular testing is the 
only way to make a defi nitive diagnosis in these cases. 
Molecular testing also may be useful in recognition of com-
plex heterozygotes in populations where multiple hemoglo-
binopathies are common.  

    Available Assays 
 HbS and HbC are caused by single-base substitutions, so a 
number of methods are suitable as long as the mutations can 
be distinguished from one another. One of the most common 
methods is PCR-RFLP [ 16 ]. Modifi ed primers are used to 
introduce restriction sites so the β A , β S , and β C  alleles can be 

identifi ed using  Ava I and  Sty I restriction enzymes. A real- 
time PCR method using hybridization probes also has been 
described that can readily identify the β E  allele in addition to 
the β A , β S , and β C  alleles [ 17 ]. 

 The conventional method for detecting α-gene deletions has 
been Southern blot using probes to the ζ- and α-globin genes. 
The ζ-globin probe is useful for detecting deletion breakpoint 
fragments because the α-globin probe will fail to hybridize to 
the α fragment in an α o -thalassemia fetus [ 16 ]. A number of 
PCR-based methods including a gap PCR method which is 
widely used, have been described that detect the seven most 
common α o  and α+ deletions [ 18 ]. Since these deletions either 
partially or completely remove the α2 globin gene, its detection 
by PCR indicates heterozygosity when a deletion allele is pres-
ent. The PCR assays are faster, less expensive, and easier to 
interpret than Southern blot, although the PCR has to be care-
fully optimized to faithfully amplify the GC-rich sequences at 
this locus. The remaining deletions not detected by this com-
mon deletion testing by PCR can be detected by MLPA [ 19 ]. If 

   Table 16.3    Population-specifi c mutations in β-thalassemia   

  Population    Detection frequency (%)     a   Nonstandard variant names     b   Standard nomenclature  

 Mediterranean  91–95  -87 C G 
 IVS1-1G A 
 IVS1-6T C 
 IVS1-110 G A 
 cd 39C T 
 IVS2-745C G 

 c.-136C>G 
 c.92+1G>A 
 c.92+6T>C 
 c.93-21G>A 
 c.118C>T 
 c.316-106C>G 

 Middle East  91–95  cd8–AA 
 cd 8/9+G 
 IVS1-5G C 
 cd 39C T 
 cd 44-C 
 IVS2-1G A 

 c.25_26delAA 
 c.27_28insG 
 c.92+5G>C 
 c.118C>T 
 c.135delC 
 c.315+1G>A 

 Indian  91–95  cd 8/9 +G 
 IVS1-1G T 
 IVS1-5G C 
 cd41/42 –TTCT 

 c.27_28insG 
 c.92+1G>T 
 c.92+5G>C 
 c.124_127delTTCT 

 Thai  91–95  -28 A G 
 17 A T 
 19 A G 
 IVS1-5 G C 
 41/42-TTCT 
 IVS2-654 C T 

 c.-78A>G 
 c.52A>T 
 c.59A>G 
 c.92+5G>C 
 c.124_127delTTCT 
 c.316-197C>T 

 Chinese  91–95  -28A G 
 17A T 
 41/42-TTCT 
 IVS2-654 C T 

 c.-78A>G 
 c.52A>T 
 c.124_127delTTCT 
 c.316-197C>T 

 African/African American  75–80  -88C T 
 -29 A G 
 cd24T A 
 IVS2-849A G, A C 

 c.-138C>T 
 c.-79A>G 
 c.75T>A 
 c.316-2A>G, A>C 

   Source : Reprinted with permission from Cao A, Galanello R. Beta-thalassemia. GeneReviews [database online]. ©University of Washington, 
Seattle, WA. Updated June 7, 2010 
  a Nonstandard variant designations in common use 
  b DNA nucleotide change designations follow current nomenclature guidelines  
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all these tests are negative, non-deletion mutations can be iden-
tifi ed by α globin sequencing. 

 Since the mutations causing β-thalassemia are mainly 
single-nucleotide substitutions, assays using ASO hybridiza-
tion, AS-PCR, PCR-RFLP [ 19 ], and real-time PCR with 
hybridization probes have been described [ 20 ]. These assays 
target population-specifi c mutations. If mutations are not 
identifi ed by these methods, then direct sequencing of the 
β-globin gene including known 5  promoter and 3  polyade-
nylation site mutations can be performed. The size of the 
β-globin gene, about 1.6 kb containing three exons, is 
amenable to DNA sequencing. The advantage of DNA 
sequencing is that virtually all β-globin mutations can be 
detected. Deletions of the β-globin gene cluster can be 
detected by MLPA or gap PCR.  

    Interpretation of Test Results 
 Hematologic screens are more than 95 % accurate, with 
occasional problems detecting carriers with mild pheno-
types. The analytic sensitivity for detecting gene mutations 
should be greater than 99 %. False positives and false nega-
tives are rare. However, sequence variations in primers, 
probes, and restriction sites have the potential to lead to a 
diagnostic error. The mutation resulting in HbC occurs at 
1 bp from the HbS mutation. There is the potential for a diag-
nostic error with a test that does not clearly distinguish these 
two mutations. 

 The mutation detection rate for α- and β-thalassemia will 
depend on the mutations in the panel and the patient’s eth-
nicity. For α-thalassemia, greater than 95 % of the mutations 
are deletions; the majority of these deletions can be detected 
in the current assays. For β-thalassemia, if a mutation is not 
detected in a patient with symptoms, then DNA sequencing 
should be considered to identify the mutation. The detection 
rate using DNA sequencing for β-thalassemia is approxi-
mately 99 % depending on the actual coverage of the gene 
sequence. Deletions larger than the PCR product size or 
ones that abolish the PCR primer sites will not be detected 
by DNA sequencing. When interpreting the molecular anal-
ysis in relation to the clinical phenotype, the possible coin-
heritance of genetic determinants that could infl uence the 
phenotype must be considered. For example, inheritance 
of an α-thalassemia allele, silent or mild β-thalassemia 
allele, HPFH allele, or HbS allele would modify the phe-
notype. Family studies are useful in sorting out complex 
genotypes. 

 The possibility of maternal contamination should be con-
sidered in interpreting the molecular test result done for pre-
natal diagnosis. The contamination with maternal cells of 
both direct and cultured amniotic fl uid and chorionic villus 
sampling (CVS) is well documented and therefore represents 
a potential source of error in prenatal diagnosis. Prenatal 
samples should be tested in parallel with a maternal sample, or 

both samples should be used to perform a separate analysis 
for maternal contamination using microsatellite markers, to 
rule out error due to maternal cell contamination. Laboratories 
should understand how their testing methods are affected by 
the presence and the amount of maternal cell contamination. 
The mutation status of one or both parents, as appropriate, 
should be tested prior to testing of fetal specimens, prefera-
bly within the same laboratory.  

    Laboratory Issues 
 Profi ciency testing is available for HbS and HbC through the 
CAP MGL survey. Profi ciency testing for α- and 
β-thalassemia usually can be accomplished through a sample 
exchange with another laboratory that performs the testing. 
DNA and cell-line controls for many of the hemoglobinopa-
thies can be purchased from Coriell Cell Repositories (  http://
ccr.coriell.org/    ). Commercial kits for the HbS, HbC, and the 
common α- and β-thalassemia mutations are available from 
Bio-Rad Laboratories (Hercules, CA).   

    Rh Incompatibility 

    Molecular Basis of Disease 
 The Rh antigen system is clinically important because anti-
bodies to Rh antigens are involved in hemolytic transfusion 
reactions, autoimmune hemolytic anemia, and HDFN. 
HDFN results from the alloimmunization of a mother to a 
paternally inherited fetal alloantigen. For example, an RhD-
negative mother may make antibodies to the D antigen if the 
fetus inherits the  RHD  gene from the father. The most com-
mon cause for alloimmunization is fetomaternal hemor-
rhage. Other causes include unrecognized miscarriage, 
amniocentesis, CVS, cordocentesis, and transfusion. In sub-
sequent pregnancies, these antibodies cross the placenta and 
may destroy the red blood cells of an antigen-positive fetus 
leading to hemolytic disease. The severity of HDFN is vari-
able; mild cases require either no treatment or phototherapy, 
while more severe cases require exchange transfusion at 
birth, or possibly intrauterine transfusion, and may result in 
fetal hydrops. HDFN can occur when fetomaternal incom-
patibilities exist in several red cell antigen systems, includ-
ing the RHD, C/c, E/e, Kell, Kidd, Duffy, and M. Anti-D 
accounts for the majority of HDFN cases followed by anti-K, 
anti-c, and anti-E [ 21 ]. The frequency of Rh-negative indi-
viduals, those at risk for making anti-D, is 15 % in Caucasians, 
5 % in African Americans, 8 % in Hispanics, and low in 
Inuit, Native Americans, Japanese, and Asians. 

 The Rh antigens are expressed on proteins encoded by 
two distinct but highly homologous genes,  RHD  and  RHCE , 
on chromosome 1p34.3-36.1 [ 22 ]. The  RHD  and  RHCE  
genes are arranged in tandem and likely arose through dupli-
cation of a single ancestral gene (Fig.  16.3a ) [ 23 ]. The D 
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antigen is expressed from  RHD  and the C/c and E/e antigens 
are expressed from  RHCE . The alleles from the  RHD  and 
 RHCE  are inherited as a haplotype. The eight possible hap-
lotypes in order of frequency in the Caucasian population are 
DCe, dce, DcE, Dce, dCe, dcE, DCE, and dCE where d is the 
designation for the RHD-negative allele. The  RH  genes are 
more than 95 % homologous at the nucleotide sequence level 
and both genes consist of ten exons spanning over 75 kb. A 
number of sequence variations can be used to distinguish 
these two highly similar genes. However, it is important to be 
aware of a number of variant alleles that exist in this genetic 
system as the result of gene conversion events between the 
 RHD  and  RHCE  genes and from point mutations (Fig.  16.3b ). 
Databases of these variants are available: Blood Group 
Antigen Gene Mutation Database (  http://www.ncbi.nlm.nih.
gov/projects/rbc    ) and the Rhesus Site (  http://www.uni-ulm.
de/~wfl egel/RH/    ).

   These hybrid  RHD - CE-D  alleles may result in either 
 RHD -positive or  RHD -negative haplotypes. Most variant 
 RHD -positive alleles encode proteins that do not express all 
the RHD epitopes. Although an RHD-negative mother can 
be alloimmunized by a partial D antigen, hemolytic disease 
in these cases is rare. However, a mother with a partial D 
antigen can still be alloimmunized by the normal D antigen. 
The frequency of these variant alleles is low in the Caucasian 
population, but in some ethnic groups these alleles can be 
common [ 24 ]. The DAR allele is found in 17 % of South- 

African blacks, and DIIIa has been found in 18 % of blacks 
in New York and 28 % of blacks from Brazil. 

 The most common  RHD -negative allele results from the 
total deletion of  RHD ; however, there are a number of  RHD - 
negative  haplotypes that are positive for at least portions of 
the  RHD  gene (Fig.  16.3b ). In the African population, there 
are two  RHD -positive, antigen D-negative alleles that are 
common and must be considered in any genotyping strategy. 
 RHDΨ  is present in 66 % of RHD-negative Africans and 
24 % of African Americans and contains a 37 bp insertion at 
the junction of intron 3 and exon 4 that disrupts the reading 
frame and leads to a stop codon [ 25 ]. There are additional 
sequence variations in exon 4, 5, and 6 that distinguish 
 RHDΨ  from  RHD . The Cde s  allele (RHD-CE(3-7)-D) is a 
hybrid allele containing exons 1 and 2, part of exon 3 from 
 RHD , exons 3–7 from  RHCE  and exons 8–10, including 
intron 7, from  RHD . Cde s  is found in 15 % of RHD-negative 
Africans. In addition, a signifi cant percentage of RHD- 
negative Asians (27 %) are positive for the  RHD  gene. 

 The c.307T>C, p.Ser103Pro, sequence variation is 
responsible for the C and c antigens expressed from the 
 RHCE  gene. Genotyping for the  RHc  allele is straightfor-
ward, but the identifi cation of the  RHC  allele is complicated 
by the fact that exon 2 of the  RHC  allele is identical to exon 
2 of  RHD . A 109 bp insertion found in intron 2 of the  RHC  
allele can be used for genotyping [ 26 ]. The  Cde   s   allele dis-
cussed above does express a C antigen but this allele will 

  Figure 16.3    ( a ) Genomic organization of the RHD and RHCE genes 
on the short arm of chromosome 1. The RHD gene is fl anked by two 
highly homologous Rhesus boxes ( black arrowheads ). ( b ) The listing 
of the most common  RHD  variant alleles illustrates why  RHD  genotyp-
ing assays require multiple targets within the  RHD  gene. Most variants 
are  RHD – RHCE  hybrid genes.  RHD  exons are indicated by the  square 
boxes. Grey boxes  indicate  RHD -specifi c sequences and white indicates 

 RHCE -specific sequences. The  RHDΨ  and  RHD-CE (3-7)- D  are 
frequently seen in the African-American population and may lead to 
false-positive results if not specifi cally targeted and detected. (( b ) Used 
with kind permission of Springer Science + Business Media from 
Diagnostic molecular pathology in practice: a case based approach, 
2011, Chap. 9, Rh Incompatibility by DB Bellissimo)       
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give a false-negative result with this intron 2 assay since the 
intron 2 is of  RHD  origin. The identifi cation of  RHD  and 
 RHCE  sequences in exon 3 will indicate the possible pres-
ence of this variant allele. The c.676C>G, p. Pro226Ala, 
sequence variation is responsible for the RhE and Rhe anti-
gens of the  RHCE  gene. Rare allelic variants involving exon 
5 have been described that would lead to erroneous typing of 
the E/e polymorphism.  

    Clinical Utility of Testing 
 Algorithms for managing a fi rst sensitized pregnancy and 
patients with a previously affected fetus or newborn have 
been described [ 27 ]. Maternal antibody titers, ultrasound, 
middle cerebral artery (MCA) Doppler, cordocentesis, and 
molecular testing are used to monitor these pregnancies. 
MCA Doppler has a sensitivity of 88 % and specifi city of 
82 % for the detection of severe hemolytic disease [ 28 ]. 
MCA Doppler has largely replaced the use of amniotic fl uid 

OD 450  which requires serial amniocentesis and puts these 
patients at risk for additional alloimmunization. Molecular 
testing plays an important role in the proposed algorithms for 
the management of HDFN. The algorithms seek to identify 
fetuses at risk for HDFN and monitor the severity of the dis-
ease while minimizing invasive procedures that may increase 
maternal exposure to fetal red cells and worsen the sensitiza-
tion. The main utility of molecular testing is to determine 
paternal zygosity and fetal genotype, and to characterize 
variant alleles. 

 Paternal zygosity is used to predict the risk of HDFN in 
each pregnancy. If the paternal sample is homozygous for the 
alloallele then the fetus is predicted to be positive for the 
alloallele and the fetus can be appropriately monitored and 
invasive procedures may be avoided. Prenatal testing of the 
fetus may still be indicated if non-paternity is a possibility. If 
the paternal sample is heterozygous, fetal DNA testing 
through amniocentesis, CVS, or the testing of free fetal DNA 
in maternal plasma can be used to determine whether the 
fetus is positive or negative for the alloallele. Zygosity deter-
mination is straightforward by serological or molecular 
methods in most biallelic antigen systems except for 
 RHD. RHD  zygosity can be predicted by the Rh phenotype 
and haplotype frequencies. However, the predictions are not 
reliable in some ethnic groups, especially African Americans. 
 RHD  zygosity is most accurately determined using molecu-
lar methods. 

 Genotyping assays for  RH  also can help identify variant 
alleles that may or may not be identifi ed in the immunohe-
matology laboratory or blood bank by their usual phenotypic 
characteristics. Some individuals will be typed as RhD- 
negative by serology, yet may have a weak or partial D that 
is not detected by the antibody reagent being used. Molecular 
testing is useful in detecting these variants and may help 
identify patients that require Rh immune globulin treatment. 

There are a number of examples in the literature describing 
the loss or weakening of RhD expression, particularly in can-
cer patients [ 22 ]. In some instances this has been caused by 
deletion of the  RHD  gene or loss or abnormalities involving 
chromosome 1. Molecular assays can confi rm the loss of 
genetic material encoding the  RHD  gene. In addition, molec-
ular assays are useful in predicting blood group phenotype in 
the transfused patient [ 29 ].  

    Available Assays 
 The assay formats are predominantly AS-PCR and real-time 
PCR with hydrolysis probes. Both methods are well suited 
for detecting single base pair polymorphisms; however, the 
sensitivity of real-time assays is benefi cial when the amount 
of DNA from a prenatal sample is limiting. Testing for two 
or more regions of the  RHD  gene is required for identifi ca-
tion of allelic variants. Assays must distinguish the  RHD  
gene from  RHCE . A number of assays have been described 
using the various sequence differences between the genes in 
exons 3–7 and 9, introns 4 and 7, and the 3  untranslated 
region of exon 10 [ 26 ,  30 ,  31 ]. Detection of the  RHDΨ  also 
should be included in all genotyping assays [ 25 ]. Targets for 
 RHDΨ  include a 37 bp insertion in exon 4 as well as single 
nucleotide variants in exons 5 and 6. Although exon 10 is a 
very sensitive marker for the  RHD  gene due to the unique 
sequence in this exon, it is important to be aware of possible 
false positives and false negatives caused by variant alleles. 
However, exon 10 is useful in recognizing the Cde s  haplo-
types in RhD-negative individuals. 

 Molecular assays for  RHE/e  take advantage of polymor-
phisms within exon 5 that are specifi c to the  RHCE  gene 
[ 26 ].  RHc  is detected directly using the C307 polymorphism, 
while the 109 bp intron 2 insertion is used to detect the  RHC  
allele. Multiplex genotyping assays for  RHD  and  RHCc  also 
have been described [ 25 ]. The sensitivity for detecting the 
RHC allele can be improved by using an assay that detects 
the  RHC  allele associated Cde s  haplotype [ 26 ]. Although 
laboratory-developed tests are most commonly used, 
CE-marked kits for  RHCE  and  RHD  including partial and 
variant alleles are available from Bag Healthcare (Lich, 
Germany). A number of assays are being developed for 
genotyping patients and blood donors for red cell antigens 
[ 32 ]. Their use of these assays for prenatal testing has not 
been assessed. 

 The precise site of the  RHD  deletion has been defi ned, 
making detection of the deletion possible with a PCR-based 
assay [ 24 ]. Although the deletion is the most common  RHD - 
negative  allele in whites and African Americans, this assay 
will not correctly determine zygosity in RhD-negative alleles 
that contain RHD gene sequences such as Cde s  and  RHDΨ . 
Real-time PCR assays or fragment analysis of fl uorescently 
labeled PCR products potentially can be used for determin-
ing zygosity, as long as more than one region of the  RHD  
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gene is detected and the assay design takes into account pos-
sible genetic variants. A quantitative fl uorescent PCR tech-
nique has been described that detects  RHD  exons 5 and 7 
using  RHCE  exon 7 as an internal two copy control [ 33 ]. The 
presence of common Rh variants in Caucasians and African 
Americans is recognized when the  RHD  exon 5 copy number 
is discordant with exon 7. The exon 5 primers are specifi c for 
the  RHD  gene, such that  RHDΨ  is not detected. The exon 7 
primers detect both the  RHD  and  RHDΨ  genes. 

 These methods are suitable for testing fetal DNA as well 
as genomic DNA from blood. Fetal DNA sources are typi-
cally amniotic fl uid or chorionic villi, using either direct or 
cultured samples. Since fetal DNA preparations can be 
potentially contaminated with maternal DNA, laboratories 
must understand how maternal contamination will affect the 
assay results and have methods to determine the extent of 
contamination. Testing of variable number of tandem repeats 
(VNTR) or microsatellite loci in fetal and maternal DNA 
samples can be used to determine whether maternal cells 
contaminate the fetal sample. 

 Another potential source of fetal DNA is maternal plasma. 
Fetal DNA accounts for approximately 3 % of the total cell- 
free DNA in maternal plasma during the second trimester 
and increases throughout pregnancy. Since this method 
avoids invasive techniques that cause risk to the fetus, and 
prevents further sensitization of the mother, the method is of 
signifi cant interest. Laboratories outside the USA have suc-
cessfully performed these tests for almost 10 years. However, 
due to intellectual property issues, the maternal plasma 
assays have only recently become available in the 
USA. Several studies have demonstrated that fetal DNA in 
maternal plasma can be used to determine a fetal genotype 
using real-time PCR or mass spectrometry [ 31 ,  34 ,  35 ].  

    Interpretation of Test Results 
 Using a multiplex strategy, the sensitivity for detecting the 
 RHD  gene should be >99 % and the false-positive rate <1 %. 
However, the performance characteristics may vary with dif-
ferent testing strategies in different ethnic groups. The rate of 
false-positive results and positive predictive values for dif-
ferent PCR strategies in the European population has been 
described [ 30 ]. One rare  RHD  allele, DHar, would be missed 
by many genotyping assays as it contains only exon 5 of the 
 RHD  gene ( RHCE-D(5)-CE ). The frequency of variant  RHD  
alleles is much greater in other ethnic groups, especially 
Africans (Fig.  16.3b ). The most common RhD-negative vari-
ants are  Cde   s   and  RHDΨ . In most assay designs, the pres-
ence of a variant allele is identifi ed by a missing or altered 
PCR product. 

 In a typical HDFN case, an Rh-D negative mother has 
developed an anti-D titer.  RHD  zygosity testing on a paternal 
sample determines whether the fetus is at 50 % or 100 % risk 
of inheriting an  RHD  allele. An example  RHD  genotyping 

assay that targets exon 7 and intron 4 in one reaction and 
exon 4 and intron 7 in a second reaction is shown (Fig.  16.4a ). 
The size of the exon 4 band indicates whether RHD Ψ  is pres-
ent. The maternal sample has only the control bands as 
expected for a  RHD -negative sample. The exon 4 products in 
the paternal sample indicate the presence of the  RHD  gene 
and  RHDΨ . The results indicate the fetus is RHD-positive 
and is at risk for HDFN. Figure  16.4b  illustrates two more 
complex HDFN cases. In the fi rst case, fetus F1 is positive 
for  RHD  but the maternal sample (M1) is also  RHD -positive 
despite a D-negative phenotype. Unless the maternal variant 
can be identifi ed, it cannot be determined whether the fetus 
has inherited the maternal or paternal  RHD  allele or both. 
Zygosity testing on the fetal sample can be used to determine 
whether the fetus has inherited one or two copies of  RHD . If 
the fetus is homozygous, then the fetus inherited the paternal 
 RHD  and is at risk for HDFN. If the fetus is heterozygous, 
the test is inconclusive. The fetus should be consider at risk 
for HDFN with a 50 % chance of being RhD-negative. The 
second case involves an RhD-positive mother that has 
 developed anti-D. Genotyping of the maternal sample (M2) 
indicates the absence of exon 7 most likely due to a  DAR  or 
 DIVa  allele (Fig.  16.3b ). The fetus F2 genotypes as  RHD -
positive. The presence of the exon 7 band indicates the fetus 
inherited the paternal  RHD  gene and is at risk for HDFN.

   These examples illustrate the importance of testing mater-
nal and paternal samples. The detection of variant alleles by 
discrepancies between parental serotypes and genotypes will 
reduce the risk of false-negative and false-positive results. 
Variants easily will be identifi ed in RhD-negative mothers 
that test positive for the  RHD  gene. As discussed above, if 
the mother is positive for only parts of the  RHD  gene, it still 
may be possible to tell if her fetus inherited a paternal  RHD  
gene. Allelic variants can go undetected by serology and 
genotyping in paternal samples by the presence of a “nor-
mal”  RHD  allele. If the masked allele with an altered pattern 
of  RHD  products is detected, the genotype may not allow 
certain prediction whether the fetus will have an RhD- 
positive phenotype. In these cases, the fetus should be con-
sidered at risk for HDFN. 

 As discussed earlier, allelic variants of the  RHC  are com-
mon in individuals of African ancestry. In RHD-negative 
Africans, the  Cde   s   allele will result in a 15–20 % false- 
negative result since intron 2 is of  RHD  origin. Clearly, in 
this ethnic group, testing a paternal sample for the presence 
of the  RHC  allele is important, especially in a C-negative 
fetus. The  DHar  allele ( RHCE-D   5   RHCE ) may cause a false 
negative for Rhe since exon 5, the location of the  RHE/e  
polymorphism, is of  RHD  origin. Other rare alleles in the  RH  
system may be misidentifi ed in DNA typing assays. When 
maternal and paternal samples are not available, interpreta-
tion should include the possibility of a false-positive or false- 
negative result as relevant to the population being tested.  
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    Laboratory Issues 

 Many Rh incompatibility cases will require both phenotypic 
and genotypic testing of parental samples. Laboratories need 
to work in conjunction with an immunohematology labora-
tory, which is able to provide phenotypic data and assist in 
the analysis of variant alleles. Only simple  RHD  controls are 
available from Coriell Cell Repositories (  http://ccr.coriell.
org/    ). The immunohematology laboratory or blood bank are 
the best source of ethnic-specifi c assay controls. These tests 
are typically developed and validated by the laboratory. 
Profi ciency testing for  RHD  is available in the CAP MGL 
survey but this survey does not challenge the laboratory’s 
ability to identify variant  RHD  alleles. Profi ciency testing 
can be accomplished through a sample exchange with 
another laboratory that performs the testing. 

 The key laboratory issue is understanding the sensitivity 
and specifi city of the test and how this will be affected by 

ethnic group and if one or both of the parental samples are 
not available for testing. This is especially true for maternal 
plasma testing. Despite the high sensitivity and specifi city of 
these assays, there is still a signifi cant level of false-positive, 
false-negative, and inconclusive results compared to conven-
tional testing [ 34 ]. The fetal DNA represents a minority of 
the total DNA in maternal plasma and the fetal copy number 
is variable. Internal controls are important to demonstrate 
that fetal DNA is present in suffi cient quantity. This is espe-
cially true when the test result is  RHD -negative. Y 
chromosome- specifi c sequences can be used when the fetus 
is male but other paternal-specifi c polymorphisms, dose, or 
fetal-specifi c markers may be required to provide the neces-
sary internal control [ 36 ]. Finally, the laboratory needs to be 
aware whether the test on the fetus is being requested to 
determine if they are at risk for HDFN or soley predict the 
fetal blood type. Typically, Rh-negative blood is used when a 
fetus requires an intrauterine transfusion for HDFN. However, 

  Figure 16.4    ( a )  RHD  multiplex genotyping assay. There are two reac-
tions per sample. The fi rst reaction detects exon 7 and intron 4. The 
second reaction detects exon 4 and intron 7. If the  RHDΨ  is present, the 
size of the exon 4 PCR product is increased by 37 bp. Each PCR reac-
tion also contains primers to a control gene. The control products for 
reactions 1 and 2 are of different sizes. The PCR products are identifi ed 
by the  arrows . ( b ) Complex HDFN cases with variant  RHD  alleles. 
Fetus (F1) is positive for  RHD  but the maternal sample (M1) is also 

 RHD -positive despite a D-negative phenotype. M2 is RhD-positive 
with anti-D; exon 7 is absent ( circle ) most likely due to a DAR or DIVa 
allele (Fig. 16.3b). The fetus (F2) genotypes as  RHD -positive. The pres-
ence of the exon 7 band indicates the fetus inherited the paternal  RHD  
gene and is at risk for HDFN. (( a ) Used with kind permission of 
Springer Science + Business Media from Diagnostic molecular pathol-
ogy in practice: a case based approach, 2011, Chap. 9, Rh Incompatibility 
by DB Bellissimo)         
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if multiple red cell antigen antibodies are present, the 
antigen- negative blood needed may be quite rare. Finding 
blood will be easier if the fetus is known to be RhD-positive 
and can be transfused with Rh-positive blood. A false- 
positive result in these instances has quite different medical 
management implications. In the fetus at risk for HDFN 
related to anti-D, a false-positive result will lead to increased 
monitoring of the fetus, whereas a false-positive result for 
transfusion could lead to an RhD-negative fetus being trans-
fused with RhD-positive blood. When predicting red cell 
antigen phenotypes by genotyping, it is important to work 
with experts in transfusion medicine.      
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    Abstract  

  During the last decade, techniques and advances in molecular genetics and genomics have 
yielded profound insights into the fundamental mechanisms and genetic underpinnings for 
many heritable cardiovascular diseases. The availability of clinical genetic testing has 
resulted in dramatic changes in our ability to: (1) identify preclinical/presymptomatic indi-
viduals by molecular testing, (2) characterize/clarify clinical diagnoses with phenotypic 
and genotypic overlap, and (3) in some cases, provide gene-specifi c or gene-targeted ther-
apy including primary prevention in genotype-positive/phenotype-negative individuals. 
Sudden cardiac death (SCD) consumes more lives than any other medical condition in 
developed countries, with 1,000 SCDs occurring each day in the USA. Coronary artery 
disease (CAD) is the major cause of SCD, while other heritable diseases including cardio-
myopathies and channelopathies also predispose to fatal ventricular arrhythmias. 
Characteristic hallmarks of most inherited cardiovascular diseases discussed in this chapter 
include a high degree of locus heterogeneity (many genes) as well as allelic heterogeneity 
(many different mutations within a gene). Multiple modes of inheritance usually exist and 
reduced penetrance and variable expressivity are common. All these factors can complicate 
the interpretation of genetic test results and highlight the critical importance of interpreting 
identifi ed mutations in the context of an individual’s clinical features as well as family 
history.  
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        Introduction 

 During the last decade, techniques and advances in molecular 
genetics and genomics have yielded profound insights into the 
fundamental mechanisms and genetic underpinnings for many 
heritable cardiovascular diseases. The availability of clinical 
genetic testing has resulted in dramatic changes in our ability 
to: (1) identify preclinical/presymptomatic individuals by 
molecular testing, (2) characterize/clarify clinical diagnoses 
with phenotypic and genotypic overlap, and (3) in some cases, 
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provide gene-specifi c or gene-targeted therapy including pri-
mary prevention in genotype-positive/phenotype- negative indi-
viduals. Cardiology has embraced new genetic discoveries. 
Sudden cardiac death (SCD) consumes more lives than any 
other medical condition in developed countries, with 1,000 
SCDs occurring each day in the USA. Coronary artery disease 
(CAD) is the major cause of SCD, while other heritable dis-
eases including  cardiomyopathies and channelopathies also 
predispose to fatal ventricular arrhythmias. For example, over 
4,000 deaths per year are attributed to long QT syndrome 
(LQTS) and in 10 to 15 % of those cases sudden death is the 
fi rst symptom a patient experiences [ 1 ]. In this chapter, we 
review the current understanding of heritable cardiovascular 
diseases with a focus on the molecular pathogenic mechanisms 
and status of molecular testing for cardiomyopathies, chan-
nelopathies/arrhythmias, CAD, and congenital heart disease or 
defects (CHD), most of which of which render an individual 
susceptible to SCD. 

 Cardiomyopathies have a combined estimated prevalence 
of 1 in 390 individuals [ 2 ]. Many causal genes have been 
identifi ed and extensively studied in individuals with hyper-
trophic cardiomyopathy (HCM), dilated cardiomyopathy 
(DCM), arrhythmogenic right ventricular cardiomyopathy 
(ARVC), restrictive cardiomyopathy (RCM), and isolated 
left ventricular non-compaction (LVNC) [ 3 ]. Cardiac chan-
nelopathies may account for a signifi cant proportion of SCD 
and are characterized by a structurally normal heart, defi ned 
as no abnormalities seen at autopsy [ 4 ]. The main channelo-
pathies/arrhythmias include congenital LQTS, Brugada 
syndrome (BrS), idiopathic ventricular fi brillation, and cat-
echolaminergic polymorphic ventricular tachycardia (CPVT) 
[ 3 ]. CAD is a common disease with a complex interaction of 
many genetic susceptibility loci and environmental factors. 
Much progress has been made towards understanding genetic 
risk factors for CAD; however, clinical genetic testing is not 
yet within reach. Several rare monogenic diseases such as 
familial hypercholesterolemia predispose to CAD and pro-
vide a stepping stone to understand the common, complex 
form [ 5 ]. Finally, isolated CHDS are the most common birth 
defect with an estimated incidence of approximately 6 in 
1,000 live births. While much of the genetic etiology of vari-
ous types of CHD (such as Tetralogy of Fallot or various 
septal defects) is thought to be complex, monogenic forms 
exist and disease genes lending themselves to genetic testing 
have been identifi ed [ 6 ]. 

 Many genetic syndromes, such as Noonan syndrome and 
Marfan syndrome, have cardiovascular involvement. As with 
many of the diseases mentioned in this chapter, use of molec-
ular testing has increasingly informed the clinical diagnosis 
of these syndromes, and helped characterize their phenotypic 
spectrum [ 7 ,  8 ]. Syndromes with cardiac involvement are 
discussed further in other chapters. 

 Characteristic hallmarks of most inherited cardiovas-
cular diseases discussed in this chapter include a high 
degree of locus heterogeneity (many genes) as well as 
allelic heterogeneity (many different mutations within a 
gene). Multiple modes of inheritance usually exist and 
reduced penetrance (not everyone with a pathogenic 
mutation will present with disease in their lifetime) and 
variable expressivity (those with the mutation can present 
at various stages of life and with different symptoms) also 
are common. All of these factors can complicate the inter-
pretation of genetic test results and highlight the critical 
importance of interpreting identifi ed mutations in the con-
text of an individual’s clinical features as well as family 
history.  

    Expert Opinions and Guidelines on Genetic 
Testing for Inherited Cardiac Disease 

 Several expert opinions and practice guidelines on clini-
cal management as well as genetic testing for inherited 
cardiomyopathies and channelopathies have been pub-
lished over the last few years [ 3 ,  9 – 11 ]. General recom-
mendations include obtaining a detailed family history of 
at least three generations, clinically screening at risk rela-
tives, counseling for a possible heritable basis and consid-
ering genetic testing of the most clearly affected person in 
a family. It is recognized that the evidence implicating 
cardiomyopathy and channelopathy genes varies tremen-
dously and that the level of evidence for a given gene cor-
relates directly with a test’s clinical validity (its ability to 
correctly detect the condition). Recent guidelines from 
the Heart Rhythm Society (HRS) and European Heart 
Rhythm Association (EHRA) based recommendations on 
the diagnostic, prognostic, and therapeutic impact of 
genetic testing [ 3 ]. Despite the availability of gene panels 
of rapidly increasing size, comprehensive testing is cur-
rently recommended only for a relatively small number of 
genes, which have high detection rates and/or strong gen-
otype–phenotype correlations. One of the main benefi ts of 
genetic testing is the ability to test at-risk family mem-
bers, when a pathogenic mutation is identifi ed. The pres-
ence of a clearly pathogenic mutation in a presymptomatic 
relative enables implementation of lifestyle changes to 
avoid sudden death, while disease risk in mutation nega-
tive relatives is reduced to the general population risk. 
However, because genetic testing for inherited cardiovas-
cular disease is still a relatively young discipline, the risk 
for identifying uninterpretable mutations, often referred 
to as variants of unknown signifi cance (VUS), is still rela-
tively high compared to other disease areas, reducing the 
clinical utility of currently available tests [ 3 ].  
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    Genetic Testing for Inherited Cardiac Disease 
in the Era of Genomic Medicine 

 Until recently, the high cost of Sanger sequencing made 
comprehensive genetic testing challenging for genetically 
heterogeneous diseases. Gene panels were of limited size 
and usually did not include genes with low detection rates. 
With the advent of next-generation sequencing (NGS) 
technologies this limitation has been removed. A prime 
example is the titin ( TTN ) gene, which encodes the largest 
human protein. Due to its enormous size (383 exons), only 
with the clinical use of NGS testing is this gene now being 
sequenced in patients, which has led to the discovery that 
 TTN  is one of the most frequently mutated genes in DCM 
[ 12 ]. Gene panels covering tens to hundreds of genes are 
beginning to be broadly available in molecular testing lab-
oratories. These comprehensive tests greatly facilitate the 
genetic testing process as they eliminate the costly and 
lengthy testing odysseys of one gene at a time that has 
dominated genetic testing for inherited cardiovascular dis-
ease for a decade. Although still costly and therefore not 
yet broadly available, exome or genome sequencing (ES/
GS) is beginning to enter clinical practice though still 
mostly in the setting of clinically complex cases [ 13 – 15 ]. 
An important advantage of these large scale sequencing 
tests is that while the assay assesses all genes, the interpre-
tation can focus on a clinically relevant subset of genes 
relevant to the patient’s disease or symptoms. Despite 
obvious advantages, testing large gene sets has some 
important limitations. In the past, the limited size of gene 
panels provided a natural selection for well-established 
disease genes. With the ability to sequence  virtually every 
gene it is critical to carefully review the evidence available 
for a published disease-gene association. It is not uncom-
mon that a gene (particularly if disease-causing mutations 
are rare) is supported by a single or very small number of 
studies providing limited evidence. The inclusion of genes 
that have not yet been fi rmly associated with disease can 
lead to an infl ation of VUS, which limit the clinical utility 
of large gene panels if no clear pathogenic mutation is 
detected.  

    Inherited Cardiomyopathies 

 Cardiomyopathies are diseases of the heart muscle that have 
traditionally been defi ned based solely on clinical features 
including ventricular morphology and function. While HCM, 
DCM, ARVC, and LVNC are generally recognized as dis-
tinct clinical entities, phenotypic overlap is increasingly rec-
ognized. For example, end stage HCM can resemble DCM 
[ 16 ]. Similarly, there is phenotypic overlap between DCM 

and ARVC, which can manifest with ventricular dilation 
[ 17 ]. Finally, features of LVNC can overlap with HCM, 
DCM, and RCM [ 18 ,  19 ]. With the characterization of the 
underlying genetic etiologies came the recognition of sub-
stantial and increasing genetic overlap (Table  17.1 , reviewed 
in Refs.  3  and  20 ). Genes encoding proteins of the sarco-
mere, the contractile unit of myocytes, were fi rst identifi ed in 
patients with HCM but more recently also in patients with 
DCM, LVNC, and RCM [ 21 – 23 ]. Similarly, Z-disk genes 
have been implicated in DCM as well as HCM [ 24 ]. A grow-
ing number of genes have been associated with both DCM 
and ARVC. Genes encoding desmosomal proteins were ini-
tially only implicated in ARVC, but recent evidence suggests 
that mutations in these genes also cause DCM [ 25 ,  26 ]. The 
phenotypic spectrum of mutations in the desmin gene 
includes DCM, RCM, and recently also ARVC [ 27 – 29 ]. 
Finally, mutations in the  TTN  gene recently were shown to 
be a frequent cause of DCM [ 12 ] and emerging evidence also 
implicates the  TTN  gene in ARVC [ 30 ].

   The amount of phenotypic overlap combined with genetic 
overlap has challenged the traditional paradigm of confi gur-
ing test content strictly by clinical diagnosis. The large num-
ber of genes that can now be screened simultaneously has 
enabled test confi gurations that remove the need for sequen-
tial testing for those patients where the phenotype is not 
clearly defi ned.  

    Hypertrophic Cardiomyopathy 

 HCM is the most common inherited cardiomyopathy and 
affects approximately 1 in 500 individuals [ 3 ]. Asymmetric 
left ventricular hypertrophy (LVH) occurs in the absence of 
identifi able causes (e.g., uncontrolled hypertension), with 
myocyte hypertrophy, disarray, and interstitial fi brosis as the 
hallmark histological features of this disease [ 31 ,  32 ]. HCM 
typically follows an autosomal dominant mode of inheri-
tance, although autosomal recessive forms have been identi-
fi ed (Table  17.1 ). Clinical manifestations are variable, 
ranging from an asymptomatic or mildly symptomatic course 
to severe heart failure and SCD [ 33 ]. HCM commonly mani-
fests between the second and fourth decades of life but can 
manifest at the extremes of age [ 34 ,  35 ]. SCD can be the 
tragic sentinel event in children, adolescents, and young 
adults. Storage diseases such as Fabry disease and Danon 
disease also can present with apparently isolated LVH [ 36 , 
 37 ]; however, these typically present with concentric LVH 
and, in males, are accompanied by other symptoms such as 
reduced sweating (Fabry disease) or cognitive impairment 
(Danon disease). In severe cases, HCM can progress, caus-
ing cell remodeling and an end stage phenotype that can 
resemble DCM [ 38 ,  39 ]. 
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                 Table 17.1    Genes implicated in the etiology of inherited cardiomyopathies   

  Gene  

  Spectrum of clinical features    MOI  

  Location/function    HCM    DCM    ARVC    RCM    LVNC    Other  

  ABCC9   X  AD  Potassium channel 

  ACTC1   X  X  X  X  AD  Sarcomere 

  ACTN2   X  X  AD  Z-disk 

  ANKRD1   X  X  ?  Z-disk 

  BAG3   X  X  X  Myofi brillar myopathy  AD  Z-disk 

  CASQ2   X  CPVT  AR  Sarcoplasmatic reticulum 

  CAV3   X  X  Myopathies, LongQT, 
HyerpCKaemia 

 AD, ?AR  Plasma membrane 

  CRYAB   X  Myofi brillar myopathy  AD, ?AR  Chaperone 

  CSRP3   X  X  Myopathy  AD  Z-disk 

  CTF1   X  ?  cytokine 

  DES   X  X  X  Myopathy  AD  Intermediate fi lament 

  DMD   X  Muscular dystrophy  XL  Dystrophin-associated 
protein complex 

  DSC2   X  2–7 %  AD  Desmosome 

  DSG2   X  5–10 %  AD  Desmosome 

  DSP   X  2–12 %  Carvajal disease  AD, AR  Desmosome 

  DTNA   X  AD  Dystrophin-associated 
protein complex 

  EMD   X  Myopathy  XL  Nuclear membrane 

  FHL2   X  Z-disk 

  GLA   X  Fabry disease  XL  Lysosome 

  JUP   X  Naxos disease  AD, AR  Desmosome 

  LAMA4   X  Basement membrane 

  LAMP2   X  X  Danon disease  XL  Lysosome 

  LDB3   X  X  ~5 %  Myofi brillar myopathy  AD  Z-disk 

  LMNA   5.3 %  X  Myopathy  AD  Nuclear membrane 

  Mt-DNA   X  X  Mitochondrial disease  M  Mitochondrium 

  MYBPC3   20–45 %  X  X  X  AD  Sarcomere 

  MYH6   X  X  CHD  AD  Sarcomere 

  MYH7   15–20 %  6.4 %  ~5 %  X  Myopathy  AD  Sarcomere 

  MYL2   X  AD  Sarcomere 

  MYL3   X  AD  Sarcomere 

  MYLK2   X  ?  Kinase 

  MYOZ2   X  AD  Z-disk 

  NEBL   X  ?  Z-disk 

  NEXN   X  X  AD  Z-disk 

  PKP2   X  25–40 %  AD  Desmosome 

  PLN   X  X  AD  Sarcoplasmatic reticulum 

  PRKAG2   X  WPW  AD  Kinase 

  RBM20   X  AD  RNA-binding motif protein 

  SCN5A   2.6 %  Brugada, LQTS  AD  Sodium channel 

  SGCD   X  LGMD2F  AR; ?AD  Dystrophin-associated 
Protein complex 

  TAZ   X  X  Barth syndrome  XL  Mitochondrium 

  TCAP   X  LGMD2G  AR, AD  Z-disk 

  TMEM43   X  AD  Transmembrane protein 

  TNNC1   X  X  AD  Sarcomere 

  TNNI3   1–7 %  X  ~5 %  AD, AR  Sarcomere 

(continued)
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    Molecular Basis of Disease 
 HCM is considered to be primarily a disease of the sarco-
mere, the contractile unit of myocytes. Disease-causing 
mutations have been identifi ed in most sarcomere genes, with 
two genes ( MYH7  and  MYBPC3 ) contributing almost 80 % of 
disease causing mutations [ 40 ]. Genes encoding Z-disk pro-
teins, mitochondrial genes, and metabolic genes also have 
been implicated, though these are less frequently mutated. 
The majority of mutations are private (only seen in one fam-
ily), and there is a high prevalence of missense  mutations act-
ing in a dominant negative fashion. Mutations leading to loss 
of function are less frequent but are prevalent in the  MYBPC3  
gene. The known HCM-causing genes are listed in Table  17.1 . 
Interestingly, very few genotype–phenotype correlations 
have been identifi ed. Some general associations have emerged 
through analysis of case studies, though these are broad, usu-
ally are defi ned at the gene level, and may not be applicable 
to everyone with mutations in those genes. For example, 
HCM caused by mutations in  TNNT2  has been associated 
with a wide variety of clinical presentations and is usually 
associated with a reduced disease penetrance, a mild degree 
of hypertrophy, but a high incidence of SCD and more exten-
sive myocyte disarray, although some mutations are associ-
ated with hypertrophy without risk of arrhythmias [ 41 – 43 ]. 
 MYBPC3 -related HCM has been associated with a reduced 
penetrance, relatively mild hypertrophy, a low incidence of 
SCD, late onset of clinical manifestations, and good progno-
sis before the age of 40 [ 44 – 46 ].  PRKAG2  related HCM is 
associated with concentric hypertrophy and Wolff–
Parkinson–White syndrome [ 47 ,  48 ]. Finally,  MYH7  muta-
tions appear to be associated with severe LVH and an 
increased risk of heart failure and SCD [ 10 ]. 

 Recent studies have shown that approximately 5 % of indi-
viduals with HCM have two pathogenic mutations, typically 
one inherited from each parent [ 49 ,  50 ]. Multiple mutations 

typically lead to a more severe presentation and an earlier age 
of onset than those seen with only one mutation [ 50 ].  

    Clinical Utility of Testing 
 One of the most important uses of genetic testing for HCM is 
the ability to identify asymptomatic family members who 
may be at risk to develop HCM. Multiple modes of inheri-
tance have been described in HCM and knowing the genetic 
cause of an individual’s disease allows for more accurate 
genetic counseling of family members. Since genotype–phe-
notype correlations for HCM are minimal, prognostic use of 
genetic testing is limited. Distinguishing the different genetic 
causes of heart muscle thickening is extremely important, as 
the treatment for HCM differs markedly from the treatment 
of other conditions. Fabry disease can present as isolated 
LVH in men and women and recent studies have suggested 
that approximately 6 % of males with late onset HCM had 
low α-Gal A enzyme activity [ 51 ,  52 ]. Identifying a patho-
genic mutation in the  GLA  gene can provide a defi nitive 
diagnosis and enable lifesaving enzyme replacement ther-
apy. Additionally, studies are emerging regarding therapeutic 
guidance for patients with sarcomeric HCM. Experimental 
studies and clinical trials of interventions (including diltia-
zem and angiotensin receptor/aldosterone blockade) show 
promise in delaying disease onset [ 53 – 55 ].  

    Available Assays 
 Clinical molecular testing for the HCM genes listed in 
Table  17.1  is currently available through several laboratories 
(  www.genetests.org    ). The majority of testing for HCM is 
done by NGS using a targeted gene panel.  

    Interpretation of Test Results 
 Over 50 % of individuals with a clinical diagnosis of idio-
pathic HCM and up to 70 % of familial HCM will have a 

Table 17.1 (continued)

  Gene  

  Spectrum of clinical features    MOI  

  Location/function    HCM    DCM    ARVC    RCM    LVNC    Other  

  TNNT2   1–7 %  3.7 %  X  X  AD  Sarcomere 

  TPM1   X  X  AD  Sarcomere 

  TTN   18–25 %  X  Myopathy  AD  Sarcomere 

  TTR   X  AD  Transport protein 

  VCL   X  X  AD  Z-disk 

  All genes are reviewed in Ackerman_2011_21810866 and/or Teekakirikul_2013 
  ?  emerging but not yet well associated with the disease,  AD  autosomal dominant,  AR  autosomal recessive,  ARVC  arrhythmogenic right ventricular 
cardiomyopathy,  CHD  congenital heart defects,  CPVT  catecholaminergic polymorphic ventricular tachycardia,  DCM   dilated cardiomyopathy, 
 HCM  hypertrophic cardiomyopathy,  LGMDZF  limb-girdle muscular dystrophy type 2F,  LGMD2G  limb-girdle muscular dystrophy type 2G,  LVNC  
left venricular non-compaction cardiomyopathy,  LQTS  long QT syndrome,  M  mitochondrial,  MOI  mode of inheritance,  RCM  restrictive cardio-
myopathy,  WPW  Wolff-Parkinson-White syndrome,  XL  X-linked inheritance,  Unk  unknown,  X  disease causing mutations have been reported. 
Detection rates of >5 % in at least one study are detailed and highlighted  
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mutation in one of the genes listed in Table  17.1  [ 3 ,  20 ]. 
Therefore, a negative test result reduces but does not eliminate 
the likelihood that the individual carries a causative mutation. 
Copy number variants (CNVs), such as large deletions leading 
to loss of function, are generally suspected to exist in genes 
with a high prevalence of other loss-of- function variants (e.g., 
nonsense and frameshift variants). HCM genes that fi t this 
description include  MYBPC3  and  LAMP2 . Deletion mutations 
have been described [ 56 ] but are thought to be rare. However, 
Sanger sequencing does not detect large deletions and thus, 
their prevalence will only emerge as technologies which can 
detect large deletions are more widely used for clinical testing. 
Methods of NGS data analysis are being developed to simul-
taneously detect small mutations as well as CNVs, which will 
provide a more accurate estimate of the prevalence of CNVs 
related to HCM and other inherited disorders. 

 Genetic studies have revealed that approximately 25 % of 
tested patients have a mutant allele but do not manifest a 
HCM phenotype (genotype-positive/phenotype-negative 
HCM) [ 57 ]. The variability in phenotypic expression of the 
mutations could be due to environmental infl uences (differ-
ences in lifestyle, risk factors, and exercise) or genetic modi-
fi ers. VUS are common and diffi cult to interpret and should 
not be used for predictive testing for at-risk family members. 
Genetic testing laboratories typically offer targeted testing of 
family members to establish whether a variant identifi ed in 
the index family member segregates with the disease. These 
concordance studies can be helpful in clarifying the clinical 
signifi cance of VUS. Functional tests, such as the investiga-
tion of a possible splice mutation, exist but are currently dif-
fi cult to incorporate into routine clinical testing so are largely 
confi ned to research laboratories.  

    Laboratory Issues 
 The majority of molecular genetic testing for inherited car-
diac diseases is done by sequencing the exons and splice 
sites of one or several disease genes because allelic hetero-
geneity is the norm for all diseases covered in this chapter. 
Similarly, the assays that are commonly used to detect 
small deletions or duplications (e.g., multiplex ligation-
dependent probe amplifi cation [MLPA] or array-based 
comparative genomic hybridization) are not unique to any 
given gene or disease; hence, the laboratory issues common 
to all genetic CVD testing are reviewed at the end of this 
chapter.   

    Dilated Cardiomyopathy 

 DCM is characterized by ventricular dilation and impaired 
systolic function affecting approximately 1 in 2,500 individ-
uals ([ 58 ];   www.genereviews.org    ). The spectrum of clinical 

manifestations includes dyspnea, orthopnea, fatigue, edema, 
and ultimately heart failure. DCM is most commonly an end 
stage manifestation of acquired causes, such as ischemic 
injury from myocardial infarction, viral myocarditis, or thy-
roid disease, that damage the myocardium. DCM also is 
caused by environmental insults including drug related side 
effects or alcohol abuse. 

 Idiopathic DCM (IDC) is diagnosed when all other 
known causes have been ruled out. A molecular basis for 
IDC was fi rst postulated after clinical studies demonstrated 
familial inheritance in 20–35 % of cases when fi rst-degree 
relatives are screened carefully [ 59 ,  60 ]. Today, over 40 
genes have been implicated in the genetic etiology of DCM 
(Table  17.1 ). The onset of clinical manifestations is age 
related, with only 20 % of gene mutation carriers under the 
age of 20 years of age manifesting the disease phenotype. 
Nearly two thirds of familial DCM has an autosomal domi-
nant inheritance pattern with an isolated cardiac phenotype 
[ 61 ]. However, other modes of inheritance are known and 
include autosomal recessive, mitochondrial (maternal), and 
X-linked inheritance. 

 DCM also presents with arrhythmias and/or muscular 
involvement and can be the initial and/or predominant fea-
ture of Emery–Dreifuss muscular dystrophy, Barth syn-
drome, myofi brillar myopathy, and Duchenne muscular 
dystrophy [ 62 ,  63 ]. Recently, familial co-occurrence of peri-
partum cardiomyopathy (PPCM) and DCM have been 
observed, which led to the suggestion that PPCM is part of 
the phenotypic spectrum of familial DCM [ 64 ,  65 ]. 

 Phenotypic overlap exists between DCM and end stage 
HCM as well as ARVC, which was initially believed to be 
restricted to a right ventricular defect but is now increasingly 
recognized to have a left ventricular contribution. 

    Molecular Basis of Disease 
 DCM is, by far, the most heterogeneous of the diseases dis-
cussed in this chapter. Mutations in  MYH7 ,  LMNA ,  SCN5A , 
 TNNI3 , and  TNNT2  make up roughly 20 % of familial DCM 
cases [ 3 ,  23 ]. Additional genes (Table  17.1 ) typically contrib-
ute a small fraction of the remaining DCM-causing mutations. 
The recent discovery that loss of function mutations in the 
 TTN  gene are responsible for as much as 25 % of genetic 
DCM is a notable exception and a radical improvement for 
genetic testing for DCM [ 12 ]. Missense mutations in the 
 LMNA  and  SCN5A  genes are responsible for inherited DCM 
with conduction system disease [ 66 – 68 ]. Autosomal recessive 
DCM is less frequent and is characterized by a signifi cantly 
younger age of onset and a worse prognosis compared to the 
dominant form. This form is typically associated with skeletal 
myopathy and caused by mutations in the  SGCD  and  TCAP  
genes. Additionally, autosomal dominant forms of DCM can 
present with skeletal myopathy and include mutations in the 
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 CSRP3 ,  DES ,  DMD ,  EMD ,  LMNA ,  MYH7 , and  TTN  genes [ 3 , 
 20 ] (Table  17.1 ). The  TAZ  gene is associated with Barth syn-
drome but DCM can be the fi rst presenting feature [ 69 – 72 ]. In 
addition, recent studies have provided evidence that mutations 
in the  LAMP2  gene, which typically cause Danon disease in 
young boys, can cause DCM in the fourth decade of life in 
women [ 37 ]. Finally, there is emerging evidence of genetic 
overlap with ARVC as mutations in traditional ARVC genes 
have been detected in individuals with DCM [ 25 ,  26 ].  

    Clinical Utility of Testing 
 Molecular testing for DCM is most useful when there is a 
confi rmed family history and/or conduction system disease 
in the proband or other affected family members. The pro-
found genetic heterogeneity has long precluded a prominent 
role for molecular testing in isolated DCM, though this is 
rapidly changing. Multiple modes of inheritance have been 
described in DCM, and knowing the cause of an individual’s 
disease allows for more accurate genetic counseling regard-
ing the risk to other family members. Distinguishing the dif-
ferent genetic causes of heart muscle weakness is extremely 
important, as the clinical management for primary DCM can 
differ from DCM associated with other conditions. The 
prognostic utility of genetic testing is limited to a higher risk 
for SCD in  SCN5A  and  LMNA  mutation carriers, and screen-
ing for mitochondrial disease and skeletal myopathy in the 
genes associated with those features. For those individuals 
who are at risk for SCD due to arrhythmias caused by  SCN5A  
and  LMNA  mutations, an implantable cardioverter defi brilla-
tor (ICD) can be implanted as a preventative measure.  

    Available Assays 
 Molecular testing for the DCM genes listed in Table  17.1  is 
currently available through clinical laboratories (  www.genet-
ests.org    ). Both Sanger sequencing and NGS methods are used.  

    Interpretation of Test Results 
 The detection rate of mutations in individuals with DCM is 
rapidly evolving. Until 2012, approximately 20 % of indi-
viduals with idiopathic DCM and more than 30 % of those 
with familial DCM were expected to have a mutation in one 
of the genes listed in Table  17.1  [ 3 ,  73 ]. With the discovery 
that  TTN  mutations may account for another 25 %, the detec-
tion rate for DCM is now approaching that of HCM. A nega-
tive test result reduces but does not eliminate the likelihood 
that an individual carries a causative mutation. The variabil-
ity in phenotypic expression of mutations could be due to 
environmental infl uences or acquired traits (differences in 
lifestyle, risk factors, and exercise). Variants of unknown 
signifi cance are diffi cult to interpret and should not be used 
for predictive testing for at-risk family members.   

    Arrhythmogenic Right Ventricular 
Cardiomyopathy 

 Initially termed arrhythmogenic right ventricular dysplasia 
(ARVD), this disease is now more commonly referred to as 
arrhythmogenic right ventricular cardiomyopathy (ARVC). 
ARVC is characterized by progressive degeneration and 
fi bro-fatty replacement of the right ventricular myocardium, 
arrhythmias with a left bundle branch block profi le, and 
increased risk of SCD in juveniles [ 74 – 76 ]. Although ini-
tially thought to affect predominantly the right ventricle, left 
ventricular involvement is now increasingly recognized, 
generating phenotypic overlap with other inherited cardiac 
disease of left ventricular origin [ 17 ]. Recent studies have 
revealed that the cellular defect underlying fi broadiposis is 
impaired WNT signaling, which leads to a redirection of 
myocyte fate to adipocyte fate [ 77 ,  78 ]. 

    Molecular Basis of Disease 
 Two modes of inheritance, autosomal dominant and autoso-
mal recessive, are observed with ARVC. This disease is often 
described as a disease of the desmosome because mutations 
are predominantly found in genes encoding this multiprotein 
complex. Desmosomes form cell–cell junctions and are 
prevalent in tissues that are subjected to mechanical stress 
(such as the heart and skin). To date, six genes ( PKP2 ,  DSP , 
 DSC2 ,  DSG2 ,  JUP , and  TMEM43 ) have been implicated in 
autosomal dominant ARVC and two of these genes ( DSP  
and  JUP ) have been associated with rare autosomal recessive 
forms that have cutaneous involvement (wooly/kinky hair 
and palmoplantar hyperkeratosis) [ 79 – 82 ]. These variants 
are referred to as Naxos syndrome (OMIM: #601214) and 
Carvajal syndrome (OMIM: #605676). Autosomal dominant 
ARVC has incomplete penetrance and variable phenotypic 
expression [ 83 ]. Catecholaminergic polymorphic ventricular 
tachycardia (CPVT) is characterized by SCD during physi-
cal or emotional stress [ 84 ,  85 ]. Although considered clini-
cally distinct, CPVT shares some features with ARVC and 
given that ARVC can be diffi cult to diagnose clinically, 
genetic testing sometimes includes the  RYR2  gene, which is 
the main gene associated with CPVT. A recent study pro-
vided convincing evidence for a role of the  TTN  gene, which 
is strongly associated with DCM, in ARVC [ 30 ].  

    Clinical Utility of Testing 
 The variability of phenotype, disease progression, and under-
lying genetic cause contribute to the diffi culties of diagnosis 
and risk stratifi cation in ARVC. Given these complexities, 
genetic testing can be helpful in providing a defi nitive diag-
nosis when a pathogenic mutation is found. Although a few 
patterns have emerged in relation to genotype–phenotype 
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correlations, the evidence is limited and the prognostic and 
therapeutic implications of genetic testing are still being 
debated. Because the age of onset, symptoms, and pene-
trance vary so widely in ARVC, genetic testing may be more 
accurate at identifying at-risk relatives than clinical screen-
ing alone.  

    Available Assays 
 Molecular testing for the ARVC genes listed in Table  17.1  is 
currently available through clinical laboratories (  www.genet-
ests.org    ). Both Sanger sequencing and NGS methods are used.  

    Interpretation of Test Results 
 Approximately 50 % of individuals who meet task force cri-
teria for ARVC have a pathogenic mutation in one of the six 
genes listed in Table  17.1  [ 86 ,  87 ].  PKP2  mutations make up 
the majority of cases. Therefore, a negative test result reduces 
but does not eliminate the likelihood that the individual car-
ries a causative mutation. The variability in phenotypic 
expression of the mutations could be due to environmental 
infl uences or acquired traits (differences in lifestyle, risk fac-
tors, and exercise). VUS are diffi cult to interpret and should 
not be used for predictive testing for at risk family members.   

    Restrictive Cardiomyopathy 

 RCM is a rare myocardial disorder characterized by increased 
stiffness, impaired diastolic fi lling of the left ventricle, and 
reduced diastolic volume in the presence of normal systolic 
function and normal myocardial thickness [ 33 ]. Although 
most frequently caused by diseases causing infi ltration or 
fi brosis of the myocardium, RCM may be found in the 
absence of a precipitating condition in many patients and is 
then referred to as idiopathic RCM [ 88 ]. 

    Molecular Basis of Disease 
 Idiopathic RCM is most commonly sporadic, but familial 
disease has been reported with autosomal dominant inheri-
tance [ 89 ,  90 ]. Missense mutations in the  DES  (desmin) gene 
have been found in several families with desmin-related 
myopathy with and without RCM [ 91 ,  92 ]. Additionally, 
mutations in  ACTC ,  MYH7 ,  TNNI3 , and  TNNT2  have been 
associated with RCM, confi rming that RCM is part of the 
spectrum of hereditary sarcomeric contractile protein disease 
(reviewed in refs.  3 ,  20 ).  

    Clinical Utility of Testing 
 Given the low detection rate for RCM genetic testing, the 
diagnostic utility of genetic testing is limited to predictive 

testing for family members. No genotype–phenotype corre-
lations have been established and genetic testing has limited 
prognostic value.  

    Available Assays 
 Tests for most genes which have been associated with RCM 
are available as single gene tests using Sanger sequencing. 
Most clinical laboratories do not offer panels of genes spe-
cifi cally tailored to RCM but all genes associated with RCM 
to date are part of panels offered for HCM testing.  

    Interpretation of Test Results 

 The clinical detection rate of the genes listed in Table  17.1  is 
estimated to be roughly 10–15 %; however, due to the unclear 
etiology of the disease and limited numbers, a true detection 
rate is unknown [ 3 ]. Therefore, a negative test result reduces 
but does not eliminate the likelihood that the individual car-
ries a causative mutation. VUS are diffi cult to interpret and 
should not be used for predictive testing for at-risk family 
members.   

    Isolated Left Ventricular Noncompaction 

 Isolated LVNC is characterized by a hypertrophic left 
ventricle with deep trabeculations and poor systolic func-
tion with or without associated left ventricular dilation. 
LVNC is thought to be due to an arrest of myocardial 
morphogenesis during embryonic development leading to 
a failure to complete the normal compaction process [ 93 , 
 94 ]. Others have proposed that LVNC may be an acquired 
process based on some individuals who developed LVNC 
after initially negative echocardiographic findings [ 95 ]. 
There is ongoing controversy whether LVNC is a distinct 
clinical entity. The World Health Organization as well as 
a position statement of the European Society of Cardiology 
lists LVNC as an unclassified cardiomyopathy (reviewed 
in ref.  95 ). In contrast, the American Heart Association 
classified LVNC as a primary genetic cardiomyopathy in 
2006 [ 96 ]. 

    Molecular Basis of Disease 
 Familial recurrence in LVNC is high and found in approxi-
mately 40 % of patients [ 94 ]. Gene mutations have been 
detected in sarcomere/Z-disk genes including  MYH7 , 
 MYBPC3 ,  TNNT2 ,  ACTC1 , and  LDB3  [ 97 ]. In addition, 
LVNC can be the presenting feature of Barth syndrome 
caused by mutations in the  TAZ  gene [ 98 ,  99 ].  
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    Clinical Utility of Testing 
 The ability to identify asymptomatic family members who 
may be at risk of developing LVNC is the main utility of 
genetic testing for this disease. As multiple modes of inheri-
tance (autosomal dominant and X-linked) have been 
described in LVNC families, knowing the cause of an indi-
vidual’s disease allows for more accurate genetic counseling 
regarding the risk to other family members. No genotype–
phenotype correlations have been established and as such 
genetic testing has limited prognostic value.  

    Available Assays 
 Molecular testing for the LVNC genes listed in Table  17.1  
is currently available through clinical laboratories (  www.
genetests.org    ). Both Sanger sequencing and NGS methods 
are used.  

    Interpretation of Test Results 
 Between 17 and 41 % of individuals who meet criteria for 
LVNC will have a pathogenic mutation in one of the genes 
listed in Table  17.1  [ 20 ,  100 ]. Therefore, a negative test 
results reduces but does not eliminate the likelihood that an 
individual carries a causative mutation. The variability in 
phenotypic expression of the mutations could be due to 
environmental infl uences or acquired traits (differences in 
lifestyle, risk factors, and exercise). VUS are diffi cult to 
interpret and should not be used for predictive testing for at-
risk family members.   

    Cardiac Channelopathies and Primary 
Arrhythmia Syndromes 

 The molecular understanding of cardiac channelopathies and 
primary arrhythmias has exploded over the last decade. At 
the turn of the century genetic testing was only available 
through research laboratories. As of 2013 there are over 30 
channelopathy and arrhythmia genes for which genetic test-
ing is available through clinical laboratories (Genetic Testing 
Registry;   http://www.ncbi.nlm.nih.gov/gtr/    ).  

    Congenital Long QT Syndrome 

    Molecular Basis of Disease 
 Congenital LQTS is an inherited cardiac channelopathy char-
acterized by prolongation of the QT interval of the cardiac 
cycle and increased susceptibility for syncope, seizures, and 
sudden cardiac death secondary to polymorphic ventricular 
tachyarrhythmias (torsades de pointes). Congenital LQTS 
occurs in two main heritable forms: autosomal dominant 

LQTS, originally described as Romano–Ward syndrome, and 
autosomal recessive LQTS, originally described as the Jervell 
and Lange-Nielsen syndrome. LQTS is the fi rst type of arrhyth-
mia to be understood at the molecular level as a primary car-
diac channelopathy [ 101 – 103 ]. 

 Over thirteen LQTS genes have been identifi ed. Mutations 
in  KCNQ1  ( KVLQT1 , LQT1) [ 104 ], and  KCNH2  ( HERG , 
LQT2) [ 105 ] cause the majority (about half) of LQTS. In 
approximately 25 % of families with LQTS, a genetic defect 
cannot be identifi ed in the currently known LQTS-causing 
genes (  www.genereviews.com    ).  KCNQ1 , the gene responsi-
ble for LQTS type 1 (LQTS1), encodes the α-subunit of the 
slowly activating delayed rectifi er potassium ion channel 
(I Ks ). LQTS mutations in this gene cause a loss-of-function; 
the loss of I Ks  channel function decreases the I Ks  current, 
resulting in prolongation of the action potential duration and 
ventricular repolarization. LQTS type 2 (LQTS2) is due to 
mutations in  KCNH2 , which codes for the α-subunit of the 
rapidly activating delayed rectifi er potassium ion channel 
(I Kr ). Mutations in  KCNH2  reduce the I Kr  current, resulting in 
prolongation of the action potential duration and repolariza-
tion. LQTS type 3 (LQTS3) results from mutations in 
 SCN5A , which encodes the α-subunit of the cardiac sodium 
channel [ 106 ]. In contrast to the other forms of LQTS, in 
which a reduction of repolarization causes the prolongation 
of the action potential,  SCN5A  mutations that cause LQTS3 
cause a “gain-of-function” in the cardiac sodium channel 
with an increase in late sodium current [ 107 ]. Ankyrin-B 
( ANK2 ) is a member of a family of versatile membrane 
adapters [ 108 ]. This gene was the fi rst non-cardiac channel 
gene implicated in LQTS. Since this discovery, other non- 
cardiac cannel genes ( CAV3 ,  AKAP9 , and  SNT1 ) have been 
associated with LQTS [ 109 – 111 ]. The remaining LQTS- 
causing genes and their associated mutations are shown in 
Table  17.2 .

   Interestingly, correlations have been identifi ed between 
the type of mutation and phenotypic outcome. For example, 
loss-of-function and dominant negative mutations in  KCNJ2  
are thought to cause 50 % of Andersen syndrome (AS), while 
gain-of-function mutations in the same gene are associated 
with short QT syndrome (SQTS). AS is a rare inherited dis-
order (approximately 200 cases reported) characterized by 
periodic paralysis, prolongation of the QT interval with ven-
tricular arrhythmias, and characteristic dysmorphic features 
including low-set ears, micrognathia, short stature, scoliosis, 
hypertelorism, broad forehead, and clinodactyly [ 112 ,  113 ]. 
AS is inherited in an autosomal dominant manner [ 114 ], 
although many cases are sporadic. Gain-of-function muta-
tions in  KCNH2 ,  KCNQ1 , and  KCNJ2  result in short QT 
syndrome (SQTS), a cardiac arrhythmia characterized by 
shortening of the QT interval on electrocardiogram and 
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    Table 17.2    Genes implicated in the etiology of channelopathies   

  Gene    ALIAS    MOI    Protein function  
  Detection 
rate    Other associated diseases    Key references (Author_year_PMID)  

  Romano–Ward Syndrome (autosomal dominant LQTS)  
  KCNQ1   LQT1  AD  Potassium channel  30–35 %  Jervell and Lange- 

Nielsen syndrome, Short 
QT syndrome, AF 

 Ackerman_2011_21810866 

  KCNH2   LQT2  AD  Potassium channel  25–30 %  Short QT syndrome  Ackerman_2011_21810866 

  SCN5A   LQT3  AD  Sodium channel  5–10 %  Brugada, DCM, sick 
sinus syndrome, VF, 
heart block, AF 

 Ackerman_2011_21810866 

  ANK2   LQT4  AD  Na/Ca exchange  Unknown  Cardiac arrhythmia  Moss_2008_18835466 

  KCNE1   LQT5  AD  Potassium channel  ~1 %  Jervell and Lange- 
Nielsen syndrome 

 Moss_2008_18835466 

  KCNE2   LQT6  AD  Potassium channel  <1 %  AF  Moss_2008_18835466 

  KCNJ2   LQT7  AD  Potassium channel  <1 %  Short QT syndrome, 
CPVT, AF 

 Moss_2008_18835466 

  CACNA1C   LQT8  AD  Calcium channel  Unknown  Brugada syndrome  Moss_2008_18835466 

  CAV3   LQT9  AD  Cell–cell 
communication 

 ~1 %  HCM, skeletal muscle 
disease, muscular 
dystrophy, elevated 
serum creatine 

 Vatta_2006_17060380 
Moss_2008_18835466 

  SCN4B   LQT10  AD  Sodium channel  Unknown  –  Moss_2008_18835466 

  AKAP9   LQT11  AD  Regulate channel 
activity 

 ~1 %  –  Chen_2007_18093912 

  SNTA1   LQT12  AD  Synaptogenesis  ~1 %  –  Ueda_2008_18591664 

  KCNJ5   LQT13  AD  Potassium channel  Unknown  Familial 
hyperaldosteronism 

 Yang_2010_20560207 

  Jervell and Lange-Nielsen Syndrome (autosomal recessive LQTS)  
  KCNQ1   LQT1  AR  Potassium channel  85 %  Long QT syndrome 

(AD), Short QT 
syndrome, AF 

 Schwartz_2006_16461811 

  KCNE1   LQT5  AR  Potassium channel  9 %  Jervell and Lange- 
Nielsen syndrome 

 Schwartz_2006_16461811 

  Anderson Syndrome  
  KCNJ2   AD  Potassium channel  50 %  Andersen syndrome, 

Short QT syndrome, 
CPVT, AF 

 Donaldson_2003_12796536 

  Brugada Syndrome  
  SCN5A   AD  Sodium channel  20–30 %  Long QT syndrome 

(AD), DCM, sick sinus 
syndrome, VF heart 
block, AF 

 Ackerman_2011_21810866 

    GPD1L   AD  Sodium current  <1 %  –  Perrin_2012_23062665 

  CACNA1C   AD  Calcium channel  <5 %  Timothy syndrome  Perrin_2012_23062665 

  CACNB2   AD  Calcium channel  <5 %  –  Perrin_2012_23062665 

  SCN1B   AD  Sodium channel  <5 %  Febrile seizures, cardiac 
conduction defect 

 Perrin_2012_23062665 

  KCNE3   AD  Potassium channel  <5 %  –  Perrin_2012_23062665 

  SCN3B   AD  Sodium channel  <5 %  –  Perrin_2012_23062665 

  HCN4   AD  Hyperpolarization- 
activated cation currents 

 <5 %  Sick sinus syndrome  Ueda_2008_19165230 

  KCNJ8   AD  Potassium channel  <1 %  –  Perrin_2012_23062665 

(continued)
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 paroxysmal atrial and ventricular tachyarrhythmias (epi-
sodes of rapid heartbeats originating from the heart cham-
bers). SQTS is associated with an increased risk of atrial 
fi brillation and sudden cardiac death, resulting from an 
accelerated cardiac atrial and ventricular repolarization 
[ 115 – 117 ]. Fewer than 30 cases of SQTS have been pub-
lished since the condition was fi rst described in 2000 [ 118 ]. 
Autosomal recessive LQTS (Jervell and Lange-Nielsen syn-
drome) is secondary to homozygous or compound heterozy-
gous mutations in either  KCNQ1  (~90 %) or  KCNE1  [ 119 ]. 
By defi nition, both parents are heterozygous for a pathogenic 
mutation; however, they are typically asymptomatic with 
negligible QT interval prolongation [ 120 ]. In contrast, their 
affected offspring not only have a severe cardiac phenotype 
but also are deaf. The I Ks  channel plays a critical role in 
potassium homeostasis in the endolymph of the inner ear 
[ 121 ,  122 ].  

    Clinical Utility of Testing 
 In addition to the utility of known mutation testing in family 
members, knowing the molecular cause of an individual’s 
LQTS also has prognostic implications. First, cardiac events 
occur more frequently at rest or during sleep in LQTS3, 
whereas cardiac events are typically related to emotion or 
exercise (particularly swimming) in LQTS1 [ 123 ,  124 ] and 
auditory stimuli in LQTS2 [ 124 ]. Second, the recurrence rate 
of cardiac events while on β-blocker therapy was signifi -
cantly lower in patients with LQTS1 (19 %) compared to 
LQTS2 (41 %) and LQTS3 (50 %) [ 125 ]. These insights fur-
ther justify the utility of molecular testing for patients with 
LQTS. Given the high risk of sudden death in individuals 
with LQTS, an ICD can be placed in individuals who are 
confi rmed to have a pathogenic mutation. However, these 
associations are limited and clinical care should not be driven 
by genotype alone.  

    Available Assays 
 Molecular testing for the LQTS genes listed in Table  17.2  is 
currently available through clinical molecular laboratories 
(www.genetests.org). Mutational analyses of the known 
LQTS genes are performed by Sanger sequencing and NGS, 
as well as MLPA for deletions or duplications, which are 
known to be a considerable part of the mutation spectrum for 
LQTS.  

    Interpretation of Test Results 
 Molecular genetic testing for LQTS plays a critical comple-
mentary role in the diagnostic evaluation and risk stratifi ca-
tion for LQTS. However, the present sensitivity of genetic 
testing is approximately 75 % [ 3 ]. As such, a negative LQTS 
gene screen will not provide suffi cient objective evidence to 
exclude the diagnosis of LQTS. The variability in phenotypic 
expression of the mutations could be due to environmental 
infl uences or acquired traits (differences in lifestyle, risk fac-
tors, and exercise). VUS are diffi cult to interpret and should 
not be used for predictive testing for at-risk family members.   

    Brugada Syndrome 

 BrS is characterized clinically by syncope and increased risk 
of SCD, particularly in young men at night, electrocardio-
graphically by a right bundle branch block pattern and ST 
segment elevation in the precordial leads V1–V3, and echo-
cardiographically by a structurally normal heart [ 126 ,  127 ]. 
BrS has been considered a distinct subgroup of idiopathic 
ventricular fi brillation (IVF) and may account for at least 
20 % of all patients with IVF [ 128 ]. IVF is classifi ed as ven-
tricular fi brillation without demonstrable cardiac or noncar-
diac causes [ 129 ] and accounts for approximately 5–12 % of 

Table 17.2 (continued)

  Gene    ALIAS    MOI    Protein function  
  Detection 
rate    Other associated diseases    Key references (Author_year_PMID)  

  Catecholaminergic Polymorphic Ventricular Tachycardia (CPVT)  
  RYR2   AD  Calcium-release channel  50–55 %  ARVC2  Ackerman_2011_21810866 

  CASQ2   AR  Calcium ion reservoir  1–2 %  LVNC  di Barletta_2006_15671604 

  KCNJ2   AD  Potassium channel  Unknown  Long QT syndrome, 
Short QT syndrome, 
Anderson syndrome, AF 

 Tester_2006_16818210 

   AD  autosomal dominant,  AF  atrial fi brillation,  AR  autosomal recessive,  ARVC  2 arrhythmogenic right ventricular cardiomyopath 2y,  CPVT  cate-
cholaminergic polymorphic ventricular tachycardiaa,  DCM  dilated cardiomyopathy,  HCM  hypertrophic cardiomyopathy,  LQT  long QT,  LVNC  left 
venricular non-compaction cardiomyopathy,  M  mitochondrial,  MOI  mode of inheritance,  VF  ventricular fi brillation,  XL  X-linked inheritance  
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all sudden deaths. IVF is associated with a high mortality 
rate and high recurrence rates of up to 30 % during the 5 
years after an initial episode of survived cardiac arrest. For 
both BrS and IVF, the treatment of choice is principally ICD 
placement. 

    Molecular Basis of Disease 
 In 1998, Chen and colleagues reported the fi rst gene linked 
to BrS [ 130 ]. Mutations in the cardiac sodium channel 
encoded by  SCN5A  were subsequently identifi ed in three 
families. BrS-causing  SCN5A  mutations result in a loss-of- 
function and have been identifi ed in approximately 20 % of 
patients with familial BrS [ 131 ,  132 ]. Mutations in  SCN5A  
also have been associated with progressive conduction sys-
tem disease (PCCD) as well as LQT3. In contrast to BrS and 
PCCD, mutations causing LQT3 result in a gain-of-function. 
Mutations in seven additional genes have now been identi-
fi ed, including  GPDL ,  CACNA1C ,  CACNB2 ,  SCN1B , 
 KCNE3 ,  SCN3B , and  HCN4 , each one contributing a small 
fraction of mutations found in patients with BrS [ 133 ].  

    Clinical Utility of Testing 
 In 2010 the HRS and EHRA released guidelines stating 
that comprehensive or  SCN5A  targeted BrS genetic testing 
can be useful for any patient with suspected BrS based on 
examination of the patient’s clinical history, family his-
tory, and expressed electrocardiographic phenotype [ 3 ]. If 
a pathogenic mutation is identifi ed, an ICD can be placed 
to prevent sudden cardiac death. Additionally, known 
mutation testing can be performed on asymptomatic fam-
ily members to determine their risk for developing BrS.  

    Available Assays 
 Clinical testing for the eight genes associated with BrS is 
available from clinical molecular laboratories. Various 
sequencing technologies as well as deletion/duplication 
analysis (MLPA) are used to detect mutations that cause BrS.  

    Interpretation of Test Results 
 The clinical sensitivity of current BrS molecular genetic test-
ing is approximately 25–40 %. As such, a negative Brugada 
gene screen cannot exclude the presence of BrS. VUS are 
diffi cult to interpret and should not be used for predictive 
testing for at-risk family members.   

    Catecholaminergic Polymorphic Ventricular 
Tachycardia 

 CPVT is a distinct arrhythmogenic entity in children and 
adolescents with structurally normal hearts characterized by 
episodes of ventricular arrhythmias (predominantly bidirec-

tional ventricular tachycardias) resulting in syncope, sei-
zures, or sudden death in response to physical activity or 
emotional stress [ 134 ]. 

    Molecular Basis of Disease 
 CPVT can be transmitted in either an autosomal dominant or 
an autosomal recessive inheritance pattern [ 84 ,  135 ]. 
Ryanodine receptor ( RYR2 ) gene mutations are the primary 
cause of autosomal dominant CPVT, though recent studies 
have suggested that  KCNJ2  could play a role as well [ 136 ]. 
Autosomal recessive CPVT is caused by missense mutations 
in the calsequestrin 2 ( CASQ2 ) gene [ 137 ,  138 ]. It is cur-
rently estimated that approximately 50 % of autosomal dom-
inant cases occur de novo, which is a direct consequence of 
the high mortality rate associated with CPVT. The identifi ca-
tion of a variant that occurred de novo in an individual with-
out a family history of the tested disease is commonly 
regarded as strong support for a pathogenic role.  

    Clinical Utility of Testing 
 Although only 55 % of CPVT has been elucidated genetically, 
some important genotype–phenotype relationships have 
emerged that support a role for molecular genetic testing in 
addition to the preclinical identifi cation of asymptomatic 
carriers. Families with mutations in  RYR2  are more prone to 
stress-induced ventricular tachycardia at an earlier age than 
genotype-negative CPVT. In addition, males with  RYR2  
mutations may be at greater risk for syncope than males 
lacking  RYR2  mutations [ 85 ]. However, there are no prog-
nostic or therapeutic changes which would be made based on 
these results and the clinical utility is limited.  

    Available Assays 
 Sequence analysis of the  RYR2 ,  CASQ2 , and  KCNJ2  genes is 
available clinically by Sanger sequencing and NGS methods 
(  www.genetests.org    ).  

    Interpretation of Test Results 
 The sensitivity of molecular testing for the three CPVT- 
causing genes is greater than 55 %. A negative CPVT gene 
screen cannot rule out a diagnosis of CPVT. VUS are diffi -
cult to interpret and should not be used for predictive testing 
for at-risk family members.   

    Coronary Artery Disease 

 Atherosclerosis, or CAD, is the leading cause of death world-
wide. It is a prime example of a common, complex disease 
caused by the interaction of many genetic, lifestyle, and 
environmental factors. A genetic component is evident by 
familial clustering and the heritability (the fraction of pheno-
typic variability that can be attributed to genetic variation) is 
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estimated to be 63 % for premature myocardial infarction 
(reviewed in ref.  139 ). Affected physiologic processes 
include lipoprotein metabolism, coagulation, and infl amma-
tion. Among those, LDL cholesterol and blood pressure have 
an established strong association with and elevated risk for 
CAD (reviewed in ref.  5 ). As is typical for complex diseases, 
rarer Mendelian forms such as familial hypercholesterolemia 
(FH) have led to the identifi cation of candidate genes for the 
more common forms. Today, many genome-wide association 
studies (GWAS) have successfully mapped a number of 
common susceptibility variants for CAD [ 140 ]. However, 
each one of those loci contributes only a small fraction of the 
overall genetic risk and translating these population risks to 
a personal risk for an individual carrying several of these risk 
alleles has proven challenging. Clinical testing for risk pre-
diction is therefore not yet within reach. The following sec-
tion discusses rare, Mendelian diseases predisposing to 
CAD.  

    Hyperlipidemias (Lipoprotein Metabolism) 

    Molecular Basis of Disease 
 Goldstein and Brown fi rst reported one of the most important 
molecular mechanisms leading to atherosclerosis: defects of 
the low-density lipoprotein (LDL) receptor [ 141 ,  142 ]. 

 Autosomal dominant FH is one of the most frequent 
hereditary disorders of lipid metabolism with a prevalence of 
approximately 1 in 500 in the general population (reviewed 
in ref.  5 ). FH is characterized by an isolated elevation of 
LDL particles leading to premature death from atherosclero-
sis. FH is caused mainly by defects in the genes encoding the 
LDL receptor ( LDLR ) [ 143 ,  144 ], apolipoprotein B ( APOB ) 
[ 145 ,  146 ], proprotein convertase subtilisin/kexin type 9 
( PCSK9 ) [ 147 – 149 ], and other unidentifi ed gene(s) at chro-
mosome 16q22.1 [ 150 ]. More than 1,000 different  LDLR  
mutations have been identifi ed to date [ 151 ,  152 ] (HGMD.
org). 

 Autosomal recessive hypercholesterolemia (ARH) is a 
very rare recessive disorder caused by mutations in a putative 
adaptor protein called ARH, and is characterized by severe 
hypercholesterolemia (elevation of LDL level), xanthomato-
sis, and premature CAD [ 153 ]. Additional genes shown in 
Table  17.3  have been associated with other rare CAD diseases. 
Examples are the  ABCG5  and  ABCG8  genes where mutations 
have been associated with sitosterolemia [ 154 ,  155 ].

   Several CAD modifying genes have been identifi ed. 
Apolipoprotein E (APOE) is a constituent of several plasma 
lipoproteins including chylomicrons (VLDL, IDL, and 
HDL-E), and may be a risk-stratifying biomarker for 
CAD. The  APOE  alleles (ε2, ε3, and ε4) have a strong and 
consistent infl uence on plasma lipids and CAD. Both, ε2 

and ε4 are associated with higher plasma triglyceride 
 concentrations and more than 90 % of patients with hyperli-
poproteinemia type III (HLPIII) are homozygous for the ε2 
allele. However, homozygosity for ε2 occurs with a fre-
quency of 0.5–1 in 100 Caucasian individuals and only a 
fraction of those develop overt HLPIII. Therefore, ε2 is 
believed to contribute to but not be the sole cause of this 
disease [ 156 ]. Interleukin-6 (IL6) is an infl ammatory cyto-
kine associated with the development and severity of CAD 
[ 157 ]. The -174C allele of the  IL6  gene is associated with 
risk of CAD and high systolic blood pressure in men [ 158 ]. 
Endothelial nitric oxide synthase (NOS) is an enzyme cata-
lyzing the synthesis of nitric oxide (NO) in vascular endo-
thelium and effects vascular relaxation. Alterations in the 
NOS pathway leading to decreased generation or action of 
NO are potential mechanisms in the development of prema-
ture atherosclerosis [ 159 ].  

    Clinical Utility of Testing 
 Clinical genetic testing for FH has been implemented in sev-
eral countries. For example, the National Institute for Health 
and Clinical Excellence in the UK recommends that all 
patients are offered a referral for DNA testing to enable iden-
tifi cation of affected (presymptomatic) relatives [ 160 ].  

    Available Assays 
 Gene sequencing tests ( LDLR APOB ,  PCSK9 ) as well as dele-
tion/duplication analysis ( LDLR ) are available clinically. The 
three common  APOE  alleles (ε2, ε3, and ε4) can be assessed 
using various genotyping methods (  www.genetests.org    ).  

    Interpretation of Test Results 
 Multi-mutation test panels covering between 20 and 200 
mutations have been used and identify mutations in 
50–70 % of patients with FH [ 5 ]. Gene sequencing can be 
performed when targeted mutation panels are negative. In 
the future, testing is expected to be carried out by NGS of 
gene panels or ultimately by ES/GS. For patients with a 
lipid profi le characteristic of hyperlipoproteinemia type III, 
APOE analysis will detect the homozygous ε2 allele.   

    Isolated Congenital Heart Defects 

    Molecular Basis of Disease 
 Congenital heart defects (CHD) are the most common type 
of birth defects and can be caused by chromosome abnor-
malities, single gene mutations, teratogenic exposures, 
and other unknown etiological mechanisms. While some 
CHD occur as part of Mendelian syndromes or with other 
birth defects, the majority occur in isolation. The  estimated 
incidence of moderate and severe CHD is  approximately 
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6 per 1,000 live births, approximately half of which are 
cardiac septal defects (CSD) [ 161 ,  162 ]. Although much 
of CHD is thought to have a complex genetic and/or envi-
ronmental etiology, an increasing number of families with 
monogenic CHD have been reported and disease genes are 
being identifi ed [ 6 ]. 

 CSD include atrial septal defects (ASD), ventricular sep-
tal defects (VSD), and atrioventricular septal defects 
(AVSD). CSD are characterized by openings in the septal 
wall between the left and right sides of the heart that allow 
oxygen-rich (red) blood to recirculate through the lungs 
instead of traveling to the rest of the body, resulting in 
increased pressure and stress in the lungs. Several genes have 
been identifi ed as having a causative role, including  GATA4  
and  NKX2 - 5 . A range of  GATA4  and  NKX2 - 5  mutations have 
been observed in both familial and isolated cases of CSD, 
and can be associated with additional CHD including tricus-
pid valve abnormalities (including Ebstein’s anomaly), 
conotruncal anomalies (tetralogy of Fallot, double outlet 
right ventricle, interrupted aortic arch, and transposition of 
the great arteries), left sided lesions (hypoplastic left heart 
syndrome, coarctation, left ventricular hypertrophy), and 
pulmonary valve stenosis [ 163 – 169 ]. 

 Cyanotic heart disease is a defect causing mixing of pure 
oxygen-rich blood with venous blood, resulting in a low 
blood oxygen concentration. The most common form is 
tetralogy of Fallot (TOF), which is characterized by a combi-
nation of four abnormalities: (1) VSD, (2) pulmonary steno-
sis (PS) or atresia (PA), (3) overriding aorta (the aorta lies 
directly over the VSD), and (4) right ventricular hypertrophy 
(RVH). TOF accounts for 6.8 % of all CHD [ 170 ], of which 
approximately 70 % occurs sporadically without another 
anomaly [ 171 ]. Mutations in  NKX2 - 5  are thought to account 
for up to 4–5 % of individuals with TOF [ 167 ,  168 ,  170 ]. 
Mutations in the Jagged 1 ( JAG1 ) gene are the main cause of 
Alagille syndrome (AGS) but can also present as isolated 
CHD. The most common malformation in carriers of  JAG1  
mutations is peripheral pulmonic stenosis (PPS), but other 
malformations such as isolated TOF, PS, or VSD with aortic 
dextroposition have been observed [ 172 – 174 ]. Of the cases 
of AGS caused by mutations in  JAG1 , the vast majority 
(88 %) are small sequence variants [ 174 ].  

    Clinical Utility of Testing 
 Genetic testing of clinically affected individuals with CHD 
and their relatives can help to confi rm a clinical diagnosis 
and identify the cause of CHD in a particular family. Genetic 
testing also is useful to rule out a syndromic cause of CHD 
and to identify at-risk family members.  

    Available Assays 
 Sequencing assays for several CHD genes are offered clini-
cally (genetests.org). A recent meta-analysis of published 
literature on CNVs in children with structural birth defects 

including CHD revealed that pathogenic CNVs appear to 
occur at increased frequency in this patient population [ 175 ]. 
Microarray based testing is widely available and can detect 
gross CNVs.  

    Interpretation of Test Results 
 Sensitivity and specifi city are not known for most of the 
tests.   

    Laboratory Issues 

 The majority of molecular genetic testing for inherited car-
diac diseases is done by sequencing one or several disease 
genes, usually the entire coding sequence, because allelic 
heterogeneity is the norm for all diseases covered in this 
chapter. Similarly, the assays that are commonly used to 
detect small deletions or duplications (e.g., MLPA or aCGH) 
are not unique to any given gene or disease. Hence, labora-
tory issues the physician (and patient) should be aware of do 
not differ by disease and are reviewed here instead of in the 
individual disease sections. 

 The majority of currently available tests are laboratory 
developed tests (LDTs), which (at the time of writing this 
chapter) are not subject to US FDA clearance, but are devel-
oped in laboratories accredited under the Clinical Laboratory 
Improvement Amendments (CLIA) regulations by the Centers 
for Medicare and Medicaid Services (CMS). Analytical per-
formance (such as false-positive and false-negative rates) is 
established by the testing laboratory. The analytical sensitivity 
(the ability of the test to identify a mutation that is known to 
be present) is often not 100 % though typically very close 
[ 176 ]. Technical performance parameters have to be disclosed 
in the methods section of clinical reports issued by clinical 
molecular laboratories. 

 In addition to technical limitations that can lead to false 
negatives, the design of gene sequencing tests can impact 
mutation detection. For example, testing is typically limited 
to coding sequence (exons) as well as the splice consensus 
sequence. Therefore, mutations in noncoding regions that 
can affect gene regulation (e.g., promoter, enhancer, and the 
3  untranslated region) will not be detected. In addition, 
Sanger sequencing does not detect large copy number 
changes (such as partial or whole gene deletions/duplica-
tions) or structural mutations such as translocations. NGS 
technologies have the ability to detect these types of muta-
tions but detection of these types of variants depends on the 
bioinformatics tools used by the laboratory for analysis of 
the sequencing data [ 177 ]. At the time of writing this chap-
ter, gross structural changes are typically not part of the anal-
ysis offered by clinical molecular laboratories using NGS 
test methods, though this is expected to change rapidly. 

 Genetic testing laboratories commonly confi rm any muta-
tion that is detected using a second testing method. This is 
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done because most technologies used are not immune to 
technical artifacts (false-positive mutations). A second use of 
confi rmatory testing is to rule out a sample switch although 
this does not include a switch prior to the sample’s arrival at 
the testing laboratory. It is therefore essential to reconcile the 
result with the phenotype of the tested individual and to con-
tact the laboratory when a discrepancy (such as the absence 
of a familial pathogenic mutation in an affected family mem-
ber) exists. While there are alternate explanations such as 
environmental phenocopies of a disease or the presence of 
more than one disease causing mutation in a family, geno-
type–phenotype discrepancies should trigger a thorough 
investigation of possible sample switch.  

    Conclusions 

 Since the completion of the Human Genome Project in 2003, 
the number of identifi ed disease genes has increased dramati-
cally. Testing for genetically heterogeneous cardiac disorders, 
which has long been challenging due to high test cost, is now 
increasingly used in clinical practice and medical manage-
ment of patients. Recent technological breakthroughs have 
increased the size of genetic test panels by an order of magni-
tude and the $1,000 genome, which was unthinkable just 10 
years ago is now within reach and is anticipated to radically 
change the landscape of genetic testing as we know it today. 
It is likely that with rapidly dropping test cost and increasing 
accuracy and coverage, genome sequencing will soon replace 
most if not all genetic tests we know today. It is possible (even 
likely) that clinical genome sequencing will be performed at 
birth. Once obtained, an individual’s genome can be used in a 
predictive fashion. Alternatively, data can be stored and sub-
sets can be analyzed as needed, for example initiated by the 
presence of a specifi c family history or the onset of a disease 
that is known to have a genetic etiology. These indications 
can trigger the analysis of disease specifi c gene sets or, if the 
diagnosis is not clear, the exome or genome. 

 Current challenges include the timely and accurate inter-
pretation of the approximately three million variants that are 
present per genome. We are only beginning to be able to 
understand the complete spectrum of benign variation, which 
is critical to narrow the number of variants detected. Although 
tools and processes to analyze human genomes are still in 
their infancy, success stories where ES/GS successfully 
identifi ed the cause of diagnostically challenging cases are 
inspiring and give an outlook to what will be common in the 
relatively near future. As we are beginning to sequence many 
genomes, we will undoubtedly identify so far elusive genetic 
etiologies for inherited cardiovascular disorders such that the 
clinical utility of genetic testing will dramatically improve.     
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        Introduction 

 Neurodegenerative disorders are characterized by progres-
sive neuronal deterioration resulting in cognitive or mental 
degeneration, dementias, muscle weakness, and/or move-
ment disorders. Some disorders, such as Alzheimer disease 
or Parkinson disease, exhibit sporadic as well as familial 
forms, with familial forms generally developing at an earlier 
age. Others, such as Huntington disease, are always inher-
ited. Molecular genetics has elucidated the basis for a num-
ber of neurodegenerative disorders, and molecular testing 
may identify familial mutations, allowing presymptomatic 
or prenatal testing for family members.  

    Alzheimer Disease 

    Molecular Basis of Disease 
 Alzheimer disease (AD) is an adult-onset, slowly progres-
sive, and complex neurodegenerative disease that initially 
affects memory and later involves other cognitive and basic 
neurologic functions. AD is the most common form of 
dementia, particularly in the elderly. An estimated 5.2 million 
Americans had Alzheimer’s disease in 2014, including 
approximately 200,000 individuals younger than age 65 [ 1 ]. 
The pathological hallmarks of AD are extracellular amyloid 
plaques composed of beta-amyloid (Aβ), and intracellular 
neurofi brillary tangles composed of phosphorylated tau pro-
tein, which can also be seen in the form of neuropil threads. 
AD can be clinically categorized as either late onset, present-
ing after 65 years of age, (LOAD) or early-onset disease 
(EOAD), which accounts for 1–5 % of all cases. Approximately 
25 % of all AD is familial (i.e., ≥2 persons in a family have 
AD) of which approximately 95 % is LOAD [ 2 ]. 

 Pathologic mutations in at least three genes have been 
associated with the development of early-onset familial 
Alzheimer disease (EOFAD) (Table  18.1 ). Approximately 
10–15 % of EOFAD is associated with mutations in the 
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gene encoding the amyloid precursor protein (APP), a 110–
130 kDa ubiquitously expressed protein [ 2 ]. A small proteo-
lytic fragment of APP, Aβ 1–42 , is found as a major component 
of amyloid plaques, one of the neuropathological hallmarks 
of AD. Up to 25 pathogenic mutations have been identifi ed 
to date, all of which are clustered in a 54 amino acid seg-
ment of APP that lies within or adjacent to the sequence 
encoding Aβ peptides [ 3 ]. The London mutation (V717I) is 
the most common APP mutation and results in increased 
levels of Aβ 1–42 . The Swedish mutation involves two differ-
ent codons (K670M and N671K) and increases total levels 
of Aβ production. The excess of Aβ is considered suffi cient 
to cause AD, and this has been largely supported by the 
observation of a high prevalence of AD neuropathological 
changes and increased incidence of dementia in patients 
with trisomy 21 (Down syndrome), who carry an extra copy 
of the  APP  gene [ 2 ].

   Mutations in presenilin-1 ( PSEN1 ), located at chromo-
somal position 14q24.3, are responsible for the highest per-
centage of autosomal dominant EOFAD. Approximately 185 
pathogenic mutations have been identifi ed to date [ 3 ], all with 
complete penetrance by age 60–65 years. Presenilin-1 is the 
catalytic component of γ-secretase, a protein complex respon-
sible for the cleavage of membrane proteins, including 

APP. Normal γ-secretase activity yields mainly Aβ 1–40  with 
smaller amounts of Aβ 1–42 .  PSEN1  mutations alter the secre-
tase activity [ 4 ], which likely increases the ratio of Aβ 1–42  to 
Aβ 1–40 , facilitating the deposition of amyloidogenic species. 
Presenilin-2 ( PSEN2 ), located at chromosomal position 1q31-
q42, is highly homologous to  PSEN1  and participates in the 
γ-secretase complex as the catalytic domain in the absence of 
Presenilin-1.  PSEN2  mutations are less common than  PSEN1  
variants, with only 13 pathogenic mutations identifi ed to date 
[ 3 ]. Compared to  PSEN1 , patients with  PSEN2  mutations tend 
to have an older age of onset (accounting for the very small 
number of LOAD caused by an inherited mutation), longer 
course of disease, and more variable penetrance. 

 The association of the apolipoprotein E ( APOE ) ε4 allele 
with LOAD in non-Hispanic whites of European ancestry has 
been well known for more than a decade. ApoE is a plasma 
protein involved in the transport of cholesterol that exists as 
three isoforms determined by three alleles (ε2, ε3, and ε4). 
The ApoE ε2 and ε3 alleles are the most common in the gen-
eral population. A single ApoE ε4 allele conveys a two-fold to 
three-fold increased risk of developing AD, whereas having 
two copies is associated with a fi ve-fold increased risk, dem-
onstrating an additive risk association. The ε2 allele is consid-
ered protective, also in an additive manner, so that a 

    Table 18.1    Molecular genetic classifi cation of Alzheimer disease (AD)   

  Gene symbol    Gene product    Chromosomal location    Key information  

  Defi nitive disease-causing genes   (  causative mutations of early onset Alzheimer disease  )  
  APP  (AD1)  Amyloid precursor protein  21q21.3  Autosomal dominant, 25 

pathogenic mutations, 
16 % of early onset AD 

  PSEN1  (AD3)  Presenilin-1  14q24  Autosomal dominant, 185 
pathogenic mutations, 
66 % of early onset AD 

  PSEN2  (AD4)  Presenilin-2  1q31  Autosomal dominant, 12 
pathogenic mutations 

  Genes with increased susceptibility   (  risk variants for late-onset Alzheimer disease  )  
  APOE  (AD2)  Apolipoprotein E  19q13.32 

  SORL1   Sortilin-related receptor  11q24.1 

  ABCA7   ATP-binding cassette, subfamily A, 
member 7 

 19p13.3 

  BIN1   Bridging integrator 1  2q14.3 

  CD33  ( SIGLEC6 )  CD33 antigen/Sialic-acid binding 
immunoglobulin-like lectin 6 

 19q13.41 

  CD2AP   CD2-associated protein  6p12.3 

  CLU   Clusterin  8p21.1 

  CR1   Complement component receptor 1  1q32.2 

  EPHA1   Ephrin receptor EphA1  7q34-q35 

  MS4A4E / MS4A6A   Membrane-spanning 4-domains, 
ubfamily A, members 6E, 4A 

 11q12.2 

  PICALM   Phosphatidylinositol-binding 
clathrin assembly protein 

 11q14.2 

  Source: OMIM (  http://omim.org/entry/104300    ), Schellenberg GD, Montine TJ. The genetics and neuropathology of Alzheimer disease. Acta 
Neuropathol. 2012;124(3):305–23  

M. Martinez-Lage

http://omim.org/entry/104300


263

homozygous ε2/ε2 genotype confers a lower risk than just one 
ε2 allele. The ε4 allele s associated with not only a higher risk 
of developing the disease, but also an earlier age of onset; 
however, the presence of ε4 is neither suffi cient nor necessary 
to develop AD, since approximately 45 % of AD patients do 
not have an ε4 allele [ 1 ]. Other susceptibility genes associated 
with increased risk for AD are shown in Table  18.1 .  

    Clinical Utility of Testing 
 The use of  APOE  genotyping in the clinical setting remains 
controversial. As a diagnostic adjunct in the clinical evalua-
tion of a patient with late-onset dementia, the test may have 
some clinical utility; however, there is general agreement 
that this test should not be used for predictive purposes and 
should never be considered for prenatal testing. In contrast, 
within the context of a high degree of clinical suspicion and 
the documentation of a family history of AD, clinical molec-
ular testing for  APP ,  PSEN1 , and  PSEN2  has demonstrable 
utility. Confi rmation of a pathologic mutation in a proband 
will establish a diagnosis and clarify the EOFAD subtype 
such that both presymptomatic testing for appropriate family 
members and prenatal testing for at-risk pregnancies could 
be offered to family members.  

    Available Assays 
  APOE  genotyping can be performed by traditional poly-
merase chain reaction-restriction fragment length polymor-
phism (PCR-RFLP) analysis, Sanger sequencing, or 
TaqMan ®  SNP assay (Life Technologies, Grand Island, NY). 
Detection of pathologic mutations in  APP ,  PSEN1 , and 
 PSEN2  requires DNA sequencing, either Sanger sequencing 
or next-generation sequencing.  

    Interpretation of Test Results 
 Interpretation of an  APOE  genotype requires the concurrent 
evaluation of clinical information available at the time of 
testing and should never be interpreted in the absence of this 
information. As such, testing is limited to situations where 
the index of clinical suspicion for AD is quite high. In con-
trast, the identifi cation of a pathologic  PSEN1  or  PSEN2  
mutation in a symptomatic individual is diagnostic. While 
both presymptomatic as well as prenatal testing are theoreti-
cally possible in mutation-positive kindred, the possible 
existence of incomplete or reduced penetrance must be dis-
cussed during genetic counseling.  

    Laboratory Issues 
  APOE  genotyping is commercially available in several refer-
ence laboratories. The College of American Pathologists 
(CAP) offers  APOE  genotyping profi ciency testing chal-
lenges twice a year as part of the CAP/ACMG Biochemical 
and Molecular Genetics Survey. Methods-based sequencing 
challenges (Sanger or next-generation sequencing) are also 
available through CAP.   

    Parkinson Disease 

    Molecular Basis of Disease 
 Parkinson disease (PD) is a chronic, progressive, idio-
pathic neurodegenerative disorder of late onset, clinically 
characterized by the development of parkinsonism, which 
consists of rigidity, bradykinesia, resting tremor, and pos-
tural instability. Additional frequent non-motor symptoms 
include insomnia, depression, anxiety, rapid eye move-
ment, behavior disorder, fatigue, constipation, dysautono-
mia, and anosmia. With progression of the disease, 15 % 
of affected individuals develop psychosis (visual hallucina-
tions and delusions) and dementia. PD is the second most 
common neurodegenerative disorder, after AD [ 5 ]. The 
neuropathologic hallmark is the presence of α-synuclein 
positive intracytoplasmic inclusions called Lewy bodies, 
with selective degeneration of dopaminergic neurons in 
the pars compacta of the substantia nigra in the midbrain. 
Although most patients present with a late-onset sporadic 
form of the disease, the identifi cation of familial forms of 
PD has clearly established the role of genetic factors in dis-
ease etiology and pathogenesis. Of note, the neuropathol-
ogy of some forms of genetically based parkinsonism may 
differ signifi cantly from the classic fi ndings documented in 
classical PD, including nigral pathology in the absence of 
Lewy bodies [ 6 ]. 

 Genes for ten familial forms of PD (PARK1, PARK2, 
PARK4, PARK6, PARK7, PARK8, PARK9, PARK12, 
PARK15, and PARK17) have been identifi ed (Table  18.2 ). 
The inheritance patterns for PD include autosomal dominant 
(PARK1, PARK4, PARK8, and PARK17), autosomal reces-
sive (PARK2, PARK6, PARK7, PARK9, and PARK15), and 
X-linked (PARK12). Three different but interconnected cel-
lular processes appear to be involved in these forms: synaptic 
transmission, mitochondrial quality control, and lysosome- 
mediated autophagy [ 7 ].

   PARK1 is associated with early-onset autosomal domi-
nant PD. Despite an earlier age of onset, PARK1 patients 
have typical dopa-responsive parkinsonism symptoms with 
classic neuropathologic fi ndings at autopsy. Three pathogenic 
missense mutations in the α-synuclein ( SNCA ) gene at 4q21 
have been identifi ed. The fi rst, A53T, was found in 13 fami-
lies of Italian–Greek descent [ 8 ] and the second, A30P, iden-
tifi ed in a single German kindred [ 9 ]. A third point mutation, 
E46K, was described in a Spanish kindred with clinical mani-
festations of both parkinsonism and dementia, clinically simi-
lar to Lewy body dementia [ 10 ]. All three point mutations 
appear to be highly penetrant. Other pathogenic variants 
include gene duplications and triplications [ 3 ], some of which 
are responsible for the PARK4 phenotype with late- onset par-
kinsonism and extensive cortical Lewy bodies. α-Synuclein 
is a 140 amino acid protein predominantly expressed in 
 neuronal tissues. Although the function of α-synuclein is not 
well characterized, this protein is one of the major protein 
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 constituents of the Lewy body. One attractive hypothesis pro-
poses that the mutant forms of the protein have a propensity 
to oligomerize and form toxic neuronal aggregates that con-
tribute to the formation of insoluble fi brils through the dis-
ruption of the cellular ubiquitin–proteasome pathway and 
ultimately neuronal cell death via an apoptotic mechanism. 

 PARK2, or juvenile-onset autosomal recessive PD, is 
associated with mutations in the  PARK2  gene that maps to 
chromosome 6q25. The gene consists of 12 exons and 
encodes a 465 amino acid protein, parkin. Functionally, par-
kin contains an ubiquitin-like domain in the N-terminus and 
two RING fi nger domains in the C-terminus. Similar to other 
proteins containing RING fi nger domains, parkin has been 
shown to have an E3 ubiquitin ligase activity. The associa-
tion of parkin mutations with an autosomal recessive form of 
PD suggests that it is the loss of E3 ubiquitin ligase activity 
that directly contributes to the pattern of neurodegeneration 
seen in PD. Like PARK1, this mechanism is thought to 
involve disruption of the ubiquitin–proteasome system, 
resulting in the abnormal accumulation of substrate proteins. 
To date, more than 127 pathologic loss-of-function  PARK2  
mutations have been identifi ed [ 7 ]. Mutations are generally 
exon rearrangements leading to deletions, duplications, trip-
lications, or point mutations. 

 PARK6 is associated with mutations in the serine/threo-
nine protein kinase gene ( PINK1 ), with an autosomal reces-
sive pattern of inheritance [ 5 ]. PARK7, another autosomal 
recessive form of PD, is caused by mutations (deletion and 
point mutations) in the  PARK7  gene. PARK9 defi nes a par-
ticular autosomal recessive phenotype with parkinsonism 
and iron accumulation in basal ganglia and is due to muta-
tions in the cation-transporting ATPase 13A2 protein 
encoded by  ATP13A2 . PARK15, also known as pallido- 
pyramidal syndrome, is characterized by the presence of 

pyramidal tract signs in addition to parkinsonism, and is 
associated with mutations in  FBX07  [ 11 ]. 

 PARK8 is a dominantly inherited late-onset form of PD 
associated with mutations in the leucine rich repeat kinase 
2 gene ( LRRK2 ). Nearly a dozen different pathogenic vari-
ants have been reported in LRRK2; the most common, 
p.Gly2019Ser, has been found in approximately 5–7 % of 
autosomal dominant PD. Of note, the frequency of this vari-
ant is substantially higher among individuals of Ashkenazi 
Jewish ancestry or Northern African ancestry [ 5 ]. 

 Mutations of  TAF1  are the only known cause of PD with 
X-linked inheritance (PARK12), a rare event only found 
among individuals of Panayan (Philippines) origin [ 5 ].  

    Clinical Utility of Testing 
 Testing for  SNCA ,  PARK2 ,  PINK1 ,  PARK7 , and  LRRK2  
mutations is available clinically. With a high degree of clini-
cal suspicion and the documentation of a family history of 
PD, molecular testing has demonstrable utility. Confi rmation 
of a pathologic mutation in a proband will establish a diag-
nosis and clarify the mode of inheritance such that both 
 presymptomatic testing for appropriate family members and 
prenatal testing for at-risk pregnancies could be offered.  

    Available Assays 
 Testing for most of the PD genes can be performed by con-
ventional Sanger sequencing of the mutation-containing 
exons. Testing for  PARK2  mutations generally necessitates 
the use of a semiquantitative PCR methodology to detect 
heterozygous exonic rearrangements (deletions, duplica-
tions, and triplications), which would not be detected by 
 conventional non-quantitative PCR or Sanger sequencing [ 12 ]. 
Next-generation sequencing panels of multiple Parkinson- 
associated genes are available in international laboratories.  

   Table 18.2    Molecular genetic classifi cation of Parkinson disease (PD)   

  Locus name    Gene    Gene product    Chromosomal location    Inheritance pattern  

 PARK1, PARK4   SNCA   Alpha-synuclein  4q21  Autosomal dominant 

 PARK2   PARK2   Parkin  6q25  Autosomal recessive 

 PARK6   PINK1   Serine/threonine protein kinase 
PINK1 

 1p35  Autosomal recessive 

 PARK7   PARK7   Protein DJ-1  1p36  Autosomal recessive 

 PARK8   LRRK2   Leucine-rich repeat serine/threonine 
protein kinase 2 

 12p11  Autosomal dominant 

 PARK9   ATP13A2   Probable cation-transporting 
ATPase 13A2 

 1p36  Autosomal recessive 

 PARK12   TAF1   Transcription initiation factor 
TFIID subunit 1 

 Xq21-q25  X-linked 

 PARK15   FBX07   F-box only protein 7  22q12.3  Autosomal recessive 

 PARK17   VPS35   Vacuolar protein sorting-associated 
protein 35 

 16q11.2  Autosomal dominant 

  Source:   http://www.ncbi.nlm.nih.gov/books/NBK1223/      
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    Interpretation of Results 
 The identifi cation of a pathologic mutation in a symptomatic 
proband is diagnostic.  

    Laboratory Issues 
 No commercial in vitro diagnostic test kits or formal profi -
ciency testing are currently available.   

    Amyotrophic Lateral Sclerosis 
and Frontotemporal Degeneration 

    Molecular Basis of Disease 
 Amyotrophic lateral sclerosis (ALS) is a progressive neurode-
generative condition affecting upper and lower motor neurons 
characterized by rapidly progressive weakness, hyperrefl exia, 
spasticity, muscle wasting, and fasciculations, usually leading 
to death in a few years. The peak incidence of ALS is in the 
sixth decade for sporadic cases (SALS, 90 %), and 10 years 
earlier for the 5–10 % of familial cases (FALS) [ 13 ]. 

 Frontotemporal degeneration (FTD) is a neurodegenera-
tive disorder characterized clinically by progressive changes 
in social, behavioral, and/or language function and patho-
logically by degeneration of the frontal and/or anterior tem-
poral lobes. Clinical and pathologic phenotypes of FTD are 
heterogeneous, with several subtypes recognized depending 
on the most prominent clinical manifestation. In contrast to 
AD, memory is relatively preserved in FTD until late stages 
of disease. FTD accounts for 5–15 % of all dementia and is 
the second most common cause in the presenile age group. A 
subset of patients with FTD have associated motor neuron 
disease or parkinsonism. Onset is usually between 35–75 
years of age and a family history of a similar disease is pres-
ent in approximately 40 % of patients. 

 About 5 % of patients with ALS also have clinically docu-
mented FTD, and up to 30–50 % have milder evidence of 
executive dysfunction, supporting the hypothesis that at least 
in a majority of cases, FTD and ALS are part of a disease 
continuum. The presence of pathological deposits of TDP- 
43 in most cases of ALS, in most cases with overlap between 
FTD and ALS (FTD-ALS), and in most cases of FTD pro-
vides a potential unifying mechanistic link [ 14 ]. Mutations 
in the gene coding for TDP-43 ( TARDBP ) cause FALS in a 
1–4 % of families. 

 The fi rst gene to be identifi ed in ALS is associated with 
the ALS1 locus. The  SOD1  gene encodes copper-zinc 
superoxide dismutase, a metalloenzyme consisting of 153 
amino acids with both copper and zinc binding sites. SOD1 
catalyzes the conversion of superoxide anions to hydrogen 
peroxide and molecular oxygen and, as such, is thought to 
have a protective function in the cell by preventing oxida-
tive damage caused by the accumulation of free radicals. 
More than 100 mutations have been reported in the  SOD1  

gene, with one, A5V (previously known as A4V), account-
ing for approximately 50 % of all mutations found in North 
American families. Approximately 20 % of patients with 
FALS and 3 % of patients with SALS have  SOD1  muta-
tions [ 13 ]. Incomplete penetrance has been documented in 
some families. Table  18.3  includes the gene products, 
chromosomal location, and clinical features of other ALS-
related genes.

   Several different genes and chromosomal loci have been 
associated with FTD, primarily with an autosomal dominant 
inheritance. Mutations in the microtubule (MT)-associated 
protein tau ( MAPT ) are responsible for 10–20 % of familial 
cases, and all these have tau-based neuropathology. The 
main function of these proteins is to stabilize the MTs and to 
promote MT assembly by binding to tubulin. More than 40 
mutations in  MAPT  have been associated with FTD [ 3 ]. 
These cause disease by either altering the MT-binding prop-
erties of tau or by altering the splicing of exon 10 of  MAPT , 
which alters the ratio of isoforms with 3 or 4 microtubule 
binding repeats. 

 A number of other FTD families with linkage to the same 
region on chromosome 17 as  MAPT  (17q21) but with no 
identifi able  MAPT  mutation and no signifi cant tau pathology 
demonstrate mutations in the progranulin ( GRN ) gene, 
including frameshift, nonsense, and splice-site mutations. 
Progranulin (PGRN) is a 593 amino acid-secreted growth 
factor known to play a role in central nervous system devel-
opment. The underlying disease mechanism is likely due to 
loss-of-function leading to protein haploinsuffi ciency, and 
the end point is TDP-43 neuropathology.  GRN  mutations 
account for approximately 20 % of familial FTD. 

 In 2011, GGGGCC hexanucleotide repeat expansions in 
the fi rst intron of the  C9orf72  gene were identifi ed as the 
most common genetic cause of both FTD and ALS [ 15 ,  16 ]. 
Normal individuals have between 2 and 32 GGGGCC 
repeats, whereas affected individuals with expansions usu-
ally have more than several hundred repeats [ 17 ]. The aver-
age mutation frequencies in North Americans and Europeans 
are 37 % for FALS, 6–7 % for SALS, 21–25 % for familial 
FTD, and 6 % for sporadic FTD (  http://www.omim.org/
entry/614260    ). Penetrance of the mutation is high, with 90 % 
of people with an expansion having onset of symptoms by 
age 70 years. No clear relationship between phenotype and 
expansion size has been determined. ALS patients with a 
 C9orf72  expansion have earlier age of onset and reduced 
survival compared to ALS patients without an expansion.  

    Clinical Utility of Testing 
 Within the context of a high degree of clinical suspicion and 
the documentation of a positive family history, clinical molec-
ular testing for most of the above ALS and FTD related genes 
has demonstrable utility. Confi rmation of a pathologic muta-
tion in a proband will establish a diagnosis and clarify the 
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mode of inheritance such that both presymptomatic testing for 
appropriate family members and prenatal testing for at-risk 
pregnancies could be offered. Clinical testing for a  C9orf72  
hexanucleotide repeat expansion can help to confi rm the diag-
nosis of ALS or FTD and be used for screening and genetic 
counseling of patients and family members after an affected 
family member has been found to carry an expansion.  

    Available Assays 
 Direct DNA sequencing analysis is most commonly used for 
ALS related genes ( SOD1 ,  ALS2 , etc.), as well as for  GRN  
and  MAPT . When the mutation is known in the proband, 
directed sequencing is preferred in the screening of family 
members. Next-generation sequencing as well as Sanger 
sequencing panels that include many of these genes are currently 

   Table 18.3    Molecular genetic classifi cation of amyotrophic lateral sclerosis (ALS) and frontotemporal lobar degeneration (FTD)   

  Locus name    Gene    Gene product    Chromosomal location    Inheritance pattern    Clinical presentation  

 ALS1   SOD1   Superoxide dismutase 
(Cu-Zn) 

 21q22.1  Autosomal dominant  20 % of FALS 

 ALS2   ALS2   Alsin  2q33  Autosomal recessive 

 ALS3   ALS3   Unknown  18q21  Autosomal dominant  FALS 

 ALS4   SETX   Senataxin  9q34  Autosomal dominant  Juvenile motor 
neuropathy with 
pyramidal features 

 ALS5   ALS5   Unknown  15q15  Autosomal recessive  Juvenile ALS 

 ALS6   FUS / TLS   RNA-binding protein FUS  16p11.2  Autosomal recessive  ALS with or without 
FTD 

 ALS7   ALS7   Unknown  20p13  Autosomal dominant  Incomplete 
penetrance 

 ALS8   VAPB   Vesicle-associated 
membrane protein- 
associated protein B/C 

 20q13.32  Autosomal dominant  Finkel type SMA 

 ALS9   ANG   Angiogenin  14q11.2  Autosomal dominant  FALS 

 ALS10   TARDBP   TDP-43  1p36.22  Autosomal dominant  1–4 % of FALS; ALS 
with or without FTD, 
FTD 

 ALS 11   FIG4   Sac domain containing 
inositol phosphatase 3 

 6q21  Autosomal dominant  ALS, Yunis–Varon 
syndrome, CMT 4J 

 ALS12   OPTN   Optineurin  10p13  Autosomal recessive  FALS 

 ALS13   ATXN2   Ataxin-2  12q24.12  Autosomal dominant  SCA2 

 ALS14   VCP   Valosin-containing protein  9p13.3  Autosomal dominant  ALS with or without 
FTD, IBMPFD 

 ALS15   UBQLN2   Ubiquilin-2  Xp11.21  X-linked  ALS with or without 
FTD 

 ALS17   CHMP2B   Chromatin-modifying 
protein 2B 

 3p11.2  Autosomal dominant  FALS/familial FTD 

 ALS18   PFN1   Profi lin-1  17p13.2  Autosomal dominant  FALS 

 C9FTD/ALS   C9orf72   Uncharacterized protein 
C9orf72 

 9p21.2  Autosomal dominant  Noncoding GGGGCC 
hexanucleotide 
repeat, 23–30 % of 
FTD/ALS 

 CHCHD10- 
ALS/FTD 

  CHCHD10   Coiled-coil-helix-coiled-
coil- helix domain- 
containing protein 10, 
mitochondrial 

 22q11.23  Autosomal dominant  ALS, mitochondrial 
myopathy, SMA 
Jokela type 

 FTD-MAPT   MAPT   Tau protein  17q21  Autosomal dominant  FTD 

 FTD-GRN   GRN   Progranulin  17q21  Autosomal dominant  FTD 

  Sources: http://www.ncbi.nlm.nih.gov/books/NBK1450/, http://omim.org/entry/600274  AD  Autosomal dominant,  AR  Autosomal recessive,  ALS  
amyotrophic lateral sclerosis,  CMT  Charcot-Marie-Tooth syndrome,  FALS  familial amyotrophic lateral sclerosis,  FTD  frontotemporal dementia,  
 IBMPFD  inclusion body myopathy with early onset Paget disease and frontotemporal dementia,  SCA2  spinocerebellar ataxia type 2,  SMA  spinal 
muscular atrophy   
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available. The hexanucleotide expansion in  C9orf72  uses a 
combination of PCR-based amplifi cation for normal alleles 
with expansion analysis, usually by Southern blot analysis, 
for homozygous PCR results, and is available at most refer-
ence laboratories.  

    Interpretation of Test Results 
 The identifi cation of a pathogenic mutation in any of the 
above genes in a symptomatic proband is considered diag-
nostic. However, negative results must be interpreted with 
caution, because not all genetic causes of ALS and FTD have 
been identifi ed. Once a mutation has been identifi ed in the 
proband, directed gene mutation testing can be performed in 
affected family members as well as in unaffected adult fam-
ily members who wish to know their mutation status, after 
presymptomatic genetic counseling with a certifi ed genetic 
counselor. Prenatal testing may be considered; however, it is 
important to note that onset of disease is in the adult years 
and is variable. In addition, penetrance may not be 100 % 
with all mutations. 

 Normal, nonpathogenic alleles of  C9orf72  contain 
between 2 and 32 hexanucleotide repeats at this locus, 
while pathogenic expansions contain from 32 to >1,000 
repeats. The clinical signifi cance of alleles with 20–32 
repeats is currently unclear and should be interpreted with 
caution.  

    Laboratory Issues 
 Formal profi ciency testing is not available for any of these 
ALS/FTD associated genes.   

    Huntington Disease 

    Molecular Basis of Disease 
 Huntington disease (HD) is an autosomal dominant neurode-
generative disorder clinically characterized by the presence 
of choreiform movements, psychiatric symptoms, and cogni-
tive decline. While > 90 % of HD patients become symptom-
atic in adulthood, 5–10 % present before the age of 20 years 
(juvenile-onset) which is frequently associated with inheri-
tance of the mutant allele from a symptomatic father. Unlike 
the adult-onset form, juvenile-onset HD is generally charac-
terized by the presence of rapidly progressive rigidity, sei-
zures, ataxia, dystonia, and intellectual decline [ 18 ]. 

 The Huntington gene ( HTT ,  formerly IT15 ) is at chromo-
somal location 4p16.3. The gene spans more than 200 kilo-
bases (kb) and contains 67 exons.  HTT  encodes a 3,142 amino 
acid protein with an approximate molecular weight of 
350 kilodaltons (kDa) that shares no known homologies with 
other characterized proteins. HD is caused by a toxic gain-
of- function mechanism associated with the expansion of a 
polyglutamine tract within the protein that is translated from 

a CAG repeat region within exon 1 of the gene. The CAG 
repeat length is highly polymorphic in the general popula-
tion, with the largest normal allele currently defi ned as carry-
ing ≤26 CAG repeats. Alleles carrying ≥40 CAG repeats are 
considered diagnostic, since they have never been identifi ed 
in the absence of HD pathology. Alleles with 27–35 CAG 
repeats are defi ned as “mutable normal or intermediate 
alleles.” While alleles in this size range have yet to be con-
vincingly associated with an HD phenotype, they can be 
meiotically unstable in sperm and result in the expansion of 
paternally derived alleles. Alleles of 36–39 CAG repeats are 
defi ned as “HD alleles with reduced penetrance,” as they 
have been found in both clinically as well as neuropathologi-
cally confi rmed HD patients and in elderly asymptomatic 
individuals [ 19 ].  

    Clinical Utility of Testing 
 As HD is largely a genetically homogeneous disease, molecu-
lar testing has been routinely utilized for confi rmatory, pre-
dictive, and prenatal purposes. Professional standards strongly 
encourage that predictive test should be offered only to indi-
viduals 18 years of age or older. The recommended multidis-
ciplinary presymptomatic protocol includes pretest counseling 
and evaluation by a clinical geneticist, genetic counselor, psy-
chologist or psychiatrist, and neurologist over several visits, 
with the option to not receive test results even after testing has 
been completed. With few exceptions, interpretation of labo-
ratory results is unambiguous and the resulting genetic coun-
seling consultations follow those for other autosomal 
dominant adult-onset disorders. Prenatal testing can be per-
formed using amniotic fl uid cells or chorionic villus samples 
after a molecular diagnosis of HD in the family. Maternal cell 
contamination studies should be performed on every prenatal 
sample to confi rm the fetal origin of the tested sample [ 19 ].  

    Available Assays 
 The presence of CAG repeat expansions can be determined 
by both PCR and Southern blot methods. For PCR, several 
sets of primers, assay conditions, amplicon separation, and 
detection techniques have been published. Regardless of the 
particular PCR test method employed, optimization of the 
assay conditions and post-PCR analyses is essential to ensure 
accurate and unambiguous quantitation of the HD CAG 
repeat length (Fig.  18.1 ), given that sizing anomalies have 
been observed in analyses utilizing agarose, capillary, and 
denaturing polyacrylamide gel electrophoretic (PAGE) 
methods [ 19 ]. As such, accurate quantitation of patient 
amplicon sizes should be empirically determined by com-
parison to appropriate external or internal standards [ 19 ].

   As the length of the polymorphic CAG repeat alone is 
associated with HD, testing must be designed to amplify 
only the CAG repeat and not an adjacent CCG repeat [ 19 ]. 
The CCG repeat, which lies 12 base pairs (bp) 3′ of the HD 
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CAG repeat, is also polymorphic and as a result may lead to 
diagnostic inaccuracies for both normal and HD allele siz-
ing. Furthermore, polymorphisms surrounding or within the 
CAG tract have been identifi ed with a collective frequency 
of approximately 1 %. These nucleotide substitutions can be 
categorized into two groups: (1) those that modify primer- 
annealing sites and (2) those that result in the loss of 
sequence interruption between the CAG and CCG repeat 
tracts. With the fi rst category, nucleotide changes may result 
in the misinterpretation of genotyping data due to an allele-
specifi c amplifi cation failure associated with improper 
primer annealing. In the second category, rare A to G substi-
tutions within the intervening 12 bp segment between the 
CAG and CCG tracts can result in increased meiotic insta-
bility of the tract as well as miscalculation of uninterrupted 
CAG repeat length based on conventional calculation 
 formulas [ 19 ]. 

 Triplet-repeat primed PCR (TP PCR) allows for the rapid 
identifi cation of large pathogenic repeats refractory to con-
ventional PCR amplifi cation by using a chimeric PCR 
approach that generates different sized amplicons due to mul-
tiple annealing sites on the template [ 22 ]. The forward primer 
is fl uorescently labeled and the design of the chimeric reverse 
primer introduces nonspecifi c DNA amplifi cation by hybrid-

ization to multiple sites within the expanded region originating 
PCR products of varying sizes. Capillary electrophoresis is 
used to separate the products and the true alleles are easily 
distinguished as the highest peaks, with a stutter peak of 
decreasing amplitude seen when an expanded allele is too 
large to be amplifi ed by the assay (usually >101 repeats). 

 Southern blot methods, although not generally used for 
routine diagnostic testing, often are essential for the identifi -
cation or confi rmation of very large expansions typically 
associated with juvenile-onset HD. Furthermore, Southern 
blot or TP PCR may be used for confi rmation testing of 
patients (generally children) who appear to be homozygous 
for two normal-sized alleles [ 19 ].   

    Interpretation of Test Results 
 PCR testing for the HD CAG repeat has a reported sensitiv-
ity of 99 % [ 23 ]. The remaining 1 % of patients represent HD 
phenocopies, and to date at least two distinct genetic loci, 
 HDL1  which corresponds to the prion protein gene  PRNP  
(  http://www.omim.org/entry/176640#0001    ) and  HDL2  
which is discussed below in the section on dystonia, have 
been identifi ed. Testing specifi city is nearly 100 % [ 24 ]. In 
summary, the interpretative challenges in HD testing are pri-
marily related to the need to recognize that CAG ranges and 
descriptors may be modifi ed over time. For reporting of HD 
results, the American College of Medical Genetics and 
Genomics (ACMG) has recently established updated guide-
lines regarding the defi nitions of CAG repeat range descrip-
tors and interpretative guidelines for test reporting and 
genetic counseling purposes [ 19 ].  

    Laboratory Issues 
 CAP offers HD profi ciency challenges twice per year as part 
of the CAP/ACMG Molecular Genetics Laboratory (MGL2) 
Survey. Genotyped HD patient DNA for use as controls can 
be obtained from the Coriell Cell Repositories (Camden, NJ; 
  http://ccr.coriell.org/    ).  

    Autosomal Dominant Cerebellar Ataxias 
and Friedreich Ataxia 

    Molecular Basis of Disease 
 The autosomal dominant cerebellar ataxias (ADCAs) or spi-
nocerebellar ataxias (SCAs) represent a clinically and genet-
ically heterogeneous group of neurological disorders with an 
autosomal dominant mode of inheritance. To date, at least 35 
distinct loci have been identifi ed, and clinical testing is pres-
ently available for most in which a causative gene has been 
identifi ed. Because the collective incidence of these disor-
ders is high in both unselected and selected ataxia cohorts 
[ 25 ,  26 ] and the degree of clinical overlap among the various 
ADCAs is extensive, molecular genetic testing is a valuable 

  Figure 18.1    PCR genotyping of the Huntington disease polymorphic 
CAG repeat utilizing  32 P-dCTP incorporation and the Al/C2 primer pair 
[ 20 ,  21 ]. Separation and sizing of alleles was performed on a 
35 cm × 43 cm 6 % denaturing polyacrylamide gel followed by autora-
diography. The numbers of CAG repeats in each of the two alleles for 
patients in  lanes 1–11  are 17 and 44, 17 and 17, 17 and 18, 17 and 44, 
17 and 25, 19 and 45, 15 and 19, 15 and 40, 22 and 45, 20 and 24, and 
15 and 45, respectively       
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diagnostic tool. Most of the molecularly characterized 
ADCAs (dentatorubro pallidoluysian atrophy or DRPLA 
and SCA1, 2, 3, 6, 7, 8, 10, 12, 17, 31, and 36) are associated 
with reiterated repeat expansion mutations and neuropatho-
logically share the presence of inclusions or aggregates. 
DRPLA and SCA1, 2, 3, 6, 7, 12, and 17 are associated with 
CAG trinucleotide repeat expansion, and SCA8 with a CTG 
trinucleotide repeat expansion. SCA10 is associated with an 
ATTCT pentanucleotide repeat expansion, SCA31 with a 
TGGAA pentanucleotide repeat expansion, and SCA36 with 
a GGCCTG hexanucleotide repeat expansion (Table  18.4 ). 
In general, larger repeat expansions correlate with earlier 
onset of disease and greater severity of disease symptoms. 
Also, expanded repeats are less stable and can change, and 
usually to a larger size of the repeat, when passed on to the 
next generation. This repeat expansion with passage to the 
next generation results in the clinical phenomenon of antici-
pation, which is the observation of an earlier age of onset and 
more severe disease when an expansion is passed on to the 
next generation.

   In the majority of the ADCAs, the location of the repeat 
region is exonic (DRPLA and SCA1, 2, 3, 6, 7, and 17), and 
the mechanism of disease pathogenesis (with the exception 
of SCA6) is thought to involve a toxic gain of function in the 
protein. Genes associated with polyglutamine expansion 
ADCAs are involved in RNA metabolism, chromatin struc-
ture, transcription regulation, glutamate transmission, mito-
chondrial function, and their dysfunction can lead to the 
toxic accumulation of aggregates and intranuclear inclu-
sions. The non-polyglutamine expansion ADCAs (SCA8, 
10, 12, and 31) demonstrate expansions in noncoding regions 
which also can trigger a gain of function mechanism. These 
genes are associated with chromatin structure, RNA metabo-
lism, mitochondrial function, and toxic accumulation of pro-
tein and RNA aggregates. The rest of the ADCAs, not 
associated with repeat expansion, are linked to conventional 
mutations, such as missense point mutations, insertions, and 
deletions. The genes involved in the ADCAs without repeat 
expansions are responsible for calcium homeostasis, gluta-
mate transmission, mitochondrial function, axonal transport, 
tau metabolism, and potassium transmission [ 27 ]. 

 Friedreich ataxia (FRDA) is the most common form of 
hereditary ataxia, with a prevalence of approximately 2–4 
per 100,000 and a carrier frequency of approximately 1 in 
90. The disease has an autosomal recessive mode of inheri-
tance. FRDA is clinically characterized by the onset of gait 
and limb ataxia before the age of 25 years, decreased deep 
tendon refl exes, dysarthria, pyramidal signs, Babinski 
responses, and decreased position or vibration sense (or 
both) in the lower limbs. Approximately 65 % of patients 
also develop a cardiomyopathy, while approximately 10 % 
of patients develop diabetes. Atypical clinical presentations 
have been reported in approximately 25 % of patients and 

generally have included later ages of onset (after 25 years of 
age), retained refl exes, and slower disease progression. In 
addition, genetically confi rmed patients with more complex 
phenotypes have recently been reported and include 
 individuals with idiopathic spastic paraparesis, motor and 
sensory neuropathy, limb and axial dystonia, and chorea with 
myoclonus [ 28 ]. FRDA is caused by mutations in the  FXN  
gene that encodes the 210 amino acid protein frataxin that 
localizes to the mitochondrial inner membrane, where it is 
required for mitochondrial iron homeostasis. Approximately 
90–94 % of patients are homozygous for GAA expansion 
mutations within intron 1 of  FXN , whereas 6–10 % of 
patients are compound heterozygotes for a GAA expansion 
on one allele and an inactivating point mutation or deletion 
on the other. As opposed to what occurs in most ADCA with 
trinucleotide repeat expansion, FRDA is not associated with 
the phenomenon of genetic anticipation [ 29 ]. 

 Ataxia-telangiectasia (AT) is an autosomal recessive, 
early onset, progressive cerebellar ataxia with characteristic 
oculomotor apraxia, choreoathetosis, conjunctival telangiec-
tasias, immunodefi ciency, and increased risk for leukemia, 
lymphoma, and other malignancies. AT is caused by homo-
zygous or compound heterozygous mutations in the  ATM  
gene, encoding the ATM serine/threonine kinase protein. 
Mutations include missense, nonsense, and splice site muta-
tions, small intragenic deletions/insertions, and, in 1–2 % of 
cases, large genomic deletions. Of note, in AT, DNA 
sequence analysis of  ATM  in search of mutations may have 
lower sensitivity than immunoblotting for intracellular ATM 
protein depletion [ 30 ].  

    Clinical Utility of Testing 
 The utility of offering testing for the molecularly character-
ized hereditary ataxias is very high. For the ADCAs with 
well-characterized genetic loci, diagnostic, predictive, as 
well as prenatal testing is available. Although allelic hetero-
geneity has been reported in FRDA (i.e., point mutations in 
compound heterozygotes), the vast majority of FRDA 
patients have homozygous expansions of the GAA repeat; 
hence, diagnostic, predictive, and prenatal testing also is 
available. As is the case with HD, predictive testing for the 
ADCAs should be offered only to individuals who have 
reached the statutory age of majority (generally 18 years). 
Before testing is performed for an asymptomatic family 
member at risk, a formal multidisciplinary predictive testing 
protocol, similar to the one utilized for HD predictive testing, 
should be offered to those desiring determination of their 
carrier status. Again, with few exceptions, interpretation of 
the laboratory result is unambiguous, and the resulting 
genetic counseling consultations follow those for other auto-
somal dominant adult-onset disorders. For FRDA and AT 
families, appropriate counseling consistent with an autoso-
mal recessive pattern of inheritance is required. AT patients 
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   Table 18.4    Molecular genetic classifi cation of the autosomal dominant cerebellar ataxias (ADCA) and selected autosomal recessive ataxias   

  Locus name    Gene    Gene product    Chromosomal location    Key information  

 SCA1   ATXN1   Ataxin-1  6p22.3  Peripheral neuropathy, 
(CAG)  n   trinucleotide repeat 

 SCA2   ATXN2   Ataxin-2  12q24.12  Peripheral neuropathy, 
dementia, (CAG)  n   
trinucleotide repeat 

 SCA3   ATXN3   Ataxin-3  14q32.12  Machado–Joseph disease, 
most common ADCA 
worldwide, (CAG)  n   
trinucleotide repeat 

 SCA4  –  Unknown  16q22.1  SCA with sensory axonal 
neuropathy; same region but 
not allelic with SCA31 

 SCA5   SPTBN2   Spectrin, beta, non-erythrocytic 
2 

 11q13.2  Early onset and slow 
progression, point mutations 
and deletions 

 SCA6   CACNA1A   P/Q-type voltage-gated calcium 
channel, transmembrane 
pore-forming alpha 1A subunit 

 19p13.2  Very slow progression, 
sometimes episodic ataxia, 
(CAG)  n   trinucleotide repeat 

 SCA7   ATXN7   Ataxin-7  3p14.1  SCA with pigmentary macular 
dystrophy, (CAG)  n   
trinucleotide repeat 

 SCA8   ATXN8 ,  ATXN8OS   Ataxin-8, Ataxin-8 opposite 
strand 

 13q21  ‘CTG*CAG’ complementary 
repeat expansion of both genes 

 SCA10   ATXN - 10   Ataxin-10  22q13.31  (ATTCT)  n   repeat 

 SCA11   TTBK2   Tau tubulin kinase-2  15q15.2  Relatively pure SCA, 
insertions/deletions 

 SCA12   PPP2R2B   Protein phosphatase PP2A, 
regulatory subunit beta 

 5q32  SCA with early tremor, 
(CAG)  n   trinucleotide repeat 

 SCA13   KCNC3   Potassium channel, voltage- 
gated, Shaw-related member 3 

 19q13.33  Point mutations 

 SCA14   PRKCG   Protein kinase C, gamma  19q13.42  Missense mutations, deletions 

 SCA15   ITPR1   Inositol 1,4,5-triphosphate 
(IP3) receptor type 1 

 3p26.1  Very slow progression, point 
mutations, and deletions 

 SCA17   TBP   TATA box-binding protein  6q27  SCA with seizures, psychiatric 
and cognitive symptoms; 
trinucleotide repeat encoding 
glutamine (CAG or CAA) 

 SCA18   SCA18   Unknown  7q22-q32  SCA with early sensory/motor 
neuropathy 

 SCA19/22   KCND3   Potassium channel, voltage- 
gated, Shal-related member 3 

 1p13.2  Point mutations, deletions 

 SCA20  –  –  11q12  SCA with early dysarthria and 
dysphonia, 260 kb contiguous 
gene duplication 

 SCA21   TMEM240   Transmembrane protein 240  1p36.33  SCA with cognitive 
impairment, point mutations 

 SCA23   PDYN   Prodynorphin  20p13  Point mutations 

 SCA25   SCA25   Unknown  2p21-p13 

 SCA27   FGF14   Fibroblast growth factor-14  13q33.1  Point mutations, deletion 

 SCA28   AFG3L2   ATPase family gene 3-like 2  18p11.21  Point mutations, autosomal 
dominant; allelic with AR 
spastic ataxia 5 

 SCA29   ITPR1   Inositol 1,4,5-triphosphate 
(IP3) receptor type 1 

 3p26.1  Congenital nonprogressive 
cerebellar ataxia, missense 
mutations 

(continued)

M. Martinez-Lage



271

and their families require genetic counseling and additional 
screening due to the increased risk of developing cancer, 
which also is a risk for unaffected carriers.  

    Available Assays 
 Detection and quantitation of the repeat expansions associ-
ated with the ADCAs can be determined by both PCR and 
Southern blot methods, and the choice of methodology is 
dependent on the characteristic size range for the disease- 
specifi c expansion mutation. For example, very large expan-
sions, such as those routinely seen in SCA10, require 
Southern blot analysis, whereas those seen in other ADCAs 
(SCA6, for example) are amenable to detection by routine 
PCR analysis. Some notable exceptions, however, are 
described below. As noted above for HD, regardless of the 
particular PCR method used, assay conditions and post-PCR 
analyses should be optimized to ensure accurate and unam-
biguous quantitation of repeat length. Furthermore, CAG 
sizing anomalies for ADCA testing also have been observed 
in comparative studies of capillary and denaturing PAGE 
methods. As such, accurate quantitation of patient amplicon 
sizes should be empirically determined by comparison to 
appropriate external or internal standards. 

 One of the important methodological considerations for 
quantitation of expansion mutations in general is the recog-
nition of the existence of “extreme expansions” associated 

with several of the SCAs. For example, both the infantile and 
juvenile-onset forms of SCA2 and SCA7 have been associ-
ated with large, or “extreme,” expansions generally greater 
than 200 CAG repeats [ 31 ]. In a situation that is analogous to 
the large expansions of juvenile-onset HD, these alleles can 
be refractory to PCR amplifi cation or diffi cult to separate 
using conventional PAGE. Test results that are apparently 
“homozygous normal” genotypes in infants or children with 
a high index of clinical suspicion of SCA2 or SCA7 should 
be confi rmed using a Southern blot test that can detect large 
expansions (Fig.  18.2 ) [ 32 ]. As discussed above in reference 
to HD, TP-PCR is a novel, rapid and robust technique that 
can be used to detect large trinucleotide repeats in FRDA and 
ADCAs (SCA1, 2, 3, 6, 7, 8, and 17).

   Analysis of the FRDA GAA expansion mutation is gen-
erally performed by long-template PCR (Fig.  18.3 ) or by 
Southern blot analysis. Although the fi delity of this assay is 
high, PCR artifacts resembling expansions can be seen, par-
ticularly in samples with two normal-sized alleles 
(Fig.  18.3a , lane 4). The expansion artifacts are thought to 
be heteroduplexes, as they do not appear when amplicons 
are analyzed under denaturing conditions. These artifacts 
should not result in signifi cant diagnostic errors for patients 
who are clearly heterozygous for two normal-sized alleles, 
as the intensity of the true alleles is usually much greater 
than that of the heteroduplexes. Ambiguities may remain, 

Table 18.4 (continued)

  Locus name    Gene    Gene product    Chromosomal location    Key information  

 SCA31   BEAN1   Brain-expressed associated 
with NEDD4 

 16q21  Common in Japan, (TGGAA)  n   
pentanucleotide repeats, same 
region but not allelic with 
SCA4 

 SCA35   TGM6   Transglutaminase-6  20p13  Point mutations 

 SCA36   NOP56   Homolog of S. Cerevisiae 
NOP56 

 20p13  SCA and fasciculations, 
(GGCCTG)  n   hexanucleotide 
repeat 

 DRPLA   ATN1   Atrophin-1  12p13.31  Dentatorubral-pallidoluysian 
atrophy, ataxia, dementia, 
myoclonic epilepsy, and 
choreoathetosis), (CAG)  n   
trinucleotide repeat 

 ATM   ATM   ATM serine/threonine kinase 
(Ataxia-telangiectasia mutated 
gene) 

 11q22.3  Ataxia telangiectasia, AR, 
cerebellar ataxia, 
telangiectasias, immune 
defects, and cancer 
predisposition 

 FRDA   FXN   Frataxin  9q21.11  Friedreich ataxia, AR, slowly 
progressive ataxia with limb 
weakness, arefl exia, sensory 
loss, and cardiomyopathy, 
biallelic (GAA)  n   trinucleotide 
repeat 

  Sources:   http://www.ncbi.nlm.nih.gov/books/NBK1138/    ;   http://omim.org/phenotypicSeries/PS164400     
  AR  autosomal recessive,  SCA  spinocerebellar ataxia  
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however, because the resolution of 1 % agarose gels for 
amplicons in the 500 bp range is limited. These can be clari-
fi ed, if necessary, by either Southern blot or denaturing 
PAGE.

   For screening purposes in a proband with no docu-
mented mutation, given the signifi cant overlap between 
phenotypes in ADCAs, next-generation sequencing panels 
that include multiple genes in a single test have demon-
strated signifi cant value [ 35 ] allowing for a fi nal diagnosis 
in patients that had been negative for multiple single gene 
tests over time. The caveat with this approach however is 
the possibility of novel variants that may need to be proven 
as pathogenic before clinical testing is offered to other fam-
ily members.   

    Interpretation of Test Results 
 PCR tests for the ADCAs have a sensitivity of >99 %, and 
complete testing including Southern blot or TP PCR has a 
sensitivity of close to 100 %. For the reporting of results, 

interpretation of the fi ndings requires the integration of 
available clinical information, repeat size, and its clinical 
descriptor (i.e., normal, intermediate, or abnormal). PCR 
tests for FRDA have a sensitivity of approximately 96 %, but 
the presence of a  FXN  point mutation must be considered in 
patients with a high degree of clinical suspicion and only one 
expanded GAA allele (Fig.  18.3b , lane 3; Fig.  18.4 ). In such 
situations, referral to a laboratory that offers point mutation 
analysis is strongly recommended.

      Laboratory Issues 
 No commercial test kits are available for the ADCAs, FRDA, 
or AT. The CAP offers profi ciency testing twice a year as 
part of the CAP/ACMG MGL Survey (MGL2) that includes 
challenges for several SCAs (1, 2, 3, 6, and 7) as well as 
FRDA.   

    Dystonia 

    Molecular Basis of Disease 
 While the dystonias are not strictly considered a neurode-
generative disease but rather a movement disorder, clinical 
and molecular descriptions of the dystonias have historically 
been found in texts describing neurodegenerative disorders. 
Neuropathological descriptions have traditionally been scant 
due to the scarcity of postmortem material, so the underlying 
histopathology of dystonia is still poorly understood [ 37 ]. 
The dystonias represent a clinically heterogeneous group of 
disorders characterized by sustained involuntary muscle con-
tractions leading to repetitive twisting movements and 
abnormal postures. Many forms of dystonia (Table  18.5 ) can 
be distinguished on a genetic basis and several causative 
genes have been identifi ed [ 38 ].

   Dystonias are classifi ed clinically into isolated and com-
bined dystonias, where the latter demonstrate additional 
clinical features other than pure dystonia. The presence of 
other neurological symptoms such as parkinsonism, myoc-
lonus, and dyskinesia defi ne some of these combined dysto-
nias. In addition, dystonia can be a prominent characteristic 
in other complex neurodegenerative disorders that can pres-
ent both in childhood and in the adult, some of which are 
documented in Table  18.5  [ 38 ]. The isolated dystonias 
encompass three forms: DYT1, DYT6, and DYT25, all of 
which have an autosomal dominant pattern of inheritance. 
DYT1, also known as early-onset primary dystonia, is usu-
ally associated with reduced penetrance, since only 30 % of 
heterozygotes for a pathogenic variant of the gene will 
develop the disease. Essentially all patients with DYT1 
(>99.9 %) have a 3 bp deletion (GAG) in the  TOR1A  gene, 
at chromosomal location 9q34 and encoding a 332 amino 
acid protein called torsin-1A. Torsin-1A is a member of the 
AAA super-family of ATPases prominently expressed in the 

  Figure 18.2    Molecular testing for the SCA2 CAG repeat. ( a ) PCR 
genotyping of the SCA2 polymorphic CAG repeat utilizing the UH13/
UH10 primer pair [ 33 ] is shown for two related patients ( lane 1 : mother; 
 lane 2 : son) with adult-onset and juvenile-onset SCA2, respectively 
[ 31 ]. Separation and sizing of alleles was performed on a 35 cm × 43 cm 
6 % denaturing polyacrylamide gel followed by autoradiography. The 
numbers of CAG repeats in each of the two alleles are 22 and 45 for the 
affected mother ( lane 1 ), 23 and approximately 350 for the affected son 
( lane 2 ), and 22 and 22 for a normal unaffected control ( lane 3 ). ( b ) 
PCR-Southern blot analysis [ 32 ] of the same mother-son samples 
shown in ( a ), confi rming the presence of the extreme expansion in the 
affected son. Allele sizes are 22 and 45 for the affected mother ( lane 1 ), 
23 and approximately 350 for the affected son ( lane 2 ), and 23 and 
approximately 400 for a positive extreme expansion control ( lane 3 ). 
(( b ) Courtesy of Dr. Karen Snow-Bailey, Auckland District Health 
Board, Auckland, New Zealand)       
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  Figure 18.3    PCR analysis of the Friedreich ataxia (FRDA) polymor-
phic 4,000 bp GAA expansion mutation utilizing the 104F/629R primer 
pair [ 34 ] and the Expand Long Template PCR System (Roche 
Diagnostics, Mannheim, Germany). ( a )  Lane 1 : 100 bp step ladder 
G6951 (Promega, Madison, WI);  lane 2 : 100 bp ladder G2101 
(Promega);  lane 3 : 2,000 bp FRDA carrier with approximately 850 
GAA repeats;  lane 4 : normal individual with allele sizes of 9 and 26 
GAA repeats;  lane 5 : FRDA patient with allele sizes of approximately 
800 and 900 GAA repeats;  lane 6 : FRDA carrier with approximately 

450 GAA repeats;  lane 7 : normal control. ( b )  Lane 1 : 100 bp step lad-
der G6951 (Promega);  lane 2 : FRDA compound heterozygote (see 
Fig.  18.4 ) with approximately 1,000 GAA repeats;  lane 3 : FRDA 
patient with allele sizes of approximately 800 and 900 GAA repeats; 
 lane 4 : FRDA carrier with allele sizes of 9 and 88 GAA repeats (con-
fi rmed by DNA sequencing). PCR products were separated through 
1 % agarose on a 10.5 cm × 14 cm horizontal gel and the alleles visual-
ized after ethidium bromide staining       

  Figure 18.4    Example test results for Friedreich ataxia (FRDA). ( a ) SSCP 
analysis of the  FXN  gene exon 1 amplicon revealing the presence of abnor-
mal conformers in two FRDA compound heterozygotes.  Lanes 1  and  2 , 
exon 1 amplicon from a normal control;  lane 3 , FRDA compound hetero-
zygote carrying a G→A transition at nucleotide 3 of the  FXN  gene [ 36 ]; 

 lanes 4  and  5  (duplicate), FRDA compound heterozygote carrying an 
A→C transversion at nucleotide 1 of the  FRDA  gene. ( b ,  c ) Representative 
exon 1 electropherograms from a normal individual ( b ) and the 3G→A/
GAA 1000  FRDA compound heterozygote ( c ) shown in ( a ),  lane 3 , confi rm-
ing the presence of the mutation in the heterozygous state (↕)       
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    Table 18.5    Molecular genetic classifi cation of the inherited (monogenic) dystonias   

  Locus name    Gene    Gene product  
  Chromosomal 
location  

  Inheritance 
pattern    Key information  

  Isolated dystonias  
 DYT1   TOR1A   Torsin-1A (part of the AAA 

family of ATPases) 
 9q34.11  Autosomal 

dominant 
 Primary torsion dystonia with 
early-onset generalized dystonia, 
3 bp deletion, GAG (delE302/303) 
most common change 

 DYT6   THAP1   THAP domain containing 
protein 1 

 8p11.21  Autosomal 
dominant 

 Adolescent-onset dystonia 

 DYT25   GNAL   Guanine nucleotide- binding 
protein, alpha-activating 
activity polypeptide, 
olfactory type 

 18q11.21  Autosomal 
dominant 

 Adult onset cranial-cervical dystonia 

  Dystonia plus parkinsonism  
 DYT3   TAF1   TATA-binding protein 

(TBP)-associated factor-1 
gene 

 Xq13.1  X-linked  Filippino founder effect, caused by a 
retrotransposon insertion 

 DYT5a/14   GCH1   GTP cyclohydrolase-1  14q22.1-q22.2  Autosomal 
dominant 

 Childhood-onset dopa-responsive 
dystonia 

 DYT5b   TH   Tyrosine hydroxylase  11p15.5  Autosomal 
recessive 

 Infantile-onset dopa-responsive 
dystonia (Segawa syndrome) 

 Not assigned   SPR   Sepiapterin reductase  2p13.2  Autosomal 
recessive 

 Infantile-onset dopa-responsive 
dystonia 

 DYT12   ATP1A3   Na+/K+ ATPase 
transporting alpha-3 
polypeptide 

 19q13.2  Autosomal 
dominant 

 Rapid-onset dystonia-parkinsonism 

  Dystonia plus myoclonus  
 DYT11   SGCE   Sarcoglycan, epsilon  7q21.3  Autosomal 

dominant 
 Myoclonic dystonia 

  Paroxysmal dystonia plus other dyskinesia  
 DYT8   PKND   Probable hydrolase PNKD 

(formerly MR-1, 
myofi brillogenesis 
regulator-1) 

 2q35  Autosomal 
dominant 

 Paroxysmal nonkinesigenic 
dyskinesia 

 DYT10   PRRT2   Proline-rich transmembrane 
protein 2 

 16p11.2  Autosomal 
dominant 

 Paroxysmal kinesigenic dyskinesia 

 DYT9/18   SLC2A1   Solute carrier family 2 
(facilitated glucose 
transporter) member 1 
(formerly GLUT1) 

 1p34.2  Autosomal 
dominant 

 Paroxysmal exertion-induced 
dyskinesia 

  Complex dystonias: inherited neurodegenerative/metabolic disorders   (  selected  )  
 PKAN   PANK2   Pantothenate kinase 2  20p13  Autosomal 

recessive 
 Neurodegeneration with brain iron 
accumulation 1 or pantothenate 
kinase-associated neurodegeneration 

 WD   ATP7B   ATPase, Cu2+-transporting, 
beta polypeptide 

 13q14.3  Autosomal 
recessive 

 Wilson disease, accumulation of 
intracellular hepatic copper with 
hepatic dysfunction and neurologic 
symptoms 

 HDL2   JPH3   Junctophilin-3  16q24.3  Autosomal 
dominant 

 Huntington disease-like 2, juvenile 
onset, CTG repeat expansion 

  Sources:   http://www.ncbi.nlm.nih.gov/books/NBK1155/    ;   http://omim.org/phenotypicSeries/PS128100      
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substantia nigra pars compacta, and is present in cytoplas-
mic inclusion bodies in the brainstem of patients with con-
fi rmed DYT1 [ 39 ]. 

 DYT5, or dopamine-responsive dystonia (DRD), is clini-
cally characterized by dystonia plus parkinsonism with a dra-
matic response to treatment with levodopa, and is associated 
with mutations in three different genes. Homozygous as well 
as compound heterozygous mutations in the tyrosine hydroxy-
lase (TH) gene at 11p15.5 are associated with the rare autoso-
mal recessive form of DRD known as Segawa syndrome. A 
second form of autosomal recessive DRD is not assigned a 
DYT number, and is associated with mutations in the  SPR  
gene, located at 2p13.2 and encoding the sepiapterin reductase 
protein. The more common autosomal dominant form of DRD 
is associated with mutations in the GTP cyclohydrolase I 
( GCH1 ) gene, at chromosomal location 14q22.1. DYT3 
(X-linked dystonia-parkinsonism, also known as “lubag” from 
the Filipino word for “twisted”) is associated with mutations in 
 TAF1  and is endemic to the Philippines. DYT11, or myoclo-
nus-dystonia, is associated with loss-of- function mutations in 
the ε-sarcoglycan ( SGCE ) gene at 7q21 in a large number of 
families and represents a major locus for myoclonus-dystonia.  

    Clinical Utility of Testing 
 Clinical molecular testing is presently available for several of 
the dystonia genes (see   http://www.ncbi.nlm.nih.gov/gtr/    ).  

    Available Assays 
 Molecular testing can be performed by PCR-RFLP analysis 
of the GAG-containing  DYT1  exon (Fig.  18.5 ). Determination 
of pathologic mutations in  GCH1  requires direct DNA 
sequencing of the gene.

       Interpretation of Test Results 
 Essentially all patients with typical DYT1 carry the GAG 
deletion on one allele, and thus, the test sensitivity 
approaches 100 %. In contrast, the specifi city of the assay 
is 60–70 %, because DYT1 is inherited as an autosomal 
dominant trait with reduced penetrance (30–40 %). 
Counseling of the parents of the proband should include an 
evaluation of their clinical status and consideration of 
molecular testing to determine parental origin of the muta-
tion. The risk of inheriting a  TOR1A  mutation allele from a 
proband is 50 %; however, the probability that the mutation 
carrier will become symptomatic is estimated to be 
30–40 %. Prenatal testing is clinically available for fetuses 
at 50 % risk of inheriting a  TOR1A  mutation allele, once the 
presence of the mutation has been confi rmed in the family. 
New mutations, although rare, have been reported, but the 
de novo mutation rate is unknown. 

 Unlike in DYT1, other dystonia genes show a high fre-
quency of diverse mutations, so clinical testing requires com-
plete gene sequencing and is usually limited to diagnostic 

testing in a proband with the knowledge that testing sensitivity 
may reach only 60 %. If a mutation is detected, carrier testing or 
prenatal testing or both can be considered for family members.  

    Laboratory Issues 
 No commercial test kits are available for dystonia testing. 
Control DNA can be obtained from the Coriell Cell 
Repositories (Camden, NJ;   http://ccr.coriell.org/    ). No formal 
profi ciency testing is available.   
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      Polycystic Kidney Disease       
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    Abstract  

  Polycystic kidney disease (PKD) is a group of monogenic disorders that result in renal cyst 
development, progressive chronic kidney disease, and are associated with extrarenal mani-
festations. The most common form, autosomal dominant PKD (ADPKD), is a multisystem 
disease most often diagnosed in adults and caused by mutations in  PKD1  and  PKD2 . The 
 PKD1  gene product, polycystin-1 (PC1), is a large receptor like protein. The  PKD2  gene 
product, polycystin-2 (PC2)’ is a member of the transient receptor potential family (i.e., 
TRPP2) and is a nonselective cation channel that is permeable to calcium. Both PC1 and 
PC2 are located on non-motile cilia located on virtually all epithelia and other cell types. 

 Autosomal recessive PKD (ARPKD) usually presents during infancy with enlarged kid-
neys and hepatic fi brosis, but patients are increasingly being identifi ed during childhood 
and early adulthood. ARPKD is caused by mutations in  PKHD1 . The protein encoded by 
this gene, polyductin, is localized to the basal body of non-motile cilia and can form a com-
plex with PC2. 

 Molecular genetic testing plays an increasingly important role in the management of 
PKD. In ADPKD, testing enables early diagnosis of patients with inconclusive results by 
kidney imaging; this can clarify the disease status of a prospective related kidney donor. In 
both ADPKD and ARPKD, testing can inform pre-implantation genetic diagnosis (PGD). 
The purpose of this chapter is to review the clinical and laboratory characteristics of these 
disorders and to describe the application of emerging molecular technologies.  
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        Introduction 

 Polycystic kidney disease (PKD) is a group of monogenic 
disorders that result in renal cyst development. Autosomal 
dominant PKD (ADPKD) (OMIM#173900; 173910) is the 
most common inherited renal disease and the fourth most 
common cause of end stage renal disease (ESRD) in adults. 
The prevalence of ADPKD is approximately 1 in 400-1,000 
live births in all races [ 1 ], and affects approximately 12.5 
million individuals worldwide, with 5,000–6,000 new cases 
diagnosed in the USA each year. The age of presentation of 
ADPKD varies largely, ranging from onset in utero with 
enlarged, cystic kidneys to incidental diagnosis in the elderly 
with adequate renal function [ 2 ]. The principal renal mani-
festation of ADPKD is the formation of cysts as a result of 
abnormal proliferation of renal tubular epithelial cells. Cysts 
increase gradually in both size and number, resulting in 
marked kidney enlargement and a progressive decline in 
renal function (Fig.  19.1 ).

   Other common renal manifestations include hyperten-
sion, kidney stones, urinary tract infections, and hematuria. 
Extrarenal manifestations are highly prevalent, including 
cysts in the liver, pancreas, seminal vesicles, and arachnoid 
membranes, cardiac valve abnormalities, and aneurysms. 
These renal and extrarenal abnormalities are a signifi cant 
cause of morbidity and mortality. The mean age of onset of 
hypertension is 20–30 years, usually occurring while renal 
function is still within the normal range; this is approxi-
mately one decade earlier than in the general population with 
essential hypertension [ 3 ]. The prevalence of intracranial 
aneurysm is about fi ve times higher than in the general popu-
lation [ 4 ]. Approximately 50 % of the ADPKD patients 
progress to ESRD by the seventh decade [ 5 ], and account for 
approximately 5 % of all patients requiring hemodialysis or 
kidney transplant [ 6 ]. 

 Autosomal recessive PKD (ARPKD) (OMIM#263200) 
is characterized by non-obstructive dilation of the cortical 
collecting tubule in utero or during the neonatal period, 
resulting in massive renal enlargement. However, a subset 
is increasingly being identifi ed in childhood, adolescence, 
or even adulthood. These cases with later onset diagnosis 
usually have milder kidney disease, but more signifi cant 
complications of liver disease [ 7 ]. This is accompanied by 
a ductal plate malformation of the liver, resulting in con-
genital hepatic fi brosis. Approximately 2–5 % of ADPKD 
patients also present during the neonatal period with sig-
nifi cant morbidity and mortality [ 8 ], and may only be dif-
ferentiated from ARPKD at that time by histological or 
genetic analysis. 

 Many other pediatric disorders are associated with renal 
cysts or cystic dysplasia as a component of their pheno-
types. However, they generally can be distinguished from 
ARPKD and ADPKD by a detailed physical examination, 

basic laboratory and imaging studies, and by their extrarenal 
clinical characteristics [ 9 ]. The prevalence of ARPKD has 
been estimated to be 1 in 20,000-40,000 live births, with a 
carrier frequency of 1 in 70 [ 7 ].  

    Autosomal Dominant Polycystic Kidney 
Disease 

    Molecular Basis of Disease 
 ADPKD is genetically heterogeneous, caused mainly by 
mutations in two genes:  PKD1  and  PKD2 , located on chro-
mosome 16p13.3 [ 10 ] and 4q21 [ 11 ], respectively. 

  PKD1  is a large gene, with 46 exons, occupying 50 kb of 
genomic sequence on chromosome 16, and encoding a large 
transcript with an open reading frame of 12,909 bp. The fi rst 
33 exons of  PKD1  are located in a region that is duplicated 
six times on chromosome 16 [ 12 ]. These homologous genes, 
also termed pseudogenes, have 97–99 % homology to 
 PKD1 , which complicates genetic testing [ 13 ].  PKD2  con-
sists of 15 exons, spanning 68 kb of genomic sequence, and 
encoding a transcript 2,904 bp [ 11 ]. De novo  PKD1  and 
 PKD2  mutations are reported to occur in approximately 
10 % of affected individuals [ 14 ]. The reported prevalence 
of  PKD2  mutations among ADPKD patients is variable. In 
community-based studies,  PKD2  mutations accounted for 
approximately 29–36 % of cases [ 15 ], while in hospital- 
based studies,  PKD2  mutations comprised only 15 % of 
cases; the remainder had  PKD1  mutations. This discrepancy 
is likely due to a detection bias toward cases with more 
severe manifestation that characterize patients with  PKD1  
gene mutations [ 15 ]. 

  Figure 19.1    Normal and polycystic kidneys. A normal kidney is 
shown on the  left  and a kidney with a high number of variable-sized 
cysts that characterize polycystic kidney disease is shown on the  right        
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 The  PKD1  gene encodes a large integral membrane pro-
tein, polycystin-1 (PC1), which has 11 transmembrane 
domains and an extracellular segment consisting of a variety 
of domains that occupy approximately 75 % of the entire 
protein. Overall, PC1 has the structure that is suggestive of a 
receptor or adhesion molecule and is thought to be a mechan-
ical sensor of fl uid fl ow [ 16 ]. The  PKD2  gene product, poly-
cystin- 2 (PC2), is a member of the transient receptor potential 
family (i.e., TRPP2) that functions as a nonselective cation 
channel that transports calcium [ 17 ]. PC1 and PC2 localize 
to the immotile cilia on renal tubule epithelium [ 18 ], where 
PC1 and PC2 interact with each other [ 19 ]. A current hypoth-
esis is that the polycystin complex functions as a mechanore-
ceptor that senses fl uid fl ow in the tubular lumen, triggering 
Ca 2+  infl ux through TRPP2, consequently affecting the intra-
cellular calcium and cyclic AMP (cAMP) levels [ 20 ]. 
Mutations in either  PKD1  or  PKD2  result in malfunction of 
the polycystin complex, leading to abnormal cross talk 
between the adenylate cyclase and receptor tyrosine kinase 
pathways. These abnormalities, together with reduced intra-
cellular calcium concentration, promote renal tubular epithe-
lial cell proliferation and fl uid secretion, which are key 
phenotypic features of ADPKD [ 21 ]. 

 The renal cysts of ADPKD have two distinctive character-
istics: signifi cant size variation and focal development. These 
features can be explained by a two hit model in which two 
separate inactivation events in either one of the PKD genes is 
required for cyst formation [ 22 ]. The fi rst hit is a germline 
mutation, usually inherited from the affected parent, which is 
necessary but not suffi cient for cyst formation. The second 
hit, a somatic mutation only occurring in an individual renal 
tubular cell, inactivates either the normal  PKD1  or  PKD2  
allele, thus initiating abnormal, monoclonal proliferation of 
tubular epithelial cells and cyst formation [ 23 ,  24 ]. The 
somatic mutation can occur at any given point during the 
patient’s lifetime, resulting in formation of cysts of different 
size. The size of the cyst typically correlates with the time the 
second mutation occurred. Although ADPKD is a dominant 
disease, the requirement of both a germline and a somatic 
mutation for cyst formation supports a recessive disease 
model at the cellular level. In a small number of families, 
germline mutations can be found in trans in  PKD1  and  PKD2 . 
This bilineal inheritance demonstrates that co- inheritance of a 
mutation in both genes is not necessarily lethal during 
embryogenesis, but is associated with a more severe disease 
phenotype [ 25 ]. Interestingly, somatic  PKD2  mutations can 
be detected in cysts of patients with  PKD1  germline muta-
tions and vice versa, further supporting the two-hit model and 
the dosage effect hypothesis for cyst formation [ 26 ,  27 ]. 

 Various cellular mechanisms have been implicated in the 
pathogenesis of ADPKD as a consequence of impaired inter-
actions of PC1 and PC2. These can be summarized as nega-
tive growth regulation, G protein activation, and Wnt 

pathway modulation [ 28 ]. Increased proliferation of renal 
tubular epithelial cells has been attributed to loss of inhibi-
tion by the mammalian target of rapamycin complex (mTOR) 
and cyclin-dependent kinases, among others. These path-
ways have been the targets of treatment strategies [ 29 ]. 

 At the population level, ADPKD presents great pheno-
typic variability, including interfamilial and intrafamilial 
variability. This phenomenon is best explained by three 
genetic levels of attributions: genic (gene), allelic, and gene 
modifi er effects. Interfamilial heterogeneity is mainly 
explained by genic effects;  PKD1  gene mutations are associ-
ated with more severe disease and earlier age of ESRD onset 
[ 30 ]. The mean age of onset of ESRD is approximately 20 
years earlier in patients with  PKD1  mutations compared to 
patients with  PKD2  mutations (54.3 years vs 74.0 years) 
[ 30 ]. The more severe phenotype, accounting for the younger 
age of diagnosis of ADPKD and earlier age of onset of ESRD 
in the  PKD1  population, is likely due to the development of 
renal cysts at an earlier age, rather than a faster rate of cyst 
growth [ 31 ].  PKD1  patients also have a higher incidence of 
hypertension and hematuria. 

 Allelic effects in ADPKD are relatively small compared 
with genic effects. Patients with mutations in the 5′ region of 
 PKD1  have been reported to reach ESRD slightly earlier 
than patients with mutations in the 3′ region (53 years vs 56 
years) [ 32 ]. They also have a higher prevalence of intracra-
nial aneurysms as well as aneurysm rupture [ 33 ]. However, 
in a more recent study, the phenotype was found to be 
affected by the type of  PKD1  mutation, but not the position 
of the mutation in the gene [ 34 ]. No clear correlation has 
been reported between severity of disease phenotype and the 
position of the mutation in  PKD2 . Recently, hypomorphic 
alleles have been reported in both  PKD1  and  PKD2 , which 
usually are missense mutations and reduce the levels of gene 
activity, but do not totally inactivate gene function [ 35 ]. 
Patients with one hypomorphic allele have mild cystic dis-
ease, while patients who are homozygous or compound het-
erozygous for two hypomorphic alleles present with 
moderate to severe disease, with cyst formation similar to 
that observed in patients with pathogenic PKD mutations. A 
hypomorphic allele coexisting with a pathogenic mutation 
can cause early onset disease [ 35 ]. 

 The signifi cant intrafamilial phenotypic variability, both in 
the rate of progression of chronic kidney disease and in the 
array of extrarenal manifestations, has been attributed, at least 
in part, to gene modifi er effects [ 36 ]. Analysis of the pheno-
typic variability in renal function between monozygotic twins 
and siblings supports the involvement of genetic modifi ers 
[ 37 ,  38 ]. Heritable modifying factors were estimated to 
account for 18–50 % of the variability in disease severity 
[ 39 ]. Recently, a candidate gene approach has identifi ed 
Dickkopf 3 ( DKK3 ) as marginally associated with ADPKD 
disease severity; however, replication studies are needed to 
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verify the association reported [ 40 ,  41 ]. The development of 
high-resolution single nucleotide polymorphism (SNP) arrays 
enables properly powered genome-wide association studies 
(GWAS) for mapping modifi er genes in an unbiased way; 
however, the success of such studies is strongly dependent 
on the availability of clinically well-characterized, large 
ADPKD cohorts.  

    Clinical Utility of Testing 
 Genetic testing for ADPKD has two main clinical applica-
tions: (1) clarifying whether ADPKD is present in a young 
family member without kidney cysts who is considering kid-
ney donation, and (2) identifying the PKD gene mutation in 
an affected individual for reproductive decision-making (e.g., 
preimplantation genetic diagnosis). The gold standard 
method for diagnosis of ADPKD is an age-specifi c renal phe-
notype, based on the number of cysts identifi ed by renal ultra-
sonogram in an individual with a 50 % risk of inheritance, 
determined by a positive history of ADPKD in a fi rst-degree 
relative [ 42 ]. However, these criteria were suboptimal for 
patients with  PKD2  mutations. A recent revision of the 
Ravine criteria has improved diagnostic performance for 
renal ultrasonography in patients with either PKD1 or PKD2 
mutations [ 43 ]. Accordingly, in families of unknown geno-
type with an affected fi rst-degree relative, the presence of 
three or more (unilateral or bilateral) renal cysts is suffi cient 
for establishing the diagnosis of ADPKD in individuals aged 
15–39 years; two or more cysts in each kidney is suffi cient for 
individuals aged 40–59 years; and four or more cysts in each 
kidney is required for individuals 60 years of age or older. 
Conversely, fewer than two renal cysts in at-risk individuals 
aged 40 years or older is suffi cient to exclude the disease 
[ 43 ]. Diagnostic imaging is suffi cient for most patients; how-
ever, it is often ambiguous in young patients whose renal 
sonogram may not be conclusive or when the family history 
is unknown. A recent, single-center study found that mag-
netic resonance imaging has high sensitivity and specifi city 
in patients at risk for ADPKD. Specifi cally, among subjects 
aged 16–40 years old, the presence of a total of more than 10 
renal cysts was found to be suffi cient for diagnosis [ 44 ]. 

 Recently, Huang et al. proposed an algorithm that incor-
porates the use of DNA testing and imaging for donors with 
a family history of ADPKD [ 45 ]. They concluded that 
genetic testing, especially DNA sequencing, is cost effective 
because it shortens the waiting time for a living related trans-
plant if at least one living donor per year results from every 
ten linkage or every fi ve DNA sequencing tests performed, 
given that many individuals are on a transplant list for many 
years. Although genetic testing of  PKD1  and  PKD2  can be 
useful for clarifying the disease status in these individuals, 
the low sensitivity by the reference commercial laboratory 
(40–60 %) and high cost (approximately $6,000 per test) 
limits the use of widespread genotyping at this time [ 46 ].  

    Available Assays 
 Two methods are available for genetic testing of ADPKD: 
gene-based mutation screening and DNA linkage analysis. 
Molecular testing by gene-based mutation screening cur-
rently is the predominant method of ADPKD genetic testing. 
However, the marked allelic heterogeneity of the disease- 
associated mutations, the vast majority of which are private, 
and the duplicated structure of  PKD1  together with its large 
size, makes mutation screening a signifi cant technical chal-
lenge. Although mutation analysis of the  PKD2  gene and the 
 PKD1  single copy region (exons 34–46) is straightforward, 
analysis of the duplicated 5′ region of  PKD1  is more com-
plex because of its 98 % identity to the six  PKD1  pseudo-
genes on chromosome 16. 

 Several strategies are available for ADPKD genetic test-
ing (Fig.  19.2 ). Prior to 2001, genetic analysis of ADPKD 
could be only performed for  PKD2  and the 3′ single copy 
region of  PKD1 . The fi rst assay for analyzing the entire 
 PKD1 , developed in 2001, uses long-range PCR (LR-PCR) 
to specifi cally amplify the duplicated exon 1 to exon 33 
regions, followed by nested PCR of the individual exons 
[ 47 ]. This method was later commercialized by Athena 
Diagnostics, Inc., which until recently had the exclusive 
license for analyzing  PKD1  and  PKD2  and was the sole pro-
vider of clinical ADPKD genotyping in the USA. Garcia- 
Gonzalez et al. evaluated the clinical utility of this 
commercially available test by analyzing a cohort of 82 
ADPKD patients [ 48 ]. Defi nite pathogenic mutations were 
detected in 42 % of the patients and the maximal mutation 
detection rate was 78 %, after including missense, in-frame 
insertion/deletion, and atypical splice mutations that were 
likely to be pathogenic [ 48 ].

   Although complete gene sequencing remains the gold stan-
dard for ADPKD genetic testing, it is expensive and time-con-
suming. Thus, several screening-based methods were 
developed to lower testing costs and minimize turnaround 
time. Denaturing gradient gel electrophoresis, a traditional 
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gel-based heteroduplex analysis method, as well as single 
strand conformation polymorphism (SSCP) have been suc-
cessfully used to screen both the single copy and the dupli-
cated regions of the  PKD1  gene [ 49 ]. However, these methods 
suffer from a low mutation detection rate (30–40 %). Rossetti 
et al. [ 32 ] developed a denaturing high-performance liquid 
chromatography (DHPLC) screening method that was more 
sensitive than previous assays, with a detection rate of 64 % 
for defi nite pathogenic mutations. Further improvement in the 
utility of DHPLC for PKD genetic testing is the use of  Cel I 
endonuclease (SURVEYOR ®  nuclease, Transgenomic Inc.) 
and the Transgenomic WAVE ®  Nucleic Acid High Sensitivity 
Fragment Analysis System [ 50 ]. This method is 100 % sensi-
tive when compared to the complete DNA sequencing method 
of the entire genes used by a commercial reference laboratory, 
with a detection rate of 64 % for defi nite pathogenic muta-
tions, comparable to the rate reported in the literature [ 32 ]. 

 An improved method for genetic analysis of ADPKD was 
developed by Tan et al. [ 51 ] using direct sequencing of the 
 PKD1  LR-PCR products. In this strategy, the entire  PKD1  
coding region is amplifi ed in nine LR-PCR reactions, gener-
ating products ranging in length from 2 to 6 kb, followed by 
column purifi cation and direct sequencing with several pairs 
of walking primers. When compared with the direct sequenc-
ing result of the reference laboratory, this method was highly 
sensitive (100 %) and specifi c (98.5 %), circumventing the 
need for nested PCR of the  PKD1  duplicated region, and 
reducing the risk of PCR amplifi cation carryover contamina-
tion that can lead to false-positive results. In addition, this 
method has decreased the number of required PCR reactions 
by 80 %, substantially lowering test cost by approximately 
20 % and improving turn-around time compared with both 
the direct sequencing and the SURVEYOR-WAVE screening 
methods. Another advantage of the LR-PCR sequencing 
method is that it covers intronic regions extending 200–
300 bp beyond the exon-intron junctions, enabling better 
detection of deep intronic mutations. 

 Next-generation sequencing (NGS) technology is revolu-
tionizing the fi eld of human genetics and has been recently 
applied to PKD genetic testing. Rossetti et al. [ 52 ] reported a 
mutation screening strategy for analyzing  PKD1  and  PKD2  
genes using NGS by pooling LR-PCR amplicons and multi-
plexing barcoded libraries. To increase the throughput, 
amplicons from four patients and libraries of up to 12 patients 
were pooled together and analyzed in a single reaction using 
indexed DNA barcodes. Using this strategy, these authors 
detected defi nite and likely pathogenic variants in 115 (63 %) 
of 183 patients with typical ADPKD. When compared with 
Sanger sequencing, this approach had a sensitivity of 78 % 
and a specifi city of 100 % for mutation detection. This 
method also enabled the identifi cation of atypical mutations, 
including a gene conversion event, and the characterization 
of deep intronic variations. 

 A second NGS approach amplifi es  PKD1  and  PKD2  
genes in a total of ten LR-PCR reactions, using locus- specifi c 
primers [ 51 ]. Indexed libraries from up to 25 patients are 
pooled together and analyzed in a single fl ow-cell using the 
MiSeq system (Illumina Inc., San Diego, CA). Sequencing 
results are sorted according to the barcodes with the FASTX 
toolkit and aligned against the reference sequence using the 
BWA program (  http://bio-bwa.sourceforge.net/    ). Sequence 
variants are called using the GATK software package (The 
Genome Analysis Toolkit, The Broad Institute), carefully 
following The Best Practice Guidelines recommended by 
GATK (Fig.  19.3 ). With addition of an improved bioinfor-
matics analysis pipeline, this approach has a sensitivity of 
100 % in mutation detection when compared with Sanger 
sequencing, while retaining high specifi city [ 51 ]. Several 
typical genetic variations detected by this approach are 
shown in Fig.  19.4 . NGS approaches have the potential to 
dramatically improve genetic testing for ADPKD by allow-
ing simultaneous detection of point mutations and copy 
number variations in a single test. Accordingly, these meth-
ods can increase the mutation detection rate, particularly of 
deep intronic mutations, and signifi cantly reduce testing 
costs and turnaround time.

    Large DNA rearrangements also play a role in ADPKD 
causation, but their detection is complicated by the presence 
of the  PKD1  pseudogenes [ 53 ]. Field inversion gel electro-
phoresis followed by Southern blot analysis traditionally 
has been used to identify large deletions in  PKD1 . Recently, 
a multiplex ligation dependent probe assay (MLPA) was 
developed for detecting large genomic rearrangements in 
the PKD genes [ 54 ]. In this assay, a set of probes were 
designed to target  PKD1 ,  PKD2 , and  PKD1 – TSC2 , cover-
ing a total of 320 kb genomic region including fl anking 
regions. The amplifi ed products are analyzed using the 
Luminex FlexMAP technology in a single assay. Using this 
method, Consugar et al. identifi ed large deletions in 31 % of 
the previously mutation-negative cases, accounting for 
approximately 4 % of all patients in a prospectively studied 
cohort of patients with ADPKD [ 54 ]. This method has been 
recently commercialized by MRC-Holland (MRC- Holland, 
Amsterdam, The Netherlands) and is available as a clinical 
test. An example of MLPA analysis results is shown in 
Fig.  19.5 .

   Family linkage analysis provides another approach to 
genetic testing for ADPKD. This strategy employs highly 
informative microsatellite markers fl anking  PKD1  and 
 PKD2 . Once linkage analysis has been performed, haplotype 
reconstruction can be used to predict the disease status of 
other family members. However, this method is suitable in 
fewer than 50 % of families because of constraints such as an 
insuffi cient number of affected family members [ 55 ]. 
Although it is now seldom used for genetic testing in 
ADPKD, linkage analysis may be considered in situations 
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such as preimplantation genetic diagnosis (PGD), where low 
amounts of genomic DNA limit the utility of other genotyp-
ing approaches. Typing of several markers also is recom-
mended to ensure against confounders such as allele dropout 
(see below), which can occur when amplifying very low 
amounts of DNA and/or when evaluating highly polymor-
phic genes such as  PKD1  [ 56 ].  

    Interpretation of Results 
 Mutations in  PKD1  and  PKD2  are usually private, highly 
variable and are distributed throughout the entire gene, with 
no mutation hot spot. This high level of allelic heterogeneity 
makes the interpretation of genotyping results challenging. 
The ADPKD Mutation Database at Mayo Clinic (  http://
pkdb.mayo.edu/    ) [ 57 ] is the most complete mutation data-
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  Figure 19.3    Schematic visualization of the NGS testing workfl ow for 
ADPKD. The workfl ow indicated by the  arrows  is as follows: ( a )  PKD1  
and  PKD2  sequences are individually amplifi ed as ten locus-specifi c 
long-range PCR products (1.4–10.9 kb in size), covering all coding 
regions and most intronic regions for a total of ~80 kb. ( b ) Amplifi cation 
quality verifi ed using agarose gel electrophoresis with ethidium-bro-
mide staining. ( c ) Amplicons from each individual sample are batched 
in equimolar ratios, fragmented, and subjected to library preparation 
using sample-specifi c barcodes. The indexed libraries are pooled and 
analyzed for quality using an Agilent Bioanalyzer. ( d ) Samples are 
sequenced on an Illumina MiSeq instrument, and the reads exported as 
FASTQ fi les, deconvoluted by bar code, and subjected to quality con-
trol analysis before proceeding with the mutation analysis bioinformat-
ics pipeline. The quality score (Phred-like score) is shown at each 
specifi c bp location in  PKD1 . The  red line  in each box-and-whiskers 

plot shows the median value of the quality score at each bp position. 
The  yellow box  represents the inter-quartile range (25–75 %) of the 
quality score at each base. The  upper  and  lower  whiskers represent the 
10 %th and 90 %th percentiles points, respectively. The  blue line  repre-
sents the mean quality score. Very good quality calls (Phred-like score 
within the green region at >28; chance of error 1:10,000), reasonable 
quality (Phred-like score within the orange region; chance of error 
1:1,000), and calls of poor quality (Phred-like score within the red 
region; chance of error 1:100). ( e ) Reads were then mapped back to the 
genome with the BWA program. In this example,  PKD1  sequencing 
coverage and read depth for a single patient are shown. The  x -axis rep-
resents  PKD1  genomic interval and the  y -axis represents the number of 
reads.  Red lines , reads from the plus DNA strands;  blue lines , reads 
from the minus strands. The overall mean coverage of  PKD1  sequences 
was 668-fold. ( f ) Variant calls made by the GATK software       
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base for ADPKD. Mutation information has been reported 
for a total of 1,794 families: 1,420 (79 %) have  PKD1  muta-
tions and the remaining 21 % have mutations in  PKD2  (as of 
November, 2013). 

 Genetic variations in the ADPKD Mutation Database are 
classifi ed into 12 categories according to their characteristics 
at the DNA or protein level, including frameshift mutations, 
nonsense mutations, splice-site substitutions, intervening 
sequence (IVS), variations, silent changes, silent 5′ and 3′ 
untranslated region changes, synonymous changes, and 
 rearrangements (deletions and duplications). Based on their 
predicted pathogenicity, those variations have been further 
classifi ed into six categories: defi nitely pathogenic, highly 
likely pathogenic, likely pathogenic, hypomorphic, indeter-
minate, and likely neutral. A total of 1,923 changes for  PKD1  
are reported in the ADPKD Mutation Database (Table  19.1 ), 
including 48.3 % pathogenic (with 32.2 % defi nitely patho-
genic, 7.5 % highly likely pathogenic, and 8.6 % likely 
pathogenic), 0.5 % hypomorphic, 9.0 % indeterminate, and 
42.2 % neutral. Large rearrangements account for 3 % of the 
pathogenic mutations reported for  PKD1 . A total of 241 
 PKD2  changes are documented in the same database, con-
sisting of 69.2 % pathogenic (with 53.5 % defi nitely patho-
genic, 6.6 % highly likely pathogenic, and 9.1 % likely 
pathogenic), 0.4 % likely hypomorphic, 6.6 % indetermi-
nate, and 23.7 % neutral (Table  19.1 ). Figure  19.6  shows the 
distributions of all known genomic changes in the  PKD1  
(Fig.  19.6a ) and  PKD2  (Fig.  19.6b ) genes.

    Determining the pathogenicity of gene variants that trun-
cate the protein, such as frame-shift, nonsense, atypical 
splicing, or large rearrangements, can often be accomplished 
with a high level of certainty. However, interpretation of mis-
sense changes and other genetic variations that are not pre-
dicted to truncate the protein can be challenging. These 
groups of genetic changes, which are usually referred to as 
variants of uncertain signifi cance (VUS), include synony-
mous and non-synonymous variants and small exonic in- 
frame deletions. Due to the high level of genetic variation 
found in  PKD1 , with an average of 10.1 variants per patient, 
ranging from 0 to 55 total variants, analyzing the pathogenic 
potential of VUS plays an important role in molecular testing 
for ADPKD [ 50 ]. 

 Computational analysis of VUS includes evaluation of 
interspecies conservation and chemical differences of result-
ing amino acid substitutions. Rossetti et al. developed a 
method based on the Grantham Matrix Score (GMS) to pre-
dict the pathogenic effect of non-synonymous changes for 
ADPKD [ 58 ]. The GMS can be calculated online using 
Align-GVGD (  http://agvgd.iarc.fr/    ) [ 59 ]. In addition to 
Align-GVGD, two other analysis programs can be used to 
predict pathogenicity of variants: SIFT (  http://sift.jcvi.org/    ) 
[ 60 ] and PolyPhen (  http://genetics.bwh.harvard.edu/pph/    ) 
[ 61 ]. SIFT and PolyPhen are based on principles similar to 
those used for GMS, but employ different analysis criteria. 
Both applications can search online databases and generate 
multiple sequence alignments [ 49 ]. 

PKD1 c. 9685-9686delAG,
p. R3158fs3178X  

PKD1 c.9195G>C, p.V3065V
PKD1 c.9196T>C,  p.F3066L

a b

  Figure 19.4    Typical alignment of  PKD1  NGS data and gene variation 
calls. ( a ) A two-base deletion (c.9685-9686delAG) resulting in a down-
stream truncation in the protein. ( b ) A synonymous (c.9195G>C; p.
V3065V) variant. Minus strand is called.  Colored boxes  above each 

variant indicate the ratios of the two bases at the variant position. 
Sequence shown in Integrative Genomics Viewer (IGV), Broad 
Institute, Cambridge, MA       
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 In order to predict the potential splicing site mutation, 
several other programs based on different prediction prin-
ciples have been developed to predict the impact of splice 
site variants. These include Splice Site Prediction by Neural 
Network (  http://www.fruitfl y.org/seq_tools/splice.html    ) 
[ 62 ], ESEfi nder (  http://rulai.cshl.edu/cgi-bin/tools/ESE3/
esefi nder.cgi    ) [ 63 ], and Human Splicing Finder (  http://

www.umd.be/HSF/    ) [ 64 ]. The prediction results of atypical 
splicing could be further confi rmed by reverse transcription 
(RT)-PCR analysis, if the patient’s RNA is available. 

 Assessing the functional impact of missense mutations is 
more diffi cult, especially for  PKD1 , particularly because of 
the large size and uncertain functions of the polycystins. For 
the CRISP cohort, 38 of 99 (38 %) missense changes were 
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  Figure 19.5    Multiplex ligation-dependent probe amplifi cation 
(MLPA) analysis of a positive control DNA sample (Coriell, Camden, 
NJ), using probes covering the  PKD2  gene on chromosome 4 as well as 
numerous continuous genes ( PKD1 ,  TSC2 ,  SLC9A3 ,  ZNF598 , and 
 TBL3 ) on chromosome 16. Data were deconvoluted according to rela-
tive copy number compared to both the internal control genes as well as 
a normal control male sample using the GeneMarker software 
(Softgenetics, LLC; State College, PA, USA). ( a ) The  Dosage 
Histogram  displays the ratio of normalized peak intensities between the 
reference and the sample trace. Sample probes are represented by  blue 

bars  and control probes by  red bars . ( b ) The  Ratio Plot  displays, in 
graphical form, the ratio of normalized peak intensities between the 
reference and the sample trace. Each  square  represents a specifi c probe. 
Analysis results show the expected deletions corresponding to one copy 
of  TSC2EX15 ,  TSC2EX4 ,  SLC9A3R2 , and  ZNF598  genes ( red squares  
and  arrows ), and two copies of all  PKD1  and  PKD2  gene probes ( green 
squares ) and the two-copy internal controls ( blue squares ). The 
X-linked  DMD  control ( upper left side ) is indicated in  red , demonstrat-
ing a patient-control peak ratio of approximately 1.8, consistent with a 
two-copy female DNA and a single- copy male reference control       
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predicted to be pathogenic, with 35 in  PKD1  and 3 in  PKD2  
[ 58 ]. By including the probably pathogenic mutations, the 
mutation detection rate can be increased to over 85 % [ 50 ,  58 ]. 
In 10–15 % of individuals with clinical ADPKD, no mutation 
in either  PKD1  or  PKD2  could be detected. This could be due 
to other atypical genetic events such as deep intronic changes 
that affect splicing, gene conversion events not readily 
detected by current exon-based screening methods, or muta-
tions in other yet undiscovered cyst related genes [ 65 ,  66 ]. 
Low-level mosaicism caused by de novo mutations can also 
account for these apparent mutation- negative cases [ 67 ].  

    Laboratory Issues 
 Most of the currently used genotyping methods for ADPKD 
employ nested PCR to amplify each individual exon of the 
duplicated sequences of  PKD1 . This approach requires ultra- 
high (10 5 -fold) dilutions of the primary  PKD1  LR-PCR 
products, which then serve as template for the second round 
of nested PCR. This process is especially vulnerable to car-
ryover of PCR amplifi cation products, potentially leading to 
PCR contamination and false-positive results. Consequently, 
special precautions, such a second PCR set-up chamber, are 
needed. 

    Table 19.1       Distribution of  PKD1  and  PKD2  gene variants by type and pathogenicity ( N  = 1,794 ADPKD families)   

  Gene    Mutation type  
  Defi nitely 
pathogenic  

  Highly likely 
pathogenic  

  Likely 
pathogenic  

  Likely 
hypomorphic    Indeterminate  

  Likely 
neutral    Total  

  PKD1  
( N  = 1,420) 

 Nonsense  203  0  0  0  0  0  203 

 Frameshift  310  0  0  0  0  0  310 

 Splice  62  10  19  0  0  0  91 

 Insertion  9  2  6  0  0  1  18 

 Deletion  19  20  21  0  2  1  63 

 Large deletion  15  0  0  0  0  0  15 

 Large duplication  1  0  0  0  0  0  1 

 Substitution  0  112  120  9  155  285  681 

 IVS silent  0  0  0  0  1  188  189 

 IVS unknown  0  0  0  0  15  0  15 

 UTR silent  0  0  0  0  0  12  12 

 Synonymous  0  0  0  0  0  325  325 

 Sub Total  619  144  166  9  173  812  1,923 

  PKD2  
( N  = 374) 

 Nonsense  40  0  0  0  0  0  40 

 Frameshift  61  0  0  0  0  0  61 

 Splice  23  2  6  0  0  0  31 

 Insertion  1  0  0  0  2  0  3 

 Deletion  0  1  3  0  0  0  4 

 Large deletion  3  0  0  0  0  0  3 

 Large duplication  1  0  0  0  0  0  1 

 Substitution  0  13  13  1  13  25  65 

 IVS silent  0  0  0  0  0  13  13 

 IVS unknown  0  0  0  0  1  0  1 

 Synonymous  0  0  0  0  0  6  19 

 Sub Total  129  16  22  1  16  57  241 

 All  748  160  188  10  189  869  2,164 

   IVS  intervening sequence;  UTR  untranslated region 
 Defi nitely pathogenic including nonsense, frameshift, typical splicing, and in-fame changes of fi ve or more amino acids. The pathogenicity of 
other changes were assessed by a scoring system integrating Grantham Matrix Score, the likelihood for aberrant splicing, segregation analysis 
results (if available), and contextual information. A score ≥11 were classed as highly likely pathogenic; a score 5–10 as likely pathogenic; −4 to 4 
as indeterminate; and ≤−5 as likely neutral [ 57 ]. Hypomorphic mean incompletely penetrant 
 Data derived from the ADPKD Mutation Database (  http://pkdb.mayo.edu/    ), November 2013  
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  Figure 19.6     PKD1  and  PKD2  gene structures and distribution of 
genetic variants.  Upper panels  show the gene and mRNA structure of 
 PKD1  ( a ) and  PKD2  ( b ), respectively.  Lower panels  show the spectrum 
and distribution of genetic variants for  PKD1  ( a ) and  PKD2  ( b ), 

grouped by mutation type, according to their relative position on the 
mRNA. Defi nite pathogenic mutations are colored  red ; other changes 
are colored  green          
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  PKD1  is highly polymorphic, increasing the chance that a 
SNP is located in the primer-binding region of an allele, 
resulting in lower or complete lack of amplifi cation of one of 
the two alleles during the PCR reaction. This phenomenon, 
termed allele dropout or pseudo-homozygosity, has been well 
documented in ADPKD testing [ 50 ]. A homozygous muta-
tion result in either  PKD1  or  PKD2  is most likely due to allele 
dropout, since homozygous mutations are thought to be 
embryonically lethal [ 68 ]. Therefore, the fi nding of a homo-
zygous PKD gene mutation would warrant confi rmation 
before reporting. 

 Another issue is the existence of the six highly identical 
 PKD1  pseudogenes. The primers used for amplifying these 
regions must complement the rare mismatch sites that distin-
guish the genuine  PKD1  gene from the pseudogenes to avoid 
amplifi cation of the pseudogenes. Fortunately, it is relatively 
easy to distinguish whether these  PKD1  pseudogenes are co- 
amplifi ed because they are enriched in polymorphisms and 
pathogenic variations that are not present in  PKD1 .   

    Autosomal Recessive Polycystic Kidney 
Disease 

    Molecular Basis of Disease 
 Despite the highly variable phenotype, genetic linkage 
studies indicate that mutations at a single locus are respon-
sible for all ARPKD phenotypes [ 69 ]. The ARPKD gene, 
polycystic kidney and hepatic disease 1 ( PKHD1 ), maps to 
locus 6p21 and is a large gene with 67 exons and a 470 kb 
genomic sequence [ 70 ].  PKHD1  has a variety of alterna-
tively spliced transcripts, and the longest open reading 
frame has 12,222 bp with 66 exons.  PKHD1  encodes a pro-
tein called polyductin or fi brocystin, which is a multido-
main integral membrane protein with 4,074 amino acids 
[ 6 ]. The function of polyductin has not been defi ned. Based 
on the predicted structure with a highly glycosylated 
N-terminal extracellular domain, a single transmembrane 
domain, and a short cytoplasmic C-terminal tail, polyductin 
is thought to be an integral membrane receptor. Furthermore, 
polyductin complexes with PC2, and together with other 
proteins, localizes to primary cilia, thus it may execute its 
function through PC2 [ 71 ]. 

  PKDH1  exhibits a high level of allelic heterogeneity, 
with 303 different mutations described in approximately 
650 alleles; 40 % are truncation mutations and the remain-
ing are in-frame changes, mainly missense mutations. 
About one-third of these mutations are unique private 
mutations with some mutations enriched in specifi c geo-
graphic areas. One missense mutation T36M, likely of 
European origin, accounts for approximately 17 % of all 
mutant alleles [ 72 ].  

    Clinical Utility 
 Similar to ADPKD, the diagnosis of ARPKD usually relies 
on imaging studies by renal ultrasonography. Clinical 
molecular testing can establish a diagnosis in 85 % of 
patients, but is not recommended for those in whom a diag-
nosis can be obtained by imaging techniques because of the 
high cost of genotyping. The clinical utility of molecular 
diagnosis in ARPKD is to confi rm the diagnosis, especially 
in cases with a less severe phenotype, or when imaging 
results are not diagnostic. Due to the signifi cant morbidity 
and mortality associated with ARPKD, many families with 
ARPKD seek prenatal and PGD testing. A robust molecular 
testing approach is critical for these indications.  

    Available Assays 
 DNA-based diagnostic testing for ARPKD is complicated by 
the large size of the  PKDH1  gene, its complex pattern of 
RNA splicing, and the unknown function of the encoded pro-
tein. There are two major approaches used for clinical 
molecular testing for ARPKD: sequencing-based mutation 
screening and family linkage analysis. Sequencing-based 
mutation screening can be achieved by directly sequencing 
all the exons of  PKDH1 , or by a mutation screening step 
before sequencing to lower the cost. Over the years, two 
approaches have been established for mutation screening of 
 PKHD1 : SSCP and DHPLC. SSCP has a mutation detection 
rate of 61 % while DHPLC achieves a detection rate of 85 %, 
for detection of both causative mutations in a family [ 73 ]. 
Direct sequencing was reported to have a slightly higher 
detection rate of 87 % [ 74 ], with at least one mutation 
detected in more than 95 % of ARPKD families [ 73 ]. 
Because of the existence of mutation hot spots, mutation 
screening approaches can be further simplifi ed by analyzing 
only a subset of exons, accelerating the testing process [ 75 ]. 

 If mutations are identifi ed, prenatal and PGD testing for 
at-risk pregnancies can be performed by Sanger sequencing 
of the corresponding exons. Without prior knowledge of the 
causative mutation, PGD can only be performed by linkage 
analysis, requiring at least one affected individual in the fam-
ily. A novel protocol method for PGD testing for ARPKD is 
genome amplifi cation of single blastomeres and haplotype 
analysis with 20 novel STR loci. This approach can signifi -
cantly reduce allele dropout. Large genomic rearrangements 
seen in ARPKD can be analyzed using MLPA, with  PKHD1 - 
specifi c  probes.  

    Interpretation of Results 
 A locus-specifi c ARPKD mutation database is available at 
  http://www.humgen.rwth-aachen.de/    . All reported cases 
with two truncating mutations have the most severe disease, 
dying with respiratory distress by the end of the neonatal 
period. Patients surviving the neonatal period have at least 
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one missense mutation, indicating that many missense varia-
tions have incomplete penetrance and some residual protein 
function. Missense mutations are signifi cantly more preva-
lent than truncating mutations among patients with less 
severe disease manifestations, although some missense 
mutations are as deleterious as truncating mutation. No sig-
nifi cant phenotype differences could be found between cases 
with two missense mutations and cases with a truncating and 
a missense mutation in trans [ 76 ]. 

 Despite the fact that 60 % of mutations found in ARPKD 
are missense, an approach that can defi nitively assess the 
potential pathogenicity of these changes is still lacking. As 
discussed for ADPKD, computational algorithms can be used 
to predict the likelihood of whether or not a missense change 
is pathogenic, or an intronic change can affect splicing, and 
are crucial in characterization of newly identifi ed VUS.  

    Laboratory Issues 
 The same issues discussed for ADPKD molecular diagnosis 
also apply for ARPKD, including PCR contamination and 
allele dropout that require special attention, especially when 
considering prenatal and PGD testing, where extremely low 
amounts of genomic DNA are available.   

    Conclusions and Future Directions 

 This chapter reviews the molecular mechanisms underlying 
PKD and the strategies used for clinical molecular testing for 
both ADPKD and ARPKD. Completion of the Human 
Genome Project, the rapid development of new molecular test-
ing tools, improved bioinformatics applications, and the estab-
lishment of strong PKD mutation databases have greatly aided 
with mutation identifi cation and characterization. Genetic 
testing for ADPKD and ARPKD is now available, in some 
instances becoming the method of choice for diagnosis. Better 
understanding of genotype–phenotype correlation will further 
enhance the development of novel diagnostic and prognostic 
biomarkers, as well as facilitate personalized patient manage-
ment. This process will likely accelerate as more effective and 
personalized therapies for PKD become available. Among the 
biggest challenges in this fi eld include the evaluation of new 
testing technologies for diagnosis of PKD, incorporation of 
new approaches for data analysis and management, and chang-
ing regulatory standards for clinical laboratories.     
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    Abstract  

  Progress in therapeutics and testing for infectious diseases over the past 100 years has 
resulted in dramatic reductions in morbidity and mortality. However, with developments of 
effective drugs has come the recognition that not all individuals respond the same to a given 
therapy, and this marked the beginning of initiatives to study human genetic variations as a 
factor in response to drug therapy. The pharmacogenetics of infectious diseases is in its 
infancy; however, the goal of maximizing drug effi cacy while minimizing toxicity has 
important implications for clinical care and better understanding of the biology of the host- 
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between research and clinical use. The few illustrative examples of genetic testing currently 
utilized as tools for patient management are discussed.  
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        Introduction 

 Progress in therapeutics and testing for infectious diseases 
over the past 100 years has resulted in dramatic reductions in 
morbidity and mortality. However, with developments of 
effective drugs has come the recognition that not all indi-
viduals respond the same to a given therapy, marking the 
beginning of initiatives to study human genetic variations as 
a factor in response to drug therapy. The pharmacogenetics 
of infectious diseases is in its infancy; however, the goal of 
maximizing drug effi cacy while minimizing toxicity has 
important implications for clinical care and better under-
standing of the biology of the host-pathogen interface. 

 Type A adverse drug reactions (ADRs) are dose depen-
dent and therefore a large component of pharmacogenetics is 
genotyping for functionally important polymorphisms in 
genes that affect pharmacokinetics. These include genes that 
code for drug-metabolizing enzymes and transporter pro-
teins, for example, phase I oxidative isozymes of the cyto-
chrome P450 (CYP) superfamily, phase II conjugative 
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enzymes such as uridine diphosphate glucuronosyltransfer-
ase 1 (UGT1A1) and  N -acetyltransferase 2 (NAT 2), 
P-glycoprotein (P-gp), and multidrug resistance proteins. 
CYP2C9, CYP2D6, and CYP2B19 as a group metabolize 
approximately 40 % of drugs currently on the market, includ-
ing drugs used to treat various microbial infections. Many 
CYP, NAT, MDR, and other gene polymorphisms that affect 
pharmacokinetics of drugs used to treat infectious diseases 
have been identifi ed, but there is little consensus regarding 
utilization of these associations for prospective screening. 

 There are several reasons that may explain why clinical 
use of pharmacogenetic variants affecting antimicrobial ther-
apy is limited. First, pharmacogenetic testing is best suited 
for drugs that have a narrow therapeutic index. Second, 
genotype- phenotype correlation often is diffi cult, especially 
if multiple genes are involved in the metabolism of a single 
drug, or when drug-drug interactions and other non-genetic 
factors infl uence the phenotype. Third, there must be a clear 
relationship between drug concentration and effective drug 
response. Today, the most notable examples of applied phar-
macogenetics as related to Type A ADRs are in the areas of 
oncology, psychiatry, and cardiology. 

 Type B ADRs are not dose dependent and are largely 
caused by immunoallergic reactions. As such, these ADRs 
are a consequence of pharmacodynamics, rather than phar-
macokinetics resulting in drug toxicity. Growing evidence 
suggests that a signifi cant proportion of these immunoaller-
gic reactions have a strong HLA association [ 1 ]. HLA asso-
ciations with hypersensitivity reactions to drugs, due to 
inappropriate HLA presentation and ensuing immune 
response, have become the more common reason for clinical 
determination of HLA genotype (excluding transplantation). 
HLA pharmacogenetic testing for prevention of this type of 
ADR is one of the most rapidly evolving fi elds with direct 
clinical application. 

 Until recently, the candidate gene approach based on 
known metabolic pathways or suspected etiology was the 
only option available for detecting relevant gene polymor-
phisms. With the advent of high-throughput platforms that 
can genotype thousands of single-nucleotide polymorphisms 
(SNPs) simultaneously, interrogation of the entire human 
genome is possible and can detect polymorphisms associated 
with a disease, treatment response, or an ADR. This strategy 
holds the promise of identifying functionally important poly-
morphisms in genes that have an unexpected role in drug 
metabolism or drug toxicity. Studies conducted utilizing this 
methodology known as genome-wide association studies 
(GWAS) have had little clinical impact as far as providing 
novel targets that would predict disease, treatment outcome, 
or toxicity. Although many variants associated with complex 
diseases have been identifi ed, the variants themselves explain 
only a small fraction of the heritable contribution to disease 
risk or response to treatment [ 2 ,  3 ]. Advances in technology 

have increased discovery of host genetic markers that have 
provided critical insight into disease pathogenesis, pharma-
cokinetics, pharmacodynamics, and drug toxicity, but these 
have not altered clinical practice signifi cantly. 

 An enormous amount of work has been dedicated to iden-
tifying functionally important human polymorphisms with 
the ultimate goal of improving patient care. Signifi cant prog-
ress has been made in detecting such polymorphisms in 
drug-metabolizing genes, HLA and non-HLA immunity 
genes, and other host genetic markers that impact either sus-
ceptibility to infectious disease, therapy selection, or therapy 
response. One of the primary barriers to translating most of 
these genetic associations into the clinical setting is the 
weakness of the predictive value of any given association 
with an unfavorable outcome, be it disease risk, poor treat-
ment response, or ADRs. Even in the rare cases where posi-
tive and negative predictive values approach 100 %, 
suggesting clinical utility, the lack of prospective studies 
addressing cost-effectiveness and demonstrating clear bene-
fi ts with broad applicability across different ethnic popula-
tions precludes testing as part of routine medical practice. 
This chapter provides an overview of the progress that has 
been made in host pharmacogenetics and summarizes the 
challenges that remain for bridging the gap between research 
and clinical use. The few illustrative examples of genetic 
testing currently utilized as tools for patient management are 
discussed in detail.  

    HLA-B*5701 and Abacavir 

 HLA-B*5701 screening prior to administering abacavir to 
treat human immunodefi ciency virus (HIV) infection is the 
best described and extensively studied example of a pharma-
cogenetic marker for infectious diseases. It also represents 
one of the few and arguably the most successful example of 
a pharmacogenetic marker that has been adopted into medi-
cal practice. Abacavir is a nucleoside reverse transcriptase 
inhibitor antiretroviral drug used to treat HIV infection. 
Abacavir hypersensitivity reaction syndrome (ABC-HSR) is 
a multi-organ reaction characterized by rash, fever, fatigue, 
and respiratory and gastrointestinal symptoms. These non-
specifi c symptoms can be easily confused with other etiolo-
gies such as unrelated viral disease or adverse reactions to 
concomitant medications. Distinguishing between ABC- 
HSR and other causes of the symptoms is important because 
continuing therapy with abacavir in those who develop this 
hypersensitivity reaction can result in serious illness and 
even death. ABC-HSR usually develops within the fi rst 
six weeks of treatment and has been estimated to affect 
5–8 % of patients treated with abacavir [ 4 ]. Although discon-
tinuation of therapy reverses the symptoms, re-initiation of 
therapy can be life threatening [ 5 ]. 
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 In 2002, initial reports of abacavir hypersensitivity reac-
tions occurring in one family suggested a genetic component 
[ 6 ]. Further investigation demonstrated that prevalence of 
ABC-HSR varied among different ethnic populations, which 
reinforced the hypothesis of a genetic etiology [ 7 ]. Today, 
the genetics are no longer disputed as it is clear that ABC- 
HSR is indeed restricted to HLA-B*5701 carriers [ 4 ,  8 ]. 
Early clues that suggested an immunogenetic mechanism 
included the symptoms of abacavir hypersensitivity syn-
drome that had the hallmark features of a cellular delayed- 
type hypersensitivity reaction. Subsequent observational and 
experimental data confi rmed this suspicion and provided 
insight into the immunopathogenesis of ABC-HSR [ 9 ,  10 ]. 

 HLA-B*5701 is a class I HLA allele at the B locus, and 
successful binding of a pathogen-derived peptide by HLA- 
B*5701 results in presentation to CD8+ T cells and initiation 
of the adaptive cellular immune response. In this case, a 
hapten-carrier complex, composed of an abacavir metabolite 
and an endogenous protein, bind the HLA-B*5701 molecule 
possibly in the presence of HSP70, resulting in presentation 
to and activation of CD8+ T cells (Fig.  20.1 ) [ 11 ]. Each 
HLA-encoded molecule has exquisite specifi city and as few 
as one or two amino acid differences in the peptide-binding 
cleft of an HLA molecule can change the subset of pathogen- 
derived peptides each HLA molecule can bind and present. 
Abacavir presentation is clearly HLA-B*5701 restricted 
which explains why ABC-HSR is not observed in those who 
carry closely related alleles such as HLA-B*5702 and HLA-
B*5703 that only differ by a few amino acids in the HLA-
binding groove.

   Australia was one of the earliest countries to introduce 
routine HLA-B*5701 screening and results from the pro-
spective study that was conducted between 2002 and 2005 
demonstrated a signifi cant reduction of ABC-HSR from 8 to 
2 % [ 11 ,  12 ]. Additional studies with similar results prompted 
one of the largest pharmacogenetics clinical trials ever con-
ducted, the Prospective Randomized Evaluation of DNA 
Screening in a Clinical Trial (PREDICT-1) [ 13 ]. This double- 
blind, randomized trial was also the fi rst study to address the 
clinical utility of a pharmacogenetic marker to reduce toxic-
ity of a drug. PREDICT-1 enrolled 1,956 patients, who were 
predominantly Caucasian, from 19 different countries. 
Patients were randomized into two groups. The control group 
received standard of care, meaning no screening and admin-
istration of abacavir without restriction. The second group 
received prospective HLA typing and abacavir was withheld 
from patients who tested positive for HLA-B*5701. One 
aspect that made this study unique was that all suspected 
cases of clinical ABC-HSR were confi rmed by patch testing. 
The results obtained were important because prescreening 
eliminated all cases of patch-confi rmed, immunologically 
mediated, HLA-related abacavir hypersensitivity and yielded 
100 % negative predictive value. 

 Prior to PREDICT-1, reliance on clinical diagnosis had led to 
inaccurate estimates of the negative predictive value of HLA-
B*5701 testing, casting doubts on the utility of prospective 
screening. This study provided robust evidence for preventive 
screening in Caucasians, but the lack of ethnic diversity in study 
participants limited generalization to other ethnic populations. 
The frequency of the HLA-B*5701 allele varies globally, with a 
high frequency of 8 % in Caucasians and only 2.5 % in African 
Americans [ 14 ]. The Study for Hypersensitivity to Abacavir 
and Pharmacogenetic Evaluation (SHAPE) confi rmed the 
reduced prevalence of ABC-HSR in African Americans, but 
presented clear evidence that screening had applicability across 
races [ 15 ]. 

 Further studies evaluated the cost-effectiveness of pre-
treatment screening and considered variables such as the fre-
quency of HLA-B*5701 carriers, and the sensitivity and 
specifi city of assays for detection of the HLA-B*5701 allele, 
as well as the cost of preventive screening, alternative thera-
pies, and treatment of ABC-HSR. The conclusion was that 
pretreatment screening was a cost-effective approach and the 
evidence supported adoption of widespread implementation 
of prescreen testing [ 16 ,  17 ]. 

    Clinical Utility 
 Clinical utility of prospective screening for HLA-B*5701 to 
prevent abacavir hypersensitivity reaction is well estab-
lished. Genetic screening has now been widely adopted in 
most Western countries, particularly Australia, Ireland, the 
United Kingdom, and the USA. In 2007, guidelines from the 
US Department of Health and Human Services that address 

  Figure 20.1    Proposed mechanism for HLA-B*5701 abacavir 
hypersensitivity       
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antiretroviral treatment recommended screening for HLA- 
B*5701 prior to initiation of abacavir therapy [ 18 ]. In 2008, 
the US Food and Drug Administration also revised the prod-
uct label and added a black box warning for all abacavir- 
containing formulations to refl ect the new guidelines for 
HLA-B*5701 screening.  

    Available Assays 
 One hurdle for widespread implementation of screening was 
the availability of a simple, reliable, and inexpensive assay to 
detect HLA-B*5701 carriers. Because of the level of resolu-
tion needed to discriminate between the many closely related 
alleles present at each locus, sequencing is the gold standard 
for HLA haplotyping. Generally, HLA-B*5701 haplotyping 
by sequencing is available only in highly specialized labora-
tories that perform tissue matching in the setting of organ 
transplantation. The expense, labor, and expertise required 
for the sequencing method are barriers to widespread avail-
ability of testing. In an effort to overcome these challenges, 
simplifi ed molecular assays have been developed and some 
groups have even explored alternative, surrogate markers for 
HLA-B*5701. Rs2395029(G) allele in the HCP5 region of 
the HLA complex is in linkage disequilibrium with HLA- 
B*5701 and has been proposed as a substitute for HLA- 
B*5701 testing [ 19 ,  20 ]. Genotyping for the rs2395029 T/G 
SNP is technically less challenging than genotyping for 
HLA-B*5701, as this necessitates reliable discrimination 
between closely related alleles, and it is less expensive than 
sequencing methods; however, as discussed below, this 
marker does not always correlate with the presence of an 
HLA-B*5701 allele. 

 For direct detection of HLA-B*5701, allele-specifi c PCR 
methods with gel electrophoresis or melting curve analysis 
are available commercially [ 21 ,  22 ]. Flow cytometry-based 
typing is cost effective and also utilized by diagnostic labo-
ratories. A Taqman allelic discrimination assay for the HCP5 
rs2395029 T/G SNP has also been described [ 19 ]. Sequencing 
for HLA-B*5701 remains an alternative.  

    Interpretation of Results 
 The presence of one HLA-B*5701 allele is suffi cient to predis-
pose to ABC-HSR, because HLA expression is codominant. 
As reviewed above, HLA is extremely polymorphic; therefore, 
most individuals will be heterozygous at this locus and carry 
only one copy of the HLA-B*5701 allele. Laboratories may 
offer HLA-B*5701 allele detection but not all assays directly 
detect HLA-B*5701. Assays that rely on the detection of the 
HCP5 rs2395029(G) allele that is in linkage disequilibrium 
with HLA-B*5701 and is an indirect test for HLA-B*5701 are 
available in the USA. In the initial study using this approach, 
100 % sensitivity and 99.4 % specifi city were observed [ 19 ]. 
However, there are now multiple reports that HLA-B*5701 and 
the HCP5 rs2395029(G) allele are not in complete linkage 

 disequilibrium and patients can be positive for HLA-B*5701 
but negative for HCP5 rs2395029 [ 23 ,  24 ]. 

 Although HLA-B*5701 allotype has a negative predictive 
value approaching 100 %, a negative HLA-B*5701 result does 
not absolutely preclude the development of ABC- 
HSR. Therefore, careful clinical observation for signs and 
symptoms associated with a hypersensitivity reaction remain a 
vital component of patient care. Abacavir therapy should be 
withdrawn in individuals with symptoms of a hypersensitivity 
reaction regardless of the HLA-B*5701 genotype result. Skin 
patch testing can be used to immunologically confi rm ABC-
HSR, but has no usefulness in prospective screening. As is 
typical for most HLA associations with disease or ADRs, the 
positive predictive value is often low and has been estimated to 
be only 47 % in this case [ 13 ]. In other words, only about half 
of patients that carry an HLA-B*5701 allele would be expected 
to develop ABC-HSR when placed on abacavir therapy. 
Clearly, other genetic or environmental factors contribute to 
the risk of developing ABC-HSR in patients who are HLA-
B*5701 positive.   

    Hepatitis C and  IL28B  Genotyping 

 Chronic hepatitis C (HCV) infection affects millions of 
individuals worldwide with a substantial risk for liver cir-
rhosis and hepatocellular carcinoma decades after infection. 
Although the incidence of HCV infection has decreased, the 
number of patients that will be diagnosed and must be 
treated is expected to increase for years to come. Current 
therapeutic regimens can produce a sustained viral response 
(SVR) and slow or prevent these long-term complications 
[ 25 ]. Current therapy is based on the combined use of inter-
feron and ribavirin (RBV) for infections with HCV geno-
types 2 through 6, and beginning in 2011, the combined use 
of interferon, RBV, and a protease inhibitor for HCV geno-
type 1 infections [ 26 ]. 

 The fi rst important biomarker for guidance of therapy was 
pre-therapeutic viral genotyping. Genotype 1 infections 
require longer treatment and have substantially lower rates of 
SVR. Identifi cation of HCV genotypes 2 or 3 infection 
allows for a reduction in the length of interferon RBV treat-
ment to 24 weeks compared to 48 weeks for other genotypes. 
More recently, measurement of the kinetics of viral clear-
ance during therapy has been implemented as standard of 
care to predict the likelihood of SVR for all HCV genotypes. 
A rapid viral response (RVR) defi ned as a fall in HCV viral 
load to undetectable levels after 4 weeks of therapy strongly 
predicts SVR. Although RVR is less likely to be achieved 
with an HCV genotype 1 infection, achieving an RVR is the 
best predictor of SVR compared to HCV genotype or host 
physiologic markers. This observation suggests the existence 
of host factors which affect the likelihood of achieving an 
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SVR. Until recently, no host genetic markers have been 
available to predict the likelihood of response or drug  toxicity 
prior to therapy. 

 In late 2009, a series of papers was published by several 
groups that performed GWAS seeking biomarkers associated 
with HCV treatment outcome. Several SNPs were identifi ed 
on chromosome 19 near the  IL28B  gene that were associated 
with both spontaneous and treatment- induced HCV clear-
ance (Fig.  20.2 ) [ 27 – 31 ]. Two SNPs, rs12979860 and 
rs8099917, have been identifi ed by multiple investigators as 
having the strongest predictive values for achieving an SVR 
in patient cohorts of varied ethnic background and have 
emerged as candidates for  IL28B -associated genotyping 
assays. For the rs12979860 C/T SNP those with the CC gen-
otype are two-fold more likely to achieve an SVR and 2.5 
times more likely to clear HCV spontaneously, compared to 
CT heterozygotes or TT homozygotes [ 28 ,  29 ]. For 
rs8099917, the TT genotype predicts likelihood of an SVR, 
while TG heterozygotes and GG homozygotes have an 
increased risk of treatment failure [ 27 ].

   These associations more powerfully predict spontaneous 
clearance and therapeutically driven SRV than all previously 
described host markers including gender, age, liver steatosis, 
and insulin resistance [ 32 ,  33 ]. In addition, they account for 
a signifi cant component of the long-appreciated poor treat-
ment outcomes for individuals of African descent. African- 
American populations have a much higher prevalence of the 
rs12979860 TT genotype compared to Caucasian or Hispanic 
populations. African Americans who carry the CC genotype 
fare better than those carrying CT or TT genotypes but still 
worse than Caucasian or Hispanic population with the same 
genotype, suggesting that IL28 explains much but not all of 
the long-observed differences in HCV spontaneous clear-
ance and treatment response [ 29 ]. 

 The mechanism by which  IL28B  genotype exerts its 
effects remains elusive. The two SNPs, rs 12979860 and rs 
8099917, are in linkage disequilibrium, approximately 4 kb 
apart, and both are located upstream of  IL28B . The  IL28  
gene encodes a type III lambda interferon. Lambda interfer-
ons, like alpha interferons, stimulate antiviral effects through 
the JAK-STAT signaling pathway, but use a different cell 
surface receptor that is preferentially expressed in hepato-
cytes. Lambda interferons can inhibit HCV growth in vitro, 
but the precise mechanism for clearance of HCV in vivo 
remains uncertain [ 34 ,  35 ]. Further complicating interpreta-
tion is that both SNPs associated with HCV response are 
located upstream of the  IL28B  gene and not in the gene itself. 
This fi nding suggests that these SNPs affect transcription of 
the gene. However, initial messenger RNA expression stud-
ies have yielded confl icting results. Although the underlying 
mechanism has not been clarifi ed, the predictive power of 
these  IL28B -associated SNPs for HCV clearance has been 
unequivocally substantiated. 

    Clinical Utility 
 The signifi cance of the  IL28B  genotype was originally dis-
covered in patients infected with HCV genotype 1 who were 
undergoing standard-of-care (SOC) treatment with inter-
feron and RBV. Subsequent studies have investigated  IL28B  
genotype in patients infected with HCV genotypes 1, 2, and 
4. Although the results from these investigations support the 
overall conclusion that favorable  IL28B  genotype is predic-
tive of likelihood of response to treatment,  IL28B  genotype 
has lower predictive value in patients infected with HCV 
genotypes other than 1. Clinical trials and one study have 
investigated the utility of  IL28B  genotyping in the era of 
direct-acting antiviral therapies. Data demonstrate that those 
with a favorable  IL28B  genotype are more likely to have 

  Figure 20.2    Location of SNPs in the  IL28  region       
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abbreviated therapy under this new treatment regimen [ 36 –
 38 ]. Individuals with the favorable  IL28B  genotype have 
higher SVR rates with triple therapy as compared to SOC; 
therefore, no recommendation can be made for one therapy 
over another based on  IL28B  genotype. 

 In summary,  IL28B  genotyping is a strong pretreatment 
predictor of treatment response to interferon and RBV ther-
apy, as well as protease inhibitor triple therapy, in patients 
infected with HCV genotype 1. Predictive value is lower in 
patients infected with HCV genotypes 2 and 3 [ 26 ,  33 ]. 
Currently, insuffi cient evidence exists to recommend one 
therapy over another for HCV genotype 1 or to recommend 
a specifi c duration of therapy based on  IL28B  genotype 
alone.  IL28B  genotype should be considered, if information 
regarding the likelihood of response and probable duration 
of response is needed [ 26 ].  

    Available Assays 
 Both TaqMan allelic discrimination and dual-color fl uores-
cence resonance energy (FRET) probe assays for  IL28B  
genotyping have been published and are commercially avail-
able [ 39 ].  

    Interpretation of Results 
 Caution must be taken in interpreting  IL28B  genotype 
results. First,  IL28B  genotype is primarily a predictive 
marker for likelihood of response and duration of treatment, 
but cannot be used to recommend a particular therapy and 
does not directly dictate duration of treatment. Second, not 
all individuals with a favorable genotype will achieve a posi-
tive treatment outcome, and conversely not all individuals 
with a risk genotype are destined to fail therapy. Third,  IL28B  
genotype assays are now commercially available that geno-
type for the rs12979860 or the rs8099917 SNP or both, and 
it is clinically important to know which SNP is the target. 
These two SNPs are in linkage disequilibrium with  IL28B , 
but the degree (strength) of linkage disequilibrium between 
these two SNPs varies with ethnic background [ 29 ,  31 ,  39 , 
 40 ]. The two SNPs provide interchangeable information in 
Caucasians, but not in African Americans. Because both 
SNPs are tag SNPs and neither is the causal variant, it is not 
well established which of the two SNPs is more refl ective of 
observed response in patients who are discordant for these 
two SNPs.   

    Future Directions 

    HCV and ITPA 

 GWAS for HCV infection and therapy markers discovered 
that polymorphisms in the inosine triphosphatase ( ITPA ) 
gene were associated with hemoglobin concentrations in 

patients treated with RBV. Follow-up studies identifi ed two 
variants, rs1127354 and rs7270101, that cause inosine tri-
phosphatase (ITPAse) defi ciency and protect patients from 
RBV-induced hemolytic anemia [ 41 – 45 ]. The rs1127354 
C-to-A polymorphism is a missense mutation and the 
rs7270101 is an A-to-C splice mutation, both of which are 
signifi cantly and independently associated with enzyme defi -
ciency and protective effects. The biological mechanism is 
not well defi ned, but the protective effects have been con-
fi rmed. Genotyping assays for  ITPA  polymorphisms are 
available clinically on a limited basis.  

    Antiretroviral Therapy 

 One of the most promising areas of pharmacogenetics is 
antiretroviral therapy. The introduction of highly active 
antiretroviral therapy (HAART) in the mid-1990s for treat-
ment of HIV infection has proven to be extremely effective 
and has virtually transformed HIV infection into a manage-
able, chronic disease. Because HIV is never cleared, long-
term antiretroviral therapy (ART) is necessary for 
suppressing viral replication and is often complicated not 
only by emergence of viral resistance, but also by the devel-
opment of severe toxic syndromes and unexpected health 
consequences. For example, extended use of ART corre-
lates with an increased risk of developing accelerated ath-
erogenesis and cardiovascular complications (events). 
Consequently, the link between genetic variations in lipid 
metabolism or transport genes and dyslipidemia has been 
examined by many investigators. Polymorphisms in 
 APOC3 ,  APOE , and  APOA5  genes are believed to signifi -
cantly contribute to increased triglyceride concentrations in 
patients on long-term ART, particularly those treated with 
ritonavir [ 46 – 49 ]. 

 Other host-treatment associations of note include (1) 
HLA-DRB*0101 class II allele and nevirapine-associated 
hypersensitivity; (2) atazanavir- and indinavir-induced 
hyperbilirubinemia associated with  UGT1A1  primarily 
but also P-gp (formerly  MDR1 ) SNPs; (3) tenofovir renal 
proximal tubulopathy associated with multidrug-resis-
tance protein (MRP2) transporter variation; and (4) efavi-
renz-associated neurotoxicity attributed to  CYP2B6  
differences [ 46 ,  47 ]. Genetic screening has been proposed 
for both  UGT1A1  and  CYP2B6  prior to atazanavir and efa-
virenz treatment, respectively. However, even for these 
well-established associations clinical utility of genetic 
testing remains controversial, because it is becoming 
increasingly clear that variation in more than one drug-
metabolizing gene and multiple mechanisms may affect 
the pharmacokinetics of any one drug. The relative contri-
bution of variation in all genes that impact metabolism of 
a drug has to be determined before utility of genotyping 
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for one or multiple markers can be demonstrated. 
Currently, the majority of these associations are of 
research interest only due to the many limitations of phar-
macogenetics, as discussed above. Perhaps the foremost 
limitations are the lack of widespread applicability and 
well-designed cost- effectiveness studies. Nevertheless, 
HLA-B*5701 is a great example that genetic associations 
can be successfully translated into clinical practice if the 
appropriate studies are conducted. There is considerable 
anticipation that personalized HAART pharmacogenetics 
will be possible in the near future.  

    Tuberculosis 

 Tuberculosis (TB) is an infectious disease with a long history. 
There is resurgence in the global morbidity and mortality 
caused by TB, primarily due to the emergence of antibiotic-
resistant Mycobacterium strains and HIV coinfection. 
Globally, the prevalence of TB has been estimated at 30 %, 
with the highest burden in developing nations. SOC treatment 
for TB is a combination of multiple drugs: rifampicin, strep-
tomycin/ethambutol, and pyrazinamide combined with iso-
niazid. Serious dose-dependent side effects associated with 
isoniazid therapy, mainly hepatotoxicity, were apparent as 
early as the 1970s. It is now well accepted that polymor-
phisms in  NAT2  are responsible for the differential extent of 
N-acetylation of isoniazid and observed phenotypes. Genetic 
testing for this marker could reduce dose- dependent ADRs in 
slow metabolizers while increasing effi cacy in fast metaboliz-
ers or acetylators. Appropriate patient dosing based on genetic 
testing likely would increase patient compliance with the 
added benefi t of minimizing drug resistance. Drug resistance 
is a growing problem and has led to combination therapy as 
the mainstay for TB treatment. Although  NAT2  testing is not 
recommended prior to prescribing isoniazid, pharmacoge-
netic information regarding the role of NAT2 in isoniazid 
metabolism is included in US drug labels.  NAT2  genotyping 
or phenotyping is not widely available.  

    Malaria 

 Malaria is one of the deadliest infectious diseases known to 
man, with an enormous human and fi nancial toll. Ironically, 
one of the earliest examples of an ADR associated with host 
genetics was the recognition that those who have glucose-6- 
phosphate dehydrogenase (G6PD) defi ciency develop severe 
hemolytic anemia when administered primaquine, an antima-
larial drug introduced in 1950 [ 50 ]. Importantly, G6PD defi -
ciency is still relevant to developing effi cacious antimalarial 
drugs, and as recently as 2008, complications due to G6PD 
defi ciency caused withdrawal of chlorproguanil/dapsone 

therapy [ 51 – 53 ]. Antimalarial drugs have been available for 
decades and were initially effective and relatively inexpen-
sive. However, monotherapy approaches to treatment led to 
widespread resistance. Hope was restored around 2000 with 
the development of artemisinin combination therapies (ACT). 
ACT is predicated on different classes of drugs with different 
modes of action for parasite elimination, impeding the emer-
gence of drug-resistant parasites. At the moment, the three 
ACT options widely utilized for TB management are amodia-
quine and artesunate, artemether- lumefantrine, and artesu-
nate-mefl oquine [ 54 ]. 

 The availability of ample data for both components of the 
amodiaquine-artesunate ACT therapy provides a good illus-
tration of the potential for pharmacogenetic testing in the set-
ting of malaria. Amodiaquine has a well-established 
association with severe toxicity. Concerns over high rates of 
lethal agranulocytosis and hepatoxicity observed in 
Caucasians prompted removal of this drug from the WHO 
Essential Medicines List, but it had to be reintroduced due to 
growing resistance to remaining therapeutic options [ 55 – 57 ]. 
The adverse reaction has been attributed to the  CYP2C8 * 2  
polymorphism. Impaired amodiaquine metabolism by 
 CYP2C8 * 2  results in accumulation of a toxic metabolite and 
the severe adverse reactions. Despite the fact that other 
 CYP2C8  low activity-alleles, such as * 3  and * 4 , have been 
identifi ed in Zanzibar, the fi rst line of therapy in this country 
is amodiaquine-artesunate, placing this population at 
increased risk of adverse events [ 58 ]. Overall, the percentage 
of individuals at risk for developing an ADR is small, but this 
translates into large absolute numbers due to the vast number 
of people who need to be treated. In contrast, therapy regi-
mens including amodiaquine would be well suited to West 
Africa, where low-activity alleles are rarely found [ 51 ,  54 ]. 

 Conversion of artesunate to the active metabolite dihydro-
artemisinin (DHA) is dependent on CYP2A6 [ 59 ].  CYP2A6  
is highly polymorphic with approximately 40 gene variants 
[ 60 ]. Many of these have decreased metabolizing function 
and some alleles have no activity in vivo. Clearly, prescrib-
ing therapy containing artesunate to individuals that do not 
have the ability to convert the drug to an active metabolite is 
futile. Furthermore, for those who have reduced metaboliz-
ing capacity, the concentration of active metabolite formed is 
insuffi cient, severely impairing parasite elimination and 
increasing the potential for development of drug resistance. 
Reports suggest that resistance to artesunate-based therapy is 
already as high as 10 % in some parts of the globe, such as 
Thailand [ 61 ]. Interestingly, Thailand has a high prevalence 
of low-activity alleles [ 62 ] and this may have contributed to 
the emergence of drug-resistant strains in this location [ 51 ]. 

 For malaria and to some extent TB, it is not likely that 
personalized medicine would be possible, given the cost of 
genetic testing compared to treatment and the great number 
of patients that would require testing. For both, however, 
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population-level application of pharmacogenetics could have 
important implications for global disease control. Simply 
knowing the frequencies of relevant genetic polymorphisms 
at the population level may shape a global strategy and drug 
policy for the developing world that would increase thera-
peutic effi cacy, minimize adverse reactions, and diminish the 
potential for drug resistance. Drug resistance is an increas-
ingly diffi cult problem that is even more acute in the context 
of a pathogen that infects 100 million people annually and 
for which only a limited number of effective drugs exist.   

    Summary 

 In summary, advances in technology coupled with intensive 
studies have improved our understanding of the underlying 
basis of the genetics associated with disease and drug 
response. Despite signifi cant progress made from the bio-
logical perspective, translation to routine medical practice 
for most discoveries is lagging. Demonstration of the clinical 
utility of genetic association using large, well-designed pro-
spective clinical trials is just the fi rst step in translating a 
pharmacogenetic test into routine healthcare. Test endorse-
ments in consensus statements and practice guidelines are 
pivotal for acceptance. Furthermore, the speed of adoption is 
often infl uenced by logistical considerations such as wide-
spread access to a reliable and cost-effective test and reason-
able reimbursement for the test. Nevertheless, good examples 
now exist of successful implementation of pharmacogenetic 
testing in medical practice and there is ample hope that future 
applications of pharmacogenomics are likely to become 
important in infectious disease treatment.     
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        Introduction 

 Pharmacogenetics is the study of the genetic determinants of 
drug response variability. Accordingly, pharmacogenetic 
variant alleles often occur in genes that encode drug metabo-
lism enzymes and alter their enzymatic activity. These 
enzymes can activate a prodrug to its active form or catalyze 
the inactivation and elimination of a drug or metabolite. 
Prominent among these enzymes are the cytochrome P450 

(CYP450) superfamily, which directly infl uence the pharma-
cokinetics of many drugs. In addition, genetic variants in cell 
receptors can infl uence drug transport, which often plays a 
role in pharmacodynamics. Consequently, pharmacogenetic 
tests are now available that can be used to explain or predict 
adverse events or non-responsiveness to therapy. The goal 
and promise of clinical pharmacogenetic testing is to deliver 
the right drug to the right person at the right dose. As such, 
when a genetic variant directly involved in drug response 
variability is identifi ed in a patient prior to initiating therapy, 
adverse reactions, excessive use of ineffective drugs, or inef-
fective dosing can potentially be prevented. 

 Despite many robust associations between specifi c vari-
ant alleles and drug response variability, the clinical utility of 
pharmacogenetic genotyping has been diffi cult to establish 
for some clinical applications. Important pharmacogenetic 
variants are often rare in the general population, which 
makes identifying enough individuals with a particular geno-
type in the research setting challenging. To achieve an ade-
quate sample size, some studies group heterozygotes (one 
variant) and homozygotes or compound heterozygotes (two 
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variants) together, yet many enzymes exhibit an autosomal 
recessive inheritance. By combining the two genotypes, the 
effect of two variants, and therefore the true “poor metabo-
lizers,” may not be evident. 

 Since genotyping may not detect all variants that affect 
drug metabolism, it does not necessarily replace the need for 
drug monitoring when indicated. Other factors such as con-
comitant medications, comorbidities, and diet often affect 
drug metabolism and drug levels. Despite these challenges, 
clinical genetic tests are currently available for selected 
genes where clinical validity has largely been established. 
This chapter describes clinical pharmacogenetic applications 
for which tests currently are available, including genotyping 
tests for variants in  CYP2D6 ,  CYP2C19 ,  CYP2C9  and 
 VKORC1 ,  TPMT , and  UGT1A1 .  

    CYP2D6 

 Cytochrome P450-2D6 (CYP2D6) is an important isoen-
zyme of the P450 superfamily that is involved in the metabo-
lism of approximately 25 % of commonly prescribed drugs, 
including tamoxifen [ 1 ], alpha-blockers, analgesics [ 2 ], anti-
depressants [ 3 ], antihypertensives [ 4 ], antipsychotics [ 5 ], 
β-receptor blockers [ 6 ], norepinephrine reuptake inhibitors 
[ 7 ], and others. More than 100  CYP2D6  alleles have been 
described (  http://www.cypalleles.ki.se/cyp2d6.htm    ); how-
ever, many are rare in the general population. Although the 
effect of all of these variant alleles on enzyme activity has 
not been established, many of the commonly interrogated 
 CYP2D6  variants include nonfunctional, reduced-, and 
increased-function alleles. The combination of these alleles 
in a given genotype results in four predicted phenotype cat-
egories: ultrafast (ultrarapid), extensive (normal), intermedi-
ate, and poor metabolizers [ 8 ]. Depending on the drug, 
CYP2D6 may be involved in the activation of a prodrug or 

inactivation of an active drug. Consequently, reduced 
CYP2D6 activity due to loss-of-function alleles can result in 
ineffective treatment when activating a prodrug or adverse 
reactions by allowing toxic compounds to accumulate due to 
impaired drug inactivation. 

    Clinical Utility 
 Although the clinical utility of testing for  CYP2D6  vari-
ants has been diffi cult to establish for many medications, it 
has been shown for a few drugs. Tamoxifen is metabolized 
by CYP2D6 to its active metabolite endoxifen [ 9 ], although 
other cytochrome P450 enzymes also are involved (e.g., 
CYP2C19, CYP2C9, CYP3A4/5). As such,  CYP2D6  
genotyping can be used to identify individuals in which 
tamoxifen is potentially less effective. Identifi cation of a 
poor metabolizer may help in drug or dose adjustment. 
Less is understood for intermediate metabolizers, although 
a potential dose modifi cation may be considered. However, 
routine testing for women being placed on tamoxifen is not 
currently recommended due to confl icting data in the lit-
erature [ 10 ]. 

 The Clinical Pharmacogenetics Implementation 
Consortium (CPIC) has published practice guidelines for the 
use of  CYP2D6  genotyping to guide codeine therapy [ 11 ,  12 ] 
(Table  21.1 ). Evidence also exists for a role of  CYP2D6  
genotyping for individualized treatment with tricyclic anti-
depressants, which also has prompted a recent CPIC guide-
line [ 13 ]. For example, CYP2D6 poor metabolizers treated 
with amitriptyline and nortriptyline have impaired drug 
metabolism and increased risks of side effects, whereas 
ultrafast metabolizers have elevated risks of reduced drug 
effi cacy due to rapid drug elimination (Table  21.2 ). Evidence 
supporting a role for  CYP2D6  in selective serotonin reuptake 
inhibitor response variability also exists and a CPIC guide-
line is currently in development (   http://www.pharmgkb.org/
page/cpic        ).

   Table 21.1    CPIC recommendations for  CYP2D6 -directed dosing of codeine a    

  Predicted CYP2D6 metabolism 
phenotype    Implications for codeine metabolism    Therapeutic recommendations  

 Ultrarapid metabolizer (UM)  Increased formation of morphine following codeine 
administration, leading to higher risk of toxicity 

 Avoid codeine use due to potential for toxicity 

 Extensive metabolizer (EM)  Normal morphine formation  Use label-recommended age- or weight-
specifi c dosing 

 Intermediate metabolizer (IM)  Reduced morphine formation  Use label-recommended age- or weight-
specifi c dosing. If no response, consider 
alternative analgesics such as morphine or a 
non-opioid 

 Poor metabolizer (PM)  Greatly reduced morphine formation following 
codeine administration, leading to insuffi cient pain 
relief 

 Avoid codeine use due to lack of effi cacy 

  CPIC Clinical Pharmacogenetics Implementation Consortium 
  a Adapted from Crews et al. [ 12 ]  
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        Available Assays 
  CYP2D6  genotyping typically is performed by platforms 
that simultaneously detect multiple variants across the gene 
(Fig.  21.1 ). Several commercial assays are currently avail-
able, including the AmpliChip ®  (Affymetrix/Roche [ 14 ]), 
Luminex [ 15 ], and AutoGenomics [ 16 ] assays, as well as 
other laboratory-developed tests (e.g., single-nucleotide 
extension assay) [ 17 ]. The AmpliChip ®  CYP450 Test (Roche 
Diagnostics, Indianapolis, IN) is an oligonucleotide microar-
ray hybridization method that tests variants in both  CYP2D6  
and  CYP2C19 . The Tag-It™ Luminex (Luminex Molecular 
Diagnostics, Toronto, Canada) platform is a bead array with 
oligonucleotides bound to microspheres and genotyping by 
allele-specifi c primer extension. The AutoGenomics 
(Carlsbad, CA) platform is a fi lm-based microarray tested on 
the INFINITI ®  PLUS Analyzer. These assays typically inter-
rogate 15–20 important  CYP2D6  variants including the dele-
tion and duplication alleles.

       Interpretation 
  CYP2D6  alleles are designated by the common star (*) allele 
nomenclature system, which often include multiple variants 
on the same haplotype. The  CYP2D6 * 1  allele is the wild- 
type haplotype encoding normal enzyme activity; however, 
this is typically assigned in the absence of other detected 
variants. Consequently, when * 1  is reported by targeted 
genotyping, a rare  CYP2D6  star (*) allele not included in the 
genotyping panel would not be detected, which can only be 

identifi ed by gene sequencing. Commonly interrogated 
 CYP2D6  alleles are summarized in Table  21.3 .

   Two functional  CYP2D6  alleles or one functional and 
one reduced-function  CYP2D6  allele predict normal or 
extensive metabolizers. Two reduced-function alleles or one 
reduced-function and one nonfunctional allele predict inter-
mediate metabolizers. Two nonfunctional alleles predict a 
poor metabolizer phenotype. Duplicated functional  CYP2D6  
alleles predict an ultrarapid metabolizer phenotype [ 8 ]. In 
addition to duplicated functional alleles, duplicated non-
functional or reduced-function alleles also have been 
described. As such, determining which  CYP2D6  allele is 
duplicated is important for proper interpretation when a 

   Table 21.2    CPIC recommendations for  CYP2D6 -directed dosing of tricyclic antidepressants a,b    

  Predicted CYP2D6 metabolism 
phenotype  

  Implications for tricyclic antidepressant 
metabolism    Therapeutic recommendations  

 Ultrarapid metabolizer (UM)  Increased metabolism of tricyclics to less active 
compounds when compared to extensive 
metabolizers. Lower plasma concentrations will 
increase the probability of pharmacotherapy failure 

 Avoid tricyclic use due to potential lack of 
effi cacy. Consider alternative drug not 
metabolized by CYP2D6 
 If a tricyclic is warranted, consider increasing 
the starting dose. Utilize therapeutic drug 
monitoring to guide dose adjustments 

 Extensive metabolizer (EM)  Normal metabolism of tricyclics  Initiate therapy with recommended starting dose 

 Intermediate metabolizer (IM)  Reduced metabolism of tricyclics to less active 
compounds when compared to extensive 
metabolizers. Higher plasma concentrations will 
increase the probability of side effects 

 Consider 25 % reduction of recommended 
starting dose. Utilize therapeutic drug 
monitoring to guide dose adjustments 

 Poor metabolizer (PM)  Greatly reduced metabolism of tricyclics to less 
active compounds when compared to extensive 
metabolizers. Higher plasma concentrations will 
increase the probability of side effects 

 Avoid tricyclic use due to potential for side 
effects. Consider alternative drug not 
metabolized by CYP2D6 
 If a tricyclic is warranted, consider 50 % 
reduction of recommended starting dose. Utilize 
therapeutic drug monitoring to guide dose 
adjustments 

  CPIC Clinical Pharmacogenetics Implementation Consortium 
  a Adapted from Hicks et al. [ 13 ] 
  b Note that dosing guidelines for tricyclic antidepressants and  CYP2C19  genotype-directed therapy were also reported [ 13 ]. Optional dosing recom-
mendations based on both  CYP2D6  and  CYP2C19  can be found in the supplemental material of Hicks et al. [ 13 ].  

  Figure 21.1    Gene diagram of  CYP2D6  (and chromosome location) 
indicating common alleles and their molecular alteration (in  parenthe-
ses ), including the deletion ( *5 ) and duplication alleles. Note that vari-
ants are referred to by their common names (GenBank Accession 
Number M33388)       
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gene duplication is identifi ed in addition to a heterozygous 
genotype [ 18 ]. 

  CYP2D6  genotyping is complicated by the fact that sev-
eral variants occur on a number of important star (*) alleles 
and commercial assays cannot determine the phase of identi-
fi ed genotypes [ 19 ]. For example, the nonfunctional * 4  allele 
is defi ned by several variants, including 100C > T and 
1846G > A. The 1846G > A variant is the defi ning functional 
mutation for * 4 , which disrupts exon splicing and results in 
a frameshift and loss of enzyme activity. However, the  *10  
reduced-function allele also has the 100C > T variant but 
without 1846G > A. Of note, 1846G > A can also exist on a 
haplotype without 100C > T ( *4M ), and this allele is very 
rare. When one copy of each variant is detected, the most 
probable genotype is heterozygous  *4  (one copy of a non-
functional allele), since 100C > T and 1846G > A are pre-
sumed to be on the same haplotype. As genotyping platforms 
generally do not predict  CYP2D6  haplotypes, individual 
laboratories are responsible for interpreting results and 
reporting  CYP2D6  genotypes. Without haplotyping by more 
involved molecular assays, it is possible that one copy of 
both 100C > T and 1846G > A could be misinterpreted as a 
 *4M/*10  compound heterozygote (one nonfunctional allele 
and one decreased-function allele). Although this scenario 
would be rare in the general population, the  *4 / *10  genotype 
is more appropriately defi ned by two copies of 100C > T and 
one copy of 1846G > A. 

 Further interpretation challenges exist when a duplication 
is detected with a reduced-function or nonfunctional allele, 
as most platforms are not capable of identifying which allele 
is duplicated. Furthermore, the number of duplicated 
 CYP2D6  copies on an allele is not typically determined. 
When in combination with a reduced-function allele, the 
number of copies may become clinically relevant in predict-
ing the phenotype. Family studies (such as parental testing) 
may help determine the phase of identifi ed variants in these 
scenarios, if warranted.  

    Laboratory Issues 
 The  CYP2D6  gene is highly homologous to a related pseudo-
gene ( CYP2D7P1 ), which complicates the design of PCR 
primers used for genotyping. As such, primers are designed 
to avoid co-amplifi cation of pseudogenes by employing a 
specifi c long-range PCR of the entire  CYP2D6  gene. Given 
the technical challenges with long-range PCR, suboptimal or 

degraded DNA may not perform well for many commercial 
 CYP2D6  assays. 

 When a  CYP2D6  platform is unable to identify if a dupli-
cation is a functional or nonfunctional allele in a heterozy-
gous sample, laboratories may report an “indeterminant” 
result. As noted above, family studies can facilitate identify-
ing which allele is duplicated in these cases. Although labo-
ratory guidelines for  CYP2D6  genotyping in relation to 
tamoxifen therapy have recently been reported [ 19 ], no cur-
rent professional guidelines detail which alleles should be 
included in clinical  CYP2D6  assays. Therefore, different 
laboratories may include different  CYP2D6  alleles in their 
testing panels, which can result in confl icting  CYP2D6  geno-
types and predicted phenotypes between laboratories.   

    CYP2C19 

 Cytochrome P450-2C19 (CYP2C19) is another important 
member of the cytochrome P450 superfamily that metabo-
lizes commonly prescribed medications including anti-
convulsants, antidepressants, antifungals, proton-pump 
inhibitors, antithrombotics, and chemotherapy, antimalarial, 
and antiulcer drugs [ 20 ]. Another drug metabolized by 
CYP2C19 is the antiplatelet agent clopidogrel, commonly 
prescribed for patients with acute coronary syndromes and 
those undergoing percutaneous coronary intervention (PCI). 
CYP2C19 converts clopidogrel in a two-step enzymatic 
reaction to an active metabolite, which binds irreversibly to 
platelet receptors and inhibits aggregation for the duration of 
the platelet life span. About 25 % of ACS/PCI patients have 
reduced platelet inhibition due in part to  CYP2C19  loss-of-
function alleles [ 21 ], which reduces the effectiveness of 
clopidogrel treatment. 

 Although over 30  CYP2C19  variant alleles have been 
identifi ed, the effect of some rare alleles on enzyme function 
has not been established. Notable among the  CYP2C19  
alleles are  *2  to  *8 , which impart loss of function, and  *17 , 
which has been reported as an increased-function allele 
(  http://www.cypalleles.ki.se/cyp2c19.htm    ). In contrast to the 
role of the  CYP2C19*2  to  *8  alleles in reduced clopidogrel 
effectiveness,  *17  may be associated with an enhanced 
response to clopidogrel and some antidepressants [ 22 ]. 
Variant  CYP2C19  allele frequencies vary between racial and 
ethnic groups, with  *2  being present in approximately 30 % 

     Table 21.3    Examples of commonly tested pharmacogenetic alleles and their effect on enzyme activity   

  Gene    Loss-of-function alleles    Reduced-function alleles    Increased-function alleles  

  CYP2D6    *3 ,  *4 ,  *5 ,  *6 ,  *7 ,  *8 ,  *12 ,  *14    *9 ,  *10 ,  *17 ,  *29 ,  *41   Functional allele duplication 

  CYP2C19    *2 ,  *3 ,  *4 ,  *5 ,  *6 ,  *7 ,  *8    *9 ,  *10    *17  

  CYP2C9    *3 ,  *6    *2 ,  *5 ,  *8 ,  *11   – 

  TPMT    *2 ,  *3A ,  *3B ,  *3C ,  *4   –  – 
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of Asians and 15 % of Caucasians and African Americans, 
while  *3  has a frequency of approximately 8 % in the Asian 
population, but is rare in other populations. 

    Clinical Utility 
  CYP2C19  genotyping can identify individuals who should 
avoid medications or may require modifi ed doses of medica-
tions metabolized by CYP2C19. For ACS/PCI patients being 
treated with clopidogrel,  CYP2C19*2  and  *3  carriers have 
reduced platelet inhibition compared to extensive metaboliz-
ers due to reduced metabolic activation of the prodrug. 
Consequently, an alternative antiplatelet agent has been rec-
ommended for ACS/PCI patients who are  CYP2C19  inter-
mediate and poor metabolizers [ 23 ]. For tamoxifen, 
 CYP2C19*17  carriers have been shown to produce higher 
concentrations of the active endoxifen metabolite and may 
have a more favorable outcome than  *1 ,  *2 , and  *3  carriers 
[ 24 ]. CPIC guidelines are available for the use of  CYP2C19  

genotyping results for patients treated with tricyclic antide-
pressants [ 13 ,  25 ] (Table   21.4  ) and clopidogrel [ 23 ,  25 ] 
(Table   21.5  ).

        Available Assays 
 A number of multiplexed molecular assays are available to 
identify selected variant  CYP2C19  alleles. For example, 
 CYP2C19  is combined with  CYP2D6  in the AmpliChip ®  
assay (Roche) described above. Additional  CYP2C19  assays 
are commercially available from Luminex Molecular 
Diagnostics (xTAG ®  CYP2C19 Kit), AutoGenomics 
(Infi niti ®  CYP2C19 Assay), Nanosphere (Verigene ®  
CYP2C19 Test), GenMark Diagnostics (eSensor ®  2C19 
Test), Sequenom (iPLEX ®  ADME CYP2C19 Panel), and 
Spartan Bioscience (Spartan RX CYP2C19 Test). All these 
assays include the common nonfunctional alleles ( *2  and  *3 , 
with or without  *4  to  *8 ), and some also include  *17  and 
other variants (Fig.  21.2 ; Table   21.3  ).

   Table 21.4    CPIC recommendations for  CYP2C19 -directed dosing of tricyclic antidepressants a,b    

  Predicted CYP2C19 metabolism 
phenotype  

  Implications for tricyclic antidepressant 
metabolism    Therapeutic recommendations  

 Ultrarapid metabolizer (UM)  Increased metabolism of amitriptyline when 
compared to extensive metabolizers 

 Consider alternative drug not metabolized by 
 CYP2C19 .   If a tricyclic is warranted, utilize 
therapeutic drug monitoring to guide dose 
adjustments 

 Extensive metabolizer (EM)  Normal metabolism of amitriptyline  Initiate therapy with recommended starting dose 

 Intermediate metabolizer (IM)  Reduced metabolism of amitriptyline when 
compared to extensive metabolizers 

 Initiate therapy with recommended starting dose 

 Poor metabolizer (PM)  Greatly reduced metabolism of amitriptyline 
when compared to extensive metabolizers. 
Higher plasma concentrations of amitriptyline 
will increase the probability of side effects 

 Consider 50 % reduction of recommended 
starting dose. Utilize therapeutic drug 
monitoring to guide dose adjustments 

  CPIC Clinical Pharmacogenetics Implementation Consortium 
  a Adapted from Hicks et al. [ 13 ]  
 b Note that dosing guidelines for tricyclic antidepressants and  CYP2D6  genotype-directed therapy were also reported [ 13 ]. Optional dosing recom-
mendations based on both  CYP2D6  and  CYP2C19  can be found in the supplemental material of Hicks et al. [ 13 ]  

   Table 21.5    CPIC recommendations for  CYP2C19 -directed antiplatelet therapy when considering clopidogrel for ACS patients undergoing PCI a    

  Predicted CYP2D6 metabolism 
phenotype    Implications for clopidogrel    Therapeutic recommendations  

 Ultrarapid metabolizer (UM)  Increased platelet inhibition; decreased residual platelet 
aggregation b  

 Clopidogrel label-recommended dosage 
and administration 

 Extensive metabolizer (EM)  Normal platelet inhibition; normal residual platelet 
aggregation 

 Clopidogrel label-recommended dosage 
and administration 

 Intermediate metabolizer (IM)  Reduced platelet inhibition; increased residual platelet 
aggregation; increased risk for adverse cardiovascular 
events 

 Alternative antiplatelet therapy (if no 
contraindication); e.g., prasugrel, ticagrelor 

 Poor metabolizer (PM)  Signifi cantly reduced platelet inhibition; increased 
residual platelet aggregation; increased risk for adverse 
cardiovascular events 

 Alternative antiplatelet therapy (if no 
contraindication); e.g., prasugrel, ticagrelor 

  ACS acute coronary syndrome; CPIC Clinical Pharmacogenetics Implementation Consortium; PCI percutaneous coronary intervention 
  a Adapted from Scott et al. [ 23 ] 
  b The  CYP2C19*17  allele may be associated with increased bleeding risks [ 27 ]  
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       Interpretation 
 Based on identifi ed  CYP2C19  genotype, individuals typically 
are categorized as extensive ( *1/*1 ), intermediate (e.g.,  *1 / *2 , 
 *1/*3 ), or poor (e.g.,  *2 / *2 ,  *2 / *3 ) metabolizers [ 20 ]. The fre-
quencies of  CYP2C19  poor metabolizers are 2–5 % of 
Caucasians and African Americans and approximately 15 % 
of Asians [ 23 ,  26 ]. Additionally, individuals who have at least 
one copy of the  CYP2C19*17  allele often are categorized as 
ultrarapid metabolizers (e.g.,  *17 / *17 ). However, given that 
 *17  is unable to completely compensate for the  *2  loss-of-
function allele [ 27 ],  *2 / *17  compound heterozygotes can be 
classifi ed as intermediate metabolizers, although some labora-
tories may report the predicted phenotype for this genotype as 
“unknown” or “indeterminate.”  

    Laboratory Issues 
 Although most commercial assays include the common 
 CYP2C19*2  and  *3  loss-of-function alleles, some assays 
also include the  *4  to  *8  alleles. Moreover, some assays 
include the  *17  increased-function allele. Like other  CYP450  
genotyping assays, the wild-type  *1  allele is assigned in the 
absence of other detected alleles. Consequently, different 
laboratories may test different allele panels which can result 
in confl icting  CYP2C19  genotypes and predicted phenotypes 
depending on which alleles were interrogated.   

    CYP2C9 and VKORC1 (Warfarin Sensitivity) 

 Warfarin is a commonly prescribed vitamin K antagonist for 
the prevention of thromboembolism among patients with 
atrial fi brillation, deep vein thrombosis, and other indica-
tions. However, the drug has a very narrow therapeutic index 
and a large interindividual variability in response, in part due 
to inherited genetic variability within genes involved in war-
farin pharmacokinetics and pharmacodynamics. For exam-
ple, cytochrome P450-2C9 (CYP2C9) is the principal 
enzyme involved in S-warfarin inactivation and elimination. 
Like other cytochrome P450 genes,  CYP2C9  is highly poly-
morphic with several known variant alleles encoding reduced 
enzyme activity (  http://www.cypalleles.ki.se/cyp2c9.htm    ). 
Importantly, in vitro studies have shown that the common  *2  

and  *3  alleles are functionally defective, exhibiting only 
approximately 70 % and 5 % of wild-type activity toward 
S-warfarin, respectively [ 28 ]. Consequently, these  CYP2C9  
alleles result in reduced warfarin inactivation, higher warfa-
rin blood levels with standard warfarin doses, and increased 
bleeding risks [ 29 ,  30 ]. The frequencies of  *2  and  *3  are 
approximately 15 % and 6 %, respectively, among Caucasians 
and 2–4 % among Asians and African Americans [ 31 ]. Of 
note, other variant alleles are more prevalent in individuals 
of African descent (e.g.,  *5 ,  *6 , and  *8 ) [ 31 ], which may 
provide additional utility for genetically guided warfarin 
dosing in these populations. 

 Warfarin acts as a vitamin K antagonist by inhibiting the 
regeneration of reduced vitamin K, an essential cofactor for 
the clotting cascade. The target enzyme for warfarin is 
VKORC1, which catalyzes the rate-limiting step in the vita-
min K cycle [ 32 ]. Importantly, common  VKORC1  haplo-
types that result in reduced gene expression have been 
reproducibly implicated as the major genetic determinant of 
warfarin dose variability [ 33 – 38 ]. The most commonly inter-
rogated  VKORC1  allele associated with warfarin sensitivity 
is the c.-1639G > A promoter polymorphism (Fig.  21.3 ) [ 38 ]. 
Like  CYP2C9 , the frequencies of  VKORC1  alleles vary 
between racial and ethnic groups, with c.-1639G > A allele 
frequencies of approximately 10 %, 45 %, and 70–90 %, 
among African-American, Caucasian, and Asian individuals, 
respectively [ 31 ]. Of note, rare  VKORC1  coding region 
mutations also have been identifi ed that are strongly corre-
lated with warfarin resistance.

   Taken together, common  CYP2C9  and  VKORC1  variant 
alleles account for approximately 35 % of interindividual 

  Figure 21.2    Gene diagram of  CYP2C19  (and chromosome location) 
indicating common alleles and their molecular alteration (in 
 parentheses )       

  Figure 21.3    Gene diagrams of  CYP2C9  and  VKORC1  (and chromo-
some locations) indicating common alleles and their molecular altera-
tion (in  parentheses ). Note the rare “warfarin-resistant”  VKORC1  
mutations listed below the  VKORC1  gene, which are not commonly 
included in clinical  CYP2C9  and  VKORC1  genetic tests       
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dose variability [ 36 ,  37 ], which can be used in conjunction 
with known clinical variables (e.g., age, race, body weight, 
gender) to predict individual therapeutic warfarin doses. 
These data prompted the US Food and Drug Administration 
(FDA) to modify the warfarin label noting the importance of 
pharmacogenetic testing with dosing recommendations 
based on  CYP2C9  and  VKORC1  genotypes (Table   21.6  ).

      Clinical Utility 
 Using genotype information to guide initial warfarin dose has 
the potential to improve initial dosing accuracy, reduce the 
time to attain a stable dose, and lead to improved outcomes in 
warfarin-treated patients, such as decreased hemorrhagic or 
thrombotic events associated with supra- or subtherapeutic 
anticoagulation, respectively. Several dosing algorithms have 
been developed that incorporate demographic, clinical, and 
genetic variables (including variant  CYP2C9  and  VKORC1  
alleles) [ 39 ], and some are freely available online (  http://
www.warfarindosing.org/    ) [ 36 ,  37 ]. As noted above, to facili-
tate physician interpretation of clinical  CYP2C9  and  VKORC1  
genotyping, the FDA updated the “Dosage and Administration” 
section of the warfarin label in 2010 to include a table con-
taining stable maintenance doses (Table   21.6  ). Although 
these label dosing recommendations are likely to be more 
accurate than empiric dosing (i.e., 5 mg/day), a retrospective 
study has shown that pharmacogenetic- guided dose predic-
tion is more accurate than both empiric dosing and the dosing 
guideline table listed on the warfarin label [ 40 ]. However, 
recently reported randomized clinical trials indicate that 
although pharmacogenetic-guided dosing is more accurate 
than routine fi xed dosing [ 41 ], a dosing algorithm with only 
three  CYP2C9  and  VKORC1  variants common among 
Caucasians is not superior to a clinical variable dosing algo-
rithm, particularly among individuals of African ancestry 
[ 42 ]. As such, a major issue behind pharmacogenetic- guided 
warfarin dosing continues to be the appropriate selection of 
 CYP2C9  and  VKORC1  variants for a given ethnicity and the 
ongoing debate over clinical utility [ 43 ,  44 ].  

    Available Assays 
 Most commercial assays for warfarin genotyping include the 
 CYP2C9*2  and  *3  alleles and  VKORC1  c.-1639G > A (or the 
linked c.174-136C > T [1173C > T] allele) together in a multi-
plexed assay. FDA-approved or FDA-cleared  CYP2C9 –

 VKORC1  genotyping platforms include the INFINITI ®  
Warfarin Assay (AutoGenomics, Inc., Vista, CA), eSensor ®  
Warfarin Sensitivity Test (GenMark Diagnostics, Inc., 
Carlsbad, CA), Verigene ®  Warfarin Metabolism Nucleic Acid 
Test (Nanosphere, Northbrook, IL), and the eQ-PCR™ LC 
Warfarin Genotyping Kit (TrimGen, Sparks, MD). Other 
assays, many with additional variant alleles, not currently 
FDA-approved, are available from AutoGenomics, Inc., 
GenMark Diagnostics, Inc., and Luminex Molecular 
Diagnostics. Importantly, analytical performance for these 
platforms is very good, with high concordance being reported 
for the AutoGenomics, Luminex, Invader, and pyrosequencing 
assays [ 45 ].  

    Interpretation 
 The American College of Medical Genetics and Genomics 
has published guidelines on  CYP2C9  and  VKORC1  genotyp-
ing for warfarin sensitivity [ 46 ].  CYP2C9  results are reported 
with a predicted metabolizer status (e.g., extensive, interme-
diate, poor) and  VKORC1  c.-1639G > A results with a pre-
dicted degree of sensitivity (e.g., G/G, low; G/A, intermediate; 
A/A, high). Since most currently available  CYP2C9  and 
 VKORC1  genotyping tests do not include the rare  VKORC1  
coding region mutations, they will not be able to assess war-
farin resistance.  

    Laboratory Issues 
 Some assays will interrogate the  VKORC1  c.1173C > T 
allele that is in linkage disequilibrium (LD) with c.-
1639G > A [ 46 ]. Although this allele will provide results 
consistent with c.-1639G > A for most populations, the LD 
is reduced in individuals of African descent [ 38 ], which 
may result in c.1173C > T being less predictive for warfarin 
dosing. As mentioned above, other variables infl uence war-
farin dose variability such as gender, body mass, other 
medications, and age. If laboratories do not provide a pre-
dicted therapeutic dose in their reports, they should include 
where physicians can incorporate genotype results with 
other clinical variables into pharmacogenetic dosing algo-
rithms. Two commonly used algorithms are available online 
(  http://www.warfarindosing.org/     and   http://www.phar-
mgkb.org/guideline/PA166104949    ) and are recommended 
by CPIC practice guidelines when genotype results are 
available [ 47 ].   

    Table 21.6    Range of expected therapeutic warfarin doses based on  CYP2C9  and  VKORC1  genotypes a    

  CYP2C9  

  VKORC1   (c.-1639G > A)    *1  /  *1    *1  /  *2    *1  /  *3    *2  /  *2    *2  /  *3    *3  /  *3  

  G / G   5–7 mg  5–7 mg  3–4 mg  3–4 mg  3–4 mg  0.5–2 mg 

  G / A   5–7 mg  3–4 mg  3–4 mg  3–4 mg  0.5–2 mg  0.5–2 mg 

  A / A   3–4 mg  3–4 mg  0.5–2 mg  0.5–2 mg  0.5–2 mg  0.5–2 mg 

   a Adapted from the warfarin product insert:   http://www.accessdata.fda.gov/drugsatfda_docs/label/2010/009218s108lbl.pdf      
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    TPMT 

 Thiopurine  S -methyltransferase (TPMT) inactivates azathio-
prine, 6-mercaptopurine (6-MP), and 6-thioguanine. These 
drugs are used to treat acute lymphoblastic leukemia [ 48 ], auto-
immune diseases [ 49 ,  50 ], and infl ammatory bowel disease 
[ 51 ,  52 ], as well as to prevent rejection of solid organ trans-
plants [ 53 ]. They are metabolized to 6-thioguanine nucleotides 
(6-TGN) by hypoxanthine-guanine phosphoribosyltransferase 
(HGPRT). The TGNs are incorporated into the DNA of divid-
ing cells and inhibit several metabolic pathways; the exact 
mechanism of action is not known but likely is a combination 
of inducing apoptosis and inhibiting cell metabolism. 

 About 10 % of the population have intermediate levels of 
TPMT activity and 0.3 % have low or undetectable enzyme 
activity and are considered TPMT defi cient. Individuals with 
low TPMT activity are at risk for 6-thioguanine-mediated 
toxicity, but may be treated successfully with decreased 
doses. When TPMT enzyme activity is reduced, proportion-
ately more 6-MP may be converted into the active and cyto-
toxic TGNs. Since TPMT catalyzes the metabolism of TGNs, 
low TPMT activity results in the accumulation of the active/
cytotoxic metabolites. Excess 6-thioguanine in the bone 
marrow inhibits purine synthesis, thus inhibiting cell prolif-
eration, and contributes to excess myelosuppression. 
Accordingly, individuals at risk for 6-thioguanine-mediated 
toxicity can be treated with decreased doses of thiopurine 
drugs. Identifying at-risk individuals prior to treatment can 
be accomplished by genotyping the most common  TPMT  
variant alleles (Fig.  21.4 ; Table   21.3  ); however, genotyping 
alone does not replace the need for clinical monitoring of 
patients treated with thiopurine drugs.

      Clinical Utility 
  TPMT  genotyping is used to identify patients prior to initiat-
ing therapy who may be at risk for severe myelosuppression 
with standard dosing. One copy of a nonfunctional  TPMT  
allele is associated with intermediate enzyme activity and an 
increased risk for bone marrow toxicity. Two copies of non-

functional alleles result in lack of TPMT activity and a high 
risk for severe myelosuppression. Carriers of one copy may 
need a dose reduction, while individuals who have two non-
functional alleles require signifi cant dose reduction. A CPIC 
guideline with dosing recommendations for azathioprine, 
mercaptopurine, and thioguanine based on  TPMT  genotype 
is available [ 54 ] (Table   21.7  ).

       Available Assays 
 Among the over 20 variants described in  TPMT , three com-
mon alleles ( *2 ,  *3A , and  *3C ) are often included in testing 
panels [ 55 ,  56 ]; however, panels with additional variants also 
are available [ 57 ]. PCR-based assays that interrogate the 
three common variants detect 80–95 % of low and intermedi-
ate enzyme activity individuals in the Caucasian, African- 
American, and Asian populations [ 58 ]. The analytical 
performance of  TPMT  genotyping is generally high for most 
testing platforms. Of note,  TPMT  genotyping tests have high 
specifi city and positive predictive values, but lower sensitiv-
ity and negative predictive values [ 59 ].  

    Interpretation 
 Patients with reduced-function or nonfunctional alleles are at 
high risk of bone marrow toxicity and require signifi cant 
dose reduction (ten-fold lower than the standard dose) [ 54 ]. 
One copy of a nonfunctional or reduced-function allele may 
be associated with an increased risk of toxicity, with possible 
dose reductions of 30–50 % [ 54 ]. Therapeutic drug 
 monitoring may help optimize dosing for individuals with 
one or two  TPMT  mutations; however, myelosuppression 
may be due to other factors, such as drug-drug interactions. 
When none of the targeted  TPMT  mutations are detected, 
patients are presumed to have normal TPMT activity, be at 
low risk of bone marrow toxicity, and treated with the stan-
dard dose. However, unless the gene is sequenced, the patient 
still may have an undetected and/or rare  TPMT  variant that 
affects enzyme activity.  

    Laboratory Issues 
 In addition to genotyping assays, TPMT phenotyping for 
enzyme activity and metabolite tests also are available. 
However, enzyme phenotype testing should be done prior 
to treatment because the drug or metabolites may directly 
interfere with assay performance. Given that other poly-
morphic enzymes are involved in mercaptopurine metabo-
lism (e.g., inosine triphosphatase [ITPA]) and that not all 
 TPMT  variants are detected by genotyping,  TPMT  geno-
type results may not always correlate with phenotype test 
results. For example, selected studies on azathioprine-
treated rheumatic patients suggest that  TPMT  genotyping 
alone may not be suffi cient to personalize azathioprine dos-
age and that TPMT enzyme and azathioprine metabolite 

  Figure 21.4    Gene diagram of  TPMT  (and chromosome location) indi-
cating common alleles and their molecular alteration (in  parentheses )       

 

S.A. Scott and E. Lyon



309

assays may be warranted in this context [ 49 ]. However, 
given the reliability of  TPMT  genotyping and that perform-
ing both genotyping and phenotyping is not typically fea-
sible, genotyping may be considered the primary choice for 
pretreatment evaluation of TPMT function before initiation 
of thiopurine therapy [ 60 ].   

    UGT1A1 

 The UDP-glucuronosyltransferases (UGT) are a superfamily 
of enzymes that aid in drug excretion by conjugating gluc-
uronic acid, which renders drugs and endogenous com-
pounds more hydrophilic and amenable to biliary or renal 
elimination. A number of UGT family members have been 
identifi ed and one of the most commonly studied is encoded 
by the  UGT1A1  gene [ 61 ]. The most important variant 
 UGT1A1  alleles is  *28 , which is a promoter polymorphism 
comprised of seven thymine-adenine (TA) dinucleotide 
repeats [(TA) 7 TAA] [ 62 ], compared to the normal  UGT1A1*1  
allele with six TA repeats [(TA) 6 TAA] (Fig.  21.5 ). 
Importantly, the length of the TA repeat sequence is inversely 
correlated with UGT1A1 activity [ 63 ]. Consequently, 
 UGT1A1*28  heterozygotes and homozygotes have an 
approximately 25 % and 70 % reduction in enzyme activity, 
respectively [ 63 ]. Five [(TA) 5 TAA] and eight [(TA) 8 TAA] 
repeats also have been reported, but due to their rarity, they 
are not well studied. In addition,  *28  has been associated 
with Gilbert’s syndrome, an inherited unconjugated hyper-

bilirubinemia that does not indicate liver damage but affects 
the metabolism of several substances [ 64 ].

   Irinotecan commonly is used to treat advanced stage 
colorectal cancer and may be used for the treatment of lung, 
brain, and breast cancers. Irinotecan is a prodrug that is acti-
vated to SN-38, which is then conjugated by UGT1A1 to 
excretory glucuronides (SN-38G). Patients with the 
 UGT1A1*28  allele are at higher risk for irinotecan toxicity 
(e.g., neutropenia), particularly when administered at higher 
doses, since they express lower levels of UGT1A1-mediated 
glucuronidation activity [ 65 – 67 ]. These data prompted the 
FDA, in 2005, to modify the irinotecan drug label with 
information on toxicity risk due to  UGT1A1*28  and the 
availability of clinical genetic testing. Like other variant 
pharmacogenetic alleles, the frequencies of  UGT1A1*28  
vary between populations with the  *28/*28  genotype rang-
ing from 1 to 2 % in Asians to approximately 10 % and 
20 % in Caucasians and individuals of African descent, 
respectively [ 61 ]. 

   Table 21.7    CPIC recommendations for  TPMT -directed dosing of azathioprine a    

  Predicted TPMT phenotype    Implications for azathioprine metabolism    Therapeutic recommendations  

 Homozygous wild-type or normal, high 
activity (two functional  *1  alleles) 

 Lower concentrations of TGN metabolites, 
higher methyl-TIMP; normal 

 Start with normal starting dose (e.g., 2–3 mg/kg/
day) and adjust doses of azathioprine based on 
disease-specifi c guidelines. Allow 2 weeks to 
reach steady state after each dose adjustment 

 Heterozygote or intermediate activity 
(one functional allele— *1 , plus one 
nonfunctional allele— *2 ,  *3A ,  *3B , 
 *3C , or  *4 ) 

 Moderate to high concentrations of TGN 
metabolites; low concentrations of methyl-TIMP 

 If disease treatment normally starts at the “full 
dose,” consider starting at 30–70 % of target dose 
(e.g., 1–1.5 mg/kg/day) and titrate based on 
tolerance. Allow 2–4 weeks to reach steady state 
after each dose adjustment 

 Homozygous variant, mutant, low, or 
defi cient activity (two nonfunctional 
alleles— *2 ,  *3A ,  *3B ,  *3C , or  *4 ) 

 Extremely high concentrations of TGN 
metabolites; fatal toxicity possible without dose 
decrease; no methyl-TIMP metabolites 

 Consider alternative agents. If using azathioprine 
start with drastically reduced doses (reduce daily 
dose by ten-fold and dose thrice weekly instead 
of daily) and adjust doses of azathioprine based 
on the degree of myelosuppression and 
disease- specifi c guidelines. Allow 4–6 weeks to 
reach steady state after each dose adjustment. 
Azathioprine is the likely cause of 
myelosuppression 

  CPIC Clinical Pharmacogenetics Implementation Consortium; TGN 6-thioguanine nucleotide; TIMP 6-thioinosine monophosphate; TPMT thiopu-
rine S-methyltransferase 
  a Adapted from Relling et al. [ 54 ]. Note that this CPIC guideline also has  TPMT -directed guidelines for mercaptopurine and thioguanine  

  Figure 21.5    Gene diagram of  UGT1A1  (and chromosome location) 
indicating the  *28  allele associated with irinotecan sensitivity       
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    Clinical Utility 
 The most commonly tested  UGT1A1  alleles are the promoter 
TA dinucleotide repeats that infl uence gene transcription and 
UGT1A1 activity. The wild-type  *1  allele (six TA repeats) is 
associated with normal enzyme activity and the  *28  allele 
(seven TA repeats) is associated with reduced activity. This 
test can be used prior to irinotecan administration to predict 
toxicity or after exposure to explain adverse effects such as 
severe diarrhea and neutropenia. However, no study has pro-
spectively documented the potential benefi ts (reduced 
adverse drug events) or harms (reduced proportion of respon-
sive tumors) from changes in irinotecan dosing based on 
 UGT1A1*28  genotyping.  

    Available Assays 
 Several assays are available that detect the  UGT1A1  TA 
repeat polymorphism. The most straightforward assay is a 
laboratory-developed test involving fl uorescent PCR ampli-
fi cation and size separation by capillary electrophoresis. This 
assay also detects the less common fi ve and eight TA repeat 
alleles. One  UGT1A1*28  genotyping test has been FDA- 
approved, the Invader ®  UGT1A1 Molecular Assay from 
Hologic, Inc. (Madison, WI). The analytic validity of current 
 UGT1A1  genetic testing methods is adequate, and available 
data indicate that both analytic sensitivity and specifi city for 
the  *1  and  *28  alleles are high [ 68 ].  

    Interpretation 
 One or two copies of the  UGT1A1*28  allele predict irinote-
can sensitivity. The rare fi ve repeat allele is assumed to main-
tain effi cient transcription, while the rare eight repeat allele 
indicates irinotecan sensitivity similar to the seven repeat 
allele ( *28 ). Although the Evaluation of Genomic Applications 
in Practice and Prevention (EGAPP) Working Group found 
that the evidence was insuffi cient to recommend for or against 
the routine use of  UGT1A1  genotyping in patients with meta-
static colorectal cancer who are treated with irinotecan [ 68 ], 
the Royal Dutch Pharmacists Association – Pharmacogenetics 
Working Group has evaluated therapeutic dose recommenda-
tions for irinotecan based on  UGT1A1  genotype and recom-
mended dose reduction for  *28  homozygous patients 
receiving more than 250 mg/m 2  [ 25 ].  

    Laboratory Issues 
 Genotyping assays that interrogate  UGT1A1  need to be 
robust, since often the patient is being treated with chemo-
therapy and may have low white cell counts, yielding mini-
mal DNA from a peripheral blood specimen. Some research 
gaps reported by the EGAPP include the need for prospec-
tive studies of  UGT1A1  genotyping and clinical decision- 
making with clinical outcomes, which are needed to answer 
the overarching question of clinical utility.   

    Future Perspectives 

 The continued progression of translational genomics research 
will undoubtedly identify more DNA variants associated with 
drug response variability. In addition, future studies are war-
ranted to assess the clinical utility of pharmacogenetic- guided 
therapy, including cost-effectiveness studies. Although the 
FDA continues to modify labels by adding pharmacogenetic 
information and genetic testing recommendations, a number 
of obstacles remain for effective clinical use of pharmacoge-
netic test results, including physician education, regulatory 
issues, rapid turnaround time testing [ 69 ], and reimbursement 
[ 70 ]. To address some of these issues, some large academic 
medical centers are deploying progressive preemptive phar-
macogenetic testing for specifi c patient populations [ 71 – 74 ]. 
In addition, ongoing whole- exome and genome sequencing 
programs will undoubtedly change the future landscape of 
clinical pharmacogenomics by enabling the rapid identifi ca-
tion of additional genetic variants implicated in drug response. 
Of great importance is the continued study of the clinical util-
ity of pharmacogenetics and the incorporation of both genetic 
and nongenetic variables for the most effective use of person-
alized medicine.     
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    Abstract  

  Inherited mutations in high-risk breast cancer-predisposing genes explain approximately 
10 % of all breast cancer cases. Most of these mutations are in the  BRCA1  and  BRCA2  
genes, as part of hereditary breast and ovarian cancer (HBOC). Others are in genes associ-
ated with syndromes which include a wider spectrum of malignancies and/or distinct clini-
cal features. Molecular analysis, guided by clinical criteria and application of risk assessment 
models, currently reveal the underlying cause in roughly half of hereditary breast cancer 
families. Women who have inherited mutations in the  HBOC  genes have a high lifetime risk 
for both breast cancer and ovarian cancer. In BRCA1 and BRCA2 carriers, effective surveil-
lance and prevention measures (such as risk-reduction salpingo-oophorectomy) reduce 
morbidity and mortality, and mutation status can enable targeted therapy (such as PARP 
inhibitors). 

 Clinical genetic analysis for suspected inherited predisposition to breast cancer, previ-
ously mostly limited to Sanger sequencing of  BRCA1  and  BRCA2 , has been transformed by 
next-generation sequencing (NGS) technology, which enables rapid and simultaneous anal-
ysis of multiple genes. The ability of NGS assays to accurately and cost-effectively detect 
all classes of mutations, including large rearrangements, offers an important advantage over 
previous testing strategies. However, clinical interpretation of variants remains a signifi cant 
challenge even in the well-studied  BRCA1  and  BRCA2  genes, let alone other breast cancer-
associated genes. Testing numerous individuals is revealing an ever greater number of rare 
variations, whose effect on gene and protein function remains unclear. Reporting such vari-
ants of unknown signifi cance is not driven by their clinical utility, and there is an urgent 
need for improved strategies to assess their functional and clinical effects. Testing genes 
beyond  BRCA1  and  BRCA2  is further complicated by the current lack of evidence-based 
guidelines for surveillance and prevention measures, even for carriers of mutations in genes 
considered to be clear moderate-risk predisposition genes. 
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 Nevertheless, identifying cancer-predisposing mutations is increasingly feasible, will 
lead to optimized, personalized care for mutation carriers, and is likely to provide insights 
of broader relevance to cancer.  

  Keywords  

  Breast cancer   •    BRCA1    •    BRCA2    •   HBOC (hereditary breast and ovarian cancer)   •   Risk 
assessment   •   NGS (next- generation sequencing)   •   PARP inhibitors   •   RR-BSO (risk-reduc-
ing salpingo-oophorectomy)   •   Multiple gene testing panels  

        Introduction 

 Breast cancer is the most common invasive cancer in women 
and in Western countries is the leading cause of cancer 
deaths in women after lung cancer. Breast cancer risk is 
affected by both environmental/behavioral and genetic fac-
tors, refl ecting complex disease etiology. Established risk 
factors include age, family history of breast cancer, repro-
ductive behavior, hormonal exposures, lifestyle habits, and 
personal breast- specifi c history (e.g., mammographic den-
sity, previous breast cancer, breast biopsy features of benign 
lesions) [ 1 ]. Family history of breast cancer is the most sig-
nifi cant risk factor after female gender and older age. In the 
Swedish Family-Cancer Database, the attributable risk of a 
positive family history was estimated at about 11 % [ 2 ]. The 
risk to relatives of a person with breast cancer increases with 
closer degree of relationship and with younger age at cancer 
diagnosis [ 3 ]. Presence of an affected fi rst-degree relative 
confers a relative risk of 1.76–2.96, depending on the age at 
diagnosis and the tumor’s receptor status [ 4 ]. Male breast 
cancer is rare in general and has a higher genetic component 
than female breast cancer [ 5 ].  

    The Molecular Basis of Inherited Breast 
Cancer 

 Inherited mutations in high-risk breast cancer-predispos-
ing genes explain 8–10 % of all breast cancer cases [ 6 ]. 
Most of these mutations are in the  BRCA1  and  BRCA2  
genes, which were identifi ed in 1994 and 1995, respec-
tively, as the bases of hereditary breast-ovarian cancer syn-
drome (HBOC). More rarely, breast cancer predisposition 
is caused by mutations in genes associated with other syn-
dromes which include a wider spectrum of malignancies 
and/or distinct clinical features. Examples include  TP53  
(Li-Fraumeni syndrome),  PTEN  (Cowden syndrome), and 
 STK11  (Peutz-Jeghers syndrome). Molecular analysis 
guided by clinical criteria [ 7 ,  8 ] and application of risk 
assessment models (see below) currently reveal the under-
lying cause in roughly half of hereditary breast cancer 
families [ 9 ]. 

 The remaining cases have been the subject of intense 
investigation in the past 15 years, but this has not led to the 
discovery of additional major breast cancer genes. Although 
some familial aggregates may be explained by mutations 
conferring moderate (two- to three-fold) risks, e.g.,  CHEK2  
or  ATM  mutations, or by combinations of low-risk alleles 
[ 10 ], a plausible explanation is that non- BRCA1–BRCA2  
hereditary breast cancer is caused by high-risk mutations in 
a large number of genes, with each gene mutated in only a 
small proportion of families [ 11 ]. This hypothesis is being 
tested, with the advent of genome sequencing in clinical 
practice. Indeed,  RAD51C  [ 12 ] and  RAD51D  [ 13 ] mutations 
have been identifi ed as rare causes of HBOC (approximately 
1 % of non- BRCA1 – BRCA2  families), and a signifi cant num-
ber of new genes can be expected to be identifi ed in the near 
future. 

    BRCA1 and BRCA2 Structure and Function 

  BRCA1  (NG_005905.2) and  BRCA2  (NG_012772.1) were 
identifi ed as genes mutated in HBOC, by genetic analysis in 
families with multiple cases of these malignancies [ 14 ,  15 ]. 
The  BRCA1  gene on chromosome 17 encodes a 7.8 kb tran-
script composed of 24 coding exons that is translated to a 
1,863 amino acid (220 kD) protein [ 16 ]. BRCA1 is a 
chromatin- interacting protein with an amino-terminal RING 
domain that has E3 ubiquitin ligase activity, a nuclear local-
ization signal, and the BRCA1 C-terminal (BRCT) phospho-
peptide-binding domain, which is conserved in multiple 
proteins involved in the DNA damage response (DDR). The 
 BRCA2  gene on chromosome 13 encodes a 10.4 kb transcript 
composed of 27 exons that is translated to a 3,418 amino 
acid (380 kD) protein. BRCA2 contains a DNA- binding 
domain (DBD) that binds both single-stranded DNA 
(ssDNA) and double-stranded DNA (dsDNA), eight BRC 
repeats that bind RAD51, a key protein in homologous 
recombination (HR), and a C-terminal NLS [ 17 ]. 

 Both BRCA1 and BRCA2 play important roles in the 
DDR, the cellular defense mechanism against genotoxic 
stress. The DDR is a multistage process that includes sensing 
ssDNA and dsDNA breaks (DSBs), mediating between 
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sensors and repair effectors, and repairing DNA damage. 
Impairment of the DDR can lead to genomic/chromosomal 
instability, a hallmark of many malignancies, and indeed, 
cells lacking either BRCA1 or BRCA2 have multiple chro-
mosomal aberrations, suggesting that both proteins function 
as “caretakers” of genomic integrity (reviewed in Ref.  17 ). 
Additional BRCA1 roles include estrogen receptor (ER) sig-
naling [ 18 ], TP53 stabilization, and transcription modulation 
including heterochromatin-mediated silencing [ 19 ]. BRCA2 
has more limited functions and, by recruiting RAD51, is pri-
marily a co-effector of DNA repair by HR, in which the 
undamaged sister chromatid is used as an accurate template 
for DSB repair. The BRCA1-PALB2 complex is required for 
BRCA2 recruitment [ 17 ], and RAD51 binding to the 
BRCA2-BRC repeats facilitates recruitment of RAD51 to 
DSBs [ 20 ].  

    BRCA1 and BRCA2 Mutations 

 Mutational analysis is complicated by the large size of the 
 BRCA1  and  BRCA2  genes and the wide variety and 
 distribution of mutations. Interpretation of test results is 
complicated by occurrence of variants of unknown signifi -
cance (VUS, see below). Both public and commercial data-
bases curate  BRCA1  and  BRCA2  mutations. The National 
Human Genome Research Institute hosts the Breast Cancer 
Information Core (BIC) (see URL list), which at the time of 
this writing includes 15,311 entries for  BRCA1 , with 1,787 
distinct mutations, polymorphisms, and variants, 981 of 
which had been reported only once. For  BRCA2 , BIC con-
tains 14,914 entries, including 2,000 distinct mutations, 
polymorphisms, and variants, 1,065 of which have been 
reported only once. Additional online databases include the 
Human Gene Mutation Database (HGMD, see URL list), the 
Leiden Open Variation Database (LOVD), and ClinVar (see 
URL list).  

    Founder Mutations 

 The frequency and spectrum of  BRCA1  and  BRCA2  muta-
tions are highly dependent on ethnicity [ 21 ,  22 ]. While the 
majority of mutations are rare, “private” mutations observed 
in single cases or families, some mutations recur in particular 
ethnic groups and are called founder mutations. These 
founder mutations are thought to have occurred once in the 
history of an ethnic group and predominate because of popu-
lation isolation and expansion.  BRCA1  and  BRCA2  testing is 
obviously simplifi ed when founder mutations account for a 
high proportion of mutations in a specifi c ethnic group. 

 Founder  BRCA1  and  BRCA2  mutations have been described 
worldwide including in Norway [ 23 ], Sweden [ 24 ], Poland 

[ 25 ], and numerous other countries, as well as in many ethnic 
groups [ 21 ], including people of African ancestry [ 26 ]. Perhaps 
the most prominent examples are the founder mutations in 
Ashkenazi Jews (Jews of European origin) and in Iceland. 
Among Ashkenazi Jews, two  BRCA1  mutations (185delAG 
and 5382insC) and one  BRCA2  mutation (6174delT) are found 
in approximately 2.5 % of healthy individuals and account for 
approximately 10 % of all breast cancer cases, approximately 
one quarter of breast cancers diagnosed before age 40, and 
approximately 40 % of ovarian cancer at any age [ 27 ,  28 ]. 
Other  BRCA1  and  BRCA2  mutations are rare [ 29 ]. 

 In Iceland, the frequency of the common  BRCA2  muta-
tion (999del5) is 0.4 % and accounts for 8.5 % and 7.9 % 
of breast cancer and ovarian cancer patients, respectively 
[ 30 ]. In addition, a rare  BRCA1  founder mutation (G5193A) 
is present in 1 % of cases of breast cancer and ovarian can-
cer [ 21 ]. In males, these Icelandic founder mutations are 
responsible for about half of male breast cancer cases and 
a large percentage of prostate cancer in breast cancer fami-
lies. Founder mutations also include deletions and duplica-
tions. The 6 kbp  BRCA1  exon 13 duplication is an ancestral 
British mutation found in 10 of 1,831 (0.5 %) of affected 
families [ 31 ]. Three  BRCA1  genomic deletions in exons 
22, 13, and 13–16 account for as much as 36 % of  BRCA1  
mutations in families of Dutch ancestry [ 32 ].   

    Clinical Utility of  BRCA1   and   BRCA2  Testing 

    Cancer Risks in BRCA1  and  BRCA2 Mutation 
Carriers 

 Women who have inherited mutations in the  BRCA1  and 
 BRCA2  genes have a high lifetime risk of breast cancer (56–
84 %) [ 27 ,  33 – 35 ], an increased risk of contralateral breast 
cancer [ 27 ,  36 – 39 ], and a substantial lifetime risk of ovarian 
cancer (11–62 %, depending on the gene involved and the 
population studied) [ 27 ,  36 ,  37 ,  40 ,  41 ]. The average age at 
diagnosis of both breast and ovarian cancer is generally 
younger for  BRCA1  carriers than for  BRCA2  carriers, but 
each can manifest as breast cancer in the 20s. In addition to 
breast and ovarian cancer, an excess of male breast cancer 
occurs in  BRCA2  families and to a lesser extent in  BRCA1  
families [ 29 ]. Lifetime risk of breast cancer is about 6 % for 
male  BRCA2  carriers and is probably lower for male  BRCA1  
carriers.  BRCA2  mutations also are associated with an excess 
risk for prostate cancer in males and for pancreatic cancer 
and melanoma in both sexes. 

 In fact,  BRCA2  has been considered an important pancre-
atic cancer predisposition gene for many years [ 42 ], and 
more recent reports have estimated that it accounts for 
6–12 % of pancreatic cancer families [ 43 ,  44 ].  BRCA1  and 
 BRCA2  mutation carriers have a 2.5-fold and 3.5- to 10-fold 
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increased risk of pancreatic cancer, respectively [ 45 ,  46 ], 
although absolute risks are low (<2 %) [ 47 ].  

    Risk Management in BRCA1  and  BRCA2 
Mutation Carriers 

 Effective cancer risk management strategies are available 
for  BRCA1  and  BRCA2  carriers as well as for families with 
a high clinical suspicion of genetic predisposition. HBOC 
management includes both surveillance and preventive mea-
sures, e.g., early breast cancer surveillance (from age 25 to 
30 years) by annual mammography and breast MRI, chemo-
prevention for breast (e.g., tamoxifen) and ovarian (e.g., oral 
contraceptives) cancers, and risk-reducing (RR) surgery by 
mastectomy (RRM) and salpingo-oophorectomy (RRSO). 
Two large prospective studies [ 48 ,  49 ] showed that in  BRCA1  
and  BRCA2  carriers, RRSO reduces overall mortality by 
60–77 %. Breast cancer-specifi c mortality was reduced by 
56 % and ovarian cancer-specifi c mortality by 79 % [ 48 ].  

    Testing Family Members 

 In the setting of a known familial mutation, identifying a 
relative as a noncarrier obviates the need for aggressive sur-
veillance and prevention measures and provides reassurance 
to the individuals tested as well as to their offspring. 
Identifying that a person is a  BRCA1  or  BRCA2  carrier pro-
vides an opportunity for effective interventions.  

    Therapeutic Implications 

 Testing may have clinical implications for individuals 
newly or previously diagnosed with breast or ovarian can-
cer. Some evidence indicates that tumors in  BRCA1  and 
 BRCA2  mutation carriers are particularly sensitive to plati-
num-based chemotherapy (reviewed in Ref.  50 ), and a new 
class of compounds, poly-ADP-ribose-polymerase (PARP) 
inhibitors, were designed specifi cally to target BRCA-
associated tumors. PARP inhibitors target the ssDNA repair 
pathway. Unrepaired ssDNA breaks convert to DSBs, 
which cannot be repaired by BRCA-defi cient cells, result-
ing in selective synthetic lethality of these tumor cells [ 51 ]. 
A PARP inhibitor has already been approved by the FDA 
for advanced ovarian cancer in  BRCA  mutation carriers 
[ 52 ,  53 ], heralding the therapeutic utility of  BRCA1  and 
 BRCA2  testing in treatment selection. Responses have also 
been observed in BRCA carriers with pancreatic cancer, 
and clinical trials are underway with various PARP inhibi-
tors in a variety of BRCA and BRCA-pathway-associated 
tumors [ 52 ,  54 ,  55 ].   

     BRCA1  and  BRCA2  Testing 

    Breast Cancer Pathology in BRCA1  and  BRCA2 
Mutation Carriers 

 Gene expression analysis studies indicate fi ve major breast 
cancer types: luminal A, luminal B, “normal breast-like,” 
HER2 amplifi ed, and basal [ 56 ,  57 ]. Luminal A tumors tend 
to be of lower grade, showing tubule formation, lower prolif-
erative activity, cellular pleomorphism, and estrogen (ER) 
and progesterone receptors (PR) expression, and lack of 
HER2 amplifi cation. Luminal B tumors tend to be high grade 
(show high proliferative activity and pleomorphism, with 
little or no tubule formation), express ER and PR, and show 
variable HER2 expression and amplifi cation. Basal-type car-
cinomas tend to be high grade, not to express ER, PR, or 
HER2 (i.e., are triple negative), and express the high molec-
ular weight cytokeratins: 5/6 and 14 and/or EGFR1. This 
basal group includes medullary and atypical medullary 
breast carcinomas. The  HER2  oncogene amplifi cation sub-
type tends to be high grade and not to express ER or PR. 

  BRCA1 -associated breast cancers tend to be basal-type, 
high grade, and show a syncytial growth pattern with meta-
plastic features more than sporadic and other familial 
breast cancers. Basal-type carcinomas are 27 times more 
likely to be associated with a  BRCA1  mutation compared to 
other breast cancer subtypes [ 58 ]. In contrast,  BRCA2 -
associated breast cancers have less distinct morphological 
characteristics.  BRCA2 -associated breast cancers tend to 
have luminal B-type features, i.e., tubule formation, “push-
ing” borders, high mitotic counts and proliferative activity 
(by Ki-67 immunostaining), and ER and PR expression. A 
differentiating point between  BRCA2 -associated tumors 
and characteristic sporadic tumors may lie in the discrep-
ancy between their high proliferative activity relative to the 
“quiescent” features of hormone receptor expression and 
tubule formation [ 58 ] and in the tendency to have “push-
ing” borders [ 59 ]. However, pathological and expression 
profi le differences are neither suffi ciently sensitive nor spe-
cifi c to preclude  BRCA1  or  BRCA2  testing in cases lacking 
these features.  

    Immunohistochemistry for BRCA1 and BRCA2 

 Lack of BRCA1 or BRCA2 protein expression occurs in 
BRCA1- and BRCA2-associated tumors of almost all carri-
ers (except those with missense mutations). This is a result of 
loss of the normal (nonmutant) allele. In affected persons, 
tumor BRCA1 and BRCA2 immunohistochemistry (IHC) is 
a plausible screening test to identify potential carriers, simi-
lar to IHC for mismatch repair protein expression to screen 
for hereditary nonpolyposis colon cancer (HNPCC). IHC for 
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BRCA1 was originally confounded by confl icting evidence 
regarding its subcellular localization and lack of robust anti-
bodies, and evidence suggested that it did not reliably iden-
tify  BRCA1  carriers [ 60 ]. More recent studies demonstrated 
a 52 % positive predictive value (PPV) in ovarian cancer 
cases (86 % sensitivity and 78 % specifi city for germline 
mutations) [ 61 ] and 80 % sensitivity and 100 % specifi city in 
breast cancers [ 62 ]. These studies all used a nuclear staining 
monoclonal antibody (Ab-1/MS110) against the N-terminus. 
A reliable BRCA1 C-terminal antibody is not commercially 
available, precluding distinction between wild-type and trun-
cated BRCA1 proteins. For BRCA2, IHC combining both 
N-terminal and C-terminal antibodies has been shown to be 
highly sensitive (95 %) and specifi c (98 %) in identifying 
potential carriers of  BRCA2  truncating mutations [ 63 ]. 
However, BRCA1 and BRCA2 IHC is not widely used, 
probably due to lack of robust BRCA1 IHC, the lack of iden-
tifi cation of missense mutations in either gene, and the exis-
tence of other mechanisms, e.g., promoter methylation, 
leading to loss of BRCA1 protein (Meisel et al. 2014). 

 Refi ning the morphological and IHC characteristics of 
carcinomas associated with specifi c mutations, and quantita-
tive assessment of these associations, may still play a role in 
prioritizing genetic analysis. Even if new sequencing meth-
ods render prioritization superfl uous, these correlates remain 
important for assessment of VUS, both in  BRCA1  and 
 BRCA2 , and in other susceptibility genes.  

    BRCA1 and BRCA2 Genetic Testing Methods 

    Clinical and Pathological Correlates of BRCA1 
and BRCA2 Mutations 
 The complexity of full molecular analysis of  BRCA1  and 
 BRCA2  has led to attempts to identify clinical, pathological, 
and gene expression correlates of mutations in these genes, 
to aid in selecting cases to test and prioritize the genes to be 
analyzed. Despite the excess of male breast and other can-
cers in  BRCA2  vs  BRCA1  families, breast and ovarian cancer 
are the predominant malignancies in both cases, so generally 
the types of cancers in a family cannot reliably distinguish 
 BRCA1  from  BRCA2 . More importantly, approximately half 
of the affected female carriers do not have a signifi cant fam-
ily history that would have led to testing before their cancer 
diagnosis [ 27 ,  64 ].  

    Probability Models 
 Probability models were developed to estimate the likeli-
hood that an individual or family has a  BRCA1  or  BRCA2  
mutation. Testing costs were a major impetus for developing 
these models, and testing is commonly considered as indi-
cated if the probability of mutation detection is at least 10 % 
(common in the USA and for privately funded testing) or 

20 % (for public health services, e.g., the UK NHS NICE 
guidelines; see URL list). Although decreasing testing costs 
and increasing therapeutic implications lessen the relevance 
of such thresholds, estimating the likelihood of a HBOC 
mutation remains important because of the complexity of 
interpreting test results. In particular, the signifi cance of a 
VUS is in part determined by the PPV calculated a priori by 
a prediction model. 

 Two broadly used models are BRCAPRO and Myriad 
II. BRCAPRO ([ 65 ], also see Cancer Pro in URL list) is a 
computer-based Bayesian probability model that uses breast 
and/or ovarian cancer family history to determine the prob-
ability that a  BRCA1  or  BRCA2  mutation accounts for cancer 
in the index case. The main parameters integrated in the risk 
assessment are the population prevalence of mutations, age- 
specifi c risks for carriers, and Ashkenazi Jewish heritage. 
The model is frequently updated, and the recent addition of 
breast tumor markers (hormone receptor and HER2 status) 
has improved prediction accuracy [ 66 ]). Myriad II (see URL 
list) is an online set of frequently updated prevalence tables 
categorized by ethnic ancestry (Ashkenazi Jewish or other), 
age of breast cancer diagnosis (<50 years or >50 years), and 
personal or family history of ovarian cancer. Myriad II is 
based on test results from the Myriad Genetic Laboratories 
commercial testing service [ 29 ]. Both models predict muta-
tion presence more accurately than family cancer history 
alone and are part of the publicly available, convenient 
CancerGene software package (Cancer Pro, see URL list), 
which simultaneously calculates results for both models. In a 
direct comparison, BRCAPRO had higher sensitivity and 
similar specifi city to Myriad II [ 67 ]. 

 Other probability models include the Breast and Ovarian 
Analysis of Disease Incidence and Carrier Estimation 
Algorithm (BOADICEA) [ 68 ,  69 ], which performs as well 
as BRCAPRO [ 70 ], Tyrer-Cuzick [ 34 ,  71 ], and the 
Manchester Scoring System [ 72 ]. Notably, most prediction 
models were developed using data from non-Hispanic 
Caucasian women and may be less accurate in other popu-
lations. Both BOADICEA and BRCAPRO have poorer 
performance in African Americans and Hispanics [ 73 ], 
and BRCAPRO and Myriad II underpredicted Asian carri-
ers [ 74 ].   

    Standard Genetic Testing Methods 

    Targeted Mutation Analysis 
 In relevant populations, targeted founder mutation testing 
remains the fi rst step in  BRCA1  and  BRCA2  analysis. 
Because targeted analysis is simple, inexpensive, and detects 
only clearly pathological mutations, it can be offered to all 
women affected with breast/ovarian cancer in populations 
with founder mutations, even without prior risk assessment 
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as detailed above [ 64 ]. Targeted mutation analysis tech-
niques include PCR-RFLP which requires postamplifi cation 
restriction enzyme digestion and TaqMan real-time allelic 
discrimination which is more rapid and scalable to high-
throughput genotyping. If no founder mutation is detected, 
full analysis is considered based on the residual likelihood 
that a  BRCA1  or  BRCA2  germline mutation is present in the 
particular individual.  

    Mutation Scanning and Sanger Sequencing 
 Because Sanger sequencing large genes is both time- and 
cost-intensive, historically, various scanning techniques 
were used to detect  BRCA1  and  BRCA2  mutations, e.g., 
single- strand conformation polymorphism (SSCP) and high- 
performance liquid chromatography (HPLC). However, sen-
sitivity of scanning is low, with nearly one-third of   BRCA1  
and  BRCA2  mutations detectable by sequencing are missed 
by scanning methods [ 75 ]. Therefore, despite higher costs, 
Sanger sequencing of  BRCA1  and  BRCA2  coding exons and 
fl anking intronic sequences has been the gold standard for 
non-rearrangement mutation analysis. An important concern 
with any sequencing technique is identifi cation of VUS 
which are found in 5–10 % of all fully sequenced individuals 
([ 76 ] and discussed below).  

     BRCA1  and  BRCA2  Genomic Rearrangement 
Testing 
 Large deletions or insertions are estimated to account for 
12–18 % of  BRCA1  mutations but are less frequent in 
 BRCA2  and in Ashkenazi Jews [ 77 – 79 ]. Such rearrange-
ments are not detectable by Sanger sequencing. In the 
USA, until many claims of the Myriad patent for  BRCA1  
and  BRCA2  testing was invalidated by the US Supreme 
Court, standard testing included both Sanger sequencing 
and screening for four large deletions and duplications in 
 BRCA1 , specifi cally large deletions in exons 13, 14–20, 
and 22, and duplication of exon 13. In a study of 20,000 
patients, 66 of 2,634 (2.5 %) deleterious mutations were 
rearrangements [ 80 ]. The exon 13 duplication represented 
80 % of rearrangement mutations and 2 % of total muta-
tions, making this the most prevalent non-Ashkenazi muta-
tion [ 80 ]. Outside the USA, testing for large rearrangements 
has been comprehensive, revealing that approximately 
10 % of  BRCA1  and  BRCA2  mutations are genomic rear-
rangements ([ 79 ], [ 81 ]). Genomic rearrangement testing 
has usually been performed using PCR-based quantitative 
methods such as multiplex ligation- dependent probe 
amplifi cation (MLPA) [ 82 ]. Even with the advent of next-
generation sequencing (NGS) technologies, detection of 
large genomic rearrangements remains challenging, 
requiring very high coverage, so complementing NGS 
with specifi c rearrangement testing has been advocated 
[ 83 ,  84 ].  

    Next-Generation Sequencing of  BRCA1  and  BRCA2  
  BRCA1  and  BRCA2  testing has become integral to the clini-
cal management of women with a personal or family history 
of breast or ovarian cancer [ 77 ] and has signifi cantly 
increased the number of tests performed. In parallel, NGS 
testing methods allow higher throughput and lower cost per 
sequenced base. NGS can generate gigabases of nucleotides 
of sequence data in a single instrument run [ 85 ,  86 ], enabling 
sequencing of human exomes and genomes (NGS as a 
method is described in Chap.   59    ). NGS testing for  BRCA1  
and  BRCA2  analysis [ 83 ,  87 – 91 ] has become routine in 
many clinical laboratories in the last fi ve years. 

 NGS for point/small mutation analysis was originally 
reported using the GAIIx-Illumina MPS platform on tem-
plates produced by long-range PCR of the  BRCA1 ,  BRCA2 , 
and  TP53  genes [ 87 ] or by in-solution capture using 
custom- designed complementary RNA oligonucleotide 
baits for 21 breast/ovarian cancer predisposition genes 
including  BRCA1  and  BRCA2  [ 82 ]. A multiplex bar-coded 
amplicon pyrosequencing method for  BRCA1  and  BRCA2  
analysis was also reported (Roche/GS-FLX) [ 88 ,  89 ], with 
98 % sensitivity. Only 3 of 133 (2 %) variants were not 
detected, which were all deletions or duplications in 
homopolymers of  > 7 nucleotides, a known limitation of 
pyrosequencing [ 88 ,  89 ]. All other studies ([ 82 ,  87 ], 
Hernan et al. 2012, [ 91 ]) reported 100 % sensitivity for 
point mutations and small insertions/deletions (indels). 
Specifi city ranged from 84 % [ 87 ] to 100 % [ 82 ,  88 ,  89 ]. 
Bar coding strategies that enable pooling samples in one 
run are available and further reduce sequencing costs 
without compromising accuracy.  

    Next-Generation Sequencing for BRCA1 and 
BRCA2 Genomic Rearrangements 
 Detecting genomic rearrangements is possible with some but 
not all NGS strategies. De Leeneer et al. reported a lack of 
detection of large rearrangements, which is typical of NGS 
using short reads from short-fragment libraries [ 88 ,  89 ]. In 
contrast, Walsh identifi ed all six large rearrangements tested 
(160 bp to 101 kbp in size) by comparing the number of 
reads at each base pair in each sample to the number of reads 
at the same base pair for all other samples [ 82 ]. This read 
depth analysis was possible because of signifi cantly higher 
read depth (>1,200 vs 38 in Ref.  88 ,  89 ) and use of a mate- 
paired library template. In mate-paired libraries, template 
DNA fragments of known size (typically 2–5 kbp) are circu-
larized and re-sheared, so that both ends of the original frag-
ment are adjacent to each other (“mates”) in a new fragment 
which is sequenced. The original distance between the 
sequenced “mates” is known and can be compared to the 
expected distance in the reference sequence. This approach 
is now commonly used in genome-wide detection of struc-
tural rearrangements [ 92 ,  93 ]. 
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 The ability of NGS assays to accurately and cost- effectively 
detect all classes of mutations, including large rearrangements, 
offers an important advantage compared to previous testing 
strategies, which required multiple techniques to achieve com-
prehensive  BRCA1  and  BRCA2  analysis.   

    NGS Testing for Breast Cancer Predisposition 
Genes Beyond BRCA1 and BRCA2: Advantages 
and Challenges 

 In recent years, testing has expanded to cancer predisposi-
tion genes other than  BRCA1  and  BRCA2 . These genes can 
be defi ned as genes in which rare mutations confer a greater 
than two-fold relative breast cancer risk [ 94 ]. Advances in 
technology have allowed development of multiplex gene 
panels in which many genes can be assessed simultaneously 
by NGS. NGS has made large-scale, high-throughput testing 
available and affordable. The advantage of this approach is 
an effi cient evaluation that may be only slightly more expen-
sive than standard-of-care genetic testing (or in the case of 
serial testing even less expensive) [ 95 ]. For familial cancer 
conditions, exome sequencing is gradually becoming more 
successful and is identifying new breast cancer risk genes 
[ 96 ,  97 ]. Identifi cation of non-syndromic genes will remain 
challenging until it is possible to interpret data from testing 
of thousands of individuals. Analytical prioritization strate-
gies will thus have high utility over the next few years [ 98 ]. 

 Identifying a cancer-predisposing mutation will lead to 
optimized, personalized care for mutation carriers and will 
probably provide insights of broader relevance to cancer. 

 Currently, over 20 breast cancer predisposition genes are 
associated with at least a moderately increased risk for breast 
cancer, including  BRCA1, BRCA2, TP53, PTEN, STK11, 
CHEK2, ATM, BRIP1, PALB2, CDH1, RAD51C, RAD51D , 
and more genes are likely to be identifi ed in the future [ 99 ]. 
Although approximately 5 % of high-risk patients with nega-
tive  BRCA  results can be expected to carry a mutation in 
 CHEK2  or  TP53  [ 77 ], these and other genes were often 
tested only selectively [ 100 ] because of the low expected 
yield per gene, compounded by high sequencing costs. NGS 
testing has revolutionized the possibility of multiple gene 
testing. NGS testing of over 20 genes has been reported at 
less than half the cost of commercial testing of only  BRCA1  
and  BRCA2  [ 82 ], and NGS-based panels of multiple cancer-
related genes are available in clinical laboratories. Multiple 
gene testing is also being performed for other familial can-
cers, such as in Lynch (HNPCC) syndrome and pancreatic 
cancer [ 101 ]. In 278 young onset (<40 years) breast cancer 
patients in which previous  BRCA1  and  BRCA2  testing was 
negative, a 20-gene NGS panel revealed a deleterious or 
likely deleterious mutation in 11 % [ 102 ]. A similar yield of 

11.4 %, after excluding  BRCA1  and  BRCA2  mutations, was 
observed in a study of 198 persons including a mix of 
affected and unaffected high-risk individuals [ 103 ]. 

 NGS panels also present a number of challenges. Multiple 
genes present in current clinical testing panels were chosen 
based on their participation in cancer pathways (particularly 
the Fanconi anemia pathway) or on other hypothetical grounds, 
without previous epidemiological or clinical evidence that they 
are indeed hereditary cancer predisposition genes [ 94 ]. 
Overestimation of a likely causal link between the presence of 
a gene variant and cancer in an individual is not rare, since rare 
coding variations, including putative deleterious mutations, are 
collectively common [ 98 ,  104 ]. For example, heterozygosity 
for  MUTYH  mutations was found in 2.2 % of young-onset 
breast cancer cases, yet  MUTYH  has not been previously shown 
to be a breast cancer predisposition gene [ 102 ]. Furthermore, 
VUS are more commonly observed as new genes are added to 
panels, particularly genes for which the full extent of benign 
variation is not yet described. Currently, the VUS rate is 
approximately 20 % for a 22-gene panel, with VUS being more 
common in non- Whites [ 102 ]. The extent of VUS will refl ect a 
balance between increasing knowledge of existing variation 
and the number of genes added to panels. Finally, with respect 
to clinical utility, it must be recognized that even for genes con-
sidered to be clear moderate-risk predisposition genes, 
evidence- based guidelines for surveillance or prevention mea-
sures in mutation carriers are not available [ 95 ,  102 ].   

    Interpretation of  BRCA1  and  BRCA2  Test Results 

 Sequencing of  BRCA1  and  BRCA2  generates 36,000 nucleo-
tides of sequence per person, posing problems of data man-
agement and leading to detection of multiple variants, often 
novel. Nonsense mutations, frameshift mutations, and large 
rearrangements are clearly deleterious, i.e., associated with 
loss of gene function and highly increased cancer risks. 
However, in the absence of simple assays for either BRCA1 
or BRCA2 function in the presence of identifi ed variants, the 
clinical signifi cance of missense variants, leading to amino 
acid substitutions, is more diffi cult to determine. This is also 
true of splice site mutations with no clear biological implica-
tions, intronic variants, small in-frame indels (inserting or 
deleting only a single or few amino acids), and silent muta-
tions (nucleotide substitutions that do not change the amino 
acid). Although over time a large number of such variants 
have been classifi ed as either pathogenic or benign, many 
remain unclassifi ed, and full  BRCA1  and  BRCA2  sequencing 
detects VUS in 5–10 % of individuals tested [ 76 ,  105 ]. VUS 
pose diffi cult challenges in genetic counseling and clinical 
management and are currently assessed using a number of 
tools, described below. 
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    Literature and Database Searches and Analysis 
of Control Noncancer Groups 

 Online databases, e.g., the Breast Cancer Information Core 
(BIC) database, the BReast CAncer genes IARC database, 
and ClinVar (see URL list) include information on the pos-
sible clinical signifi cance of reported variants. Comparing 
the frequency of a variant between cancer cases and controls 
also can indicate if a VUS is pathogenic, if found in the cases 
with a signifi cantly higher frequency than the controls.  

    In Silico Assessment of Missense Mutations 

 Missense variants can be assessed for location within a func-
tional domain of the protein (e.g., the BRCA1-RING fi nger), 
evolutionary conservation, and severity of modifi cation of the 
biophysical characteristics due to the amino acid change. 
Examples of public, in silico tools for all proteins include 
SIFT (Sorting Intolerant From Tolerant) and PolyPhen 
(Polymorphism Phenotyping, see URL list) which predict the 
possible impact of an amino acid substitution on the structure 
and function of a specifi c protein based on sequence homol-
ogy and comparative physical methods [ 106 ,  107 ]. An in silico 
analysis using a combination of evolutionary conservation and 
the Grantham score (a measure of the chemical difference 
between the normal and mutant amino acids) enabled tentative 
classifi cation of 50 % of missense VUS observed during clini-
cal testing of  BRCA1  with 50 of 314 missense variants and 2 
of 8 in-frame deletions classifi ed as probably deleterious and 
92 of 314 missense variants as probably neutral [ 108 ,  109 ].  

    Assessment of Effects on Splicing 

 Variants can affect splicing, even if they are located outside 
exon-intron junctions, e.g., by affecting exonic splicing ele-
ments. Therefore, VUS should be analyzed in silico using 
splicing prediction models and experimentally using RNA-
based assays. The BReast CAncer genes IARC database (see 
URL list) has a  BRCA1 - and  BRCA2 -specifi c tool which 
assesses effect of variants on splicing. In a study of VUS using 
fi ve splicing prediction programs and experimental assays, 10 
of 53 VUS were predicted to affect splicing by two or more 
programs, and four of these predictions were confi rmed by 
splicing assays. Experimental assays showed that another fi ve 
intra-exonal VUS, though not predicted to alter splicing in 
silico, caused variable levels of exon skipping [ 110 ].  

    Co-segregation with Cancer in the Family 

 In families with multiple cases of cancer, a pathogenic muta-
tion is expected to segregate with the disease, i.e., be present in 

affected relatives and absent in healthy older relatives. Lack of 
segregation decreases the likelihood that a VUS is pathogenic. 
However, segregation studies are often not possible, because 
of small family size, or limited availability of family data and 
DNA samples, especially for deceased relatives.  

    Co-occurrence with a Pathologic Mutation 

 Based on the lethality of both  BRCA1  and  BRCA2  knockout 
mice, biallelic deleterious mutations in  BRCA1  or  BRCA2  
are expected to be lethal or associated with a severe develop-
mental phenotype. Indeed, biallelic  BRCA2  mutations cause 
Fanconi anemia-type D1 which can include various congeni-
tal anomalies [ 111 ], and rare biallelic  BRCA1  mutations are 
associated with severe developmental abnormalities [ 112 , 
 113 ]. Therefore, determining that a VUS is in trans with a 
known deleterious mutation supports its classifi cation as 
neutral. In general, proving that variants are in trans is com-
plicated by the need to test additional family members to 
determine the phasing of the mutations based on inheritance 
patterns in the family [ 109 ].  

    Loss of Heterozygosity in the Tumor 

 Based on Knudson’s two-hit hypothesis,  BRCA -associated 
tumors are expected to show loss of heterozygosity (LOH) at 
the  BRCA  locus more frequently than sporadic tumors [ 114 ], 
mainly through loss of the normal allele. If a VUS is identi-
fi ed in an affected person whose tumor is available, LOH 
information can be incorporated into integrated models to 
assess the pathogenicity of the VUS [ 76 ].  

    Tumor Pathological Characteristics 

 As detailed above,  BRCA1 -associated tumors have characteristic 
features, which can be helpful in determining VUS pathogenic-
ity [ 115 ]. In particular,  BRCA1 -associated breast cancer is more 
often “triple negative” (lack of ER, PR, and HER2 expression) 
with a basal-like expression profi le and medullary morphology.  

    Functional Assays 

 A few studies have utilized functional assay results to refi ne 
the likelihood of pathogenicity of missense changes in 
 BRCA1  or  BRCA2  [ 116 ,  117 ]. A functional assay measuring 
the effect of missense mutations on BRCA2 activity in HR 
DNA repair and centriole amplifi cation demonstrated a 
strong correlation between the functional assay and the like-
lihood model [ 116 ]. Functional assays also have been devel-
oped for BRCA1 (reviewed in Ref.  118 ) and BRCA2 [ 119 ].  
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    Classifi cation and Reclassifi cation of BRCA1 
and BRCA2 Variants 

  BRCA1  and  BRCA2  are among the largest genes frequently 
sequenced in the clinical setting, which led to early realiza-
tion of the issue of VUS, which has become a general issue 
since NGS testing has moved into clinical care. The  BRCA  - 
testing community established a research-based consortium, 
ENIGMA (evidence-based network for the interpretation of 
germline mutant alleles; see URL list), which aims to facili-
tate classifi cation of variants through collaborative large- 
scale projects by sharing data and improving classifi cation 
methods [ 120 ]. This consortium also intends to analyze vari-
ants in other cancer predisposition genes and develop gener-
ally applicable strategies. 

 Clinically,  BRCA1  and  BRCA2  VUS pose a signifi cant 
dilemma for carriers, who must make diffi cult decisions 
regarding risk-reduction surgeries based on inconclusive test 
results. Although a VUS may be reclassifi ed to natural or 
pathologic over time, clinical decisions must be made in the 
present, leading some patients to undergo irreversible proce-
dures before VUS reclassifi cation is achieved. Of 107 women 
who received a  BRCA  VUS result between 1998 and 2009, 
11 (10.3 %) pursued RRM and 22 (20.6 %) pursued RRSO 
[ 105 ]. These uptake rates overlap rates for women both with 
and without clearly pathogenic mutations. Reclassifi cation 
of VUS occurred up to 9 years after testing, but fi ve of 22 
(22.7 %) women, followed up for 8 years or longer, contin-
ued to have a VUS result.   

    Laboratory Issues 

 Implementing a molecular genetic test for clinical use is 
a complex process involving many levels of assessment 
and validation. This is particularly true for implementa-
tion of a completely novel technology and is the major 
laboratory issue confronting cancer predisposition test-
ing. Principles of validation and verification in the area 
of human molecular genetic testing have been delineated 
by the EuroGentest Validation Group [ 121 ] and by the 
College of American Pathologists’ Molecular Pathology 
Resource Committee [ 122 ]. Use of NGS has only recently 
transitioned from the research to the clinical setting, and 
criteria for clinical NGS testing, as well as better delinea-
tion of the types of NGS errors, are still evolving [ 88 ,  89 , 
 123 ]. NGS involves multiple steps, including sample 
preparation, enrichment and capture strategies, library 
preparation, sequence generation, and sequence analysis 
including result interpretation and reporting. Furthermore, 
the volume of data generated by NGS requires new proto-
cols for data transfer, storage, secondary processing, and 
security [ 124 ]. 

 Quality management practices are obviously essential 
at all stages of the testing process to ensure accuracy and 
utility. Although profi ciency testing/external quality assess-
ment (PT/EQA) schemes for Sanger sequencing of  BRCA1  
and  BRCA2  exist, the list of genes for which PT is not avail-
able is rapidly growing and potentially encompasses all 
human genes [ 125 ]. Furthermore, a single gene/mutation 
PT/EQA process is inadequate to assess multigene NGS 
tests [ 126 ]. One alternative is methods-based profi ciency 
testing (MBPT), an EQA scheme that is based on method 
rather than on each individual gene or specifi c mutation 
analyzed. MBPT approaches, such as PT for NGS, would 
allow assessment of many tests for which formal PT is not 
available and are likely to be the most effi cient, practical, 
and cost-effective method to measure laboratory profi -
ciency in genome-based sequencing analyses [ 126 ].  BRCA  
mutation analysis tests are complex processes, and valida-
tion and quality control will be necessary both for sequenc-
ing and data-analysis platforms and for the specifi c tests 
performed.  

    Conclusions 

 Assessment of genetic risk for individuals and families with 
suspected hereditary predisposition to breast cancer has impor-
tant clinical implications. Such risk assessment should be per-
formed in the context of genetic counseling and culminate in 
genetic analysis of relevant genes. Currently, the genetic basis 
for cancer predisposition can be determined in approximately 
half of high-risk families, and mutation testing can distinguish 
between carriers who are at risk and noncarriers who are at 
background risk. The most commonly mutated genes in HBOC 
are  BRCA1  and  BRCA2 , and effective surveillance and preven-
tion measures, in addition to targeted therapy, reduce morbidity 
and mortality in  BRCA1  and  BRCA2  carriers. 

 Mutation detection and interpretation for the  BRCA1  and 
 BRCA2  genes is still technically challenging. The large vari-
ety and extensive distribution of mutation types mandates the 
use of multiple mutation detection methods to achieve com-
plete sensitivity, and clinical interpretation is beleaguered by 
the high prevalence of VUS. Although Sanger sequencing 
has been the gold standard for clinical  BRCA1  and  BRCA2  
testing, new sequencing technologies are producing a sea 
change in this fi eld, leading to identifi cation of novel breast 
cancer predisposition genes and enabling large-scale, multi-
ple gene testing.  

    Web Site URLs 

 BRCAPro:   http://www4.utsouthwestern.edu/breasthealth/
cagene/CGdownload.asp     
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 CancerGene Software Package (Cancer Pro, The 
University of Texas Southwestern Medical Center at Dallas): 
  http://www4.utsouthwestern.edu/breasthealth/cagene/     

 ClinVar (public archive of reports of the relationships 
among human variations and phenotypes):   http://www.ncbi.
nlm.nih.gov/clinvar/     

 Corresponding consensus coding sequence IDs (CCDS): 
  http://www.ncbi.nlm.nih.gov/CCDS/CcdsBrowse.cgi     

 ENIGMA (Evidence-Based Network for the Interpretation 
of Germline Mutant Alleles):   http://www.enigmaconsor-
tium.org     

 Myriad II:   http://www.myriad-tests.com/provider/brca-
mutation- prevalence.htm     

 PolyPhen (Polymorphism Phenotyping):   http://genetics.
bwh.harvard.edu/pph2/     

 SIFT (Sorting Intolerant From Tolerant):   http://sift.jcvi.
org     

 The BReast CAncer genes IARC database:   http://brca.
iarc.fr/index.php/     

 The Cancer Genome Atlas:   http://cancergenome.nih.gov/     
 The Human Gene Mutation Database (HGMD):   http://

www.hgmd.cf.ac.uk/ac/all.php     
 The Leiden Open Variation Database (LOVD):   http://chro-

mium.liacs.nl/LOVD2/cancer/home.php?select_db=BRCA1     
 The National Human Genome Research Institute hosts 

the Breast Cancer Information Core (BIC):   http://research.
nhgri.nih.gov/bic/     

 The National Institutes of Health genetic sequence data-
base genomic reference sequence records (RefSeq):   http://
www.ncbi.nlm.nih.gov/refseq/rsg/     

 The UK NHS NICE (National Institute for Health and 
Clinical Excellence) guidelines:   http://guidance.nice.org.uk/
CG164/NICEGuidance/pdf/English     

   http://pathways.nice.org.uk/pathways/familial-breast-cancer         
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 To date the majority of colorectal cancer are thought to be spo-
radic. However, familial predisposition has been well recog-
nized for years. Familial adenomatous polyposis coli, Turcot 
syndrome, Gardner syndrome, and Peutz–Jeghers syndrome are 
examples of hereditary syndromes that predispose individuals 
to colorectal adenocarcinoma as well as a host of other malig-
nant, hamartomatous, and benign growths. While not compre-
hensive of all familial colorectal predisposition syndromes, a 
summary of these syndromes is provided in this chapter. 

    Familial Adenomatous Polyposis Coli 

 Familial adenomatous polyposis coli (FAP) is estimated to 
account for approximately 1 % of colorectal adenocarci-
noma in the general population. The reported incidence 
ranges from 1 in 7,500 [ 1 ] to 1 in 30,000 [ 2 ] and the penetrance 
is approximately 100 % by age 40 [ 3 ]. Early references to 
this autosomal dominant disorder date back to the 1880s. By 
1960, the association with epidermoid cysts, osteomas [ 4 ], 
and central nervous system tumors had been described [ 5 ]. 
The disease is caused by constitutional mutations in the ade-
nomatous polyposis coli (APC ) gene identifi ed in 1991 [ 6 ]. 
Variants of FAP also are described and include attenuated 
FAP (AFAP), Gardner syndrome, and Turcot syndrome. 

    Abstract  

  To date the majority of colorectal cancers are thought to be sporadic. However, familial 
predisposition has been well recognized for years. Familial adenomatous polyposis coli, 
Turcot syndrome, Gardner syndrome, and Peutz–Jeghers syndrome are examples of heredi-
tary syndromes that predispose individuals to colorectal adenocarcinoma as well as a host 
of other malignant, hamartomatous, and benign growths. While not comprehensive of all 
familial colorectal predisposition syndromes, a summary of these syndromes is provided in 
this chapter.   

 Keywords  

  Familial adenomatous polyposis coli   •   FAP   •    APC    •   Turcot syndrome   •   Gardner syndrome   
•   Attenuated polyposis   •   Desmoid tumors   •   Epidermoid cyst   •   Duodenal adenocarcinoma   • 
  Papillary thyroid carcinoma   •   CNS tumors   •   Hepatoblastoma   •   CHRPE   •   Peutz-Jeghers 
syndrome   •    STK11    •   Juvenile polyposis   •   Intussusception   •   Peutz-Jeghers polyps   • 
  Mucocutaneous pigmentation      

mailto:rumilla.kandelaria@mayo.edu


330

    Clinical Features 

    Familial Adenomatous Polyposis Coli 
 While the diagnostic criteria for FAP rests primarily in the 
number of adenomatous polyps that are identifi ed in the dis-
tal colorectum at an early age (>100 colorectal adenomatous 
polyps), the true impact of this syndrome is seen in the risk 
for colorectal cancer and other neoplasms. If untreated, vir-
tually 100 % of affected individuals will develop colorectal 
adenocarcinoma. The average age of diagnosis is 39 years in 
the classic presentation. The risk for malignant neoplasm is 
not limited to the colorectum. Individuals with this syndrome 
are also at increased risk of other malignancies compared to 
the general population. Adenocarcinomas from other gastro-
intestinal primary sites (small intestine, including duodenum 
and periampullary) occur in 4–12 % of patients, while pan-
creatic adenocarcinoma and papillary thyroid carcinoma 
(PTC) occur in approximately 2 % of FAP patients. Although 
this is a small percent of FAP patients, both pancreatic ade-
nocarcinoma and PTC are much less common in the general 
population; there is 0.2 % incidence of PTC in the general 
population [ 7 ]. FAP is associated with a specifi c histologic 
subtype of PTC, the cribriform-morular variant [ 8 ], but is not 
pathognomonic [ 9 ]. Gastric adenocarcinoma and medullo-
blastoma [ 10 ] occur in less than 1 % of FAP patients, while 
hepatoblastoma occurs in approximately 1 of 150 FAP 
patients under the age of 5. Other malignant tumors arising 
from the bile duct or adrenal gland are associated with FAP, 
but are infrequent. 

 The clinical diagnosis rests on the identifi cation of numer-
ous pre-cancerous adenomatous polyps. Colonic adenoma-
tous polyps can be identifi ed in affected patients at young 
ages; polyps are present in 50 % of affected individuals by 
age 16 years, and in 95 % by age 35. Adenomatous polyps 
can be seen in the stomach of approximately 10 % of patients. 
Adenomatous polyps of the duodenum and ampulla of Vater 
can present as intussusception and obstructive pancreatitis, 
respectively. 

 Desmoid tumors (proliferation of myofi broblasts) occur 
in 3.5–32 % of FAP patients. Although most common after 
surgery, desmoid tumors may occur in the absence of prior 
surgery and are the presenting symptom in approximately 
16 % of FAP patients. Characteristic features, such as 
abdominal location, may help distinguish FAP-associated 
and non-FAP-associated desmoid tumors. Gender does not 
correlate between FAP and non-FAP cases as women have 
more desmoids than men in both the FAP and non-FAP 
groups [ 11 ]. 

 Hamartomatous and benign lesions seen in FAP include 
gastric fundic gland polyps (50 % of FAP cases), lipomas, 
fi bromas, sebaceous, and epidermoid cysts [ 12 ], osteomas 
usually affecting the long bones, mandible, or skull, nasal 
angiofi bromas, dental abnormalities ranging from unerupted 

teeth to absent or supernumerary teeth (17 % of FAP cases). 
Congenital hypertrophy of the retinal pigment epithelium 
(CHRPE) is a benign fi nding which does not affect visual 
acuity but can be the presenting fi nding.  

    Attenuated Familial Adenomatous Polyposis Coli 
 AFAP is an important clinical phenotypic variant of 
FAP. AFAP has fewer polyps (from 30 to 100 polyps) which 
are located more proximal in the colon, and has a later age of 
onset [ 13 ]. The AFAP phenotype can overlap with other syn-
dromes, including MYH-associated polyposis and Lynch 
syndrome (Hereditary Non-polyposis Colon Cancer, 
HNPCC). Several criteria have been proposed for clinical 
diagnosis of AFAP, with most including a lower number of 
polyps present at slightly older ages with family history, pol-
yposis, or cancer. One example is less than 100 polys by 25 
years and an autosomal dominant family history [ 14 ]. Most 
of these proposals do not include mutation status of the  APC  
gene, exclusion of other predisposing syndromes, or consid-
eration of other noncolonic manifestations, which likely lim-
its the sensitivity of such diagnostic criteria in clinical 
practice.  

    Gardner Syndrome 
 Gardner syndrome is a clinical diagnosis that includes 
colorectal adenocarcinoma and colorectal polyposis as seen 
with FAP plus osteomas, fi bromas, or epidermoid cysts 
within the individual or family.  

    Turcot Syndrome 
 Widely recognized as a subset of FAP and Lynch syn-
drome, Turcot syndrome is defi ned by the combination of 
primary colonic neoplasms with synchronous or metachro-
nous malignant central nervous system tumors. As origi-
nally described, Turcot syndrome overlaps both FAP and 
DNA mismatch repair (MMR) defective tumor syndromes 
with  APC  gene mutations identifi ed in approximately two-
thirds of affected individuals. The type of cancer to which 
patients are predisposed depends in part on the affected 
gene. For example, the risk of medulloblastoma with an 
APC gene mutation is 92 times greater than for the general 
population, but the lifetime risk remains low (less than 
1 %).  APC  mutations also are associated with astrocytomas 
and ependymomas. Individuals with mutations in a MMR 
gene (e.g.,  MLH1 ,  MSH2 ,  PMS2 ) are predisposed to 
glioblastoma.   

    Prevention and Surveillance 

    Familial Adenomatous Polyposis Coli 
 Prevention and surveillance target the detection of malignant 
and premalignant lesions characteristic of FAP. Evaluation 
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of patients 18 years or younger identifi ed that 68 % were 
already symptomatic, which led to the recommendation that 
colonoscopy screening begin at age 10 years [ 15 ]. 
Controversy remains regarding the use and  frequency of 
some screening tests, such as for hepatoblastoma (alpha-
fetoprotein and hepatic ultrasound). The mainstay of screen-
ing remains colonoscopy every 1–2 years prior to colectomy. 
Screening methods also continue to evolve; for example, 
more recent work done in screening for PTC suggests that 
ultrasound is more effective than palpation [ 7 ]. Other gastro-
intestinal manifestations also require screening, including 
esophagogastroduodenoscopy (EGD) for small bowel dis-
ease starting at about age 25 years, although the age to start 
and frequency of screening is not clear. Flexible sigmoidos-
copy may be suffi cient for initial diagnosis, but insuffi cient 
for surveillance in carriers who have not undergone colec-
tomy. For prophylactic colectomy, the extent of resection 
also is debated [ 16 ]. For those who have not had molecular 
testing or do not have an identifi ed mutation such that the 
diagnosis is based on clinical diagnosis alone, and fi rst-
degree relatives, the recommendation is to have regular 
colon/sigmoidoscopy from 10 years of age until multiple 
polyps are found or the patient reaches age 50 years, and 
then to follow routine population-based colon cancer screen-
ing recommendations [ 17 ]. 

 As surveillance and prophylactic methods result in lon-
ger survival for affected individuals, such that other 
lesions (including nonmalignant lesions) are becoming 
more signifi cant as their impact on morbidity and mortal-
ity grows. Most notably, 5–20 % of FAP patients who 
develop desmoid tumors, which can cause compression or 
obstruction, have signifi cant morbidity or mortality [ 18 ]. 
Fortunately, nonsurgical options are available for treating 
desmoid tumors, including hormonal therapy, emboliza-
tion, and chemotherapy, since surgery can trigger the 
growth of desmoids [ 19 ].  

    Attenuated Familial Adenomatous Polyposis Coli 
 Surveillance recommendations are similar to FAP with mod-
ifi cations for the lesser severity and later onset of the disease. 
AFAP surveillance includes colonoscopy every 2–3 years 
starting at age 18–20 years of age, and EGD by 25 years of 
age and every 1–3 years depending on extent of small bowel 
disease observed.  

    Gardner Syndrome 
 Appropriate surveillance is similar to FAP for gastrointesti-
nal disease. Recommendations to address other manifesta-
tions of Gardner syndrome are less specifi c, but include 
physical examinations. Some patients come to clinical atten-
tion for cosmetic reasons related to superfi cial fi bromas, or 
epidermoid cysts.  

    Turcot Syndrome 
 Appropriate surveillance is similar to FAP or HNPCC with 
additional screening and awareness of the increased risk for 
CNS tumors.   

    Genetics 

    Familial Adenomatous Polyposis Coli 
 Mutations located in the  APC  gene located at 5q21 cause 
FAP [ 6 ].  APC  encodes a 2,843- amino acid protein, 75 % 
of which is encoded by the last exon historically num-
bered exon 15. Approximately 20 % of families with a 
clinical diagnosis do not have an identifi able mutation 
using current testing methods. Several possible explana-
tions for this include mutations in regions of the gene not 
typically tested (introns for example); mutation in a dif-
ferent gene; and de novo mutations that are not repre-
sented in the bone marrow. One-third of affected 
individuals are thought to have a de novo mutation, and 
may have a more variable phenotype, lack a signifi cant 
family history, and testing from peripheral blood may be 
negative or mosaic depending on the sensitivity of the 
method used for analysis. Genetic counseling is important 
due to the limitations of testing, and the medical implica-
tions of genetic testing. In general, genetic testing is con-
sidered standard of care [ 20 ]. Additionally, the fact that 
FAP includes childhood onset of tumors with recommen-
dations for surveillance procedures to begin at 10–12 
years of age, genetic screening prior to the age of 18 is 
medically and ethically supported.  

    Attenuated Familial Adenomatous Polyposis Coli 
 Less than 30 % of individuals with AFAP have a germline 
mutation identifi ed in  APC  [ 21 ]. One likely reason for this 
lower detection rate is the greater degree of overlap in the 
phenotypic spectrum with other predisposing syndromes, 
including  MUTYH- associated adenomatous polyposis 
syndrome.  

    Gardner Syndrome 
 Gardner syndrome is caused by mutations in the  APC  gene, 
as described above for FAP.  

    Turcot Syndrome 
 Turcot syndrome can be caused by  APC  mutations, but also may 
be caused by mutations in MMR genes. In addition, several dif-
ferent inheritance patterns have been reported, including autoso-
mal dominant, autosomal recessive, and compound heterozygous 
changes involving  APC  and the MMR genes. Of Turcot syn-
drome families, 66–80 % have an identifi able mutation in  APC  
and 20–33 % have a mutation in one of the MMR genes.   

23 Familial Adenomatous Polyposis and Turcot and Peutz–Jeghers Syndromes



332

    Molecular Mechanism 

    Familial Adenomatous Polyposis Coli/Attenuated 
Familial Adenomatous Polyposis Coli 
 APC functions as a classic tumor suppressor with a role in 
signal transduction and modulation of transcription fac-
tors, which in turn regulate a number of cellular processes 
including cell division and cell adhesion. The normal 
APC protein product interacts with a number of compo-
nents of the Wnt signaling pathway. APC regulates cyto-
plasmic beta-catenin levels by ubiquitination and 
degradation, thereby reducing the beta-catenin available 
to localize to the nucleus and resulting in reduced activa-
tion of genes involved in promoting cell proliferation, 
including  MYC  and cyclin D1 ( CCND1 ). Therefore, loss 
of APC function results in increased levels of beta-catenin 
by reducing its degradation rate and increased cell prolif-
eration. The increased beta- catenin expression can be 
seen in the cytoplasm and nucleus by immunohistochem-
istry. This APC loss of function mechanism for FAP is 
consistent with the fi nding that the majority of germline 
mutations are truncating mutations or result in decreased 
expression of APC [ 24 ].   

    Genotype–Phenotype Correlation 

    Familial Adenomatous Polyposis Coli 
 Although genotype–phenotype correlations involving the 
locations of mutations in  APC  can be made, variation of the 
phenotype can be seen between and within families. While 
some correlations are useful clinically to focus screening 
procedures, the associations are not defi nitive. In classic FAP 
cases, the FAP phenotype is usually clear, but by young 
adulthood a spectrum that ranges from fl orid polyposis to a 
few adenomatous polyps can be seen [ 22 ,  23 ]. 

 Nomenclature of the  APC  gene located on 5q21 can be 
confusing as there are multiple transcripts with varying 
numbers of exons. The more common transcript has 15 
translated exons that produce a 2,843 amino acid protein 
[ 22 ]. The protein has a number of functional domains 
including binding sites for beta-catenin, DNA, axin, and 
microtubules, as well as a nuclear export motif. Two “hot 
spot” germline mutations occur at codons 1061 and 1309 
which together represent approximately 28 % of FAP [ 17 , 
 24 ]. Two other important variants in the  APC  gene are p.
I1307K and p.E1317Q. Testing for p.I1307K in the 
Ashkenazi Jewish population has been controversial. The 
 APC  p.I1307K mutation increases the lifetime risk of 
colorectal carcinoma to 10–20 %, with an odds ratio of 1.85. 
The p.I1307K mutation is found in approximately 6 % of 

the Ashkenazi Jewish population but has been reported in up 
to 28 % of patients with a family history of colorectal can-
cer. It is important to note that this mutation is not suffi cient 
to cause a polyposis phenotype and does not alter clinical 
management of carriers, as many carriers would already be 
undergoing increased screening due to their family history. 
Since p.I1307K does not result in a nonfunctional protein, 
the theorized mechanism by which this mutation results in 
increased cancer risk is different than typical FAP. The p.
I1307K change is thought to create a hypermutable site in 
 APC  which leads to loss of protein function mutations [ 25 ]. 
Whether or not the p.E1317Q variant confers an increased 
risk of colorectal carcinoma is not as well established, and 
the clinical signifi cance remains debatable. 

 The classic FAP phenotype is associated with mutations 
involving codons 168–1600, while severe expression of 
the disease based on number of polyps is associated with 
mutations in codons 1350–1464. Other associated lesions 
have also been correlated with the location of the mutation 
in the  APC  gene, including extra colonic manifestations 
such as CHRPE which has been associated with mutations 
in codons 1403–1578 and codons 463 and 1387. Osteomas 
and desmoids appear to have the highest association with 
mutations in codons 1395 and 1560. In general, mutations 
at either end of the  APC  gene, before codon 400 and after 
codon 1500, and whole gene deletions, have been associ-
ated with the attenuated phenotype and have more variable 
expressivity [ 24 ,  26 ]. Somatic mutations also are common 
in  APC  but the location of these mutations is more 
restricted, with about 80 % occurring between codons 
1284 and 1580, a region designated as the mutation cluster 
region [ 24 ].  

    Attenuated Familial Adenomatous Polyposis Coli 
 AFAP is associated with mutations in different regions of the 
gene, including: (1) 5  to codon 157 in exon 4; (2) alternative 
splice in exon 9; (3) 3  to codon 1595 in exon 15; and (4) 
some in-frame deletions [ 27 ].  

    Gardner Syndrome 
 Desmoid tumors are more strongly associated with  APC  
mutations between codons 1444 and 1580 than with muta-
tions either 5  or 3  of this region [ 28 ].  

    Turcot Syndrome 
 Although  APC  mutations between codons 457–1309 have 
been associated with brain tumors [ 23 ], specifi c genotype–
phenotype correlations within the  APC  gene are not widely 
used. Importantly, medulloblastomas are associated with 
 APC  mutations and glioblastomas are associated with MMR 
gene mutations (Lynch syndrome).   
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    Clinical Testing and Laboratory Issues 

 The methods used for clinical testing of the  APC  gene 
have changed over the years with direct germline sequenc-
ing of the entire coding region becoming more common 
than targeted testing for specifi c mutations. Unlike screen-
ing assays, sequencing can detect changes in the coding 
region, fl anking sequences and intron/exon boundaries, 
and can identify novel mutations. Depending on the 
sequencing method and platform used, there are various 
pitfalls including inability to detect large deletions and 
duplications and the interpretation of novel nontruncating 
alterations that are likely to be classifi ed as variants of 
unknown signifi cance (VUS). While Sanger sequencing is 
still commonly used for testing this is being quickly 
replaced by next-generation sequencing (NGS) and will 
likely continue to gain momentum as bioinformatics 
improves and larger insertions/deletions (indels) and copy 
number variants can be detected by NGS. Large deletion/
duplication analysis is routinely performed using multi-
plex ligation dependent probe amplifi cation assays 
(MLPA) or array comparative genomic hybridization 
(aCGH) technologies. 

 The protein truncation test (PTT) is a screening method 
that is still used in some clinical laboratories for several rea-
sons. PTT allows for higher throughput mutation screening 
for the large last exon of  APC  where many mutations are 
located. Since PTT detects truncated protein products, the 
underlying mutations are almost certainly deleterious. PTT 
does have drawbacks, however. For example, missense alter-
ations that have an effect on protein function will likely not 
be detected, and several gene regions will not be well cov-
ered in terms of mutation detection, including alterations 
outside of the coding regions and mutations that are located 
at the 5  or 3  ends of the segments. Additionally, follow-up 
sequencing is required to identify the exact sequence change 
detected by PTT. 

 Although once common, linkage analysis is rarely per-
formed, but may be useful in cases where sequencing or 
MLPA fail to detect a specifi c mutation. This process requires 
informative markers and participation of affected and unaf-
fected family members, although not all families are large 
enough or have informative markers to allow for successful 
linkage analysis. Since a third of cases are de novo, linkage 
analysis will not be useful for these families. 

 Other largely historical screening methods include dena-
turing high-performance liquid chromatography, single 
strand conformation polymorphism, and denaturing gradient 
gel electrophoresis. Much like PTT, these methods also 

require follow-up sequencing for positive results. Other 
methods, such as allele- specifi c oligonucleotide hybridiza-
tion, are useful in specifi c populations with founder or lim-
ited numbers of common mutations (such as p.I1307K), but 
will not detect other changes. 

 Testing for AFAP, Gardner syndrome, and Turcot syn-
drome is similar to testing for FAP. Given the lower detection 
rate, additional genes should also be considered and can be 
tested in tandem or parallel to  APC . Due to the overlap with 
Lynch syndrome, testing of both  APC  and MMR genes 
should be considered for patients with a diagnosis of Turcot 
syndrome. 

 In general genetic counseling is recommended for a 
patient undergoing germline testing for a tumor predisposi-
tion syndrome. As one of the syndromes in which children 
can be affected, testing individuals under the age of 18 is 
acceptable and recommended when the familial mutation is 
known or the child has symptoms. 

 Other laboratory issues, such as profi ciency testing (PT), 
have evolved in recent years. Where once a laboratory would 
have been running PT for each gene/assay, the Collage of 
American Pathologists (CAP) and the International Program 
RIQAS are moving towards more platform-based PT, in par-
ticular for well-established technologies such as Sanger 
sequencing. Interlaboratory exchanges also are used to meet 
PT requirements. Similarly the number and kind of controls 
that are run with clinical patients has also evolved. As it is 
impossible to have controls for all possible alterations, repre-
sentative alterations are often chosen for each platform being 
used.  

    Genetic Testing Interpretation and Utility 

 The clinical sensitivity of  APC  sequencing is approximately 
70 % in cases with a clinical diagnosis and family history. 
Copy number assays for large deletions and insertions add 
about 5–10 % to the detection rate. Linkage analysis can 
accurately detect 95–99 % of carriers. In families in which a 
mutation is identifi ed, genetic testing for the identifi ed muta-
tion in at-risk family members can be useful for determining 
recommendation and need for surveillance for individuals. 
Testing and early screening improves the life expectancy of 
individuals with FAP. There are limitations to testing, as dis-
cussed above since mutations are not detected in 20 % of 
clinically diagnosed cases. There are several possible expla-
nations for this, including that the disease tracking in the 
family may be a phenocopy of FAP or the mutation in the 
 APC  gene may be located in an untested region.   
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    Peutz-Jeghers Syndrome 

 Patients with Peutz-Jeghers syndrome (PJS) have character-
istic polyps of the gastrointestinal tract which have low 
malignant potential, hyperpigmented mucocutaneous 
lesions, and a family history. PJS occurs in approximately 
1 in 8,300–200,000 live births and has an autosomal domi-
nant inheritance pattern. PJS was fi rst reported in 1921 by 
Johannes Laurentius Augustinus Peutz, with a follow up 
study of the same family by Westerman [ 29 ], and by Harold 
Joseph Jeghers in 1949 [ 30 ]. 

 Depending on the criteria used to classify individuals, up 
to 25 % are defi ned as sporadic cases. The clinical diagnostic 
criteria as established by the World Health Organization are 
as follows: a positive family history plus either histology-
confi rmed PJS type hamartomatous polyps or characteristic 
hyperpigmented mucocutaneous lesions. In the absence of a 
family history, the clinical criteria for diagnosis of PJS is 
three Peutz-Jeghers-type polyps or any number of other types 
of polyps, plus the characteristic pigmentation pattern [ 31 ]. 

    Clinical Features 

 The age of clinical presentation due to symptoms varies 
widely, with an average age of presentation of 29 years. 
Variation may be partly due to ascertainment and severity 
bias, and the availability of genetic testing for clinically 
asymptomatic individuals. Despite this variation between 
individuals, the most common presentation due to the gastro-
intestinal lesions is small bowel intussusception. Other pre-
sentations include colon obstruction, GI bleeding, 
intermittent abdominal pain, and/or rectal prolapse. 

 Individuals with PJS are predisposed to a number of 
neoplasms: colon (39 %); small intestine (13 %); stomach 
(29 %); pancreas (7–36 %); lung (15 %); breast (54 %); 
benign ovarian sex-cord stromal tumors with annular 
tubules (21 %); uterus (9 %); adenoma malignum of the 
cervix (10 %); and estrogen producing sertoli-cell tumors 
that can lead to precocious puberty and gynecomastia in the 
testis (9 %) [ 32 – 34 ]. The sites of the pre-cancerous lesions 
in individuals with PJS refl ect the organs that are com-
monly associated with related malignant neoplasms. One of 
the two most characteristically associated lesions is the PJS 
polyp with its pathognomonic smooth muscle extending to 
the lamina propria with a branching tree-trunk like pattern 
[ 35 ]. Approximately 90 % of these polyps occur in the 
small intestine and colorectum, and although once thought 
to be hamartomatous, 33 % can be mixed with an adenoma-
tous component. The other characteristic feature is the 
hyperpigmented mucocutaneous lesions that often develop 
prior to the age of 5 years. This feature is not pathognomonic 

as these lesions are present in approximately 15 % of the 
general population, as well as with other syndromes/com-
plexes such as Carney’s complex [ 36 ]. Typically, these dark 
blue to brown pigmented macules are clustered at mucocu-
taneous junctions such as the buccal mucosa, perioral 
areas, nostrils, eyes, and perianal areas, as well as the axil-
lae, hands, and feet. This feature is not consistent within 
families or within individuals as they tend to fade with 
increasing age. 

 In a recent Dutch cohort, the median age of death was 45 
years and the median age of living patients was 34 years. The 
most common cause of death was cancer (67 %), giving a 
lifetime cumulative cancer risk of 76 %. Overall, this is ten 
times the risk of the general Dutch population. The authors 
note that the second-most-common cause of death was intus-
susception and that deaths from this cause had occurred prior 
to 1970 and that the ages of these individuals ranged from 3 
to 20 years [ 37 ].  

    Prevention and Surveillance 

 Clinical management of individuals with PJS has primarily 
centered on surveillance programs that allow for early detec-
tion of cancer and management of the cancers that do occur. 
The debate regarding which organs to monitor, when to start 
screening, at what time intervals, and by which modalities 
continues. Several recommendations have recently been pro-
posed. Colonoscopy starting at age 8–10 years with the fre-
quency dependent on the colonoscopy fi ndings, similar time 
frame for video capsule endoscopy or magnetic resonance 
enterography and barium follow-through for the small bowel. 
For women, monthly breast self-examinations beginning at 
age 18 years, annual breast MRI starting at age 25 years, and 
standard cervical screening protocols are recommended. For 
men, the recommendations include yearly testicular exams 
with ultrasound if abnormalities are detected [ 33 ,  38 ]. 
Management for these individuals is also likely to undergo 
changes in the coming years based on the development of 
new therapeutic options. Potential inhibitor therapy is being 
assessed in clinical trials using mTOR inhibition with 
rapamycin or everolimus [ 39 ], and inhibitors targeting 
PI3CA, AKT, and PDK1 are on the horizon.  

    Genetics 

  STK11  (previously called  LKB1 ) located on chromosome 
19p13.3, has been identifi ed as the causative gene for PJS 
[ 40 ,  41 ]. Over time, the percent of individuals who meet 
clinical criteria in whom mutations are found has varied 
widely, ranging from 10–96 % [ 37 ,  42 ,  43 ]. While it has been 
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suggested that locus heterogeneity may be present [ 44 ], a 
second locus has yet to be positively identifi ed.  

    Molecular Mechanism 

 The  STK11  gene, a tumor suppressor, encodes a 433-amino 
acid protein that is expressed in both the cytoplasm and 
nucleus. The STK11 kinase domain (codons 50–337) shares 
homology with other serine-threonine and tyrosine kinase 
family members. STK11 is involved in a number of cellular 
functions, including regulation of cell cycle arrest via 
CDKN1A (also known as WAF1 and p21) signaling [ 45 ]; 
TP53 mediated apoptosis [ 46 ]; cell polarity [ 47 ]; metabolism 
and energy homeostasis [ 48 ]; regulation of the WNT signaling 
pathway [ 49 ]; the TSC pathway; and the MTOR pathway [ 38 , 
 50 ]. Multiple types of mutations have been identifi ed, includ-
ing truncating mutations, missense mutations, and deletions.  

    Genotype–Phenotype Correlation 

 Mutations have been identifi ed throughout the  STK11  gene 
and genotype–phenotype correlations have yet to be defi ni-
tively identifi ed [ 34 ,  51 ].  

    Clinical Testing and Laboratory Issues 

 Clinical testing is available and methods most commonly 
include Sanger sequencing and MLPA, but NGS is rapidly 
replacing these methods, allowing for larger gene panel test-
ing. Estimated detection rates are associated with the pres-
ence or absence of family history, approaching 100 % with a 
positive family history. Reasons for decreased detection rates 
in sporadic cases and cases with atypical phenotypes include 
the disease tracking in the family may be a phenocopy of PJS 
or the mutation in  STK11  may be located in an untested 
region, as was discussed above for FAP. 

 In general, genetic counseling is recommended for a 
patient undergoing germline testing for a tumor predisposi-
tion syndrome. As one of the syndromes in which children 
can be affected, testing individuals under the age of 18 is 
acceptable and recommended when the familial mutation is 
known or the child has symptoms. 

 Other laboratory issues, such as PT, have evolved in 
recent years. Where once a laboratory would have been run-
ning PT for each gene/assay, the CAP and EQA have been 
moving towards more platform-based PT, in particular for 
well-established technologies such as Sanger sequencing. 
Interlaboratory exchanges also are used to meet PT require-

ments. Similarly the number and kind of controls that are run 
with clinical patients has also evolved. As it is impossible to 
have controls for all possible alterations, representative alter-
ations are often chosen for each platform being used.  

    Genetic Testing Interpretation and Utility 

 Regardless of methodology used, careful consideration must 
be given to the clinical signifi cance and pathogenicity of 
identifi ed variants. Identifi cation of the germline mutation in 
individuals with PJS not only can confi rm the diagnosis (par-
ticularly in individuals who do not have a family history), 
but once identifi ed can be used to screen at-risk family mem-
bers who would then be offered appropriate cancer screen-
ing. Genetic counseling is an integral part of the process for 
both the proband and family members at risk. While a num-
ber of pathogenic mutations have been identifi ed and are 
well established, novel alterations continue to be identifi ed 
and interpretation of the pathogenicity of these alterations 
may not be clear. The distinction between mutation, VUS, 
and polymorphism is crucial for the appropriate diagnosis of 
the affected individual and screening of asymptomatic at risk 
family members.      
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 Abstract  

  Hereditary nonpolyposis colorectal cancer (HNPCC) is an autosomal dominant cancer dis-
order associated with a greatly increased risk of colorectal, uterine, and other cancers. Most 
cases of HNPCC are due to inherited mutations in DNA mismatch repair (MMR) genes and 
their encoded proteins which correct errors made during DNA replication. HNPCC associ-
ated with inherited MMR defects is also called Lynch syndrome. Additionally, sporadic 
cancers occurring in individuals without HNPCC may have diminished expression of MMR 
protein(s) due to epigenetic silencing. Defective MMR function leads to reduced fi delity of 
DNA synthesis and microsatellite instability (MSI), the accumulation of mutations in repet-
itive sequences of DNA called microsatellites. Testing for defective MMR can be done 
directly by immunohistochemical staining for MMR proteins or indirectly by PCR frag-
ment analysis of microsatellites.   

 Keywords  

  Lynch syndrome   •   Hereditary nonpolyposis colorectal cancer   •   HNPCC   •   Microsatellite 
instability   •   MSI   •   Mismatch repair   •   BRAF V600E   •   MLH1 methylation   •   MSH2   •   MSH6   
•   PMS2  

     Hereditary nonpolyposis colorectal cancer (HNPCC) is an 
autosomal dominant cancer disorder. Initially defi ned clini-
cally, a distinct subset of HNPCC can be identifi ed through 
molecular testing and is responsible for approximately 3 % 
of all colorectal carcinomas. 

    Clinical Characteristics 

 The use of the term HNPCC has a long and problematic his-
tory. It was fi rst coined by Dr. Harry T. Lynch and colleagues 
in 1984 to differentiate what were known as the cancer 
family syndrome (CFS), characterized by early-onset, pre-
dominantly proximal colorectal cancer as well as other 

cancers, and hereditary site-specifi c colon cancer (HSSCC), 
which differed from CFS in that non-colorectal cancers were 
not increased, from familial adenomatous polyposis (FAP) [ 1 ]. 
HNPCC has signifi cant descriptive shortcomings. While 
these families do not exhibit the numerous colonic polyps 
characteristic of FAP, their colorectal cancers (CRC) never-
theless arise from adenomatous polyps. Additionally, despite 
its name, HNPCC is associated with not only a greatly 
increased risk of CRC but also of several other cancers, most 
commonly endometrial cancer of the uterus. These limita-
tions led many researchers to adopt the alternative designa-
tion of Lynch syndrome, in place of HNPCC, and in both the 
literature and common usage, the terms are often used 
interchangeably. 

 Since the discovery of the underlying molecular basis for 
most cases of HNPCC, specifi cally, a heritable defect in DNA 
mismatch repair (MMR, discussed below), some authors 
have advocated for the use of Lynch syndrome to specifi cally 
refer to those that fi t the clinical picture of HNPCC and 
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demonstrate MMR defi ciency, while reserving HNPCC for 
cases where no MMR abnormality is identifi ed [ 2 – 4 ]. 
HNPCC, then, encompasses two groups: Lynch syndrome and 
a second, possibly heterogeneous group that has been called 
“familial colorectal cancer type X.” A number of explana-
tions have been proposed to account for type X, including 
familial environmental causes, undiscovered genetic syn-
dromes, and even aggregation of cancers occurring by 
chance [ 5 ,  6 ]. In the absence of a well-defi ned, testable etiol-
ogy for type X, the focus of this chapter will be HNPCC-
associated cancers that fi t the current defi nition of Lynch 
syndrome and other tumors caused by defective MMR. 

 HNPCC is characterized by a greatly increased risk of 
malignancies, particularly CRC and endometrial carcino-
mas, which occur at a younger age than is typical for these 
tumors. These often striking clinical features have led to the 
development of clinical criteria for the diagnosis of 
HNPCC. The earliest system in widespread use was that cre-
ated by the International Collaborative Group on Hereditary 
Non-Polyposis Colorectal Cancer (ICG-HNPCC) at a 1990 
meeting in Amsterdam, subsequently referred to as the 
“Amsterdam Criteria.” These criteria emphasized multigen-
erational disease, early age of onset (<50 years), and the lack 
of a polyposis syndrome [ 7 ]. Recognizing some defi ciencies 
in the system, most notably the lack of extracolonic cancers 
in the criteria, the ICG-HNPCC updated these criteria in 
1998 (Amsterdam Criteria II) [ 8 ]. A second group at an 
HNPCC workshop at the National Cancer Institute in 
Bethesda, MD, which included some of the members of the 
ICG-HNPCC, developed guidelines for identifi cation of 
tumors that should undergo microsatellite instability (MSI) 
testing for evidence of defective MMR and published their 
conclusions in 1997 (the “Bethesda Guidelines”). These 
guidelines focused on not only the clinical features and fam-

ily history of the patient but also on pathological features of 
the tumor including site and histologic appearance/subtype 
[ 9 ]. The Bethesda Guidelines were revised in 2004 to include 
less-restrictive age criteria and eliminate testing of adenomas 
in young people [ 10 ]. The updated Amsterdam and Bethesda 
systems are shown in Table  24.1 . The reported clinical per-
formance of these criteria varies widely. While some authors 
report nearly 100 % sensitivity and specifi city for the 
Bethesda Guidelines, it is unlikely that such performance 
can be achieved in all settings [ 11 ,  12 ]. A large study of 500 
patients from the Ohio State University found only 39 and 
72 % sensitivity for the Amsterdam and Bethesda criteria, 
respectively [ 13 ]. In particular, the age limits have the 
potential to exclude Lynch carriers who present at more 
advanced age.

   CRC arising in the setting of defective MMR has a ten-
dency toward a number of pathologic features, including 
location in the proximal colon, mucinous or signet ring dif-
ferentiation, poor differentiation, and prominent lympho-
cytic infl ammation in and around the tumor. Examples of 
histologic features of MMR-defi cient tumors are shown in 
Fig.  24.1 . Recognition of histologic patterns has been shown 
to be highly sensitive for tumors with defective MMR, with 
reported sensitivity in some studies greater than 90 %. The 
specifi city of histology, however, is only 55–67 %, making 
additional testing a necessary component of tumor evalua-
tion [ 14 – 16 ].

   Lynch syndrome is associated with several other cancers 
(listed among the Bethesda Guidelines). The association of 
some of these cancers with CRC has been noted by medical 
researchers over the years, and these have been given epony-
mous syndromes such as Turcot (glioblastoma) and Muir–Torre 
(keratoacanthoma and sebaceous tumors) syndromes. The 
importance of gynecologic cancers in the disease burden 

   Table 24.1    Clinical criteria for identifi cation of Lynch syndrome carriers   

  Amsterdam Criteria II  
      There should be at least three relatives with an HNPCC-associated cancer (CRC, cancer of the endometrium, small bowel, ureter, or 

renal pelvis) 
     One should be a fi rst-degree relative of the other two 
     At least two successive generations should be affected 
     At least one should be diagnosed before age 50 years 
     Familial adenomatous polyposis should be excluded in the CRC case(s), if any 
     Tumors should be verifi ed by pathological examination 

  Revised Bethesda Guidelines  
     CRC in a patient who is less than 50 years of age 
     Presence of synchronous, metachronous colorectal, or other HNPCC-associated tumors, a  regardless of age 
     CRC with the MSI-H histology b  diagnosed in a patient who is less than 60 years of age 
      CRC diagnosed in one or more fi rst-degree relatives with an HNPCC-related tumor, with one of the cancers being diagnosed under age 

50 years 
     CRC diagnosed in two or more fi rst- or second-degree relatives with HNPCC-related tumors, regardless of age 

   a Hereditary nonpolyposis colorectal cancer (HNPCC)-related tumors include colorectal, endometrial, stomach, ovarian, pancreas, ureter and renal 
pelvis, biliary tract, and brain (usually glioblastoma as seen in Turcot syndrome) tumors, sebaceous gland adenomas and keratoacanthomas in 
Muir–Torre syndrome, and carcinoma of the small bowel 
  b Presence of tumor infi ltrating lymphocytes, Crohn’s-like lymphocytic reaction, mucinous/signet ring differentiation, or medullary growth pattern 
  CRC  colorectal cancer,  HNPCC  hereditary nonpolyposis coli,  MSI-H  microsatellite instability-high  
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cannot be stressed enough, with uterine and ovarian cancer 
comprising half of the presenting cancers in women with 
Lynch syndrome [ 17 ]. The overall risk of CRC by age 70 in 
Lynch carriers has been reported as high as 82 %, although 
some studies have shown a lower risk of 30–74 %, with men 
at signifi cantly higher risk than women [ 18 – 20 ]. The risk of 
uterine cancer in women with Lynch syndrome is 34–60 % 
[ 18 ,  20 ,  21 ]. For some less common tumors such as gastric, 
small bowel, and urinary tract cancers, the lifetime risk of 
cancer is approximately 5–15 % [ 22 ].  

    Molecular Basis of Disease 

 In 1993, through the work of multiple groups working inde-
pendently, the molecular basis for Lynch syndrome began to 
be uncovered. This was fi rst recognized in HNPCC tumors 

as changes in the size of microsatellites, tandem repetitive 
sequences of DNA which make up about 3 % of the human 
genome. The repeating sequence in these microsatellites 
ranges in size from 1 to 13 bases, although microsatellites 
longer than 5 bases are not typically used in testing. In 
HNPCC tumors, the number of repeats in microsatellites 
expanded or contracted, resulting in a shift in the size of the 
microsatellites. These changes were called replication errors 
or microsatellite instability (originally abbreviated MIN but 
now usually shown as MSI). MSI was found to be much 
more common in tumors of families with HNPCC than in 
sporadic CRC [ 23 – 25 ]. 

 Soon after the discovery of MSI in HNPCC, the phenom-
enon was linked to defective function of proteins involved 
in the repair of errors introduced during DNA replication. 
These proteins have homologs, MutS and MutL, originally 
described in  E. coli , whose function is to recognize and 

  Figure 24.1    Examples of histological features of colorectal carci-
nomas with defective DNA mismatch repair. ( a ) Extracellular 
mucin pools in a mucinous adenocarcinoma. ( b ) Signet ring cell 
adenocarcinoma with tumor cells containing a single, large mucin 
vacuole. ( c ) Tumor-infiltrating lymphocytes are seen as small, 

round cells, often with a surrounding clear “halo,” infiltrating 
among tumor cell glands or aggregates. ( d ) Crohn’s-like lympho-
cytic response is illustrated by discrete lymphocytic aggregates 
( arrows ) away from the tumor, resembling the transmural inflam-
mation of Crohn’s disease       
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correct DNA heteroduplexes of mismatched base pairs [ 26 ]. 
Microsatellites, due to the repetitive nature of their 
sequences, appear to represent a “slippery” template along 
which DNA polymerase is prone to skip forward or back-
ward during replication, creating small loops of unpaired 
bases in the process [ 27 ]. Depending on the direction of the 
slippage, the newly synthesized strand will contain a greater 
or lesser number of repeats than the template. Single base–
base mismatches can occur when an incorrect nucleotide is 
incorporated into the new strand. An intact MMR system 
recognizes these alterations and directs a multistep process 
of strand breakage, excision of the error, and resynthesis of 
the strand, thereby resulting in a corrected sequence. The 
connection between the MSI and the MMR system was fi rst 
shown by the identifi cation of germline mutations in  MSH2 , 
the human homolog of mutS, in families with Lynch syn-
drome, and later in the MutL homolog  MLH1  [ 28 ,  29 ]. Most 
of these mutations result in a premature stop codon and a 
truncated protein. Less commonly, missense mutations 
affect protein- protein interactions that are essential for 
MMR function. 

 CRC arising in Lynch syndrome are believed to follow a 
typical adenoma–carcinoma sequence in common with non- 
Lynch tumors. This has been shown through the presence of 
adenomas adjacent to early carcinomas identifi ed in prophy-
lactic colectomies performed in Lynch syndrome carriers 
[ 30 ]. Furthermore, adenomas arising in Lynch syndrome, 
particularly those that show high histologic grade, often have 
evidence of MSI prior to the development of invasive carci-
noma [ 31 ]. While there have been reports of MSI in histo-
logically normal cells and tissues of patients with Lynch 
syndrome, in most cases, testing of normal tissue in Lynch 
syndrome carriers does not demonstrate MSI, and the pres-
ence of MMR proteins can be demonstrated with immuno-
histochemical staining [ 32 – 35 ]. Thus, despite the loss of one 
functional copy of a MMR gene, DNA MMR largely remains 
intact until a second genetic hit results in deletion or mutation 
of the functioning allele. 

 At least seven MMR proteins involved in DNA repair dur-
ing mitosis have been identifi ed in humans [ 36 ]. Four of 
these, MLH1, PMS2, MSH2, and MSH6, appear to be 
largely responsible for Lynch syndrome, with mutations in 
MLH1 and MSH2 causing approximately 90 % of cases 
[ 37 ]. The MMR proteins function as heterodimers, and 
MLH1 and MSH2 serve as the obligate components of 
dimers homologous to the bacterial mutL and mutS, respec-
tively. MLH1 primarily pairs with PMS2 but can also be 
paired with PMS1 or MSH3. MSH2 pairs primarily with 
MSH6, and MSH3 is a secondary partner [ 36 ]. The specifi c 
combinations formed determine the types of DNA mis-
matches that are corrected. For example, MSH2 and MSH6 
can repair single base pair mismatches as well as longer 
insertions and deletions, while MSH2 and MSH3 mainly 
correct larger mismatches [ 26 ]. The different pairings and 

their functions seem to have clinical relevance, as shown by 
the fact that different Lynch mutations do not appear to be 
equal with respect to the clinical manifestations of the syn-
drome and the associated cancer risk. Carriers with muta-
tions in the obligate components MLH1 and MSH2, without 
which MMR dimers cannot function, have an approximately 
four-fold higher risk of CRC than do those with an MSH6 
mutation [ 21 ]. This may be explained by substitution of 
MSH6 by MSH3 in the MutS-type dimer, partially compen-
sating for MSH6 loss. The effect of this substitution is resto-
ration of repair of longer mutations, while single base errors 
may go uncorrected [ 38 ]. 

 In addition to HNPCC-associated cancers, sporadic CRC 
(i.e., those not associated with a strong family history of 
CRC) also can have MSI [ 39 ]. These microsatellite-unstable 
tumors make up approximately 15–25 % of sporadic CRC, a 
much greater number of tumors than those attributable to 
Lynch syndrome [ 40 ]. Like Lynch-associated CRC, sporadic 
tumors with MSI have a tendency toward a right-sided proxi-
mal location in the colon, but the age of onset of these tumors 
does not differ signifi cantly from MMR-profi cient tumors 
[ 41 ,  42 ]. The precursor lesion of these cancers, sessile ser-
rated adenoma, lacks the cellular atypia of tubular adenomas 
that precede Lynch-associated tumors and has the saw- 
toothed microscopic appearance of a common hyperplastic 
polyp. However, the sessile serrated adenoma differs from 
hyperplastic polyps by increased architectural complexity, 
which is due to altered distribution of proliferating cells in 
colonic glands [ 43 ]. Analysis of MMR genes showed that 
most of the sporadic tumors lack either germline or somatic 
mutations in MMR genes, yet immunohistochemical staining 
for MMR proteins shows that these tumors commonly lack 
expression of MLH1 [ 44 ]. This apparent discrepancy was 
explained by the recognition that the  MLH1  promoter was 
epigenetically silenced via hypermethylation in sporadic 
CRC with MSI [ 45 ]. Further,  MLH1  hypermethylation is 
closely linked to the activating V600E mutation in the BRAF 
kinase, with  BRAF  mutation seen in 31–87 % of CRC with 
silenced MLH1. Signifi cantly for diagnostic purposes, BRAF 
mutation is virtually never seen in Lynch syndrome- 
associated CRC [ 46 – 48 ]. A causal relationship between 
 BRAF  mutation and  MLH1  silencing has yet to be discov-
ered.  MLH1  hypermethylation also has been demonstrated in 
sporadic endometrial cancers with MSI. However, in stark 
contrast with what is seen in the colon, these tumors consis-
tently lack  BRAF  mutation, suggesting that  MLH1  hyper-
methylation can occur independently of  BRAF  mutation [ 49 ]. 
Thus,  BRAF  mutation may indicate an  MLH1 - methylated  
CRC but may not be the underlying etiology. Rarely, consti-
tutional MLH1 methylation may be inherited, resulting in 
Lynch syndrome without protein-coding mutations in MMR 
genes. While this constitutes <1% of all Lynch syndrome 
patients, it is an important Lynch etiology in individuals who 
are MLH1-defi cient but negative for MLH1 mutation [ 50 ]. 
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 While DNA replication errors in microsatellites can be used 
as an indicator of defective mismatch repair function, it is not 
clear what role MSI may play in vivo in cancer pathogenesis. 
The Human Genome Project has revealed that many micro-
satellites are located in the coding regions of hundreds of 
genes. These include genes encoding proteins with important 
roles in signal transduction (TGFBII and IGFIIR, receptors 
for TGFB and insulin-like growth factor, respectively), 
tumor suppression (PTEN), and apoptosis (BAX). Ironically, 
the genes for two of the MMR proteins, MSH3 and MSH6, 
also contain microsatellites. Supporting the idea that insta-
bility in these and other microsatellite-containing genes can 
affect colon carcinogenesis is the observation that frameshift 
mutations in these genes have been identifi ed in tumors from 
HNPCC families, and this instability can occur as early as 
the adenoma stage [ 51 ,  52 ].  

    Clinical Utility of Testing 

 The primary goal of most testing for defective mismatch repair 
is to screen for Lynch syndrome carriers. The high risk of 
malignancy in this population makes their identifi cation, 
increased surveillance, and consideration of medical and sur-
gical prophylaxis of critical importance in preventing morbid-
ity and mortality. Carriers of MMR protein mutations do not 
have an increased rate of development of precancerous adeno-
mas, but progression from adenoma to carcinoma appears to 
be accelerated [ 53 ]. For this reason, the recommended interval 
for colonoscopy in this population is every 1–2 years, shorter 
than the 5-year interval for non-carriers. Increased frequency 
of colonoscopy in surveillance appears to result in fewer inva-
sive cancers due to removal at the adenoma stage [ 54 ,  55 ]. 

 In addition to increased surveillance, another strategy 
under investigation to protect against cancer is chemopre-
vention. Aspirin has been used in a long-term trial (CAPP2) 
with Lynch carriers to see if it lowers the incidence of 
CRC. After nearly 5-year average follow-up, participants 
taking aspirin had a nearly 40 % reduction in CRC risk com-
pared to those taking placebo [ 56 ]. The most defi nitive pre-
ventive measure is surgical resection of organs at high risk of 
malignancy, including subtotal or greater colectomy for 
Lynch carriers undergoing CRC resection. This is a complex 
issue that is beyond the scope of this chapter, but it has been 
addressed by a number of authors and been shown to be both 
medically effective and cost effective [ 55 ,  57 ,  58 ]. 

 Once one Lynch carrier has been identifi ed, the specifi c 
germline MMR gene mutation detected can be assayed in the 
patient’s blood relatives, greatly expanding the importance 
of the initial detection. The fi rst-degree relatives of a Lynch 
carrier each have a 50 % risk of being a carrier. Given the 
potential interventions for Lynch syndrome carriers, some 
have advocated for universal screening of all CRC for evi-

dence of defective MMR [ 59 ,  60 ]. While the specifi c recom-
mendations for screening method differ, universal screening 
may be cost effective [ 13 ,  61 ,  62 ]. 

 Determination of MMR status has prognostic and predic-
tive signifi cance. Clinical studies of patients with MMR- 
defi cient CRC have shown that these tumors present with 
more advanced local disease (have deeper invasion into the 
colonic wall), yet paradoxically, patients with these tumors 
have a longer survival than those with MMR-profi cient can-
cer [ 63 – 65 ]. A very thorough review of survival studies by 
Popat et al. estimated the survival advantage of patients with 
MMR-defi cient CRC to be 15 % or more [ 66 ]. Although 
both sporadic and Lynch-associated MMR-defi cient tumors 
have a better prognosis, this effect is most pronounced in 
patients with Lynch syndrome [ 63 ]. It is unlikely that the 
younger age of presentation of patients with Lynch syndrome 
completely explains the improved survival. When early- 
onset CRC patients were compared with respect to MMR 
function, there remained a trend toward improved survival in 
those with defective MMR [ 67 ]. For reasons that are not 
clear, MMR-defi cient tumors show less aggressive behavior 
in terms of lymphatic and distant metastasis and prolonged 
time to recurrence [ 63 ,  68 ,  69 ]. 

 The improved survival in patients with MMR-defi cient 
tumors means there is less opportunity for benefi t from che-
motherapy. Patients and their physicians may feel that the 
adverse effects of chemotherapy outweigh the modest 
improvement in survival (5 % at 5 years in stage II patients) 
that has been associated with adjuvant treatment [ 70 ]. 
Additionally, in patients with stage II and III disease, studies 
have shown that while fl uorouracil treatment of tumors with 
intact MMR improves survival, patients with MMR-defi cient 
tumors may not benefi t [ 71 ,  72 ].  

    Available Assays 

 The majority of testing is directed toward identifying tumors 
with defective MMR, both as a means of screening for poten-
tial Lynch carriers and for its prognostic and therapeutic 
implications. Once potential carriers have been identifi ed, 
additional testing can identify the presence of a germline 
mutation in an MMR protein to confi rm a Lynch syndrome 
diagnosis and to allow counseling and targeted testing of 
family members for carrier status. However, since most 
MMR-defi cient tumors arise sporadically, the number of 
patients who require germline mutation testing is relatively 
small, and the focus of this section is on screening assays. 
Protocols for germline testing have been published and 
involve both direct sequencing for small mutations and 
denaturing high-pressure liquid chromatography for large 
rearrangements [ 73 ]. Hundreds of Lynch syndrome muta-
tions have been identifi ed and are catalogued online by the 
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International Society for Gastrointestinal Hereditary 
Tumours (InSiGHT;   http://www.insight-group.org    ) [ 74 ]. 
Different Lynch syndrome mutations have different cancer 
risks, with  MLH1  and  MSH2  mutations associated with 
approximately four-fold greater risk of cancer than  MSH6  
mutation [ 21 ]. Thus, identifi cation of the specifi c mutation 
can provide useful information for counseling carriers and 
their family members.  

    Immunohistochemistry 

 The most readily available assay for detecting MMR defi -
ciency is immunohistochemical (IHC) staining of tissue sec-
tions for MMR proteins. This can be performed by most 
histology laboratories using standard protocols with com-
mercial antibodies against MLH1, PMS2, MSH2, and 
MSH6. This technique directly detects the presence or 
absence of these MMR proteins in the tumor but does not 
assay for the activity of the MMR proteins. MMR mutations 
result in a truncated or otherwise nonfunctional protein that 
is then degraded by the cell [ 75 ,  76 ]. IHC, then, identifi es the 
loss of one or more mismatch repair proteins in a tumor. 

 Related to their function to ensure the fi delity of DNA rep-
lication, MMR proteins are normally found in the nucleus. In 
a tumor with a functioning MMR system, staining for each 
MMR protein will reveal positive staining in the nuclei of 
tumor cells. This system is also at work in non-tumor cells, 
which also should have positive nuclear staining. Evaluation 
of non-tumor cells can serve as an internal positive control 
for each stain [ 77 ]. Although every cell in a MMR-profi cient 
tumor is expected to be positive if the MMR proteins are 
intact, in practice, this is usually not the case. As is seen with 
many IHC stains, staining often is variable throughout the 
tumor. Indeed, non-tumor cells may show the same inconsis-
tency in staining [ 78 ]. It is unclear if this represents variable 
fi xation/antigen retrieval issues which abound with IHC, bio-
logic variability at the cell level, or a combination of these 
factors. In general, MMR proteins that are nonfunctional will 
fail to dimerize and will be degraded. Using IHC, this typically 
corresponds to widespread loss of nuclear staining in the 

tumor cells [ 77 ]. Similarly, epigenetic silencing of MLH1 
expression also results in a loss of staining [ 44 ]. An example 
of loss of MMR staining by IHC is shown in Fig.  24.2 .

   MMR protein heterodimer composition allows prediction 
of the underlying molecular defect based on the pattern of 
protein loss. Usually, when the obligatory partner of a MMR 
component is lost, that protein will be lost as well. On the 
other hand, MMR proteins that may dimerize with multiple 
partners can still be present if one of the partners is defi cient. 
For example, PMS2 can only pair with MLH1, and therefore, 
loss of MLH1 most often results in lack of staining for both 
MLH1 and PMS2. MLH1, on the other hand, can pair with 
proteins other than PMS2, and loss of PMS2 may occur 
without MLH1 loss. Table  24.2  demonstrates the common 
protein loss patterns and the causative genetic defects. 
Although defi nitive diagnosis of Lynch syndrome requires 
identifi cation of a germline mutation in one of the MMR 
genes, this information from IHC testing can direct the germ-
line testing to a specifi c MMR gene.

   Table 24.2    Interpretation of protein loss patterns in MMR immunohistochemistry   

  Protein(s) lost    Possible gene defect   a   

 MLH1 and PMS2  The most common pattern of loss. Both sporadic and hereditary tumors may show this 
pattern, but most are sporadic. 
  MLH1  hypermethylation in sporadic tumors. 
  MLH1  mutation in hereditary tumors. 

 MSH2 and MSH6  The most common exclusively hereditary pattern.  MSH2  mutation. 

 MSH6 only  Uncommon.  MSH6  mutation. 

 PMS2 only  Rare.  PMS2  mutation or, less likely,  MLH1  mutation. 

   a MMR immunohistochemistry is not diagnostic for Lynch syndrome, and suspected gene mutation must be confi rmed. 
  MMR  mismatch repair  

  Figure 24.2    Example of loss of immunohistochemical staining for the 
mismatch repair protein PMS2 in a colon carcinoma. The normal glands 
on the  left  show positive, brown staining for PMS2 in cell nuclei, while 
the cancerous glands on the  right  lack the brown staining. The blue stain-
ing present in the nucleus is a counterstain to show the tissues. Note that 
even in the normal tissue on the left, not every cell will stain positively       

 

J.P. Grenert

http://www.insight-group.org/


345

   Although IHC should ideally clearly show that a MMR 
protein is either present or absent in a tumor, IHC results can 
be ambiguous. Tumor cells often show variable staining, 
making interpretation diffi cult, and even tumors that harbor 
MMR gene mutations may still demonstrate detectable pro-
tein staining [ 78 – 80 ]. One MLH1 truncation mutation has 
been reported to avoid degradation and stains positively by 
IHC, while its partner PMS2 is destabilized and shows pro-
tein loss, a pattern which would normally indicate PMS2 
mutation [ 81 ]. It has been suggested that IHC staining for 
only two MMR proteins, MSH6 and PMS2, may be as effec-
tive as staining for all four MMR proteins as a screening test, 
since one of these should be lost in any of the most common 
Lynch syndrome scenarios [ 82 ]. This has a cost advantage, 
but many laboratories may choose to use all four stains to 
help clarify diffi cult cases and to provide immediate guid-
ance for gene testing. 

 Sometimes, a tumor that is otherwise completely nega-
tive for a protein may show scattered positive nuclei. These 
may actually represent staining of benign lymphocytes 
admixed with tumor, the intratumoral lymphocytes (ITL) 
that are one of the histologic features of MMR-defi cient 
tumors. One feature that can distinguish this artifact from true 
tumor staining is if the staining is limited to uniform, small, 
round nuclei characteristic of lymphocytes. Occasionally, 
apoptotic cells may aberrantly stain for a MMR protein that 
is absent in the tumor. It is often helpful to review the histo-
logic appearance of the tumor for the presence of ITL and 
apoptotic cells. Another potential source of misinterpreta-
tion is diminished MSH6 staining in rectal carcinomas that 
have been treated with chemoradiation. Although the stain-
ing may be completely absent in these tumors, some may 
not have an MSH6 mutation or evidence of MSI. If a pre-
treatment specimen is available, staining is likely to be more 
representative of the true MSH6 status [ 83 ]. Finally, the 
interpretation of IHC testing should be reported as having 
MMR proteins “present” or “absent,” rather than positive or 
negative, to avoid possible misinterpretation by the recipient 
of the test results; “positive” may be incorrectly read as 
“positive for MMR defi ciency.”  

    Microsatellite Instability PCR 

 PCR testing of DNA microsatellites represents an indirect 
functional assay for MMR proteins. After DNA is extracted 
from tumor tissue and from a non-tumor control tissue from 
the same patient, a panel of microsatellites is amplifi ed by 
PCR using primers adjacent to but not including the repeti-
tive sequence. The size of the PCR products is then analyzed 
by capillary electrophoresis, or less commonly by gel elec-
trophoresis. Because defective MMR causes frameshift 
mutations in microsatellites, instability is shown by a change 

in the size of the PCR products from the microsatellite. 
Commonly used panels of microsatellites for MSI testing in 
the USA are the NCI panel (three dinucleotide [ D2S123 , 
 D5S346 , and  D17S250 ] and two mononucleotide [Big 
Adenine Tract,  BAT - 25 and  BAT-26 ] microsatellites) and the 
panel supplied in a commercial kit available from Promega 
(Madison, WI) with fi ve mononucleotide repeats ( BAT-25 , 
 BAT-26 ,  NR-21 ,  NR-24 , and  MONO-27 ) [ 84 ]. Different mic-
rosatellites vary in their ability to identify tumors with defec-
tive MMR, with mononucleotide repeat loci generally 
superior to dinucleotide loci in both sensitivity and specifi c-
ity [ 85 ]. This may be particularly true with MSH6 defi ciency, 
which preferentially causes errors in mononucleotide repeats, 
as described earlier. The Promega panel includes two addi-
tional pentanucleotide repeats which are not evaluated to 
identify MSI but are used to ensure correct pairing of a 
patient’s tumor and normal DNA. These repeats are highly 
polymorphic in the population, and different patterns seen 
between a patient’s samples raise the possibility of specimen 
contamination or a labeling error. 

 As established by criteria from the National Cancer 
Institute, tumors exhibiting stability in all of the microsatel-
lites tested are called microsatellite stable (MSS). Those with 
instability in 30–40 % of tested microsatellites are desig-
nated microsatellite instability-high (MSI-H). The third cat-
egory, microsatellite instability-low (MSI-L), encompasses 
tumors that have at least one unstable microsatellite, but not 
enough to meet MSI-H criteria [ 86 ]. In common practice 
with the 5-microsatellite Promega or NCI panels, MSS, MSI-L, 
and MSI-H correspond to zero, one, or two or more unstable 
microsatellites, respectively. MSS tumors usually have intact 
MMR function, while MSI-H tumors correlate with MMR 
defi ciency. MSI-L tumors have not been shown to be associ-
ated with defective MMR and are usually regarded as equiva-
lent to MSS in the absence of solid evidence for Lynch 
syndrome. Instability is defi ned by a change in the length of a 
microsatellite in tumor DNA when compared to non-tumor 
(“normal”) DNA from the same patient. When compared 
with the normal control, an unstable allele will appear as a 
novel allele or a shift in the length of the allele. 

 The types of patterns seen in MSI testing depend upon 
whether dinucleotide or mononucleotide repeats are being 
evaluated. Dinucleotide repeats are polymorphic in the pop-
ulation, and a patient will often have alleles of different sizes 
on the maternal and paternal chromosomes. Thus, the nor-
mal sample will show two peaks, each representing one 
allele. One or both of these may change in length in the 
tumor as a result of defective MMR. The presence of two 
peaks in the normal DNA may mask a shift if the novel allele 
is obscured by an overlapping normal allele. Mononucleotide 
repeats, on the other hand, are generally very homogeneous 
(“quasi-monomorphic”), with same-sized alleles inherited 
from each parent. Thus, the normal sample will typically 
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show only a single peak for each microsatellite. Tumor 
instability will be demonstrated as a shift in length for that 
peak or the presence of a second peak that was not seen in the 
normal tissue. Examples of unstable mononucleotide micro-
satellite alleles are shown in Fig.  24.3 .

   The effectiveness of MSI testing is closely related to the 
panel of microsatellites used in the assay. Poor performance 
of some markers may result in MSI-L designation, and when 
many microsatellites are tested, the percentage of MSI-L 
tumors increases [ 87 ]. The percentage of MSI-L tumors in 
older reports, before the use of only mononucleotide panels, 
is as high as 35 % [ 88 ]. In contrast, when mononucleotide 
repeats are used exclusively, MSI-L tumors become very 
uncommon [ 89 ]. The signifi cance of MSI-L when testing 
with a mononucleotide panel is unclear, and these patients 
should be offered genetic counseling. Fortunately, the per-
centage of unstable microsatellites in MSI-H tumors is usu-
ally 80–100 % when mononucleotide repeats are used [ 90 ]. 
Note that the pentanucleotide repeats in the Promega panel 
may show instability themselves in MSI-H tumors, and this 
can cause confusion if used to match a patient’s tumor and 
normal samples [ 89 ]. 

 Recognition of some general patterns of instability in 
mononucleotide microsatellites can be helpful in MSI inter-
pretation. First, mononucleotide markers nearly always shift 
to a smaller size when unstable. While larger sizes can be 
seen, their presence may indicate another genetic event such 
as an insertion, rather than instability. Second, the magnitude 
of a shift is usually no greater than approximately 10–12 

bases, and large shifts often have some intermediate-sized 
alleles present as well. These intervening peaks are due to 
heterogeneous instability in the tumor. Shifts greater than 
approximately 12 bases may be the result of a deletion, and a 
deletion would not be expected to show the intermediate- 
sized alleles. A third pattern to be aware of is heterozygosity 
for a mononucleotide microsatellite. While most individuals 
have inherited alleles of the same size for a mononucleotide 
microsatellite, occasionally, patients have two different- 
sized alleles. This will be evident in both tumor and normal 
samples. Because heterozygosity is uncommon (only occur-
ring in up to 5 % of cases), it is unlikely to be present in more 
than one or two microsatellites, and cases with more than 
this should be carefully evaluated for the possibility of speci-
men mislabeling or contamination of the normal DNA sam-
ple with tumor DNA. Finally, the minimum size of a shift is 
one base, the length of the repeating unit. Since identifi cation 
of such a small shift is diffi cult, some clinical laboratories 
require a minimum of a two-base shift to score a microsatel-
lite unstable. Fortunately, if a mononucleotide panel is being 
used, most MSI-H tumors will show 3–5 clearly unstable 
microsatellites. 

 Some authors have suggested that the nearly monomor-
phic character of certain mononucleotide repeats (i.e., nearly 
all alleles in the population are approximately the same 
length) precludes the need for a non-tumor sample for test-
ing. Because the expected allele size is very limited, any 
deviation indicates instability [ 90 ]. Although rational, some 
circumstances can only be resolved if a non-tumor sample is 

  Figure 24.3    Three microsatellites with instability. Capillary electrophore-
sis data for three microsatellites, NR-21, BAT-26, and MONO-27, is shown 
for a patient’s normal ( above ) and tumor ( below ) DNA.  Arrows  point to 

changes in the size of microsatellites in the tumor, indicative of stability. 
Note that the subtle 2-bp size change in NR-21 and BAT-26 may be diffi cult 
to appreciate unless a comparison with the normal sample is made       
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tested in parallel with the tumor sample. Every tumor sample, 
unless obtained with laser capture microdissection, contains 
non-tumor cells such as fi broblasts, blood vessels, and 
infl ammatory cells. These cells will dilute the tumor DNA 
and make shifted alleles more diffi cult to detect. Adding fur-
ther diffi culty is the presence of “stutter” peaks, a distribu-
tion of secondary peaks around the true size of the 
microsatellite. Stutter peaks occur because  Taq  polymerase 
used in the PCR reaction also slips on the microsatellite tem-
plate, and in the absence of an in vitro MMR system, the 
errors are retained. When the change in microsatellite size is 
small, only a subtle shift may be evident on the electrophero-
gram, largely masked by normal DNA and stutter peaks. 
Without a normal sample for comparison, such a shift may 
not be evident.  

     BRAF  V600E and  MLH1  Methylation 

 Testing for the  BRAF  V600E mutation and hypermethyl-
ation of the  MLH1  promoter are important adjuncts to IHC 
and MSI testing. Because  BRAF  mutation in an MSI-H 
colorectal tumor is a very strong indication of a sporadic 
tumor, it can help rule out Lynch syndrome. The specifi c 
mutation seen in these tumors is a T-to-A transversion at 
position 1799, which produces an amino acid change from 
valine to glutamate at codon 600 (V600E). The uniformity of 
this mutation allows for many methods of detection, includ-
ing Sanger sequencing, pyrosequencing, allele-specifi c PCR, 
and hybridization probe melting analysis. The high degree of 
specifi city with which the  BRAF  V600E mutation can 
identify a sporadic MSI-H tumor has led the Association for 
Molecular Pathology to recommend testing for this mutation 
in all CRC [ 91 ]. 

 Detection of  MLH1  hypermethylation, the underlying 
defect causing sporadic loss of MLH1, nearly always 
points to a sporadic tumor. Nevertheless, it is important to 
correlate MLH1 results with clinical and family history, 
since rare cases of MLH1 methylation may represent an 
inherited epimutation that is the underlying cause in up to 
13% of MLH1-defi cient but mutation-negative Lynch 
families [ 92 ]. Sequencing, restriction digestion, or 
methylation- specifi c PCR following bisulfi te treatment of 
tumor DNA can be used to identify this epigenetic modifi -
cation of the promoter region of the  MLH1  gene. However, 
this assay is more diffi cult to perform and interpret com-
pared to  BRAF  testing, so is less commonly available in 
clinical laboratories.  MLH1  hypermethylation testing has 
one advantage over  BRAF  testing in that it is suitable for 
use in testing MSI-H endometrial tumors of the uterus, 
which have not been shown to have  BRAF  mutations 
[ 93 – 95 ].  

    Laboratory Issues 

 Biopsies from the colon, endometrium, or elsewhere are typ-
ically small, perhaps no more than a few millimeters in size. 
While in theory these small tumors may be suitable for IHC 
and MSI testing, this specimen type has limitations. For 
IHC testing, irregular staining in a tumor may result in the 
appearance of MMR loss in a small specimen, especially 
when the amount of tumor is scant. Testing of a larger resec-
tion specimen is more likely to include areas where the pro-
tein can be demonstrated with IHC. MSI testing requires a 
relatively pure sample of tumor for testing (usually >20 % 
tumor cells) and a normal sample not contaminated by tumor 
cells. Biopsies often have intimately intermixed tumor and 
non- tumor tissue in a very small physical space. Unless laser 
capture microdissection is used, separation of tumor and nor-
mal cells for DNA extraction may not be possible. If the 
tumor tissue is adequate, the limitation on the normal tissue 
may be overcome with the use of the patient’s peripheral 
blood or a previous non-tumor specimen. Biopsies of pre-
cancerous colorectal adenomas often do not demonstrate 
MSI or MMR protein loss unless they are advanced stage 
(high-grade dysplasia/intramucosal carcinoma), so while 
adenomas of Lynch carriers may test positive, a negative 
result does not rule out Lynch syndrome [ 31 ,  35 ]. Testing of 
unselected young patients with adenoma does not appear to 
be an effective means of screening for Lynch syndrome [ 96 ]. 

 An important decision for the clinical laboratory is the 
selection of testing method(s) to screen for defective MMR, 
as well as which cases to screen. This is likely to be driven in 
no small part by the technology available locally. While most 
pathology practices have ready access to IHC, molecular 
testing may be diffi cult to obtain. Other nonanalytical con-
siderations include cost and turnaround time. When test per-
formance is compared, both IHC and PCR are highly 
effective. MMR IHC is estimated to be 76–88 % sensitive in 
detection of an inherited mutation in a MMR protein, while 
MSI PCR is 76–90 % sensitive. The best performance is with 
MMR gene sequencing, which is over 99 % sensitive and 
specifi c; it is the primary test used to confi rm a diagnosis of 
Lynch syndrome [ 91 ]. Arguments in favor of IHC and PCR 
have been put forth [ 97 ,  98 ]. Analytically, an advantage of 
IHC is the ability to detect MSH6 mutations that could be 
missed by MSI, while a disadvantage is variable/patchy 
staining, especially for MSH6, which may also have 
decreased staining following chemoradiation [ 83 ,  97 ,  99 ]. In 
favor of MSI is “indifference” to the underlying defect, 
which includes MMR proteins that cannot be tested by IHC, 
and a high rate of interlaboratory concordance (98 %) [ 98 ]. 
Decreased sensitivity of MSI to MSH6 defects has already 
been discussed, but this disadvantage may be of lesser impor-
tance with the current use of mononucleotide repeat panels. 
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While IHC and PCR results have greater than 90 % concor-
dance, neither test is superior in all cases [ 100 ]. 

 Independent of analytical performance, each assay has 
distinct advantages. IHC results can guide MMR gene 
mutation testing; MSI testing can immediately be followed 
with  BRAF  or  MLH1  methylation testing on the same sam-
ple (if the tumor is MSI-H). The combination of IHC and 
PCR was shown to have 100 % sensitivity in a review of 
four large case series [ 91 ]. Thus, many laboratories elect to 
use both tests in some or all cases. A suggested testing pro-
tocol is shown in Fig.  24.4 . Recent guidelines from the 
Association for Molecular Pathology have recommended 
simultaneous testing with MMR IHC, MSI PCR, and  BRAF  
mutation  testing [ 91 ]. Tumors which are MSS and stain 
positively for all four MMR proteins, which will make up 
the great majority of cases (approximately 75–85 %), are 
unlikely to represent Lynch syndrome and do not require 
MMR gene sequencing. MSI-H and MLH1-defi cient tumors 
occurring in conjunction with the  BRAF  V600E mutation 
also do not require gene sequencing, unless there is other 
clinical, family, or historical information raising concern 
for Lynch syndrome. Thus, only those MSI-H tumors lack-
ing  BRAF  mutation, or those tumors with loss of only 
MSH2, MSH6, or PMS2, should be considered for MMR 
gene sequencing, with a referral of the patient for genetic 
counseling prior to sequencing.

   Finally, development of systems for Lynch syndrome 
testing requires a team approach, including pathologists, 
oncologists, surgeons, medical geneticists, genetic coun-
selors, and other healthcare providers. This begins with 
selection of which tumors to screen. Some institutions or 

regulatory bodies may conclude that testing for defective 
MMR is similar enough to genetic testing that patient con-
sent is required, while others may decide that only gene 
mutation testing requires consent. If all tumors are not 
screened, who should initiate testing? Pathologists may 
want to test tumors that show histology suggestive of MMR 
defi ciency, and a decision should be made whether this can 
be ordered by the pathologist or requires discussion with 
the healthcare provider for the patient. Adequate genetic 
counseling resources are required for follow-up on patient 
results. Some testing algorithms may recommend genetic 
counseling for all patients with abnormal test results (i.e., 
MSI-H, MSI-L, or MMR loss). If all CRC are screened, up 
to 20–25 % of patients with these tumors will require the 
opportunity for a genetic consultation. Once these plans are 
in place, a reliable reporting system must be established to 
ensure that all testing results will be communicated to clini-
cians and/or genetic counselors to arrange proper patient 
follow-up.     
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 Abstract  

  Multiple endocrine neoplasias (MEN) are familial cancer syndromes which feature autoso-
mal dominant inheritance of genetic risks for a variety of endocrine gland tumors. Patients 
with multiple endocrine neoplasia type 1 (MEN1) have a high frequency of peptic ulcer 
disease and abnormalities involving the parathyroids, pancreatic islets, and anterior pituitary. 
Patients with MEN2 (MEN2A, MEN2B, or familial medullary thyroid carcinoma [FMTC]) 
exhibit a high frequency of medullary thyroid carcinoma, pheochromocytoma, parathyroid 
hyperplasia plus mucosal neuromas (lips and tongue), ganglioneuromas of the gastrointesti-
nal tract, and marfanoid habitus (in MEN2B only). These tumors are typically diagnosed at 
an earlier age and with bilateral or multiple sites of tumor compared to the general popula-
tion risk for the same tumors. Germline mutations in the  MEN1  gene and the  RET  gene are 
identifi ed in nearly all families affected with these syndromes. Presymptomatic genetic test-
ing provides early diagnosis of disease risk and facilitates clinical intervention at earlier 
stages of tumor development with increased likelihood of improved patient outcomes.   

 Keywords  

  Familial cancer syndrome   •   Autosomal dominant   •   MEN1   •   Menin   •   Tumor suppressor   • 
  MEN2   •   RET   •   Receptor tyrosine kinase   •   Genetic risk   •   Presymptomatic screening   • 
  Genotype–phenotype  

        Introduction 

 Multiple endocrine neoplasia (MEN) syndromes include 
several types of inherited autosomal dominant familial can-
cer syndromes, each characterized by a different pattern of 
endocrine gland tumors in affected individuals. The two 
major types are MEN type 1 or MEN1 (Wermer syndrome) 
and MEN type 2 or MEN2 (Sipple syndrome). MEN1 is 
characterized by a high frequency of peptic ulcer disease and 
primary endocrine abnormalities involving the parathyroids 

(90–97 % of patients), pancreatic islets (30–80 % of patients; 
including adenoma, prolactinoma, insulinoma, gluca-
gonoma, gastrinoma, etc.), and anterior pituitary (15–50 % 
of patients) [ 1 ]. MEN2 includes subtypes MEN2A, MEN2B, 
and familial medullary thyroid carcinoma (FMTC, non- 
MEN), with the primary clinical features of medullary thy-
roid carcinoma (MTC; 95 % of patients), pheochromocytoma 
(50 % of patients with MEN2A and MEN2B but not in 
FMTC), parathyroid hyperplasia (15–30 % of patients with 
MEN2A and rarely MEN2B) plus mucosal neuromas of the 
lips and tongue, ganglioneuromas of the gastrointestinal 
tract, and marfanoid habitus (only in patients with MEN2B) 
[ 1 ]. The MEN2A diagnostic category characterizes approxi-
mately 60–90 % of patients with MEN2, FMTC accounts 
for 5–35 %, and MEN2B for about 5 % [ 2 ]. In MEN2, 
MTC usually presents as bilateral or multifocal neoplasia 
rather than the unilateral tumors in sporadic occurrences. 
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An earlier age of onset of these tumors is also observed in 
these familial cancer syndromes with children as young as 5 
years of age diagnosed with MTC in MEN2A rather than 
50–60 years of age in the sporadic incidence of MTC. MEN2B 
is the most aggressive form with children less than 3 years of 
age diagnosed with MTC with metastases in cervical lymph 
nodes. FMTC is least aggressive with MTC presenting 
between 20 and 40 years of age. 

 Penetrance of both MEN1 and MEN2 is nearly complete 
by 60 years of age [ 1 ,  3 ]. While these syndromes are uncom-
mon (1 in 10,000–100,000 for MEN1 and 1 in 25,000–30,000 
for MEN2), diagnosis of these autosomal dominant disorders 
has important implications for other family members because 
fi rst-degree relatives have a 50 % risk of inheriting the caus-
ative mutation and developing the disease. Early detection is 
critical for the most effective intervention with the goal of 
treatment prior to tumor metastasis. However, these two syn-
dromes and their underlying molecular pathology present 
very different challenges for the clinical molecular labora-
tory as a study in contrast to allelic heterogeneity and detec-
tion sensitivity.  

    MEN1 

    Molecular Basis of Disease 
 The  MEN1  gene maps to human chromosome 11q13 and 
was cloned in 1997 [ 4 ].  MEN1  is a tumor suppressor gene [ 5 ] 
that contains 10 exons (the fi rst one is untranslated) and 
encodes a ubiquitously expressed 2.8 kilobase (kb) tran-
script. The predicted 610-amino-acid (67 kDa) protein prod-
uct, termed menin, exhibits no apparent similarities to any 
previously known proteins or consensus protein motifs but 
acts as a tumor suppressor to prevent MEN1 neoplasias [ 6 ]. 
Menin is a nuclear protein that interacts with proteins 
involved in transcription and cell growth regulation, control 
of the cell cycle, and genomic stability. More than 1,000 dif-
ferent  MEN1  loss-of-function mutations (nonsense, frame-
shift, insertion, deletion, missense, and splicing defects) 
have been described and are distributed throughout the 
9.8 kb of genomic DNA comprising the  MEN1  gene 
(Fig.  25.1 ) [ 3 ,  7 ]. At least 75 % of all reported  MEN1  
 mutations will produce an inactivating, truncated menin 
protein primarily by nonsense and frameshift mutations. 

  Figure 25.1    Schematic representation of the  MEN1  gene indicating 
the intron–exon organization, as well as the relative location, type, 
and distribution of germline mutations characterized in patients with 
MEN1. Functional domains of menin that interact with JUND, 
SMAD3, and NFKB are indicated below the gene map. Regions 1 
and 2 within exon 10 note the locations of the nuclear localization 

signals 1 and 2 of the menin protein. From Wautot V, Vercherat C, 
Lespinasse J, et al. Germline mutation profi le of MEN1 in multiple 
endocrine neoplasias type 1: search for correlations between pheno-
type and the functional domains of the MEN1 protein. Hum Mutat 
2002;20:35–47, copyright © 2002 [ 3 ]. Reprinted with permission 
from John Wiley and Sons       
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Missense and in-frame genomic alterations have been 
described in the domains of menin that interact with  JUND , 
 SMAD3 , and  NFKB1 , three major effectors in transcription 
and cell growth regulation pathways [ 8 ]. These and other 
alterations that predict a loss of menin function are consis-
tent with a role of  MEN1  as a tumor suppressor gene [ 3 ]. In 
mouse models of MEN1, loss of both  MEN1  alleles in the 
mouse germline is lethal in the embryo but does not result in 
tumor formation [ 9 ]. Conditional gene knockouts targeted to 
pancreatic islet β-cells or parathyroid cells result in growth 
of insulinomas or parathyroid adenomas, respectively [ 10 , 
 11 ]. No correlation has been observed between  MEN1  geno-
type and MEN1 phenotype [ 1 ,  3 ,  7 ,  12 ]. In approximately 
20 % of MEN1 families, no mutation in the  MEN1  gene has 
been identifi ed [ 13 ]. While this cancer syndrome displays an 
autosomal dominant pattern of inheritance of a single germ-
line mutation, at the cellular level,  MEN1 -associated tumors 
are caused by inactivation of both copies of this tumor sup-
pressor gene [ 13 ]. Extensive listing and descriptions of 
 MEN1  mutations are available online from the Human Gene 
Mutation Database Cardiff (  http://www.hgmd.cf.ac.uk/ac/
index.php    , accessed 10/2/2014) and the Weizmann Institute 
of Science GeneCards (  http://www.genecards.org/cgi-bin/
carddisp.pl?%20gene=MEN1    , accessed 10/2/2014).

       Clinical Utility of Testing 
 Genetic testing for  MEN1  gene mutations is performed for 
three main reasons: (1) confi rmation of a clinical diagnosis 
of MEN1, (2) identifi cation of a presymptomatic at-risk rela-
tive, and (3) cessation of clinical screening in relatives who 
do not carry a mutation previously identifi ed in affected fam-
ily members. Approximately 50 % of patients with MEN1 
will die as a result of their disease; thus, genetic screening to 
identify family members with germline  MEN1  mutations 
may lead to closer monitoring, earlier identifi cation and 
treatment of tumors, improved outcomes, and longer sur-
vival. Confi rmation of the diagnosis relies on identifi cation 
of an  MEN1  germline mutation. Primary hyperparathyroid-
ism is present in 100 % of patients with MEN1 by the age of 
50 years [ 14 ], but parathyroid carcinomas are rarely seen. In 
addition, pancreatic islet cell adenomas may be observed in 
about 60 % of patients with MEN1 and are most commonly 
classifi ed as gastrinomas or insulinomas. Pituitary adenomas 
also occur in approximately 30 % of MEN1 patients, but 
pituitary carcinomas are not usually detected. Variable 
expressivity and reduced penetrance also have been reported 
in many MEN1 families, making distinction of a familial 
condition diffi cult to discern from sporadic tumor occur-
rence. Absence of a detectable germline  MEN1  mutation 
does not exclude the diagnosis of MEN1. Genetic variability 
in other genes with which the menin protein interacts also 
may contribute to variable phenotypes of family members 
with the same  MEN1  allele. 

 Identifi cation of carriers of  MEN1  gene mutations has not 
been very successful in either predicting or preventing the 
course of MEN1. The utility of  MEN1  mutation detection in 
directing individual patient care is limited by the absence of 
very sensitive imaging methods for early detection and treat-
ment of MEN1-associated tumors, coupled with the lack of 
adequate treatment options for the types of tumors observed 
in MEN1 [ 12 ]. Knowledge of the carrier status is not an indi-
cator for prophylactic surgery as in MEN2; thus, mutation 
screening in MEN1 patients does not avoid or cure the malig-
nancy but may assist in clinical monitoring and lifestyle 
decisions. Predictive testing of at-risk relatives or prenatal 
screening requires that a disease-causing  MEN1  mutation 
has been previously detected in the family. When a family- 
specifi c mutation can be identifi ed, the clinical signifi cance 
of a subsequent negative genetic analysis in an at-risk rela-
tive can aid the genetic counselor in reassuring that family 
member and reducing screening to that of the general popu-
lation. Targeting therapy to the menin protein has not been 
attempted because its function and the protein domains 
required for tumorigenesis have not been identifi ed [ 13 ]. 
However, some small-molecule drug therapies are in devel-
opment (see  Conclusions and Future Directions  below).  

    Available Assays 
 The mutations in the 9.8 kb genomic DNA of the  MEN1  gene 
that are associated with the MEN1 syndrome are diverse in 
both type and distribution. The initial molecular pathology 
screening of affected members of MEN1 families should 
include analysis of the entire gene. Up to 95 % of patients 
will have a  MEN1  mutation identifi ed [ 15 ] when a combina-
tion of complete gene sequencing and deletion/duplication 
analyses is employed. Most approaches incorporate poly-
merase chain reaction (PCR) amplifi cation of each exon with 
a survey for sequence variants by dideoxy fi ngerprinting [ 4 ], 
heteroduplex analysis (HA), single-strand conformation 
polymorphism (SSCP), or direct DNA sequencing [ 3 ,  12 , 
 16 ]. PCR products from exons showing sequence variants by 
conformational changes usually are sequenced to identify 
the specifi c mutation. These strategies will identify muta-
tions in 80–90 % of MEN1 families [ 17 ]. As in most PCR- 
based screening procedures, some types of mutations can be 
missed, including large deletions or insertions, point muta-
tions in the 5  regulatory or untranslated regions, nucleotide 
changes in the introns, or at the sites of PCR primer anneal-
ing, which may adversely affect PCR amplifi cation effi -
ciency. The majority of mutations are nonsense or frameshift 
mutations that predict expression of a truncated menin pro-
tein with loss of function [ 15 ]. Missense mutations in  MEN1  
are primarily clustered in the domains that interact with the 
transcription factors, JUND ( MEN1  codons 1–40, 139–242, 
323–428), SMAD3 (distal to  MEN1  codon 478), and NFKB 
( MEN1  codons 276–479), of key cell growth pathways 
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(Fig.  25.1 ) [ 18 ]. Additional analysis using Southern hybrid-
ization [ 19 ,  20 ], long-range PCR, quantitative PCR, multi-
plex ligation-dependent probe amplifi cation, or targeted 
genomic hybridization arrays will detect larger deletion and 
duplication mutations in MEN1 families following negative 
fi ndings of direct DNA sequencing approaches. Clinical lab-
oratories also may use next-generation sequencing methods 
to detect a broader range of mutations in a single test, includ-
ing single-nucleotide variants, as well as small and large 
insertions and deletions. Thirty-seven Clinical Laboratory 
Improvement Amendments (CLIA)-certifi ed  clinical labora-
tories are listed in the Genetic Testing Registry database 
(  www.ncbi.nlm.nih.gov/gtr/     accessed 6/25/15) as offering 
clinical testing for MEN1 [ 21 ]; while all of these laboratories 
indicate that DNA sequencing is performed, 25 also indicate 
that deletion and duplication analysis is included. Linkage 
analysis methods may be used to defi ne familial haplotypes 
that confer genetic predisposition to MEN1.  

    Interpretation of Results 
 For any clinical molecular genetic test, the ability to identify 
a specifi c gene mutation to correlate with the disease status 
of an affected individual depends on the sensitivity of the 
assay. A well-defi ned clinical phenotype is essential for 
accurate interpretation and reporting of molecular test results 
to the healthcare professional. Genotype–phenotype correla-
tions are either imperfect or nonexistent for MEN1. 

 Approximately 95 % of patients with MEN1 will have a 
germline mutation identifi ed in the  MEN1  gene coding for 
the menin protein [ 15 ,  17 ].  MEN1  germline mutations also 
have been identifi ed in nearly two-thirds of patients with 
sporadic MEN1 [ 12 ]. There is presently no specifi c geno-
type–phenotype association of  MEN1  mutations to predict 
the clinical course or onset of this disease [ 15 ,  17 ]. More 
than 1,000 different mutations have been described [ 7 ], and 
some have been reported in multiple, independent kindreds. 
Characterization of these same genetic variations in newly 
diagnosed individuals supports the role of the mutant allele 
in the disease etiology and is very helpful for interpretation 
of the identifi ed variant. As in many genetic syndromes, 
molecular identifi cation of a pathogenic  MEN1  mutation in 
a family member with clinical features of MEN1 is most 
signifi cant in the risk assessment of other fi rst-degree rela-
tives. Approximately 20 % of patients with familial iso-
lated hyperparathyroidism, characterized by parathyroid 
adenoma or hyperplasia in the absence of other endocrine 
neoplasias, carry germline  MEN1  gene mutations [ 17 ,  22 ]. 

 As reviewed by Guo and Sawicki [ 12 ],  MEN1  mutations 
are not limited to patients with MEN1. A signifi cant number 
of sporadic endocrine tumors also may harbor  MEN1  muta-
tions but not with the same prevalence as the same types of 
tumors in the syndromic cases.  MEN1  mutations do not 
provide clinically useful information for sporadic tumor 

staging [ 13 ]. While one third of MEN1 patients will develop 
pituitary tumors and have germline  MEN1  mutations, only 
about 1 % of sporadic pituitary tumors have  MEN1  muta-
tions. The frequency of  MEN1  mutations also differs 
between different types of pancreatic endocrine tumors. 
In sporadic gastrinomas, the rate of  MEN1  mutations is 
37 % in contrast to 15 % of sporadic nongastrinoma pancre-
atic tumors. Insulinomas, another pancreatic endocrine 
tumor of MEN1, develop in MEN1 knockout mice [ 23 ], but 
 MEN1  mutations have not been found in sporadic insulino-
mas [ 24 ]. Clearly the role of menin in familial and sporadic 
tumors is not the same. Sporadic parathyroid and pituitary 
adenomas with no detectable  MEN1  mutation may be char-
acterized as phenocopies of MEN1, particularly when there 
is no family history of MEN1 [ 12 ]. 

 Information about the penetrance and expressivity of 
the mutations in  MEN1  described to date suggests that 
carriers of a familial  MEN1  mutation have a 100 % risk of 
developing MEN1 by the age of 60 years [ 3 ]. Mutations 
leading to expression of a truncated menin protein create 
a loss of functional menin protein. Missense mutations 
may disrupt menin interaction with cell growth regulatory 
molecules or its cellular localization. These mutations 
also may decrease the stability of menin protein and lead 
to its degradation.  

    Laboratory Issues 
 Complete analysis of the  MEN1  gene sequence by PCR 
amplifi cation of each exon and untranslated regions fol-
lowed by direct DNA sequencing fails to identify mutations 
in 10–20 % of patients with MEN1. Some  MEN1  mutations 
have been identifi ed repeatedly in apparently unrelated fam-
ilies, suggesting some tendency for mutational hot spots 
within  MEN1 , with mutation clusters at codons 83–84, 516, 
and 210–211 accounting for approximately 12 % of all 
mutations [ 7 ]. Caution must be used in the interpretation of 
the pathogenic functional consequences of DNA sequence 
variants. Predicting abnormal protein function from a DNA 
sequence change is imperfect. Approximately 24 polymor-
phisms of  MEN1  have been reported. For example, 
Arg171Gln and Ala541Thr produce amino acid substitu-
tions featuring different polar side chains but are not associ-
ated with a disease phenotype [ 12 ]. Missense mutations in 
amino acids surrounding these same codons are consistent 
with MEN1 incidence in affected families [ 3 ]. Classifi cation 
of polymorphisms as benign may change with long-term 
follow- up or ascertainment of additional MEN1 kindreds. 
Some frameshift or nonsense mutations do not completely 
abolish normal protein function. The existence of pheno-
copies (clinical presentations that may mimic familial disor-
ders) also should be a consideration due to the relatively high 
frequency of sporadic parathyroid and pituitary adenomas [ 12 ], 
particularly in the absence of a family history of MEN1. 
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Genotype–phenotype prediction may be further compli-
cated by variable expression among family members or dif-
ferent families with the same sequence change or by slow 
growth of an MEN1 tumor even after a gene mutation has 
been characterized. Once a sequence change has been docu-
mented as present in individuals with clinical features of 
MEN1 and absent in unaffected individuals, one can be rea-
sonably certain of the signifi cance of the fi nding as a true 
disease-associated mutation. 

 Approximately 70 % of reported mutations are nonsense, 
frameshift, or splice-site mutations that predict the expression 
of a truncated menin protein product. An in vitro protein trun-
cation test (PTT) for diagnostic MEN1 screening proved to be 
too problematic for routine clinical laboratory implementa-
tion, given the problems inherent in (1) the instability of 
abnormal mRNA in peripheral blood lymphocytes of patients 
with MEN1 and (2) the scarcity of methionine residues for 
 35 S-methionine substitution in labeling the amino terminus 
polypeptides of the menin protein. Newer approaches with 
nonisotopic PTT [ 25 ,  26 ] may be more successful in applying 
this strategy to  MEN1  mutation detection. Identifi cation of 
large deletions by Southern blot or fl uorescence in situ hybrid-
ization analysis may be useful for mutation screening because 
deletion of an entire exon or exons will result in amplifi cation 
and sequencing of the remaining, normal allele and a false-
negative test result, although next-generation sequencing can 
detect large deletions. Genetic variants in the regulatory 
regions of  MEN1 , including promoter mutations or methyla-
tion defects, may indicate abnormal gene expression but have 
not yet been documented. 

 For the MEN1 patients with no demonstration of germ-
line MEN1 gene mutation, biochemical screening is an alter-
native course for monitoring disease. Careful biochemical 
screening may reveal evidence of neoplasia, including hyper-
parathyroidism, 10 years prior to the expression of overt 
clinical symptoms [ 20 ]. 

 Formal profi ciency testing programs are not available for 
MEN1 molecular testing. Clinical laboratories must meet the 
profi ciency testing requirements by alternative profi ciency 
assessment methods.  

     Conclusions and Future Directions 
 Currently, no preventive measures are available for prophy-
laxis or cure of MEN1-associated tumors. Radiologic imag-
ing for identifi cation of MEN1-associated tumors generally 
has low sensitivity in asymptomatic individuals. Biochemical 
screening for the tumor-secreted hormones may help detect 
early disease in asymptomatic mutation carriers [ 27 ]. 
Treatment usually involves surgery to remove the tumors, 
sparing unaffected tissue to preserve normal hormone pro-
duction. Several clinical trials of drug therapies for patients 
with MEN1 have been launched. Various approaches focus 
on the modulation of the hypercalcemia and hypercalciuria 

of primary hyperparathyroidism by administration of the 
calcium-sensing receptor agonist, cinacalcet [ 28 ], or high- 
dose somatostatin with octreotide-LAR [ 29 ]. More extensive 
studies are needed to establish the effi cacy of these mole-
cules for clinical use.   

    MEN2 

    Molecular Basis of Disease 
 In 1993, the  RET  proto-oncogene (“ re arranged during  t rans-
fection”), located on chromosome 10q11, was cloned and 
characterized as encoding a transmembrane tyrosine kinase 
with a cysteine-rich extracellular receptor domain (Fig.  25.2 ) 
present on neuroendocrine cells of neural crest origin [ 30 ,  31 ]. 
 RET  spans 60 kb with 21 exons encoding a protein of approx-
imately 1,100 amino acids [ 1 ]. Glial cell-derived neuro-
trophic factor and neurturin are two ligands for the  RET  
receptor domain [ 32 ]. The ligands initiate homodimerization 
of  RET  protein molecules resulting in phosphorylation and 
activation of the tyrosine kinase domain, leading to down-
stream signal transduction [ 32 ].  RET  is the only gene known 
to be associated with MEN2. Missense mutations in the  RET  
gene were characterized in individuals with the MEN2 syn-
dromes [ 30 ,  31 ,  33 ,  34 ] with a very restricted pattern of vari-

  Figure 25.2    Diagram of  RET  gene product indicating the relative 
location of germline mutations characterized in patients with MEN2. 
 Ovals  are numbered to represent the codons that commonly contain 
germline missense mutations associated with MEN2A and FMTC. 
 Diamonds  are numbered to represent the codon location of germline 
mutations in MEN2B.  Triangles  indicate the positions of mutations in 
hereditary Hirschsprung disease. From Phay JE, Moley JF, Lairmore 
TC. Multiple endocrine neoplasias. Semin Surg Oncol 2000;18:324–
32, copyright © 2000 [ 1 ]. Reprinted with permission from John Wiley 
and Sons       
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ations (Fig.  25.2 ). In patients with MEN2A or FMTC, nearly 
all the mutations in this gene are activating, gain-of-function 
missense mutations localized to exons 10, 11, and 13–15. 
Most commonly, heterozygous missense mutations are found 
in a cysteine-rich, extracellular domain adjacent to the trans-
membrane domain of the RET protein including six con-
served cysteine residues in  RET  exon 10 (codons 609, 611, 
618, and 620) and exon 11 (codons 630 and 634) (Table  25.1  
and Fig.  25.2 ) [ 30 ,  31 ,  33 ]. Most of these mutations replace 
a cysteine with another amino acid that cannot form intramo-
lecular disulfi de bonds. The unpaired cysteine is then able to 
form a disulfi de bond with another RET protein molecule 
producing constitutive dimerization and increased kinase 
activation of the aberrant RET protein [ 35 ,  36 ]. Missense 
mutations in codons 768 and 804, located in exons 13 and 
14, respectively (Table  25.1 ), affect the intracellular portions 
of the RET protein next to the transmembrane domain 
(Fig.  25.2 ) [ 37 ,  38 ]. Nearly 95 % of all patients diagnosed 
with MEN2B have been characterized with a single mis-
sense mutation in codon 918 of  RET  exon 16, M918T, 
replacing a methionine residue with a threonine [ 33 ,  34 ]. 
Another 2–3 % of patients have an Ala833Phe mutation in 
exon 15. Both variants affect the intracellular tyrosine kinase 
catalytic domain (Fig.  25.2 ), altering substrate recognition, 
which leads to cellular transformation [ 35 ]. In each case, 
these common  RET  mutations produce a gain-of-function 
change for the aberrant RET protein. Online information 
about many other  RET  mutations is available from the 
Human Gene Mutation Database Cardiff (  http://www.hgmd.
cf.ac.uk/ac/index.php    , accessed 10/2/2014), the Weizmann 
Institute of Science GeneCards (  http://www.genecards.org/
cgi-bin/carddisp.pl?gene=RET&search=RET    , accessed 
10/2/2014), and the ARUP Institute for Clinical and 

Experimental Pathology (  http://www.arup.utah.edu/data-
base/MEN2/MEN2_welcome.php    , accessed 10/2/2014).

    Hirschsprung disease (HSCR), an absence of enteric 
ganglia in the colon, also is associated with somatic or 
germline  RET  mutations, either in codons 609, 618, or 620, 
or distributed throughout other regions of the  RET  gene 
[ 40 ,  41 ]. Some families have been described in which 
HSCR cosegregates with either MEN2A or FMTC [ 42 ]. 
 RET  mutations in patients with HSCR may produce either 
loss or gain of RET protein function and include frameshift 
and nonsense mutations. Papillary thyroid carcinoma is 
associated with somatic gene rearrangements of the  RET  
gene [ 43 ].  

    Clinical Utility of Testing 
 In an autosomal dominant inherited disorder, an individual 
with a single  RET al lele mutation has (1) a high likelihood of 
developing MTC (approximately 95 % of carriers) and (2) a 
50 % risk of transmitting this risk allele and the high likeli-
hood of developing MTC to each offspring. Genetic testing 
for  RET  mutations is the accepted best practice for confi rma-
tion of the diagnosis of MEN2, predictive risk-assessment 
testing for family members, and prenatal diagnosis of MEN2. 
Approximately 25 % of all MTC occurs as part of MEN2. 
Early detection of a pathogenic  RET  mutation improves the 
prognosis for presymptomatic individuals by offering an 
opportunity for therapeutic intervention prior to advanced 
disease, metastasis, or both [ 44 – 46 ]. Reduced morbidity and 
mortality is achieved by increased clinical monitoring, pro-
phylactic thyroidectomy (followed by thyroid hormone 
replacement therapy plus autotransplantation of the parathy-
roids), or both [ 1 ,  47 ]. This can be a very effective treatment 
to prevent disease metastasis. Resected thyroid tissue from 

       Table 25.1    Common  RET  gene mutations in MEN2 and associated clinical phenotypes   

  MEN2 phenotype   b   

  RET   location    Mutation   a     FMTC    MEN2A    MEN2B    ATA risk   c   

  Exon 10   C609Y, F, G, R, or S  Y  Y  N  B 

 C611Y, F, G, R, S, or W  Y  Y  N  B 

 C618Y, F, G, R, or S  Y  Y  N  B 

 C620Y, F, G, R, S, or W  Y  Y  N  B 

  Exon 11   C634R  N  Y  N  C 

 C634Y, F, G, S, or W  Y  Y  N  C 

  Exon 13   E768D  Y  Y  N  A 

  Exon 14   V804M or V804L  Y  Y  N  A 

 V804M + E805K  N  N  Y  D 

 V804M + Y806C  N  N  Y  D 

  Exon 14/15   V804M + S904C  N  N  Y  D 

  Exon 15   A883F  N  N  Y  D 

  Exon 16   M918 ATG  N  N  Y  D 

      a Single letter amino acid abbreviations are indicated for each codon 
  b  Y  yes,  N  no,  FMTC  familial medullary thyroid carcinoma 
  c American Thyroid Association (ATA) medullary thyroid cancer guideline [ 39 ]  
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children and adults with positive genetic fi ndings demon-
strates C cell hyperplasia or microscopic foci of malignancy 
in the absence of biochemical screening abnormalities or 
clinical symptoms [ 46 ]. Thus, genetic testing for  RET  muta-
tions is a more sensitive and specifi c screening tool than 
either physiological testing or histopathologic examination 
of the thyroid for assessing familial cancer risk for MEN2 in 
these families [ 44 – 46 ]. 

 The clinical signifi cance of identifying a  RET  mutation is 
considerable, given that there is virtually 100 % penetrance of 
these mutations for MTC. But genetic fi ndings alone cannot 
predict the age of disease onset; thus, continued surveillance 
for residual or recurrent MTC plus adrenal tumors is included 
in the follow-up care of MEN2 patients and asymptomatic 
carriers. About 50 % of MEN2 patients (both subtypes A and 
B) will develop pheochromocytoma, while 20–30 % of 
MEN2A patients develop parathyroid hyperplasia [ 1 ]. 
Patients with FMTC typically develop only MTC and none of 
the other clinical manifestations of MEN2A or MEN2B. Each 
subtype appears to be consistent within a family. Any RET 
mutation in codon 634 in exon 11 results in a higher incidence 
of pheochromocytomas and hyperparathyroidism. In particu-
lar, the C634R (Cys to Arg) mutation has been associated 
with a higher incidence of metastases at diagnosis; the allele 
is virtually absent in patients with FMTC [ 48 ]. Families with 
both MEN2A or FMTC and HRSC most frequently have 
germline  RET  mutations in codons 609, 618, or 620 in exon 
10 [ 49 ]. Individuals within the same family who carry the 
same RET mutation may still display a variable phenotype 
indicating that additional modifi er gene functions or environ-
mental or epigenetic factors affect the expression of altered 
RET protein function and tumorigenesis. Concomitant muta-
tions in genes coding for RET ligands or coreceptors are the 
most likely modifi er molecules. 

 Genetic screening and mutation identifi cation are cur-
rently recommended by 5 years of age for children who are at 
risk in MEN2A families. Children should be screened at birth 
if MEN2B has been diagnosed in close relatives, due to the 
earlier age of onset and aggressive clinical course of the 
MEN2B type [ 44 ,  45 ]. Patients with MEN2B should be 
treated as soon as the diagnosis is made. Some of the other 
advantages of DNA testing in MEN2 are that the test is rela-
tively noninvasive and low risk, it is usually better tolerated 
by the patient than biochemical screening by metabolic chal-
lenge [ 47 ], genotype results are not subject to physiologic 
status, and serial genotype testing is not necessary. Individuals 
in MEN2 families who are not carriers of the familial  RET  
mutation have the lower, general population risk for sporadic 
incidence of these endocrine neoplasias and do not require 
the same frequent monitoring for abnormal thyroid or adrenal 
function in the absence of clinical symptoms. 

 Several tyrosine kinase inhibitors that inhibit the activated 
(mutant) RET are being tested in clinical trials for treatment 
of MEN2 neoplasms (see Conclusions and  Future Directions ).  

    Available Assays 
 Screening for  RET  proto-oncogene mutations to confi rm 
MEN2 diagnosis or to determine predisposition for MEN2 in 
asymptomatic relatives may be accomplished with a focused 
survey of a few exons of the  RET  gene. The majority of 
pathogenic mutations have been characterized in exons 10, 
11, 13, 14, 15, and 16, including codons 609, 611, 618, 620, 
634, 768, 804, 883, and 918, with few exceptions [ 48 ,  49 ]. In 
addition, all mutations of these  RET  codons associated with 
MEN2 are missense substitutions [ 30 ,  31 ,  33 ,  34 ,  37 ,  38 ]. 
Direct DNA sequencing of these exons or the entire  RET  
coding sequence is the most commonly used strategy for 
detecting mutations in patients with MTC with no prior fam-
ily history of MEN2. A targeted sequencing approach lim-
ited to exon 16 or specifi c codons also is used to screen or 
confi rm a diagnosis of MEN2B or 2A in an at-risk family 
member when a familial mutation has been previously iden-
tifi ed in an affected family member. These methods usually 
confer a 95–98 % frequency of  RET  mutation detection in 
patients with MEN2. Currently, the Genetic Testing Registry 
database (  www.ncbi.nlm.nih.gov/gtr/    , accessed 6/25/2015) 
lists 76 CLIA-certifi ed clinical laboratories which offer 
genetic testing for MEN2. Fifty-six of these laboratories 
indicate that sequencing of all  RET  coding regions is avail-
able, while 21 offer this assay for selected exons or targeted 
variants (some laboratories offer both types of testing). 

 The  RET  cysteine codons are not mutated with equal fre-
quency, with the majority of patients with MEN2A having 
alterations of codon C634 (Fig.  25.3 ). Nearly every base 
position of these TGC cysteine codons has been a point of 
allelic variation, generating more than 20 distinct alleles; 
thus, mutation detection methods must be designed with the 
capability to interrogate each nucleotide position of the cys-
teine codons. In clinical molecular laboratory practice, the 
preferred approach is to fi rst characterize the causative 
(pathogenic) mutation in an affected individual using a com-
prehensive PCR plus direct DNA sequencing or next- 
generation sequencing approach either of the commonly 

  Figure 25.3    Distribution of  RET  mutations in MEN2A and 
FMTC. Summarized from the literature. Codon 634 in exon 11 repre-
sents a mutation hot spot for MEN2A       
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altered exons (Table  25.1 ) or of the entire  RET  gene. With 
decreasing costs and analytical improvements in DNA 
sequencing chemistry and data analysis, this has become the 
preferred method for comprehensive and direct  RET  muta-
tion identifi cation [ 50 ]. Nonsense and frameshift mutations 
in  RET  have not been observed in MEN2, and small, in- 
frame deletions or insertions are rarely identifi ed [ 51 ].

   Other physical detection methods for rapid discovery of 
DNA sequence variations such as denaturing gradient gel 
electrophoresis (DGGE) [ 52 ], SSCP [ 51 ,  53 ,  54 ], HA [ 55 ], 
and denaturing high-performance liquid chromatography 
(DHPLC) [ 55 ] have been used extensively in research studies 
but are less specifi c than direct DNA sequencing in the clini-
cal laboratory. The utility of these indirect approaches for ini-
tial localization of a single-nucleotide sequence variation 
remains as a valuable diagnostic screening tool with some 
well-recognized analytical limitations. The high GC content 
of some  RET  sequences can confound physical detection 
methods by reducing the sensitivity of resolution between 
homoduplex and heteroduplex DNA molecules. Confi rmation 
by direct DNA sequencing identifi es both the exact position 
and nature of the base change localized by conformational 
screening methods. One major advantage of many of these 
conformational techniques is that they are frequently per-
formed with automated instrumentation. Most of these meth-
ods identify a single-nucleotide sequence change by the 
altered mobility caused by the DNA conformational change 
using electrophoretic or melting profi le shift analysis in com-
parison to the wild-type nucleotide sequence for the same 
DNA fragment. Sensitivity in the detection of the mobility 
shift is optimal in fragments of 200–400 base pairs (bp) for 
these approaches and may include 50–600 bp targets or up to 
1.5 kb with DHPLC. Determination of the exact position of 
the base change within these fragments (e.g., TGC to TAC or 
TGC to GGC) can sometimes be deduced by comparison 
with an extensive panel of controls of defi ned mutant alleles 
previously confi rmed by DNA sequencing [ 52 ,  55 ]. 

 Increasingly, mutation scanning approaches have been 
replaced by high-resolution melting (HRM) analysis as a 
rapid, cost-effective method to analyze PCR amplicons and 
avoid contamination during post-amplifi cation analyses [ 56 ]. 
In addition to PCR amplifi cation primers, HRM requires oli-
gonucleotide hybridization probes with sequences specifi c 
for each variant nucleotide. HRM analysis detects the mutant 
allele nucleotide substitution by using specifi c oligonucle-
otide probe sequences to distinguish normal and mutant 
sequences by virtue of their different melting temperatures 
conferred by the nucleotide substitution. The probes may be 
fl uorescently labeled or unlabeled with fl uorescent dye 
detection of the hybridization duplexes.  RET  missense muta-
tions are more challenging to distinguish with these probes 
because several positions in the same codon may be vari-
able and unique mutations may have similar or identical 
melting temperatures. Margraf and colleagues addressed this 

complexity by designing a two-stage  RET  genotyping assay 
in which mutation-specifi c probes for unambiguous geno-
typing of more than 50  RET  sequence variations were sim-
plifi ed by the use of a masking technique [ 57 ]. 

 Following the identifi cation of the specifi c pathogenic 
mutation in an affected relative, other family members may 
be tested for just this allele with a more targeted, follow-up 
test of a single codon within one exon of  RET . The molecular 
methodology may not be limited to direct DNA sequencing 
[ 47 ]. For example, many missense mutations identifi ed in the 
comprehensive screening also may be directly detected by 
PCR–restriction fragment length polymorphism (RFLP) 
using a variety of enzymes [ 47 ], DGGE, DHPLC, SSCP, 
HA, or single-nucleotide polymorphism (SNP) testing meth-
ods [ 58 ]. Site-specifi c, single-base extension assays, such as 
those used for single-nucleotide polymorphism detection, 
have been described [ 58 ] for detection of many of the  RET  
mutations. Linkage analysis is feasible [ 59 ] when direct 
mutation analysis fails to identify one of the common muta-
tions in a family with a clear pattern of heritable disease.  

    Interpretation of Results 
 At least 95 % of patients with MEN2 will have one of a 
limited number of well-characterized mutations in the  RET  
gene leading to a gain of function and activation of RET 
tyrosine kinase activity. Some genotype–phenotype speci-
fi city has been determined for the separate MEN2 subtypes, 
as summarized in Table  25.1  and Refs. 60 and 61. Signifi cant 
overlap of clinical symptoms and missense variations occurs 
for any of six conserved cysteine codons (609, 611, 618, 
620, 630, 634) which may be diagnostic for either MEN2A 
(95 %) or FMTC (80 %) (Fig.  25.3 ). Mutations at codon 634 
account for about 85 % of kindreds with MEN2A and are 
the most common  RET  mutations associated with expres-
sion of hyperparathyroidism and pheochromocytomas. 
Mutations at codons 768, 804, and 891 in exons 13, 14, and 
15, respectively, were initially described as consistent with 
the diagnosis of FMTC [ 37 ]; however, these variants also 
occur in rare families with MEN2A [ 60 ,  61 ]. In addition, 
some double heterozygous combinations of point mutations 
in addition to V804M are diagnostic for rare cases of 
MEN2B. The substitution of methionine at codon 918 with 
threonine, M918T, is diagnostic for MEN2B and is observed 
in 95–98 % of MEN2B patients. The substitution of alanine 
by phenylalanine at codon 883 of exon 15 (A883F) also is 
diagnostic for MEN2B. About half of the patients with 
MEN2B have de novo  RET  mutations and thus lack a family 
history for this syndrome. Somatic mutations at codon 918 
have been frequently observed in patients who do not have a 
family history of MTC. The sensitivity of  RET  mutation 
screening requires concise clinical description of the 
patient’s phenotype. The specifi city of  RET  mutation detec-
tion for these disorders, MEN2A, FMTC, and MEN2B, is 
nearly 100 % [ 62 ]. 
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 The American Thyroid Association (ATA) Guidelines 
Task Force has completed evidence-based recommendations 
for clinical management of patients with MTC to establish 
current, rational, and optimal medical practice [ 39 ] 
(Table  25.1 ). Several of the recommendations specifi cally 
address the role of  RET  mutation testing in MEN2 syn-
dromes. A key feature of the guidelines is the assignment of 
levels of risk (D through A) for development of aggressive 
MTC [ 39 ]. The highest risk, level D, is defi ned for  RET  
mutations associated with MEN2B, i.e., M918T and A883F; 
a high risk, C, is assigned to C634R and other codon 634 
missense mutations; a less high risk, B, applies to all exon 10 
substitutions in the commonly mutated cysteine codons 
(609, 611, 618, 620); and the least high risk applies to all 
other point mutations and rare insertions and duplications in 
exons 5, 8, 10, 11, 13, 14, 15, and 16. Two variant alleles that 
had been thought to be pathogenic, S649L and Y791F, have 
now been reclassifi ed as polymorphisms rather than disease- 
associated alleles. The ATA Guidelines further recommend 
that the ages for  RET  testing should be at diagnosis or <1 
year of age for level D risk and <3–5 years of age for risk 
levels C through A. Patients as young as 5 years of age with 
M918T germline mutations have been diagnosed with MTC 
and distant metastases, conferring a greatly diminished like-
lihood of a surgical cure [ 63 ], and thus, the need for the earli-
est possible diagnosis with  RET  screening. 

 Interpretation should be conducted within the context of 
family history and the clinical presentation of the types of 
endocrine tumors in an affected family member, when avail-
able. Specifi c classifi cation of a patient’s MEN2 subtype is 
essential for the most accurate prognosis and effective clini-
cal management. Distinguishing FMTC or MEN2A may be 
diffi cult in small kindreds, with limited or relatively young 
affected family members, or when scant family medical his-
tory is documented, because pheochromocytomas or parathy-
roid hyperplasia may primarily manifest in older relatives. 

 FMTC is considered as a reduced penetrance, phenotypic 
variant of MEN2A rather than a distinctly separate syndrome 
in the ATA recommendations [ 39 ]. Identical point mutations 
have been observed in families with only FMTC and in those 
with MEN2A as well as in kindreds that have MEN2A plus 
HSCR. Thus, the genotype–phenotype associations of 
MEN2 demonstrate variable expressivity and are not solely 
defi ned by  RET  mutations alone. Within particular kindreds, 
the clinical presentation is fairly consistent, considering the 
variable expression of tumor types in MEN2A. As a mem-
brane tyrosine kinase molecule, the RET protein interacts 
with several coreceptor molecules and ligands including 
GDNF, neurturin, persephin, and artemin [ 64 ]. Base substi-
tutions at the key conserved cysteine codons create amino 
acid substitutions which affect intermolecular associations, 
disrupt normal signaling, and change the activity or specifi c-
ity of the kinase, or both [ 35 ]. It is hoped that clearer elucidation 

of concomitant variations in these other “modifi er” genes 
will aid in the defi nition of more precise genotype–pheno-
type effects. 

 MEN2 syndromes account for approximately 25–30 % of 
MTC cases, based on epidemiological studies of new index 
cases. The remainder of MTC cases are sporadic, unilateral, 
or manifest in older adults with negative genetic fi ndings of 
germline  RET  mutations. A signifi cant proportion of the spo-
radic tumors (30–67 %) have somatic M918T mutations of 
 RET  in the absence of a constitutive germline mutation in 
leukocyte DNA of the same patient [ 65 ,  66 ]. Sporadic MTC 
also may feature a much more diverse type and distribution of 
 RET  mutations than MEN2A and FMTC. Disease-causing 
germline  RET  mutations also have been reported in 1–24 % 
of individuals with apparent sporadic MTC in the absence of 
previous family history of MEN2 but may be attributed to 
incomplete penetrance of some genetic variations [ 67 ]. 
Somatic  RET  mutations have not been detected in sporadic 
pheochromocytoma [ 66 ], but this tumor may also occur in 
von Hippel–Lindau (VHL) disease and neurofi bromatosis 
type 1 (NF1). Neumann and colleagues showed the utility of 
additional mutation screening of the  VHL  gene associated 
with VHL disease in individuals with pheochromocytoma, 
but no other MEN2 symptoms and no identifi able  RET  gene 
mutation [ 68 ]. Screening for mutations in  VHL  and  NF1  
genes should be considered in familial cases of pheochromo-
cytoma with no detectable germline mutation in  RET . HSCR 
is generally characterized by a broader spectrum of mutations 
distributed throughout the  RET  gene than those typical of 
MEN2, in both the familial and sporadic HSCR presentations 
[ 41 ,  42 ]. The rare occurrence of MEN2 family with no iden-
tifi able  RET  mutation may be tested by linkage analysis to 
identify the disease-associated haplotype if the disease is 
truly associated with an unidentifi ed  RET  mutation, or per-
haps a clinical misdiagnosis if the disease is caused by muta-
tion of another gene. Many polymorphic markers are tightly 
linked to the  RET  gene, assuring high accuracy for linkage 
analysis.  

    Laboratory Issues 
 Overall, germline DNA sequencing for  RET  mutations is 
favored in clinical molecular laboratories because the muta-
tions are localized, with limited regions to sequence and a low 
false-negative rate (approximately 5 %). Some of the limita-
tions of  RET  genetic testing approaches can be attributed 
to the inherent technical aspects of PCR, DNA sequencing, 
restriction endonuclease digestion, fragment comigration, 
and nonpathogenic sequence changes. PCR primer and target 
fragment design are critical for sensitive detection of muta-
tions by DNA conformation methods. DNA fragment size 
and base composition directly infl uence the melting profi le of 
the PCR product and alter the optimal analytic conditions for 
heteroduplex and homoduplex separation (temperature, buffer 
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concentrations, resolution). Conformational changes or 
mobility shifts in mutation screening methods should be con-
fi rmed with targeted direct DNA sequencing of the same frag-
ment. DNA sequence polymorphisms within the PCR product 
at positions other than the ones being scored for pathogenic 
changes can alter the fragment mobility, prompting false-pos-
itive results. For example, a frequent silent polymorphism at 
 RET  codon 769 of exon 13 changes one leucine codon, CTT, 
to another leucine codon, CTG. This may produce altered 
mobility of the fragment, which could be attributed to a 
change at the adjacent codon 768, consistent with FMTC. 
Careful comparison with both wild-type and previously char-
acterized mutant alleles as positive controls may assist with 
the appropriate interpretation of these variations, as it will 
direct DNA sequence confi rmation of the same template. 

 When reviewing DNA sequence electropherograms from 
automated instruments, both the base sequence indicated by 
the software and the nucleotide-specifi c peaks or signals in 
the trace must be critically examined, because true heterozy-
gous base positions, such as the common cysteine codon 
substitutions in exons 10 and 11 of  RET , may be diffi cult to 
discern. The peaks should overlap with signals of nearly 
equal intensity, a condition that may be adversely affected by 
fl anking sequence composition. For example, short repeats 
of G or C nucleotides may display decreasing peak heights 
for the more distal residues, thereby quenching adjacent sig-
nal intensity. Sequencing of both strands of the amplifi ed 
DNA fragment should confi rm the heterozygous base detec-
tion and is the standard approach in many clinical laborato-
ries using sequencing technology for clinical molecular 
testing. The DNA oligonucleotide primers used for direct 
cycle sequencing reactions may be the same or nested within 
the PCR fragment but should be positioned 20–40 bases 
from the codons being scored in the mutation screening to 
optimize clear sequence interpretation. Some fl uorescent dye 
chemistries used in automated DNA sequence techniques 
yield high background signals (particularly of thymidine 
nucleotides) resulting from incomplete removal of unincor-
porated dye terminator reagents prior to electrophoresis. 

 A few pitfalls specifi c to  RET  mutation screening have 
been encountered. We observed preferential (or biased) 
PCR amplifi cation resulting from specifi c DNA sequence 
polymorphisms in primer binding regions. The polymor-
phisms caused poor primer annealing and failed amplifi ca-
tion of the allele sequences adjacent to the polymorphism. 
We observed this variable performance with some  RET  PCR 
primer sequences for exon 11 in clinical genetic testing for 
direct detection of mutations in codon 634. Both affected 
and at- risk family members were screened by PCR–RFLP 
for the C634Y mutation (TGC > TAC) in codon 634 in  RET  
exon 11 using the  Rsa I enzyme. One individual had a DNA 
fragment pattern consistent with two copies of the mutant 
allele and no wild-type allele, which was unlikely in this 

autosomal dominant disorder. The patient’s disease presen-
tation and course were not dissimilar (neither more severe, 
nor more extensive, nor at an earlier age) from other affected 
relatives who were heterozygous for the same allele. Direct 
DNA sequencing of the PCR product did not resolve the 
problem. We next selected PCR primers that fl anked the 
same region of exon 11 but did not overlap the original 
primer binding sites. These primers amplifi ed both the 
mutant and wild-type alleles to demonstrate that the indi-
vidual was heterozygous, and both PCR–RFLP and DNA 
sequencing detected both alleles with the new PCR primers. 
A downstream DNA polymorphism (codon 691) was identi-
fi ed in a cis confi guration with the wild-type allele at codon 
634. The original primer that overlapped this polymorphic 
region annealed poorly and did not amplify the adjacent 
wild-type C634 allele, resulting in effi cient amplifi cation of 
only the C634Y allele and a false homozygous mutant 
pattern (Fig.  25.4 ). Another solution to restore the amplifi ca-
tion of both alleles was to lower the annealing temperature 
slightly for the fi rst primer pair, thus allowing the mismatch 
and facilitating the effi cient PCR amplifi cation of both 
alleles. Consequently, our standard procedure for  RET  

  Figure 25.4    Schematic representation of the basis of unequal amplifi -
cation of codon 634 in  RET . When the GGT sequence is present at 
codon 691, complete homology with the PCR primer results in effi cient 
amplifi cation of the upstream, adjacent 634 codon on both alleles ( a ). 
When AGT is present at codon 691 on one  RET al lele, the match with 
the PCR primer is imperfect resulting in poor or absent amplifi cation of 
the codon 634 region. The heterozygous condition, produces preferen-
tial amplifi cation of only the 634 allele adjacent to the GGT 691 codon, 
producing either a false-positive ( b ; homozygous mutant, e.g., C634R) 
or a false-negative ( c ; wild type) genotype depending on whether the 
AGT variant is positioned in  trans  ( b ) or  cis  ( c ) confi guration relative to 
the mutant C634 allele. Only the 634 alleles (mutant or wild type) 
linked to GGT at codon 691 are amplifi ed effi ciently       
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screening employs two independent sets of PCR primers to 
amplify each exon, followed by enzymatic digestion of each 
product or DNA sequencing of both strands of the PCR 
products. Findings from both PCR products must be concor-
dant before a test interpretation is reported. In our standard 
quality control practice, positive (same mutant allele) and 
negative (no mutation) DNA controls are analyzed in paral-
lel every time the assay is performed. A PCR with no added 
nucleic acid is also included in each test run and must be 
free of amplifi ed DNA fragments, indicative of contamina-
tion, in all reported assays. In some reactions, small primer-
dimer products (<30 bp) may appear, but are distinct from 
diagnostic DNA patterns.

   The clustering of these common mutations in a limited 
region of the  RET  proto-oncogene allows the use of pyrose-
quencing technology as an alternative DNA-based diagnostic 
method of screening [ 69 ]. Reports of novel  RET  DNA altera-
tions affecting noncysteine codons within exons 10 and 11 
[ 50 ] require extended family studies to determine the clinical 
signifi cance and the  RET  activation status of these variants.  

     Conclusions and Future Directions 
 Genetic testing for  RET  mutations can direct clinical care 
decisions to prevent and cure MEN2-associated cancers. 
Mortality from MTC and pheochromocytoma has been sig-
nifi cantly reduced with earlier identifi cation, prophylactic 
surgical thyroidectomy, or improved pharmacological ther-
apy. Many clinical trials are currently testing small-mole-
cule tyrosine kinase inhibitors (TKIs) for ability to target the 
RET protein or disrupt the RET signaling pathways as ther-
apy for MTC, both sporadic cases and those associated with 
MEN2. The TKIs are not specifi c for RET, because most 
were developed to target other oncogenic proteins (such as 
EGFR, PDGFR, KIT, BRAF, and cMET), but several have 
activity against the RET kinase and tumor growth [ 36 ]. 
Trials of imatinib, vandetanib, motesanib, sorafenib, suni-
tinib, and XL-184 have overall produced modest or minimal 
partial responses (2–33 % of patients enrolled) for heredi-
tary and sporadic MTC. Responses did not correlate with 
codon 618, 620, 634, or 918 mutations in  RET . Somatic 
 RET  mutations were present in 70–80 % of the sporadic 
MTC tumors, primarily at codon 918 [ 36 ]. Comparisons 
across these trials are imperfect due to many differences in 
the activity of each TKI against RET, the extent of MTC 
tumor progression and aggressiveness, and the tolerated 
dose profi les for each TKI within various clinical disease 
groups. Development of RET- specifi c targeted therapies is 
an area for future work perhaps coupled with many 
approaches for the components of the RAS/RAF/MTE/
MAPK or PI3K/AKT/mTOR intracellular pathways of sig-
nal transduction regulating proliferation and angiogenesis. 
Drug resistance to TKIs will probably challenge the effi cacy 
of anti-RET therapies as has been observed with the treat-
ment of other cancers with TKIs.      
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  Abstract  

  Von Hippel-Lindau disease (VHLD) is an autosomal dominant cancer predisposition syn-
drome characterized by tumors of the brain and spine, retina, kidney, adrenal glands, and 
several other organs. Point mutations and deletions in the  VHL  tumor suppressor gene have 
been identifi ed in virtually 100 % of patients who meet strict clinical criteria. Molecular 
diagnostic testing consists of DNA sequence analysis of the coding region (~72 % of muta-
tions) as well as deletion analysis (~28 % of mutations). Most cases are inherited; however 
about 20 % of cases are the result of de novo mutations; individuals mosaic for a VHL gene 
mutation have been reported. Molecular testing may be used to confi rm a clinical diagnosis 
in an affected patient or rule out the disease in individuals with a single typical tumor. In 
families with a known mutation, molecular testing may be used for predictive testing of at- 
risk members or for prenatal testing.  

  Keywords  

  Von Hippel-Lindau disease   •    VHL  gene   •   Tumor suppressor   •   De novo mutations   •   Molecular 
testing   •   Diagnostic testing   •   Predictive testing   •   Prenatal testing  

        Introduction 

 Von Hippel-Lindau disease (VHLD; OMIM#19330) is an 
autosomal dominant cancer predisposition syndrome that 
gives rise to hemangioblastomas of the brain and spine, reti-
nal angiomas, clear cell renal cell carcinoma, pheochromo-
cytoma, endolymphatic sac tumors, tumors of the epididymis 
or broad ligament, and pancreatic tumors or cysts [ 1 ]. The 
incidence of VHLD is approximately 1 in 36,000 live births 
[ 2 ]. Onset is typically between the second and fourth decades 
of life, with penetrance for the disease nearly complete by 
the age of 65 years. In most cases, a family history of the 
disorder is apparent. In about 20 % of cases, however, the 
proband appears to have acquired a new mutation [ 3 ].  

    Molecular Basis of Disease 

 The  VHL  tumor suppressor gene was isolated by positional 
cloning in 1993 [ 4 ]. The gene, which consists of three exons 
spanning about 10 kilobases (kb) of genomic DNA on the 
short arm of chromosome 3 (3p25.3), is highly conserved 
among worms, fl ies, frogs, fi sh, chickens, humans, and other 
mammals (reviewed in Refs.  5  and  6 ). Two transcripts, 6.0 
and 6.5 kb in size, are almost ubiquitously expressed and 
encode proteins of 213 and 160 amino acid residues, respec-
tively. The latter isoform is the major product in most tissues 
and results from initiation of translation from an internal 
methionine codon at position 54. Both protein isoforms 
appear to be functional. 

 The VHL protein has been implicated in a variety of func-
tions including transcriptional regulation, posttranscriptional 
gene expression, apoptosis, extracellular matrix formation, 
and ubiquitylation (reviewed in Refs.  5  and  6 ). The role of VHL 
in the regulation of hypoxia-inducible genes through the 
 targeted ubiquitylation and degradation of hypoxia-inducible 
factor 1 alpha subunit (HIF1A) has been elucidated, leading 
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to a model of how disruption of the  VHL  gene results in the 
production of highly vascularized tumors. 

 Normal VHL binds to the protein elongin C, which forms 
a complex with elongin B, cullin-2 (CUL2), and Rbx1. This 
complex resembles the SKP1-CUL1-F-box protein (SCF) 
ubiquitin ligase or E3 complex in yeast that catalyzes the 
polyubiquitylation of specifi c proteins and targets them for 
degradation by proteosomes. Under normoxic conditions, 
HIF1A is hydroxylated at a specifi c asparagine residue by a 
member of the egg-laying defi ciency protein nine-like 
(EGLN) protein family of prolyl hydroxylase enzymes. VHL 
binds to hydroxylated HIF1A and targets it for degradation. 
Under hypoxic conditions, HIF1A is not hydroxylated, VHL 
does not bind, and HIF1A subunits accumulate. HIF1A 
forms heterodimers with HIF1B and activates transcription 
of a variety of hypoxia-inducible messenger RNAs (i.e., 
 VEGF ,  EPO ,  TGFA ,  PDGFB ). Likewise, when VHL is 
absent or mutated, HIF1A subunits accumulate, resulting in 
cell proliferation and the neovascularization of tumors char-
acteristic of VHLD [ 5 ]. 

 Predisposition to VHLD is inherited in an autosomal dom-
inant manner. However, tumor formation requires inactiva-
tion of the second allele (i.e., through loss of heterozygosity, 
methylation, or point mutation), and so the disease is reces-
sive at the level of the cell. Mutations known to result in pre-
disposition to VHLD include partial or complete deletions of 
the gene and point mutations (missense, nonsense, frame-
shift, and splice site). Point mutations are predicted either to 
truncate the protein, alter protein folding, or interfere with the 
binding of VHL to elongin C, HIF1A, or other target proteins 
[ 5 ,  7 ]. Although a handful of mutations and one mutation 
“hotspot” in exon 3 are common, point mutations are distrib-
uted over all three exons of the gene from codon 54 (internal 
initiator methionine) to the stop codon. 

 Four VHLD phenotypes have been described based on the 
likelihood of pheochromocytoma or renal cell carcinoma [ 8 ]. 
Type 1 is characterized by a low risk for pheochromocytoma. 
Truncating mutations or missense mutations that are pre-
dicted to grossly disrupt the folding of the VHL protein [ 7 ] 
are associated with VHLD type 1. VHLD type 2 is character-
ized by a high risk for pheochromocytoma. Most patients 
with VHLD type 2 have missense mutations of  VHL . VHLD 
type 2 is further subdivided into those with a low risk (type 
2A) and those with a high risk (type 2B) of renal cell carci-
noma, as well as individuals at risk for pheochromocytoma 
only (type 2C). Some missense mutations correlate with a 
specifi c type 2 VHLD phenotype [ 6 ,  8 ]. 

 A novel genotype-phenotype correlation has been 
reported, but is not yet considered to be a separate VHL type 
[ 9 ]. Individuals with a complete deletion of the  VHL  gene are 
more likely to present with multiple hemangioblastomas of 
the brain or spine or both as the fi rst or only symptom of 

disease. Pheochromocytoma and renal cell carcinoma are 
less likely or may present at a later stage in life. At present, it 
is not clear why a complete deletion of the  VHL  gene would 
result in a phenotype distinctly different from that caused by 
a partial deletion or truncating mutation (i.e., VHL type 1). 
However, deletion of a neighboring gene(s) at the same locus 
may contribute to this phenotype [ 6 ].  

    Clinical Utility 

 Clinical molecular testing for VHLD has proven to be virtu-
ally 100 % effective at detecting germline mutations in 
patients with pathology-proven disease [ 10 ]. For this rea-
son, molecular testing may be used to confi rm a clinical 
diagnosis in an affected patient, screen for a mutation in an 
unaffected individual with a family history of VHLD, or 
rule out the disease in individuals with one VHLD-like 
tumor but no family history. When the mutation in the fam-
ily is known, molecular testing may be used for diagnostic 
or presymptomatic testing of at-risk family members or for 
prenatal testing. 

 A clinical diagnosis of VHLD may be made in an indi-
vidual with at least two typical VHLD tumors with or with-
out a family history of VHLD or in an individual with at least 
one typical tumor and a signifi cant family history [ 1 ]. In such 
cases, a  VHL  gene mutation is almost invariably found. 
Identifi cation of a  VHL  mutation confi rms the clinical diag-
nosis, establishes the need for periodic clinical screening, 
and facilitates presymptomatic testing of at-risk relatives. 

 Presymptomatic testing of at-risk family members for a 
known  VHL  gene mutation permits identifi cation of pre-
symptomatic mutation carriers and leads to early detection 
of tumors, timely intervention, and improved outcome. 
Identifi cation of mutation-negative individuals eliminates 
the need for costly annual clinical screening. Genetic testing 
for a known  VHL  gene mutation is defi nitive. 

 Since the detection rate for germline mutations is high, 
and since approximately 20 % of patients have VHLD due 
to a de novo mutation, testing is indicated in individuals 
with a single VHLD-type tumor and no family history of 
the disease. A negative-mutation screen greatly reduces the 
risk of VHLD in this circumstance. Since tumors have been 
reported in children as young as 4 years of age, and since 
the mutation status of at-risk individuals affects clinical 
care, presymptomatic testing of asymptomatic children is 
appropriate. Prenatal testing for a  VHL  gene mutation is 
possible when the disease-causing mutation in an affected 
parent is known. However, prior to testing, consultation 
with a genetic counselor knowledgeable about the natural 
history of the disease and available treatment options is 
strongly recommended.  
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    Available Assays 

 A 100 % mutation detection rate has been reported in indi-
viduals with a germline mutation in the  VHL  gene using a 
combination of deletion analysis and DNA sequence analy-
sis [ 10 ]. A variety of methods, including quantitative 
Southern blot analysis [ 10 ], fl uorescence in situ hybridiza-
tion [ 11 ], real-time quantitative PCR [ 12 ], multiplex liga-
tion-dependent probe amplifi cation (MLPA; [ 13 ]), and array 
comparative genomic hybridization [ 14 ], have been used for 
the analysis of deletions in the  VHL  gene. MLPA is com-
monly used in clinical molecular laboratories for deletion 
analysis of the  VHL  gene since it is a relatively simple and 
rapid technique. Partial and complete gene deletions account 
for approximately 28 % of all cases of VHLD, with complete 
deletions occurring in 3–5 % of patients. Duplications have 
not as yet been reported to cause VHL disease. 

 PCR amplifi cation and DNA sequence analysis of exons 
1–3 of the  VHL  gene (including the adjacent splice donor 
and acceptor sequences) will detect all disease-causing point 
mutations. The  VHL  gene has few benign polymorphisms. 
DNA sequence analysis is typically performed by Sanger 
sequencing using fl uorescently labeled dideoxy terminator 
nucleotides. Analysis for known point mutations in the  VHL  
gene using next-generation sequencing technologies is avail-
able from several clinical molecular laboratories as part of a 
panel of cancer-related genes.  

    Interpretation of Results 

 Using a combination of deletion analysis and DNA sequence 
analysis, germline mutations in the  VHL  gene have been 
identifi ed in over 300 consecutive patients with well- 
documented (pathology-proven) VHL disease seen at the 
National Cancer Institute since 1995. The sensitivity and 
specifi city of the assays used to detect  VHL  gene mutations, 
therefore, are very high. 

 If a disease-causing mutation is identifi ed in an affected 
or at-risk individual, that individual will be predisposed to 
developing tumors characteristic of VHLD. Periodic screen-
ing of target organ systems is recommended for early detec-
tion and treatment of tumors. Molecular testing of offspring 
would be appropriate, as they are at 50 % risk of inheriting 
the disease-causing mutation. The parents of the proband 
should be offered molecular testing, as they may have unap-
preciated disease. The risk to siblings depends on the muta-
tion status of the parents, since the mutations in approximately 
20 % of patients are de novo. 

 The interpretation of a negative-mutation screen depends 
on the circumstances surrounding the testing and the strength 
of the clinical diagnosis in the affected family member. 

A negative test in an individual at risk for a known  VHL  gene 
mutation is defi nitive, and the individual is not at risk for 
developing VHLD and need not undergo clinical screening 
for VHLD-associated tumors. 

 In screening of an unaffected at-risk individual for an 
unknown mutation in the  VHL  gene (i.e., fi rst-degree relative 
of a patient with a clinical diagnosis of VHLD but no identi-
fi ed  VHL  mutation), a negative-mutation screen indicates 
only that the individual does not have a germline  VHL  gene 
mutation. This may be because (1) the individual did not 
inherit the mutant allele in the affected relative (i.e., a par-
ent), (2) the affected relative does not have VHLD (i.e., as a 
result of an incorrect or inconclusive diagnosis), or (3) if the 
unaffected individual is the parent, he or she may be mosaic 
for a mutation that was transmitted to the affected offspring. 
Whenever possible, careful clinical evaluation or molecular 
analysis of an affected family member is suggested to 
improve the accuracy of the test interpretation for at-risk 
family members. 

 For an individual with a clinical diagnosis of VHLD but 
no family history, a negative-mutation screen indicates that 
either the patient is a phenocopy (coincidental occurrence of 
tumors typical of VHLD but without a gene mutation) or a 
mosaic (with a mutation in some, but not all, cells of the 
body). Mosaicism has been documented in the affected but 
mutation-negative parents of patients with a germline  VHL  
gene mutation [ 3 ]. The frequency of mosaicism is not known 
but is believed to be low (i.e., <5 %). If the diagnosis of 
VHLD is supported by pathologic fi ndings, i.e., magnetic 
resonance imaging of brain or spine, eye examination, 
abdominal ultrasound or computed tomography scan, uri-
nary catecholamines, etc., then the patient is more likely to 
be mosaic and should be periodically screened for additional 
tumors characteristic of VHLD. Offspring (if any) should be 
considered at risk and should be considered for periodic 
clinical screening for tumors or molecular testing. The 
degree of risk (0–50 %) depends on the extent of mosaicism 
and the potential for transmitting the mutant allele, neither 
of which can be determined by clinical molecular testing at 
this time. 

 For patients who do not fulfi ll the clinical criteria for 
VHLD diagnosis because they have a single type of tumor 
and no family history, a negative-mutation screen would 
indicate that they are very unlikely to have VHLD; however, 
mosaicism cannot be entirely ruled out. Although routine 
clinical surveillance for characteristic VHLD tumors would 
not appear warranted, regular follow-up visits to a physician 
regarding the initial tumor would be expected. Likewise, 
routine screening of offspring would not be indicated unless 
the proband develops additional tumors (especially of 
another typical organ system) or if the offspring begin to 
develop symptoms of VHLD. 
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 Occasionally, a base change in the  VHL  gene will be 
detected that is neither a known disease-causing mutation 
nor a known polymorphism. These “variants of unknown 
signifi cance” with regard to VHLD are generally missense 
mutations or mutations in introns outside the consensus 
splice sequences. Novel mutations may be evaluated as 
disease- causing mutations or polymorphisms using criteria 
described by Cotton and Scriver [ 15 ] and in silico programs 
such as SIFT and PolyPhen. In such cases, it is helpful to test 
other affected or unaffected family members or both to deter-
mine whether the mutation segregates with the disease in the 
family.  

    Laboratory Issues 

 Point mutation analysis of the  VHL  gene is performed as a 
laboratory-developed test. PCR primers and conditions have 
been published [ 10 ]. A kit for deletion analysis of the  VHL  
gene by MLPA is available from MRC Holland (Amsterdam, 
the Netherlands). No organized profi ciency testing program 
is available for VHLD; therefore, profi ciency testing may be 
performed either by interlaboratory exchange or by repeat 
testing of previously analyzed samples. 

 Various sources of DNA are suitable for use in DNA 
sequencing and MLPA assays. Ethylenediaminetetraacetic 
acid anticoagulated peripheral blood is the most commonly 
submitted specimen; however, DNA, frozen tissue, cultured 
cells, saliva, paraffi n-embedded tissue, cheek epithelial cells 
(buccal swab), unspun amniocytes, or direct chorionic villus 
sampling specimens may be used as well. Mutation screen-
ing by MLPA and DNA sequence analysis can be completed 
in approximately 1 week. Interpretation of the assays is fairly 
straightforward (described above). Point mutations may be 
compared to an online database of human gene mutations, 
either at the Human Gene Mutation Database at   http://www.
hgmd.org/hosted     by the Institute of Medical Genetics in 
Cardiff or a list of  VHL  gene mutations in the Universal 
VHL-Mutation Database (  http://www.umd.be/    ) [ 16 ]. 

 The mutation detection rate quoted by laboratories in the 
USA varies from 95 % to greater than 99 %. Since all labo-
ratories are using the same basic methodologies, this vari-
ability is likely due to uncertainty regarding the patient’s 

diagnosis or inadequate clinical information rather than the 
inability to detect germline mutations in the  VHL  gene.     
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  Abstract  

  Skin cancer can be divided into three categories: basal cell carcinoma, squamous cell 
carcinoma, and melanoma. Because of the heterogeneity of the skin cancer phenotypes as 
well as the unknown exact correlation to genotypes, genetic testing is not offered on routine 
bases for all types of skin cancers. Several approaches are being used by clinicians, to deter-
mine the possible genetic components, which may be involved after complete skin exami-
nation by a dermatologist as a screening tool for skin cancer and family history determination. 
Molecular genetics of melanoma can be both diagnostically and therapeutically useful. 
When candidate’s genes are known, according to the skin cancer phenotypes or the syn-
drome, Sanger sequencing and gene copy number variations (MLPA or RT-PCR) are 
applied. More recently, the use of comparative genomic hybridization (CGH), analysis of 
copy number in known miRNA genes, and exome sequencing, followed by screening of 
targeted genes in melanoma, helps to elucidate the genetic background of several skin 
cancers and the appropriate therapeutic approach. Referral of individuals affected or at risk 
for skin cancers to a genetic counselor or hereditary cancer center that routinely tests skin 
cancers patients is recommended.  
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     Skin cancer can be divided into three categories: basal cell 
carcinoma, squamous cell carcinoma, and melanoma. Basal 
cell carcinoma (BCC) is the most common and the least 
aggressive, although it can be very destructive to local tis-
sue. BCC can be treated with surgery or topical chemother-
apy and has a hereditary factor. Squamous cell carcinoma 
(SCC) is the second most common type of skin cancer and 
accounts for approximately 20 % of cutaneous malignancies. 
Although most cancer registries do not include information 
on the incidence of nonmelanoma skin cancer, annual inci-
dence estimates range from 1 million to 3.5 million cases in 

the USA [ 1 ]. Mortality is rare from SCC; however, the 
morbidity and costs associated with treatment of SCC are 
considerably high. Sun exposure is the major known envi-
ronmental factor associated with the development of skin 
cancer of all types; however, different patterns of sun expo-
sure are associated with each major type of skin cancer [ 2 ]. 
In addition to environmental radiation, exposure to therapeu-
tic radiation is another risk factor for SCC. Individuals with 
skin disorders treated with psoralen plus ultraviolet-A radia-
tion (PUVA) have a three-fold to six-fold increase in SCC 
[ 3 ]. Current or previous cigarette smoking has been associ-
ated with a 1.5- to 2-fold increase in SCC risk [ 4 ]. Available 
evidence suggests that the effect of smoking on cancer risk 
seems to be greater for SCC than for BCC. Malignant mela-
noma is a neoplasm of pigment-producing cells called mela-
nocytes that occurs most often in the skin but may also occur 
in the eyes, ears, gastrointestinal tract, leptomeninges, and 
oral and genital mucous membranes [ 5 ]. 
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    Molecular Basis of Disease 

 Cutaneous BCC is the most common cancer among people 
of European ancestry [ 6 ]. The primary environmental risk 
factor for BCC is sun exposure, but genetic risk factors also 
have a substantial role. Susceptibility to BCC is a genetically 
heterogeneous trait. Some of the sequence variants that con-
fer susceptibility seem to operate through their association 
with fair-pigmentation traits common among Europeans, 
resulting in reduced protection from the damaging effects of 
ultraviolet (UV) radiation. Genes which are known to be 
associated with fair skin or sensitivity to sun in BCC are 
 ASIP ,  TYR , and  SHEP5  [ 7 ]. Other sequence variants have no 
obvious role in pigmentation or UV susceptibility but, 
instead, function in the contexts of growth and differentia-
tion of the basal layers of the skin. BCC occurs as a feature 
of multiple syndromes, including basal cell nevus syndrome 
(BCNS), Bazex syndrome, Rombo syndrome, Brooke- 
Spiegler syndrome, Muir-Torre syndrome, and xeroderma 
pigmentosum (XP) (Table  27.1 ). Somatic mutations within 
the catalytic domain of the  RASA1  gene and four mutations 
within its C-terminal SH2 region occur in BCC syndromes. 
The region in which these mutations are clustered is A/T 
rich, raising the possibility that UV radiation is a contribut-
ing factor [ 8 ,  37 ]. For sporadic BCCs, mutations occur in the 
 PTCH1  and  PTCH2  genes [ 9 ,  10 ].

   XP is a rare autosomal recessive hereditary disorder 
affecting approximately one in one million individuals in the 
USA and Europe but is more common in Japan, North Africa, 
and the Middle East. XP is caused by dysfunction of nucleo-
tide excision repair that results in cutaneous malignancies in 
the fi rst decade of life. Affected individuals have an increased 
sensitivity to sunlight, resulting in a markedly increased risk 
of SCC, BCC, and melanoma. One report found that non-
melanoma skin cancer was increased 150-fold in individuals 
with XP; for those younger than 20 years, the prevalence was 
almost 5,000 times the general population incidence [ 11 ]. 
Seven complementation groups plus one variant form of XP 
are based on the underlying genetic cause of the disease. 
Complementation group A, due to mutations in  XPA , 
accounts for approximately 10 % of cases [ 12 ]. Approximately 
40 % of the XP cases in complementation group C are due to 
mutations in the  XPC  gene.  ERCC2  ( XPD ) mutations are 
present in about 20 % of the affected individuals and consti-
tute complementation group D. Other mutated genes in this 
disorder include  ERCC3  (XP group B),  DDB2  (XP group E), 
 ERCC4  (XP group F), and  ERCC5  (XP group G). Carriers of 
a mutation in one XP gene are generally asymptomatic. 
Founder mutations in  XPA  (R228A) and  XPC  (V548A fs 
X572) have been identifi ed in North African populations, 
and direct screening for these mutations has been proposed 
for this group of patients [ 13 ]. The variant form of XP, or 
type V XP, is caused by mutations in the  POLH  gene, which 
encodes a polymerase required in S-phase of the cell cycle. 

 Ferguson-Smith syndrome is an autosomal dominant dis-
order characterized by invasive skin tumors that are histo-
logically identical to sporadic cutaneous SCC, which resolve 
spontaneously without intervention. Linkage analysis of 
affected families has shown loss of the long arm of chromo-
some 9, and haplotype analysis has localized this gene to 
9q22.3 between D9S197 and D9S1809.  PTCH  (mutated in 
BCNS) and  XPA  are among the candidate genes located in 
this chromosomal region; however, neither one of these 
genes has been found to be mutated in the families affected 
with Ferguson-Smith syndrome. Two fructose bisphospha-
tase genes ( FBP1  and  FBP2 ), a possible membrane alanine 
aminopeptidase ( C9orf3 ), and three other genes of unknown 
function ( AL133071 ,  FLJ14753 , and  CDC14B ) are addi-
tional candidates [ 14 ,  15 ]. 

 Two types of oculocutaneous albinism are associated 
with increased risk of SCC of the skin. Oculocutaneous 
albinism type 1, or tyrosinase-related albinism, is caused 
by mutations in the tyrosinase gene,  TYR , located on the 
long arm of chromosome 11. The  OCA2  gene, also known 
as the P gene, is mutated in oculocutaneous albinism type 
2, or tyrosinase- positive albinism. Both disorders have an 
autosomal recessive inheritance pattern, with frequent 
compound heterozygosity [ 16 ]. Mutations in the genes 
 MATP  ( OCA4 ) and  TYRP1  (tyrosinase-related protein) are 
associated with less common types of oculocutaneous 

   Table 27.1    Skin cancers and associated syndromes   

  Skin cancer type    Associated syndromes  

 Cutaneous basal cell 
carcinoma 

 Basal cell nevus syndrome (BCNS) 

 Bazex syndrome 

 Rombo syndrome 

 Brooke-Spiegler syndrome 

 Muir-Torre syndrome 

 Xeroderma pigmentosum 

 Squamous cell 
carcinoma 

 Xeroderma pigmentosum 

 Ferguson-Smith syndrome 

 Oculocutaneous albinism type 1 

 Oculocutaneous albinism type 2 

 Hermansky-Pudlak syndrome 

 Chediak-Higashi syndrome 

 Griscelli syndrome 

 Dystrophic epidermolysis bullosa 
(DEB) 

 Junctional epidermolysis bullosa (JEB) 

 Fanconi anemia—FANCA 

 Dyskeratosis congenital 

 Rothmund-Thomson syndrome 

 Bloom syndrome 

 Werner syndrome 

 Cutaneous malignant 
melanoma (CMM) 

 – 
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albinism. Several other albinism syndromes such as 
Hermansky-Pudlak syndrome also are inherited in an auto-
somal recessive manner but may have a pseudodominant 
inheritance pattern in Puerto Rican families, due to its high 
prevalence in this population. The underlying cause is 
believed to be a defect in melanosome and lysosome trans-
port in skin cells. A number of mutations at disparate loci 
have been associated with this syndrome, including  HPS1 , 
 HPS3 ,  HPS4 ,  HPS5 ,  HPS6 ,  HPS7  ( DTNBP1 ), and  HPS8  
( BLOC1S3 ) [ 17 ]. 

 Two autosomal recessive syndromes, Chediak-Higashi 
syndrome and Griscelli syndrome, are caused by mutations 
in the  LYST  and  MYO5A  genes, respectively [ 18 ]. 
Approximately 95 % of individuals with the heritable disor-
der dystrophic epidermolysis bullosa have a detectable 
germline mutation in the gene  COL7A1 , located at 3p21.3, 
which is expressed in the basal keratinocytes of the epider-
mis and encodes for type VII collagen [ 19 ]. 

 Junctional epidermolysis bullosa (JEB) is an autosomal 
recessive type of epidermolysis bullosa. JEB results in consid-
erable mortality with approximately 50 % of cases dying within 
the fi rst year of life. Mutations in any of the genes encoding the 
three basic subunits of laminin 332, previously known as lam-
inin 5 or  COL17A1 , can result in this syndrome [ 19 ]. 

 Fanconi anemia is a complex disorder that is character-
ized by increased incidence of hematologic and solid tumors, 
including SCC of the skin. Thirteen complementation groups 
defi ned by the underlying causative genetic factors have 
been identifi ed for Fanconi anemia, of which Fanconi ane-
mia complementation group A (FANCA) is the most com-
mon [ 20 ]. Individuals with dyskeratosis congenita have an 
incidence of SCC of approximately 1.5 %, and the median 
age at diagnosis is 21 years. These SCCs are generally man-
aged as any other SCC of the skin. Several genes associated 
with telomere function (including  DKC1 ,  TERC ,  TINF2 , 
 NHP2 ,  NOP10 , and  TERT ) have been implicated in dyskera-
tosis congenita [ 21 ]. 

 Rothmund-Thomson syndrome, also known as poikilo-
derma congenitale, is a heritable disorder characterized by 
chromosomal instability. The precise increased risk of skin 
cancer is not well characterized, but the point prevalence of 
nonmelanoma skin cancer, including both BCC and SCC, is 
2–5 % in young individuals affected by this syndrome. A 
mutation in the  RECQL4  gene, located at 8q24.3, is present 
in 66 % of clinically affected individuals and has an autoso-
mal recessive inheritance pattern.  RECQL4  encodes the 
ATP-dependent DNA helicase Q4, which promotes DNA 
unwinding to allow for cellular processes such as replication, 
transcription, and repair [ 22 ]. Loss of genomic stability is 
also the major cause of Bloom syndrome ( BLM  gene) and 
Werner syndrome ( WRN  gene). Approximately 20 % of the 
cancers reported in these syndromes are cutaneous, with 
melanoma and SCC of the skin accounting for 14 % and 5 %, 
respectively [ 23 ]. 

 Susceptibility loci for several forms of familial cutaneous 
malignant melanoma (CMM) have been mapped, including 
 CMM1  on chromosome 1p36. Other familial CMM suscep-
tibility loci include CMM2 which has been found to be 
affected by mutations in the  CDKN2A  gene on chromosome 
9p21 and CMM3 by mutations in the  CDK4  gene on chro-
mosome 12q14.  CMM4  has been mapped to chromosome 
1p22. Susceptibility to melanoma has been associated with 
polymorphisms in the  MC1R  ( CMM5 ) and  XRCC3  ( CMM6 ) 
genes. The melanocortin 1 receptor (MC1R or alpha melano-
cyte-stimulating hormone receptor) is a key protein regulat-
ing skin and hair pigmentation.  CMM7  has been mapped to 
chromosome 20q11.22. The  CDKN2A  gene encodes proteins 
that regulate two critical cell cycle regulatory pathways, the 
TP53 pathway and the RB1 pathway. Through the use of 
shared coding regions and alternative reading frames, the 
 CDKN2A  gene produces two major proteins: p16 (INK4), 
which is a cyclin- dependent kinase inhibitor, and p14 (ARF), 
which binds the p53-stabilizing protein MDM2 [ 24 ]. 
Sporadic somatic mutations causing malignant melanoma 
have also been identifi ed in several genes, including  BRAF , 
 STK11 ,  PTEN ,  TRRAP ,  DCC ,  GRIN2A ,  ZNF831 , and  BAP1 . 
A large percentage of melanomas (40–60 %) carry an acti-
vating somatic mutation in the  BRAF  gene, most often the 
missense mutation V600E [ 25 ] (Table  27.2 ).

       Melanoma Risk Assessment 

 Family history of melanoma increases risk of melanoma by 
about two-fold. A family cancer registry study assessed over 
20,000 individuals with melanoma and found a standardized 
incidence ratio of 2.62 for offspring of individuals with mel-
anoma and 2.94 for siblings [ 38 ]. A study looking at the 
contribution of family history to melanoma risk showed a 
population-attributable fraction ranging from < 1 % in 
northern Europe to 6.4 % in Australia [ 39 ], suggesting that 
only a small percentage of melanoma cases are caused by 
familial factors. Rarely in some families, many generations 
and multiple individuals develop melanoma and are at much 
higher risk. For individuals from these families, the inci-
dence of melanoma is higher for sun-protected rather than 
sun-exposed skin [ 40 ]. The major hereditary melanoma sus-
ceptibility gene,  CDKN2A , is mutated in approximately 
35–40 % of families with three or more melanoma cases. To 
date, more than half of the families with multiple cases of 
melanoma have no identifi ed mutation [ 41 ]. 

 Patients with a personal history of melanoma or dysplas-
tic nevi should be asked to provide information regarding a 
family history of melanoma and other cancers to detect the 
presence of familial melanoma. Age at diagnosis in family 
members and pathologic confi rmation should also be sought. 
The presence of multiple primary melanomas in the same 
individual may also provide a clue to an underlying genetic 
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   Table 27.2    Skin cancer types, known genes, and common mutations   

  Skin cancer type    Genes    Common mutations or variants  

 Cutaneous basal cell 
carcinoma 

  TYR   R402Q, rs1126809[A], rs1042602[C] 

  SHEP5  

  RASA1   1 mutation within the catalytic domain and 4 mutations within the 
C-terminal SH2 region 

  PTCH1   c.1291delC, c.2619C>A, c.2196_2197delCT, c.863G>A, c.3499G>A, 
c.3440 T>G, c.3244_3246dup, c.1347+6G>A, c.1504-1G>A, 
c.2251-3C>G, c.2560+1G>T 

  PTCH2   1170delCT 

  SMO   c.536C>T, c.IVS537+18C>T, c.582A>G 

  ASIP   8818A>G, rs1015362[G], rs4911414[T] 

  SLC24A4   rs12896399[T] 

  KITLG   rs12821256[C] 

  OCA2   rs1667394[A], rs7495174[A] 

  TPCN2   rs35264875[T], rs3829241[A] 

  TYRP1   rs1408799[T] 

 Squamous cell 
carcinoma 

  XPA   R228A 

  XPC   V548A fs X572 

  ERCC2  ( XPD ),  ERCC3  ( XPB ),  DDB2  
( XPE ),  ERCC4  ( XPF ),  ERCC5  ( XPG ) 

 K751Q ( rs13181) 

  PTCH  

  FBP1  

  FBP2  

  C9orf3  

  AL133071  

  FLJ14753  

  CDC14B  

  TYR   R402Q 

  OCA2  ( P gene) 

  MATP  ( OCA4 ) 

  TYRP1  

  HPS1 ,  HPS3 ,  HPS4 ,  HPS5 ,  HPS6 ,  HPS7  
( DTNBP1 ), and  HPS8  ( BLOC1S3 ) 

  LYST  

  MYO5A  

  COL7A1  

 Laminin genes 

  DKC1 ,  TERC ,  TINF2 ,  NHP2 ,  NOP10 , 
 TERT  

  RECQL4  

  BLM  

  WRN  

 Cutaneous malignant 
melanoma 

  CMM1 ,  CMM2  ( CDKN2A ),  CMM3  
( CDK4 ),  CMM4 ,  CMM5  ( XRCC3 ), 
 CMM7  

  MC1R ,  CMM6   R151C, R160W, D294H 

  TP53  

 p16 ( INK4 )  G259S, R232T, 19-bp founder deletion in exon 2, 6-BP DEL, NT363, 
3-BP DUP, R105INS, M53I, R24P, duplication of a 24-bp repeat 
present in the 5-prime region, -34G-T, A94E, V126D, IVS2, A-G, 
-105, G122R, V59G, L113L, P114S, S56I, G89D 

(continued)
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susceptibility. Approximately 30 % of affected individuals in 
hereditary melanoma kindreds have more than one primary 
melanoma, compared to 4 % of sporadic melanoma patients 
[ 42 ]. Family histories should be updated regularly. 

 For individuals without a personal history of melanoma, 
several models have been suggested for prediction of mela-
noma risk. Data including gender, age, family history of 
melanoma, number of severe sunburns, number of moles 
larger than 3 mm on the limbs, and hair color were used to 
create a model for prediction of melanoma risk [ 43 ].  

    Clinical Utility of Testing 

 Because of the heterogeneity of the skin cancer phenotypes 
as well as the unknown exact correlation to genotypes, 
genetic testing is not routinely offered for all types of skin 
cancers. Several approaches are used clinically for monitor-
ing for the presence of skin cancer, including a complete 
skin examination by a dermatologist and a family history 
assessment. A physical examination in conjunction with 
ancillary diagnostic techniques such as epiluminescence 
microscopy, more commonly known as dermoscopy (der-
matoscopy), may incline the physician to biopsy a suspi-
cious skin lesion early in its evolution. An appropriate 
biopsy that is representative of the entire lesion is manda-
tory for an accurate histologic diagnosis of skin cancer; this 
is especially true for the diagnosis and staging of melanoma. 
Currently, the defi nitive diagnosis of melanoma and non-
melanoma skin cancers is by histopathologic evaluation of 
skin lesion resection specimens. 

 With a family history consistent of a hereditary form of 
skin cancer, appropriate genetic counseling and targeted 
genetic testing appropriate to the family history are used. 
Identifi cation of the familial mutation can be used to screen of 
other family members to identify those with the mutation 
who will require close monitoring and avoidance of sun expo-
sure and those without the mutation who are at the population 
risk for skin cancer. For severe forms of inherited skin cancer 

syndromes, prenatal testing or preimplantation genetic diag-
nosis may be offered to family members of childbearing age. 

 Molecular genetics of melanoma can be both diagnosti-
cally and therapeutically useful [ 26 ]. When candidates’ 
genes are known, according to the skin cancer phenotypes 
or the syndrome, Sanger sequencing and gene copy number 
variation testing such as multiple ligation probe amplifi ca-
tion (MLPA) or reverse-transcription PCR (RT-PCR) can be 
used. More recently, array-based comparative genomic 
hybridization (aCGH), analysis of copy number in known 
miRNA genes, and exome sequencing (by next-generation 
sequencing, NGS) followed by screening of targeted genes 
in melanoma are being used to elucidate the genetic back-
ground of several skin cancer syndromes and the appropri-
ate therapeutic approach. Distinct patterns of genetic 
alterations, both chromosomal aberrations and the fre-
quency of specifi c gene mutations, suggest that the subtypes 
of melanoma arise from separate mechanistic routes in 
response to different selective infl uences. For example, 
melanoma patients without chronic sun-induced damage 
have frequent losses of chromosome 10 and frequent muta-
tions in the  BRAF  gene, while melanomas on skin with 
chronic sun-induced damage had frequent increases in the 
number of copies of the  CCND1  gene and infrequent muta-
tions in  BRAF  [ 27 ]. The oncogene  KIT  has been identifi ed 
as a potential therapeutic target in melanomas of mucosal 
membranes, acral skin, and skin with chronic sun-induced 
damage. This is of value, as this subset of melanomas infre-
quently has mutations in  BRAF . The observation of such 
chromosomal aberrations in melanoma, and a virtual defi -
ciency of abnormalities in benign nevi, leads to the possibil-
ity that chromosomal analysis could be used diagnostically 
in melanocytic lesions that are ambiguous based on our cur-
rent methods of assessment [ 28 ]. Identifying such causative 
genetic alterations also offers targets for therapy. For exam-
ple, a major response has been noted using imatinib mesyl-
ate in  KIT -mutated melanoma and in a phase II trial of 
patients with metastatic melanoma having at least one pro-
tein tyrosine kinase mutation [ 29 ].  

Table 27.2 (continued)

  Skin cancer type    Genes    Common mutations or variants  

 Cutaneous malignant 
melanoma (continued) 

 p14 ( ARF ) 

  BRAF   V600E 

  STK11  

  PTEN  

  TRRAP  

  DCC  

  GRIN2A  

  ZNF831  

  BAP1  

  KIT  
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    Available Assays 

 Both the general population and members of families with 
a history of skin cancer should have a complete skin exami-
nation by a dermatologist as a screening tool for skin cancer. 
The American Cancer Society recommends using the 
ABCDE mnemonic (asymmetry, border irregularity, color 
abnormalities, diameter greater than 5 mm, and evolving) 
to identify lesions that may require further evaluation by 
biopsy for histopathologic examination. The diagnostic 
utility of the dermatologist’s visual examination technique 
has been confi rmed and studies have shown that its sensi-
tivity in the diagnosis of skin cancer ranges from 65 to 
97 %, with a positive predictive value of 35–75 % [ 30 ]. 
Dermatoscopy is a noninvasive visualization technique that 
uses optical lenses and fl uid immersion to closely examine 
suspicious cutaneous lesions, allowing the detailed inspec-
tion of skin pigment, vascular structures, and subtle skin 
color changes. 

 For molecular genetic testing, denaturing high- 
performance liquid chromatography, single-strand confor-
mation polymorphism, and denaturing gradient gel 
electrophoresis are mutation screening methods that may be 
used in conjunction with Sanger or NGS sequencing for the 
analysis of the entire coding region or sequence analysis of 
select exons in the  CDKN2A  and  CDK4  genes. Deletions and 
duplications are most commonly detected by MLPA or quan-
titative real-time PCR (qPCR). For somatic mutation analy-
sis of skin cancer specimens, Sanger or NGS sequencing of 
the full coding regions or selective single-nucleotide poly-
morphisms of candidates genes, such as  MC1R ,  BRAF , 
 TP53 ,  PTEN ,  KIT , and  CCND1 , are available in some clinical 
molecular laboratories [ 44 ]. Melanomas can be characterized 
by somatic changes such as copy number variants and struc-
tural variants using aCGH [ 32 ].  

    Interpretation of Test Results 

 The sensitivity or accuracy of genetic tests varies by the 
method used and the phenotypic characterization (which 
depends on the examination by a dermatologist as a screening 
tool for skin cancer and/or genetic consultants). In the 
 CDKN2A  gene, germline mutations can be detected in 
15–20 % of patients with melanoma [ 33 ,  34 ]. Mutations in 
the  CDKN2A  gene are melanoma predisposition alleles with 
high penetrance, although they have low population frequen-
cies. In contrast, variants of  MC1R  confer much lower mela-
noma risk but are common in European populations. Three 
MC1R variants (R151C, R160W, and D294H) increase risk 
of melanoma with a hazard ratio of 3.72 and are associated 
with red hair, fair skin, and skin sensitivity to ultraviolet light 

[ 35 ].  BRAF  somatic missense mutations are found in up to 
66 % of malignant melanomas [ 36 ]. All mutations are within 
the BRAF kinase domain, with a single substitution, V600E, 
originally reported as V599E, accounting for 80 % of the 
mutations. Mutated BRAF proteins have elevated kinase 
activity and are transforming in NIH 3 T3 cells. BRAF is a 
serine/threonine kinase that is commonly activated by somatic 
point mutation in many human cancer types, which provides 
new therapeutic opportunities for treatment of melanoma.  

    Laboratory Issues 

 Genetic counseling is recommended before genetic testing is 
ordered. Referral of individuals affected or at risk for skin 
cancers to a genetic counselor or hereditary cancer center 
that routinely tests skin cancers patients is recommended.  

    Future Directions 

 MicroRNA (miRNA) expression signatures are not only 
found in cancer tissue but also in the blood of cancer patients. 
Specifi cally, miRNA detection in blood offers the prospect 
of a noninvasive analysis tool. Blood samples of melanoma 
patients and healthy individuals can be well differentiated 
from each other based on miRNA expression analysis [ 31 ]. 
In miRNA expression analysis using a subset of 16 signifi -
cantly deregulated miRNAs, a pathogenicity classifi cation 
accuracy of 97.4 % was achieved, with a specifi city of 95 % 
and a sensitivity of 98.9 % by supervised analysis [ 31 ]. 

 NGS technologies have enabled genome-wide identifi ca-
tion of germline and somatic mutations in large-scale cancer 
sample sets [ 45 ]. Population screening of high-risk families 
will be the gold standard in the coming years to identify indi-
viduals who may be at high risk of skin cancer and should 
take proper preventive actions.     
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 Abstract  

  Li-Fraumeni syndrome (LFS) is a rare familial cancer-predisposing syndrome, which is 
inherited in an autosomal dominant pattern. LFS patients often present with multiple pri-
mary tumors and an early age of onset. The lifetime risk of cancer is estimated to be 73 % 
for males and nearly 100 % for females. Germline mutations in the tumor suppressor gene, 
 TP53 , are associated with LFS and can be detected in more than 60 % of classic LFS fami-
lies. Clinical genetic testing for  TP53  is available for individuals with a suspected or known 
clinical diagnosis of LFS or a molecular diagnosis based on a history of an identifi ed  TP53  
mutation in a family member. Although preventive and surveillance options for LFS are 
currently limited, presymptomatic genetic testing can provide early diagnosis of individuals 
at risk of cancer, closer surveillance, earlier detection, and treatment for cancers and an 
increased likelihood of improved outcomes.   
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        Introduction 

 Li-Fraumeni syndrome (LFS) (OMIM #151623) is a rare 
familial cancer syndrome, which is inherited in an autosomal 
dominant pattern. Li and Fraumeni fi rst reported this cancer 
predisposition syndrome in 1969 [ 1 ]. Individuals with LFS 
often present with a specifi c set of primary cancers in early 
childhood that include osteosarcoma, soft-tissue sarcoma, 
brain tumor, and adrenocortical carcinoma. Adult onset can-
cers in LFS include colorectal cancer, breast cancer, and 
other cancers (Fig.  28.1 ). Among the various cancers, osteo-
sarcoma, breast cancer, soft-tissue sarcoma, colorectal cancer, 

brain tumor, and adrenocortical carcinomas are referred to as 
the “core” cancers of LFS and account for the majority of 
cancers observed. LFS is also referred to as  s arcoma,  b reast, 
 l eukemia, and  a drenal gland (SBLA) syndrome or sarcoma 
family syndrome of Li and Fraumeni. The lifetime risk of 
cancer in LFS is estimated to be 73 % for males and nearly 
100 % for females, which is higher due to the increased risk 
for breast cancer [ 2 ].

   LFS is an autosomal dominant disease. This means inher-
itance of a single copy of the mutated gene predisposes an 
individual to the disease. Based on clinical presentation, two 
forms of LFS are recognized: classic Li-Fraumeni syndrome 
(LFS) and Li-Fraumeni-like syndrome (LFL). Classic LFS is 
defi ned by the following criteria: a proband with a sarcoma 
diagnosed before 45 years of age, a fi rst-degree relative with 
any cancer under 45 years of age, and a fi rst- or second- 
degree relative with any cancer under 45 years of age or a 
sarcoma at any age [ 1 ]. LFL is characterized by a proband 
with any childhood cancer or sarcoma, brain tumor, or adre-
nal cortical tumor diagnosed before 45 years of age, a fi rst- or 
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second-degree relative with a typical LFS cancer (sarcoma, 
breast cancer, brain tumor, adrenal cortical tumor, or leukemia) 
at any age, and a fi rst- or second-degree relative with any 
cancer under the age of 60 years [ 3 ]. A second defi nition of 
LFL is that the affected person can have two fi rst- or second- 
degree relatives with LFS-related malignancies at any age 
[ 4 ]. The classic LFS criteria were refi ned and broadened to 
facilitate identifi cation of individuals without immediate 
family history. 

 Breast cancer, brain tumor, and soft-tissue sarcoma 
account for more than 50 % of the tumors reported in 
patients with LFS or LFL features (Fig.  28.1 ) [ 5 ,  6 ]. 
Meanwhile, individuals with LFS are more likely to develop 
cancer at younger ages. Age-specifi c penetrance for cancer 
in LFS is about 50 % by age 30 years and 90 % by age 60 
years. For individuals with LFS carrying germline muta-
tions in the  TP53  gene, the median age of cancer onset can 
be even earlier [ 7 – 9 ]. In contrast, only 2 % of cancers occur 
under the age of 30 years in the general population [ 10 ]. 
Genetic testing is recommended for patients with multiple 
tumors, two of which represent characteristic LFS tumors 
diagnosed at age 36 or younger, or patients with adrenocor-
tical carcinoma diagnosed at any age, regardless of family 
history [ 11 ].  

    Molecular Basis of Disease 

 Germline mutations in the tumor suppressor gene,  TP53 , are 
associated with LFS and LFL. The human  TP53  gene is 
located on chromosome 17p13.1. This gene spans approxi-
mately 20 kb on chromosome 17p13 with 11 exons of which 
exon 1 is not translated. The gene has multiple promoters 
and can give rise to multiple isoforms by alternate splicing. 
The  TP53  gene encodes the tumor protein p53 (TP53) that 
plays an important role in cell cycle control and apoptosis. 
As a DNA- binding protein, TP53 is composed of several 
functional domains: N-terminal transcription activation 
domains (TAD, consists of AD1 and AD2), the central DNA-
binding domain (DBD), and the C-terminal tetramerization 
domain. Other important structural elements include the 
proline-rich domain, the C-terminal regulatory domain, and 
several nuclear localization or export signals. The central 
DNA-binding domain is crucial to the TP53 protein-DNA 
interaction and is the most frequent site for mutations, espe-
cially at codons 248, 273, and 213 (Fig.  28.2 ). Most of the 
posttranslational modifi cation sites are localized in the 
C-terminal or N-terminal domains, which regulate the stabil-
ity and activity of TP53 [ 12 ].

  Figure 28.1    Tumor spectrum in individuals affected with LFS or 
LFL. The proportion of specifi c types of tumors among a total of 822 
tumors reported in patients with LFS or LFL features is illustrated in the 

 bar graph . Adapted from the International Association for Research on 
Cancer (IARC) database (R17, November 2013,   http://p53.iarc.fr/    )       
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   The  TP53  gene is regarded as the guardian of the genome 
and is the most extensively studied tumor suppressor gene. 
In response to diverse cellular stresses, TP53 regulates a 
wide variety of genes involved in various cellular processes, 
including apoptosis, cell cycle, DNA damage repair, senes-
cence, and cellular metabolism. In response to DNA damage 
caused by ionizing radiation or ultraviolet (UV) light, TP53 
protein is stabilized by dissociation from its negative regula-
tor, murine double minute 2 (MDM2). TP53 then translo-
cates to the nucleus and activates the expression of relevant 
downstream genes, especially CDKN1A   ( CIP1 – WAF1 ) 
[ 13 ]. CDKN1A protein can function as a cyclin-dependent 
kinase inhibitor and mediate the TP53-dependent G1-S cell 
cycle arrest through targeting cyclin-dependent kinases, such 
as CDK2 and CDK4. The activation of the cell cycle check-
point facilitates the repair of damaged DNA [ 14 ]. 

 Somatic  TP53  mutations occur in almost every type of can-
cer at varying frequencies, and they are more frequent in 
advanced stage or in more aggressive tumor types [ 15 ]. The 
International Agency for Research on Cancer (IARC) maintains 
a regularly updated database of all known  TP53  gene variations 
and mutations (germline and somatic) identifi ed in human 
tumor samples (  http://TP53.iarc.fr/    ). As of November 2013, the 
R17 release of IARC TP53 database contains 750 germline 
mutations, 28,000 somatic mutations, and TP53 mutation status 
of 2,700 cell lines. The database also includes functional data of 
2,314 mutant TP53 proteins. The codon distribution and relative 
frequencies of germline mutations in  TP53  as observed in LFS 
or LFL families are summarized in Fig.  28.2 . The spectrum of 
different types of  TP53  mutations observed in LFS and LFL is 
summarized in Fig.  28.3  (R17, November 2013) [ 5 ,  6 ,  16 ].

   The majority of the germline mutations (83.7 %) reside 
within the central DBD, which can interfere with the ability 
of TP53 to bind to its target DNA sequences. Common muta-
tions found in LFS and LFL families occur in codons 175, 
213, 245, 248, 273, and 337 and account for 39 % of all the 
single base substitutions. Many tumor suppressor genes like 
 RB1  and  APC  are mainly altered by nonsense or truncating 
mutations. In contrast, the majority of germline  TP 53 muta-
tions found in LFS and LFL families are missense substitu-
tions (71.5 %). Other alterations include splice site mutations 
(10.6 %), nonsense mutations (7.7 %), frameshift mutations 
(6.6 %), and other infrequent alterations such as large dele-
tion (<1 %) and deep intronic mutations (<1 %) (Fig.  28.3 ) 
[ 5 ,  6 ]. Heterozygous deletion of the entire  TP53  gene has 
been observed in one of 79 LFS families without any coding 
sequence mutation in  TP53  [ 17 ]. Attwooll and colleagues 
detected a single nucleotide deletion within the  TP53  pro-
moter region in two of 18 LFS/LFL families without an iden-
tifi able  TP53  coding sequence mutation. Later, their data 
indicated that this mutation does not have any functional 
consequence and is a rare polymorphism [ 18 ]. 

 The results of sequence analysis of the entire coding 
region of  TP53  indicate that 60–80 % classic LFS families 
carry germline  TP53  mutations, while only 8–22 % of indi-
viduals with LFL have detectable mutations [ 19 ]. The fre-
quency of de novo mutations in LFS is approximately 
7–20 % [ 8 ,  9 ]. The reasons for a lower detection rate of  TP53  
mutations in LFS families include undetected intronic or 
cytogenetic lesions of the  TP53  gene, other genes predispos-
ing to LFS, or the presence of mutations in modifi er genes. 

 The variability of the cancer spectrum and age of onset 
within LFS families suggests the presence of modifi er genes. 
One of the plausible candidate genes is  MDM2 , which is a 
negative regulator of TP53 through its E3 ubiquitin ligase 
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  Figure 28.2    Structural organization of the coding exons of the  TP53  
gene and functional domains of TP53 are illustrated at the  bottom  of the 
fi gure. Relative frequencies and codon positions of germline  TP53  
mutations found in LFS and LFL families are  plotted . Only single base 
substitutions and insertions/deletions in the codons are listed. Adapted 
from the International Association for Research on Cancer (IARC) 
database (R17, November 2013,   http://p53.iarc.fr/    )       
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  Figure 28.3    Types of germline mutations in the  TP53  gene found in 
LFS and LFL cases.  Pie chart  shows the percentage of the different 
types of observed mutations. Adapted from the International Association 
for Research on Cancer (IARC) database (R17, November 2013,   http://
p53.iarc.fr/    )       
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activity [ 20 ]. A single nucleotide polymorphism (SNP) 
within the promoter region of  MDM2 , SNP309 T>G (dbSNP 
ID, rs2279744), has been associated with earlier onset of 
tumors among germline  TP53  mutation carriers [ 21 ,  22 ]. It 
has also been suggested that there is a cumulative effect in 
cases where both  MDM2 -SNP309 polymorphism and  TP53  
codon 72Arg variant (R72P, dbSNP ID, rs1042522) are pres-
ent in LFS patients [ 21 ,  22 ]. A different line of evidence 
from Tabori and colleagues suggested the presence of accel-
erated telomere attrition in LFS families and postulated that 
the shorter telomere length in  TP53  mutant carriers can pre-
dict genetic anticipation observed in LFS patients and serves 
as a rational biological marker [ 23 ]. 

 The relatively low frequency of detectable germline 
mutations in  TP53  in many LFS and LFL probands sug-
gests the possible involvement of other genes, which 
may or may not directly involve in the TP53 pathway. 
The candidates include but are not limited to  p63 ,  p73 , 
 BCL10 ,  BAX ,  CDKN2A ,  PTEN ,  BRCA1 ,  BRCA2 ,    CHEK1 , 
and  CHEK2  genes. However, despite numerous efforts to 
screen these genes for mutations, studies have not 
detected any high- penetrance mutations [ 19 ,  24 ,  25 ]. For 
example, 1100delC and I157T mutations in the  CHEK2  
gene have been recurrently found in LFS families and 
possibly represent low- penetrance mutations, which 
confer increased risk for breast, prostate, and thyroid 
cancer [ 19 ]. 

 It has been generally accepted that mutation in all 
tumor suppressor genes will act in a recessive manner, 
which means both alleles should be inactivated to cause 
tumor initiation and progression [ 26 ]. Although the 
majority of  TP53  mutations are missense mutations that 
reside within the central DNA-binding domain, loss of 
heterozygosity is only identifi ed in approximately 60 % of 
tumors [ 27 ,  28 ]. Approximately two-thirds of the tumors 
arising in LFS patients carry missense mutations on one 
allele of  TP53  while the other  TP53  allele remains as wild 
type. One explanation is that the mutant form of TP53 can 
exert a dominant negative effect and functionally inacti-
vate the wild-type TP53. Various lines of evidence further 
indicate that certain  TP53  mutations may result in new 
TP53 functions that contribute to tumor initiation and 
 progression and are referred to as gain-of-function 
 mutations [ 29 ].  

    Clinical Utility of Testing 

 According to the practice guidelines in oncology (v.1.2010, 
of National Comprehensive Cancer Network (NCCN) 
  http://www.nccn.org/professionals/physician_gls/f_guide-
lines.asp    ),  TP53  gene testing is considered necessary for 
individuals with a known family history of a  TP53  muta-

tion, or with a suspected or known clinical diagnosis of 
LFS or LFL, or with a diagnosis of early-onset breast can-
cer before 30 years with a negative  BRCA1  and  BRCA2  test. 
Testing also is recommended if there is a family history of 
sarcoma, brain tumor, or adrenocortical carcinoma. Several 
general recommendations and guidelines are available 
regarding diagnostic testing for germline  TP53  mutations 
among cancer-prone individuals [ 30 ]. Individuals chosen 
for genetic testing on the basis of their family histories 
should be given current, relevant information on the test to 
make an informed voluntary decision. 

 Since cancers occur with high frequency among children 
in LFS families, testing these children (rather than delaying 
testing until young adulthood) is recommended. However, as 
children mature, obtaining of their assent or dissent to testing 
is appropriate, as well as the consent of their parents. Annual 
surveillance strategies are recommended for at-risk children 
and include complete physical examination, urinalysis, 
blood count, and abdominal ultrasound examination. 
Additional organ-targeted surveillance based on family his-
tory (e.g., imaging studies of the head if a relative had a 
childhood brain tumor) also is recommended. 

 For women with early-onset breast cancer with a negative 
 BRCA1  and  BRCA2  gene mutation,  TP53  gene testing is 
only meaningful in the context of a family history character-
istic of classic LFS or LFL criteria. Several studies have 
shown that the likelihood of a germline  TP53  mutation in 
this population can range from 0–7 %, even if no family his-
tory of cancer is present [ 8 ,  9 ,  31 ,  32 ]. Females with a germ-
line  TP53  mutation have the option of prophylactic 
mastectomy to reduce the risk of breast cancer [ 33 ]. Routine 
mammograms and clinical breast examinations are effective 
in women over age 40 years, but have not been proven to be 
benefi cial for younger women with LFS or LFL. However, 
controversy exists regarding the use of routine mammograms 
in women with LFS, because of possible radiation sensitivity 
associated with  TP53  mutations [ 10 ,  34 ]. In addition, based 
on family history of specifi c cancers, colonoscopies or full- 
body MRI examination or PET scan has been suggested  

    Available Assays 

 Several approaches to clinical testing for  TP53  are used, but 
most use sequence analysis due to the distribution of muta-
tions throughout the gene. A comprehensive list of available 
clinical tests is available through the Genetic Testing Registry 
database (  http://www.ncbi.nlm.nih.gov/gtr/    ). 

 For sequence analysis, PCR amplifi cation of the entire 
coding region of  TP53  (exons 2–11) and the immediate 
fl anking intronic sequences is performed on genomic 
DNA isolated from blood or saliva of the proband(s). 
Direct sequencing is performed using traditional automated 
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fl uorescent dideoxynucleotide sequencing. Approximately 
75 % of disease-causing mutations can be identifi ed in 
exons 5–8 of the  TP53  gene by sequence analysis [ 27 ]. 
Identifi ed sequence variations can be classifi ed as patho-
genic mutations, benign variants, or variations of unknown 
clinical signifi cance. Splice site mutations are common 
(12 %) in LFS and LFL probands [ 5 ,  6 ]. Further interpreta-
tion of the results of molecular analysis is usually based on 
the clinical presentation and family history of the patient. 

 Traditional direct sequencing strategies described above 
cannot identify mutations within the promoter region or deep 
intronic regions and will also miss genomic rearrangements 
involving partial or entire  TP53  gene. In cases where no cod-
ing sequence mutations are detected, deletion/duplication 
analysis should be used to determine the relative copy num-
bers of the coding exons of  TP53 . Several methods including 
quantitative PCR (copy number analysis), multiplex ligation- 
dependent probe amplifi cation (MLPA), long-range PCR, or 
array-based comparative genomic hybridization (aCGH) are 
available. For detection of deep intronic splice site muta-
tions, reverse-transcription polymerase chain reaction 
(RT-PCR) of RNA followed by sequencing can be used. IHC 
staining for TP53 is extensively utilized in clinical histopa-
thology laboratories. The rationale of this method is based 
on the observation that mutant TP53 usually has a much lon-
ger half-life than wild-type protein and gives rise to a diffuse 
nuclear staining. However, the correlation between an abnor-
mal TP53 staining pattern and the presence of sequence 
mutations can be imperfect [ 35 ]. 

 Presymptomatic screening has been effective and ben-
efi cial to high-risk family members of some common 
hereditary cancer syndromes (Lynch syndrome, hereditary 
breast and ovarian cancers, etc.). But whether genetic 
screening for LFS can affect prognosis positively is still 
under debate because no preventive treatment options are 
currently available to high-risk individuals [ 19 ]. Also, pre-
symptomatic testing raises concerns about the potential 
adverse psychological impact of positive results, risks to 
relationships with family members, and insurability or 
even employability [ 36 ]. 

 Prenatal testing and preimplantation genetic diagnosis 
(PGD) are available for families with LFS in which the 
disease- causing mutation has been or can be identifi ed. For 
prenatal diagnosis, fetal DNA can be obtained by chorionic 
villus sampling (CVS) which is performed at 10–12 weeks 
of gestation or by amniocentesis performed at 15–18 weeks 
of gestation. PGD has recently been offered for couples with 
an inherited predisposition for genetic diseases including 
LFS. Using a standard in vitro fertilization procedure, single 
cells from 8- to 16-cell-stage embryos are tested for different 
mutations predisposing to disease, and embryos without a 
mutation are selected and transferred back to the uterus of 
the mother for implantation. Despite existing controversy on 

the use of PGD, existing data demonstrate the usefulness of 
this approach as the only acceptable option for at-risk cou-
ples to avoid the birth of children with an inherited predispo-
sition to cancer and to have a healthy child [ 37 ].  

    Interpretation of Results 

 Currently, the classifi cation of LFS and LFL is based on clin-
ical criteria, which means the family history or pedigree 
must meet the diagnostic guidelines of the diseases. In order 
to confi rm the suspected diagnosis of LFS or LFL in a pro-
band, or identify at-risk individuals among LFS/LFL fami-
lies, sequencing of the  TP53  gene is recommended following 
the clinical diagnosis. Approximately 60–80 % of families 
with LFS have an identifi able germline  TP53  mutation, and 
the detection rate is even lower in LFL families [ 19 ,  38 ]. The 
percent of families with LFL syndrome who have an identifi -
able  TP53  mutation varies from 8 % using Eele’s defi nition 
to 22 % using Birch’s defi nition [ 10 ]. Classic LFS criteria 
have been estimated to have a high positive predictive value 
and a high specifi city, but the sensitivity is reported to be 
relatively low (approximately 40 %). The sensitivity of the 
LFL criteria has been estimated to be higher, although the 
estimated specifi city is relatively low [ 8 ,  9 ]. Special attention 
should be paid to the cases of de novo germline  TP53  muta-
tions, because these families, which are infrequent, may not 
be classifi ed as LFS or LFL by classic clinical criteria due to 
the absence of a family history [ 2 ]. 

 Irrespective of the  TP53  mutation status, LFS is a highly 
penetrant cancer syndrome. Individuals with LFS are also at 
increased risk for developing multiple primary tumors. A ret-
rospective study of 200 affected members of families with 
LFS found that 15 % had developed a second cancer, 4 % a 
third cancer, and 2 % a total of four cancers. In this cohort, 
survivors of childhood cancers were found to have the high-
est risks for developing additional malignancies [ 39 ]. 

 Due to variable expression and differential penetrance of 
different  TP53  mutations, genotype-phenotype correlation 
for LFS is complicated. Even for the same codon, multiple 
mutations can occur at different frequencies and confer dif-
ferent phenotypes. For example, three different mutations 
have been documented at codon 337, which is located in the 
homo-oligomerization domain of TP53: R337H (CGC>CAC, 
80 %), R337C (CGC>TGC, 13.9 %), and R337P (CGC>CAC, 
6.1 %). The R337H mutation is presumed to be preferen-
tially associated with cancer development in the adrenal cor-
tex and may have a pH-dependent defect in oligomerization. 
Due to the fact that the R337H mutant may still largely main-
tain wild-type TP53 activity in vivo, it may be less pene-
trant with respect to tumor predisposition when compared 
to other variants, like R337S [ 40 – 42 ]. However, another 
study indicates that the spectrum of cancers seen in families 
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with R337H mutation is similar to that of LFL families car-
rying other types of  TP53  mutations [ 5 ,  6 ]. 

 The mean ages of tumor onset are reported to vary sig-
nifi cantly between patients with missense mutations com-
pared to other types of mutations (splicing, nonsense, and 
deletions) in  TP53 . Various lines of evidence further indi-
cate that the  TP53  missense mutations are gain-of-function 
mutations that can contribute to tumor initiation and pro-
gression [ 29 ,  31 ]. At the same time, certain kinds of muta-
tions in  TP53 , such as missense mutations that involve 
codons 152 and 158, are known to confer a lower cancer 
risk [ 43 ]. Large heterozygous deletions that encompass the 
entire  TP53  gene as well as up to 2 Mb of upstream and 
downstream sequences do not seem to confer increased can-
cer risk when the remaining allele is intact [ 44 ]. Therefore, 
not all  TP53  mutations are functionally equivalent, and dif-
ferent amino acid substitutions can lead to different conse-
quences for TP53 structure and function that, in turn, may 
signifi cantly infl uence clinical outcome.  

    Laboratory Issues 

 DNA sequencing is the most commonly used method for 
 TP53  genetic testing due to the wide distribution of muta-
tions throughout the  TP53  gene. General practice guide-
lines for both the sequencing procedure and the 
interpretation of data all apply in the clinical testing for 
 TP53  mutation. First of all, the samples for genetic testing 
should be collected, identifi ed, shipped, stored, and pro-
cessed under quality- controlled conditions that maintain 
the DNA integrity and proper identifi cation of the speci-
men. Genomic DNA from peripheral blood lymphocytes 
is typically used for testing. Alternative sources such as 
saliva, tumor tissue, formalin- fi xed paraffi n-embedded 
(FFPE) tissue, cultured amniocytes, or CVS can be used 
but require special quality control measures during sam-
ple processing, sequencing reactions, data analysis, and 
interpretation. For example, DNA from FFPE tissue gen-
erally yields poorer sequence reads because of degrada-
tion and/or chemical cross-linking. Special caution should 
be exercised to recover as much usable DNA as possible 
from FFPE tissue. Decreasing the amplicon size (<300 bp) 
also may improve the effi ciency of PCR and sequencing. 

 The standard quality control measures for DNA sequenc-
ing, such as inclusion of both negative and positive con-
trols, should be routinely performed. To eliminate the 
possibility of sample mix-up, all identifi ed mutations in 
 TP53  can be confi rmed by an independent sequencing 
assay on a DNA sample isolated at a different time from the 
fi rst isolation. Bidirectional sequencing is also recom-
mended for confi rmation of heterozygous or homozygous 

mutations. The presence of a de novo or mosaic mutation 
requires careful analysis of bidirectional sequence reads. 

 False-negative results can occur for several reasons. Allele 
dropout due to presence of SNPs or indels (INsertion/
DELetion) at the binding sites of sequencing primers can lead 
to allele dropout (amplifi cation failure of one allele). Primers 
should be designed outside of the known polymorphic regions. 
Low-level tissue mosaicism, the preferential amplifi cation of 
the smaller allele caused by a large indel, and exon or gene 
deletion also can produce false-negative results. Also of note, 
traditional sequencing panels that include only the coding 
exons and limited fl anking intronic regions cannot detect deep 
intronic mutations, translocations, inversions, or copy number 
variations involving large chromosome regions. Other tech-
nologies, such as long-range PCR, MLPA, SNP array hybrid-
ization assays, aCGH, and next-generation sequencing 
technology, can address these issues.  

    Conclusions 

 LFS and LFL are autosomal dominantly inherited cancer pre-
disposition syndromes. Mutations in the  TP53  gene are asso-
ciated with 60–80 % of LFS and 8–22 % of LFL families. 
Irrespective of the  TP53  mutation status, the risk of specifi c 
LFS-associated cancers in fi rst-degree relatives of a proband 
with LFS is signifi cantly higher compared to the general pop-
ulation. Genetic testing for  TP53  mutations can identify pres-
ymptomatic individuals at risk of cancer and have important 
implications for clinical diagnosis, counseling, monitoring, 
and clinical management of LFS and LFL individuals. The 
benefi ts of surveillance and genetic testing in changing dis-
ease-related morbidity and mortality are still evolving.     
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 Abstract  

  Retinoblastoma (RB) is the most common primary intraocular malignancy of childhood asso-
ciated with blindness and mortality. Mortality from RB has been signifi cantly reduced with 
earlier diagnosis and improved methods of treatment. Biallelic inactivation of the tumor sup-
pressor gene,  RB1 , is the cause of retinoblastoma. Multistep genetic analyses, including DNA 
sequencing, Southern blot, transcript promoter methylation analysis, and real-time PCR, have 
been used to characterize potential genetic abnormalities of  RB1 . Predisposing germline  RB1  
mutations can be detected in 90–95 % of probands with heritable RB, while the detection rate 
is about 13 % for individuals with unilateral RB. Due to the presence of low-level mosaicism, 
chromosome rearrangements, or deep intronic splice site changes, detection of mutations can 
be challenging. The absence of detectable  RB1  mutations in a subset of unilateral RB tumors 
or in bilateral cases suggests the presence of alternate genetic mechanisms. A subset of unilat-
eral RB tumors is associated with amplifi cation of the  MYCN  oncogene.   

 Keywords  

  Retinoblastoma   •   Childhood onset cancer   •   Ocular malignancy   •    RB1  gene   •   Genetic test   • 
  Genetic counseling  

        Introduction 

 Retinoblastoma (RB) is the most common intraocular can-
cer in children and occurs at a frequency of approximately 
1 in 20,000 live births with about 300 new cases diagnosed 
each year in the USA and about 5,000 cases worldwide [ 1 , 
 2 ]. Clinically, RB can present as bilateral (both eyes) or uni-
lateral (one eye) disease, with or without a family history. 
The individuals with a family history of RB have the heredi-
tary form. Individuals with hereditary RB most often pres-
ent with bilateral disease at an early age of onset and 
infrequently as unilateral disease with multiple foci 

(Table  29.1 ) [ 3 ,  4 ]. From 5–15 % of patients with hereditary 
RB develop “trilateral” RB, defi ned as an additional pineo-
blastoma, a primitive neuroectodermal tumor located in the 
pineal region of the brain. The chance of pineoblastoma is 
only 0.5 % among unilateral cases [ 5 ]. Individuals with her-
itable RB also have higher risk for second primary tumors, 
such as osteosarcomas, soft tissue sarcomas, or melanomas. 
These non-ocular tumors usually occur in adolescence or 
adulthood. For patients who have been exposed to external 
beam radiation, the incidence of second non-ocular tumors 
can increase up to 50 % [ 6 ,  7 ]. Individuals with unilateral 
disease usually have the nonhereditary form of RB. In the 
past 25 years, the genetic basis of RB has been unraveled 
and new insights into the molecular pathogenesis of RB 
have evolved. This understanding has allowed for more 
effective approaches to clinical management and resulted in 
greater than 85–90 % cure rate for RB in developed coun-
tries. A subset of unilateral RB tumors without detectable 
mutation in the  RB1  gene is associated with amplifi cation of 
the  MYCN  oncogene [ 8 ].
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       Molecular Basis of Disease 

 RB is caused by biallelic inactivation of the  RB1  gene. 
Friend and colleagues identifi ed the  RB1  gene in 1986, the 
fi rst tumor suppressor gene to be cloned [ 9 ]. The gene con-
sists of 27 exons that span 183 kilobases of genomic DNA 
on chromosome 13q14 (Fig.  29.1 ).  RB1  encodes a 928 
amino acid protein known as RB1, which is a nuclear phos-
phoprotein that plays a critical role in regulating cell cycle 
progression at the G1 to S phase transition. The regulatory 
activity of RB1 results from its ability to bind to and inhibit 
the function of the E2F families of transcription factors, 
which regulate multiple genes involved in S-phase entry. 
Unphosphorylated RB1 binds to the E2F/DP (dimerization 
partners of E2F) complex through a critical functional 
region containing RB1 A/B pocket domains. The pocket 
domains are encoded by exons 12 through 17 and 20 through 
22 of the  RB1  gene and are hotspots for inactivating muta-
tions in RB and other cancers. The C-terminal region of 
RB1 contains the nuclear localization signal and the interac-
tion motif that is the target site of cyclin-CDK (cyclin-
dependent kinase) complexes. The C-terminal region can 
also bind to the nuclear c-Abl tyrosine kinase and MDM2 
(Mdm2, TP53 E3 ubiquitin protein ligase homolog [mouse]), 
which have oncogenic properties (Fig.  29.1 ). In the pres-
ence of mitogenic or oncogenic stimuli, RB1 is phosphory-
lated by CDKs (CDK4 and CDK6) and dissociates from 
E2F/DP complexes, which leads to the release of inhibition 
of E2F target genes and progression through the cell cycle 
(Fig.  29.2 ) [ 10 ,  11 ].

    Inactivation of the RB1 pathway through direct perturba-
tion of the  RB1  gene (deletion, mutation, or epigenetic mech-
anisms) leads to deregulated cell proliferation and ultimately 
tumorigenesis. Recent evidence suggests that  RB1  also plays 
important roles in multiple cellular processes beyond cell 
cycle regulation, such as mitochondria biogenesis, cell 
senescence, and others [ 12 ]. Inactivation of the RB1 pathway 
also can cause a mitotic defect, and genomic instability and 
aneuploidy [ 12 ,  13 ]. 

 RB has served as the paradigm for the “two-hit” model of 
tumorigenesis [ 14 ]. The Knudson hypothesis is that inactiva-

tion of both alleles of  RB1  (two “hits”) is necessary to 
develop RB. In children with hereditary RB, the fi rst hit is 
the germline mutation on one allele of  RB1 . The second hit is 
a somatic inactivation event on the remaining allele which 

   Table 29.1    Features that distinguish heritable from nonheritable retinoblastoma   

  Tumor type    Heritable retinoblastoma    Nonheritable retinoblastoma  

 Eyes affected  Bilateral in 90–95 % of cases  Unilateral in 100 % of cases 

 Unilateral in remaining cases 

 Age of onset  Usually < 1 year  Variable — < 1–5 years 

 Presence of family history  10–20 % of newly diagnosed cases  Negative 

 Risk of second malignancy  5–15 %  0.5 % 

 Recurrence risk  50 % risk of passing on an  RB1  mutation to 
an offspring 

 Almost zero. Very low risk of passing on an  RB1  
mutation due to presence of germline mosaicism 
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  Figure 29.2    A simplifi ed model for RB1 function. RB1 is hypophos-
phorylated during the G0/G1 phase of the cell cycle and interacts with 
E2F/DP family of transcription factors that inhibit transcription of 
downstream genes. In the presence of mitogenic stimuli, the cyclin-
dependent kinase 4 (CDK4) protein phosphorylates RB1, which 
releases the E2F/DP factors and induces gene expression leading to the 
G1/S transition and progression through the cell cycle       
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928 amino acid RB1 protein. The  shaded exons  encode the pocket 
domains A and B of RB1, which mediate interactions with the E2F and 
DP families of transcription factors       
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includes point mutations, intragenic rearrangements, or 
hypermethylation of the promoter region and causes inacti-
vation of RB1 protein and initiation of RB. In about 65 % of 
the RB cases, the second hit to the  RB1  gene is accomplished 
by the mechanism of loss of heterozygosity (LOH), which 
can result from deletions or chromosomal rearrangements 
affecting  RB1  [ 15 ]. In children with nonhereditary RB, the 
tumors develop as the result of two somatic  RB1  inactivation 
events in a retinal progenitor or precursor cell during embry-
onic development. 

 The presentation of RB can be classifi ed in three categories: 
familial hereditary (5–10 %), de novo hereditary (20–30 %), 
or sporadic (60–70 %) [ 16 ]. Familial hereditary cases are 
characterized by a positive family history and germline muta-
tions in  RB1  in individuals that present with bilateral disease 
in most cases and unilateral disease in 10–15 % of cases. 
However, only 20 % of bilateral cases and 15 % of unilateral 
cases have a positive family history and inherit the mutation 
from one of the parents. For individuals carrying a germline 
mutation in  RB1 , the risk of transmission of the mutation to 
an offspring is 50 %. In 80 % of newly diagnosed bilateral 
cases, the family history is negative and RB is caused by a de 
novo germline mutation on one of the parental germ cells. 
These represent the 20–30 % of sporadic hereditary cases 
with de novo mutations. In 90 % of these sporadic bilateral 
cases, the de novo mutation occurs on the paternal allele [ 17 ]. 
Approximately 60 % of RB cases are sporadic and nonher-
itable, with a unilateral presentation. Germline mutations are 
not present in the sporadic unilateral cases, and the risk of 
passing on the mutant allele to offspring is very low. There 
are reports of gonadal mosaicism in the parents of children 
with RB. In this setting, instead of being a single de novo 
event in one germ cell, a subset of the parental gametes car-
ries the mutant  RB1  allele. The degree of mosaicism deter-
mines the risk of transmitting the mutant allele to future 
offspring. Thus, the risk of RB in the siblings of a sporadic 
heritable RB case should not be underestimated. 

 Almost all types of mutations have been identifi ed in the 
 RB1  gene, including point mutations, deletions, transloca-
tions, insertions, and epigenetic changes. Conventional cyto-
genetic analysis of peripheral blood lymphocytes can identify 
deletions or rearrangements involving 13q14 in approxi-
mately 8 % of bilateral cases and 1–5 % of sporadic unilat-
eral cases [ 15 ]. Smaller deletions in the  RB1  region are 
identifi ed in approximately 10 % of bilateral RB cases by 
Southern blot analysis [ 15 ]. Approximately half of all 
defi ned  RB1  mutations are caused by single-base substitu-
tions in coding exons, one third by small frameshift muta-
tions, and another 10 % by rearrangements, such as intragenic 
or intergenic deletions or duplications involving chromo-
some 13q. These rearrangements may be limited to the  RB1  
gene or include genes fl anking the  RB1  locus [ 15 ,  18 – 21 ]. 
Nichols et al. carried out an investigation of a total of 180 RB 

cases, and the frequencies of germline mutations detected in 
bilateral, familial unilateral, and sporadic unilateral cases 
were 91 %, 70 %, and 7 %, respectively. Of the identifi ed 
mutations, 76 % were coding sequence mutations, and 14 % 
were deletions of individual or multiple exons or the whole 
 RB1  gene [ 22 ]. 

 The majority (70 %) of mutations identifi ed in  RB1  are 
nonsense mutations or frameshift mutations, which lead to 
premature termination codons. Approximately 76 % of these 
nonsense mutations are recurrent CGA > TGA transitions 
affecting one of the 12 CGA codons within the open reading 
frame of  RB1 . Approximately 10 % of identifi ed single-base 
substitutions are missense mutations, most of which localize 
to the pocket domains of RB1. Very few mutations have been 
identifi ed in the promoter region of  RB1  or exons 25–27, 
although this region contains two CGA codons [ 15 ]. A 
recent study reported the presence of a germline frameshift 
mutation in exon 27 in an unaffected father of a child with 
unilateral RB. Interestingly, the mutant transcript showed 
reduced expression, which might explain the milder unilat-
eral disease manifestation [ 23 ]. Thus, unlike similar muta-
tions located elsewhere in the gene, truncating mutations in 
the last exon of  RB1  may be unique in their clinical 
presentations. 

 In addition to coding sequence variations, mutations 
affecting the conserved nucleotides in 5  and 3  splice sites 
within  RB1  introns are observed in approximately 18 % of 
RB cases [ 15 ].  RB1  has 26 introns and the sizes of the introns 
range from small (intron 15 with 80 base pairs [bp]) to very 
large (intron 17 with 71,500 bp). While splice site mutations 
at the exon–intron junctions can be detected by routine 
sequence analysis, mutations located deep within the introns 
can be missed without analysis of the  RB1  mRNA. A few 
cases harboring deep intronic mutations have been docu-
mented by cDNA analysis. These deep intronic mutations 
usually generate cryptic splice sites and cause retention of 
intronic sequences, which lead to subsequent frameshift and 
premature termination of translation [ 22 ,  24 ,  25 ]. 
Furthermore, missense or nonsense mutations that fl ank the 
consensus sequences of splice sites also may give rise to 
aberrant splicing [ 22 ]. Hypermethylation of CpG dinucleo-
tides within the promoter region of  RB1  can lead to gene 
silencing and is a somatic event in approximately 10 % of 
RB tumors and is almost never observed in constitutional 
cells [ 26 ,  27 ]. 

 As described earlier, RB has a high rate of de novo muta-
tions, which can originate at the preconception or post- 
conception stage leading to germline or somatic mosaicism, 
respectively. Preconception mutation events occur mainly 
during spermatogenesis [ 17 ,  28 ]. Postzygotic events can 
occur at earlier stages of embryo development, and the mosa-
icism may extend to various organs and tissues, including 
retina or even gonads. Postzygotic germline mosaicism can 

29 Retinoblastoma



388

occur on either paternal or maternal alleles, and the mosaic 
mutations can be detected in lymphocyte DNA in some cases 
[ 28 ,  29 ]. Mosaicism for  RB1  mutation should always be 
taken into account in genetic diagnosis, counseling, and dis-
ease management. In 1998, Sippel and colleagues reported 
that germline mosaicism occurs in up to 10 % of families 
with newly diagnosed RB using combined technologies of 
single-strand conformational polymorphism and pedigree 
analysis [ 30 ]. 

 Approximately 10 % of RB cases are caused by heterozy-
gous deletions of chromosome 13q that include the  RB1  
gene. The sizes of the deletions vary from small (4,000 
bases) to large (34 million bases) and the breakpoints are 
usually nonrecurrent [ 31 ]. Because larger deletions may 
involve many other genes besides  RB1 , individuals with 
deletions of 13q14 can exhibit other clinical manifestations 
in addition to RB. As might be expected, the length of the 
deletion seems to defi ne the spectrum of clinical manifesta-
tions, with smaller deletions (those confi ned to 13q14) asso-
ciated with macrocephaly, tall stature, obesity, and motor 
and/or speech delays, and larger deletions manifesting with 
characteristic craniofacial features, microcephaly, psychomotor 
delays, and other fi ndings such as constipation and feeding 
problems [ 3 ,  31 – 33 ]. Interestingly, deletions larger than 
1 Mb and encompassing the  MED4  gene, which encodes a 
mediator of RNA polymerase type II, are associated with a 
milder phenotype (i.e., unilateral eye involvement and less 
penetrant disease) [ 31 ]. The mechanism by which deletion of 
 MED4  lessens the severity of RB disease is unclear; how-
ever, reduced expression and nonpenetrance in carriers of 
large deletions might result from the loss of one or more 
genes contiguous with  RB1  that are important for basic cel-
lular functions. In a susceptible retinal cell, loss of the sec-
ond copy of these critical genes may lead to cell death as 
opposed to tumor formation. 

 Finally, interfamilial or intrafamilial variations of phe-
notypic expression of identical  RB1  mutations have been 
observed among RB families. This indicates that addi-
tional genetic factors modify genotype–phenotype correla-
tions in RB [ 3 ,  34 ,  35 ]. For example, Klutz et al. reported 
the parent-of- origin effect in two unrelated families that 
segregate an identical base substitution within intron 6 of 
 RB1  gene. The substitution leads to exon skipping and a 
frameshift mutation that creates a premature termination 
codon. In addition to the fact that both families show 
incomplete penetrance, carriers who inherited the mutant 
allele from the maternal germline are unaffected, while 
carriers who inherited the mutant allele from the paternal 
germline are affected [ 3 ,  34 ,  35 ]. 

 The identifi cation and characterization of the  RB1  gene 
has provided critical insights into the biology of RB, and also 
many other tumor types, including lung, brain, breast, and 
bladder cancers. In the latter cases, somatic inactivation of 

the RB1 pathway is essential for tumorigenesis [ 36 ]. Since 
tumor development is associated with the sequential acquisi-
tion of multiple mutations that drive unregulated prolifera-
tion and/or reduced cell death [ 37 ,  38 ], it is apparent that 
alterations in other critical signaling pathways underlie RB 
tumorigenesis. For example, in addition to deletions fl anking 
the  RB1  gene, karyotype analysis has identifi ed various 
recurrent chromosome imbalances in RB, which include iso-
chromosome 6p, trisomy 1q, monosomy 16, add(1p), double- 
minute chromosomes, and homogeneously staining regions 
involving the  MYCN  and  INT1  oncogenes [ 39 ]. 

 The tumor suppressor protein, TP53, is a master regulator 
of cell cycle, apoptosis, and DNA damage and is the most 
frequently mutated gene in human cancer. But many studies 
have shown that the  TP53  gene is not mutated in RB [ 40 ,  41 ]. 
In 2006, Laurie and colleagues shed light on this issue by 
demonstrating that the TP53 pathway is also inactivated by 
the MDM (murine double minute) family of proteins follow-
ing loss of  RB1  during retina development [ 42 ]. The MDM 
family of proteins, such as MDM2 and MDM4 (MDMX), 
are known inhibitors of TP53 and both are expressed in RB 
cells [ 43 ]. Additionally, a single-nucleotide polymorphism 
(SNP) located in the promoter region of  MDM2  (rs2279744, 
SNP309, 309 T> G) is correlated with enhanced MDM2 
expression and attenuation of the TP53 pathway [ 44 ]. It has 
been postulated that the  MDM2  309 T>G SNP behaves as a 
modifi er gene in RB [ 45 ]. Another similar study pointed out 
that the  TP53  p.Arg72Pro SNP (rs1042522), which corre-
lates with increased expression of  MDM2  and compromised 
TP53 pro-apoptotic activity, is signifi cantly associated with 
onset of RB [ 46 ]. Collectively, these data strongly support 
that inactivation of the TP53 pathway is an important coop-
erating event in the development of RB. 

 In addition to TP53, genetic lesions in other signaling 
pathways might contribute to RB malignancy. A recent 
report implicated the involvement of oncogenic microRNA 
cluster miR-17~92 in RB tumorigenesis in a mouse model 
and possibly also in humans [ 47 ]. In another study, Zhang 
and his colleagues performed whole-genome sequencing of 
RB tumor samples and matched normal DNA utilizing next- 
generation sequencing technology. Surprisingly, they 
observed very few recurrent genetic lesions, except in  RB1  
and  MYCN . But gene expression and epigenetic analyses 
identifi ed changes in other cancer-related genes, such as the 
protooncogene  SYK  [ 48 ].  

    Clinical Utility of Testing 

 The diagnosis of RB is essentially based on clinical exami-
nation of the fundus of the eye, which is confi rmed by 
imaging technologies including B scan ultrasonography 
and computerized tomography or magnetic resonance 
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imaging scans. Once diagnosis is established,  RB1  genetic 
testing is indicated. For individuals with bilateral or famil-
ial RB, the goal of genetic testing is to identify the predis-
posing germline  RB1  mutation, which can be detected in 
approximately 94 % of cases [ 22 ]. The identifi cation of the 
germline  RB1  mutation enables appropriate primary tumor 
treatment and surveillance for additional ocular tumors and/
or non-ocular malignancies. Furthermore, the identifi cation 
of a germline mutation allows risk estimation for siblings 
and offspring. One of the main benefi ts of genetic testing is 
to rule out germline mutations in other young at-risk rela-
tives of the proband to avoid unnecessary screening of chil-
dren under anesthesia for early detection of RB. For 
individuals with sporadic unilateral RB, genetic testing 
focuses on identifi cation of somatic mutations in the tumor 
(when available), followed by germline testing. Once muta-
tions are identifi ed in the tumor, peripheral blood DNA 
should be tested to determine whether one of the mutations is 
actually a predisposing germline mutation, which is esti-
mated to exist in 13 % of sporadic unilateral cases [ 49 ]. 

 Prenatal diagnosis and preimplantation genetic diagnosis 
(PGD) are available for at-risk pregnancies, which require 
the prior identifi cation of predisposing germline mutations 
within the families. Prenatal genetic testing options include 
the molecular analysis of DNA isolated from the cells of the 
developing fetus through chorionic villus sampling or amnio-
centesis. More recently, PGD is available at a limited number 
of institutions [ 50 – 52 ]. PGD is performed in combination 
with in vitro fertilization and offers a way to test an individ-
ual’s embryos for genetic disorders before transfer of unaf-
fected embryos into the uterus. A recent report demonstrated 
the feasibility of PGD based on the inheritance of SNPs that 
are tightly associated with a wild-type or mutant  RB1  allele 
[ 52 ]. This approach is used when genetic screening for muta-
tion detection is not readily available or the disease-causing 
mutation has not been identifi ed. However, this approach can 
lead to erroneous conclusions in the presence of gonadal 
mosaicism and should be used with caution [ 53 ].  

    Available Assays 

 A broad spectrum of mutations ranging from point muta-
tions, deletions/insertions, chromosomal rearrangements, 
and epigenetic silencing has been documented in the  RB1  
gene. Accordingly, various types of molecular testing are 
used by clinical molecular laboratories for  RB1  mutation 
analysis. The genetic tests to identify mutations involve mul-
tiple testing approaches, which should be adjusted according 
to the diagnosis, family history, and availability of genetic 
materials. 

 For individuals with bilateral or multifocal unilateral RB, 
or unilateral tumor with a positive family history, clinical 

genetic testing for germline mutations starts with sequence 
analysis of the  RB1  coding exons, fl anking introns, and the 
promoter region using DNA isolated from peripheral blood 
lymphocytes. Given the fact that larger deletions and inser-
tion involving the whole  RB1  gene or certain exons are not 
readily detectable by sequence analysis, alternative methods 
can be applied, including fl uorescence in situ hybridization 
(FISH), multiplex ligation-dependent probe amplifi cation, 
quantitative real-time PCR, targeted array- based compara-
tive genomic hybridization, and heterozygosity testing based 
on informative polymorphic markers. Cytogenetically visi-
ble deletions or rearrangements involving  RB1  can be 
detected by karyotype and FISH analyses, respectively, and 
are estimated to occur in 5 % of unilateral cases and 7.5 % of 
bilateral cases [ 49 ]. To detect deeper intronic mutations, 
reverse transcription-polymerase chain reaction methods can 
be used to test RNA isolated from RB tumor tissues or 
peripheral blood lymphocytes, followed by evaluation for 
abnormalities in the size and sequence of  RB1  transcripts 
[ 25 ]. Through the use of multiple sequential testing methods, 
the sensitivity of mutation detection has reached 90–95 % 
for probands with heritable RB [ 22 ,  49 ]. 

 Mutation screening for nonhereditary unilateral RB cases 
is more complicated because only approximately 13 % of 
patients have germline mutations [ 49 ]; so genetic testing is 
more effective when tumor tissue is available. In the ideal 
scenario, if two inactivating  RB1  mutations are identifi ed in 
the tumor, then it is straightforward to test lymphocyte DNA 
for the presence of the tumor-associated alterations. 

 In addition to the methods mentioned above, methylation 
analysis of the  RB1  promoter region or LOH analysis by 
comparing polymorphic markers fl anking and inside the  RB1  
gene between tumor and peripheral blood DNA can be per-
formed. To evaluate hypermethylation of the  RB1  promoter, 
genomic DNA isolated from tumors is digested with two 
restriction endonucleases whose activities depend on the 
presence or absence of methylated cytosines in CpG dinucle-
otides [ 35 ]. The products of these digestions are quantifi ed 
and compared, using sequence-specifi c primers and 
PCR. The results can demonstrate the degree of methylation 
in CpG dinucleotides within the promoter region of the  RB1  
gene that can lead to gene silencing. Individuals with unilat-
eral RB and no detectable germline mutation in  RB1  are gen-
erally classifi ed as sporadic, nonheritable cases; however, 
there is a small possibility that the affected individuals carry 
low-level germline mosaic mutation which is beyond the 
detection limits of the testing method. 

 Currently, Sanger sequencing is the major method used to 
screen the  RB1  gene for mutations. However, the detection of 
mosaic mutations by Sanger sequencing is technically chal-
lenging and the threshold of detection of the mutant allele is 
only 10–20 %. Allele-specifi c PCR strategies can detect 11 
recurrent nonsense mutations (CGA>TGA) within the  RB1  
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gene and can increase the sensitivity of the detection of 
mosaic mutations. Using this technology, the frequency of 
germline mosaicism is estimated to be 5.5 % in bilateral and 
3.8 % in unilateral RB patients [ 54 ]. Next-generation 
sequencing has been used for genetic analysis for  RB1  muta-
tions and has signifi cantly increased sensitivity of detection 
of mosaic mutations [ 55 ]. 

 A systematic approach to mutation detection that is 
designed to detect most  RB1  germline alterations facilitates 
the clinical management and genetic counseling of RB 
patients. The Genetic Diagnostic Laboratory at the University 
of Pennsylvania uses a sequence of test methods, beginning 
with PCR amplifi cation and DNA sequencing of the 27  RB1  
coding exons and fl anking intronic sequences, as well as 
1,000 bp of the  RB1  promoter region. The DNA for this test-
ing is isolated from peripheral blood lymphocytes, saliva, or 
frozen/formalin-fi xed paraffi n-embedded (FFPE) tumor sec-
tions following standard procedures. The results are com-
pared with data reference  RB1  gene sequence to identify 
mutations, including nucleotide substitutions and small 
insertions or deletions. If no mutations are identifi ed, sam-
ples are analyzed using quantitative dosage-sensitive PCR to 
identify rearrangements encompassing 1 or more of the 27 
 RB1  coding exons. Whole-genome SNP arrays are used to 
identify the boundaries of larger genomic deletions or dupli-
cations when present. If no mutations are identifi ed, testing 
for the methylation status of the  RB1  promoter or alterations 
in the  RB1  transcript by RNA analysis is performed. 

 Since 2001, the Genetic Diagnostic Laboratory has per-
formed testing for a total of 545 individuals with bilateral 
RB, 37 cases with hereditary unilateral RB, and 561 pro-
bands with sporadic unilateral RB. For the bilateral and 
hereditary unilateral RB cases, the sensitivity of mutation 
detection approaches 96 % with a coding sequence mutation 
in approximately 80 % of patients and a partial- or whole- 
gene deletion/duplication involving the  RB1  locus in approx-
imately 16 % of patients. Mosaic mutations account for at 
least an additional 4 % of these RB cases. For the 561 spo-
radic unilateral RB cases, germline  RB1  mutations were 
identifi ed in about 13 %, among which 53 mutations (10 %) 
lead to silent, missense, nonsense, or frameshift changes, 
and 16 mutations (3 %) lead to intragenic deletions or dupli-
cations involving the  RB1  gene.  

    Interpretations of Results 

 The sensitivity of mutation detection using peripheral blood 
DNA is 90–95 % for probands with familial or bilateral RB 
and approximately 13 % for individuals with nonhereditary 
unilateral RB [ 49 ]. The reason the sensitivity of mutation 
detection is less than 100 % could be due to undetectable 

intronic mutations or intragenic rearrangements of  RB1  or 
very low-level mosaicism. It is also possible that additional 
genes are associated with RB. 

 For individuals with bilateral or familial RB, the chance 
of detecting a disease-causing  RB1  mutation in the DNA of 
the peripheral white blood cells is very high (more than 
90 %). The identifi cation of a mutation usually indicates the 
presence of a germline mutation. For unilateral cases without 
a family history, tumor tissue becomes the primary resource 
to detect the two somatic mutations. When the mutations 
detected in the tumor are not present in constitutional DNA, 
the probability of carrying a germline mutation is very low. 
Additionally, approximately 80 % of RB cases are due to a 
de novo mutation, which implies that the mutations identi-
fi ed in affected children are usually not present in the germ-
line of the parents. It should be noted that germline mosaic 
mutations may not be uncommon in the unaffected parents 
and the risk of RB in their offspring should not be underesti-
mated [ 30 ]. 

  RB1  mutation carriers show variable phenotypic expres-
sion and penetrance, which is determined to a certain extent by 
the nature of the predisposing  RB1  mutations. Generally, car-
riers of an  RB1  mutant allele with nonsense or frameshift 
mutations have a very high risk of developing bilateral RB. But 
when these mutations exist in a mosaic form, the phenotypic 
expression can be milder [ 3 ]. Additionally, splice site muta-
tions, small in-frame deletions, or missense mutations are usu-
ally associated with a milder phenotype, which exhibits 
incomplete penetrance and reduced expressivity. The effects 
of these mutations on RB1 protein function are considered to 
be less pronounced compared to nonsense mutations. For 
example, only a few missense mutations outside the RB1 
pocket domains have been reported with putative oncogenic 
effect, and most of the cases show incomplete penetrance [ 20 ]. 
With splice site mutations, a fraction of the total transcripts 
usually are still processed as normal mRNA. In contrast, cryp-
tic splice site mutations that result in change of the reading 
frame are usually associated with more severe phenotypes. 
Additionally, for mutations occurring in the promoter region 
of  RB1  gene, the expression of RB1 is less likely to be com-
pletely compromised and usually leads to milder phenotypes.  

    Laboratory Issues 

 DNA sequencing is the most commonly used method for 
 RB1  genetic testing. Adherence to best clinical laboratory 
practices for both the sequencing and data interpretation are 
important to ensure the quality of test performance. First, the 
samples for genetic testing should be collected, identifi ed, 
shipped, stored, and processed under quality-controlled con-
ditions. Genomic DNA from peripheral white blood cells is 
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the typical starting material. Alternative sources such as 
saliva, tumor tissue, FFPE tissue, cultured amniocytes, or 
chorionic villi require special quality controls during sample 
processing, sequencing, and data interpretation. For exam-
ple, DNA from FFPE tissue generally does not result in good 
sequence data and has a high failure rate because of degrada-
tion or chemical cross-linking. DNA isolation procedures 
should be optimized to recover as much usable DNA as pos-
sible. More importantly, to ensure the success of PCR and 
sequencing, special attention should be paid to the primer 
design, making sure all the amplicons are less than 300 bp in 
length when using FFPE tissue as a specimen type. 

 The standard quality control measures for DNA sequenc-
ing, such as inclusion of known negative control and positive 
controls should be routinely performed. Bi-directional 
sequencing is recommended for confi rmatory mutation test-
ing. Also, laboratories may confi rm any mutation identifi ed 
in an affected individual by repeat testing of an independent 
DNA sample to ensure no sample carry-over or specimen 
misidentifi cation during testing. 

 False-negative results can occur for several reasons. 
Allele dropout can be caused by SNPs or insertion/deletions 
at the binding sites of PCR or sequencing primers. If allele 
dropout is suspected, alternate sequencing primers outside of 
the polymorphic regions can be used. Lower-level mosa-
icism, deep intronic cryptic splice mutations, preferential 
amplifi cation of the smaller allele in a large insertion, or 
regional deletion/insertion can also introduce false-negative 
results. These limitations apply to most PCR-based sequenc-
ing methods currently used for any gene including  RB1  and 
are not limited to any specifi c gene test. 

 Accurate and unambiguous mutation nomenclature is 
important for the communication between clinical molecular 
laboratories, physicians, genetic consultants, and other 
healthcare providers. The mutation type, nucleotide base, or 
amino acid changes should be specifi ed following the recom-
mended nomenclature developed by Human Genome 
Variation Society (HGVS) [ 56 ].  RB1  mutations are com-
monly annotated with reference to a specifi c genomic refer-
ence sequence (GenBank accession number L11910) [ 15 ]. 
Additionally, several databases are useful for interpretation of 
test results, including the RB1 Mutation Database (  http://rb1-
lovd.d-lohmann.de/home.php    ), the Human Gene Mutation 
Database (HGMD,   http://www.hgmd.cf.ac.uk/ac/index.php    ), 
and dbSNP (  http://www.ncbi.nlm.nih.gov/projects/SNP/    ).  

    Conclusions and Future Directions 

 Although RB remains the most common primary intraocular 
malignancy of infancy and childhood, mortality from RB has 
been signifi cantly reduced with earlier diagnosis and 
improved methods of treatment. However, in cases with 

low- level mosaicism or deep intronic splice mutations, the 
mutations may not be easily detected. More exhaustive tech-
niques such as next-generation sequencing technology may 
overcome these barriers. Also the absence of detectable  RB1  
mutations in some patients suggests the presence of alterna-
tive underlying genetic mechanisms which requires better 
understanding of molecular pathology of RB.     
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  Abstract  

  Paragangliomas (PGLs) and pheochromocytomas (PCCs) are rare neuroendocrine tumors, 
which predominantly occur in the head and neck. They can be part of a syndrome, such as 
multiple endocrine neoplasia (MEN), neurofi bromatosis (NF) type 1, and von Hippel- 
Lindau syndrome (VHL). Hereditary PGLs/PCCs are caused by molecular defects in the 
mitochondrial respiratory chain complex II, also known as the succinate dehydrogenase 
(SDH) complex, which contains protein subunits and assembly factors encoded by the 
nuclear genes,  SDHA ,  SDHB ,  SDHC ,  SDHD , and  SDHAF2 . This chapter focuses on molec-
ular mechanisms, available clinical molecular tests, interpretation of test results, and 
the clinical utility of molecular testing for hereditary PGL/PCC caused by mutations in the 
 SDH  genes. In general, diagnosis can be achieved by immunohistochemical studies of 
tumors, sequence analysis of  SDH  genes in germline cells and tumor tissues, and detection 
of large heterozygous deletions or duplications by microarray-based technology. Detailed 
clinical evaluation and family history are vital to appropriate prioritization of the diagnostic 
testing and for interpretation of test results.  
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        Introduction 

 Paragangliomas (PGLs) and pheochromocytomas (PCCs) 
are rare neuroendocrine tumors, which predominantly 
occur in the head and neck. PGLs are vascularized neuroen-
docrine tumors that arise from paraganglia of neural crest 
origin. PGL can be categorized into two groups. The sym-
pathetic PGLs are confi ned to the adrenal medulla, called pheo-
chromocytoma (PCC), and usually secrete catecholamines. 

The nonsecretory extra-adrenal parasympathetic PGLs 
occur predominantly in the head and neck, for example, in 
the carotid body, the chemoreceptive organ responsible for 
sensing of and adaptation to hypoxia in the blood. PGLs/
PCCs have a prevalence of one in 2,500–6,500 with an 
annual incidence of 500–1,600 in the USA [ 1 ]. 

 Most PGLs/PCCs are benign and occur predominantly at 
age 40–60 years. Familial cases develop tumors earlier and 
are more likely to have bilateral tumors [ 2 ]. The predisposi-
tion for PGL/PCC tumors is inherited in an autosomal domi-
nant mode, with loss of heterozygosity (LOH) in tumors. 
PGL/PCC can be part of a syndrome, such as multiple endo-
crine neoplasia syndrome types 2A and 2B (MEN types 2A 
and 2B), von Hippel-Lindau (VHL) disease, and neurofi bro-
matosis (NF) type 1. Hereditary PGL/PCC syndrome may 
also result from defects in mitochondrial complex II function. 
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Currently, ten genes are associated with PGL/PCC:  RET , 
 VHL ,  NF1 ,  MAX ,  TMEM127 ,  SDHA ,  SDHB ,  SDHC ,  SDHD , 
and  SDHAF2 (SDH5) . This chapter will focus on PGL/PCC 
due to defects in the mitochondrial respiratory chain complex 
II also called the succinate dehydrogenase (SDH) complex. 
Five different PGL phenotypes have been identifi ed, with 
each related to mutations in a different gene:  SDHA  (PGL5), 
 SDHB  (PGL4),  SDHC  (PGL3),  SDHD  (PGL1), and  SDHAF2  
(PGL2) .  

 The SDH complex is at the crossroad of the tricarboxylic 
acid cycle and the respiratory chain for adenosine triphos-
phate generation, which oxidizes succinate to fumarate and 
transfers electrons from FADH 2  to coenzyme Q (CoQ). Of 
the fi ve mitochondrial respiratory chain complexes, SDH is 
the only one for which all of the subunits are encoded by the 
nuclear genome. The SDH complex has two functional 
domains: the catalytic domain consisting of SDHA and 
SDHB and the mitochondrial inner membrane anchor 
domain composed of SDHC and SDHD. Assembly of com-
plex II requires at least two proteins, SDHAF1 [ 3 ] and 
SDHAF2 [ 4 ]. 

 The association of PGL/PCC with mitochondrial com-
plex II defects was fi rst established by the identifi cation of 
mutations in the  SDHD  gene [ 5 ]. Mutations in  SDHB , 
 SDHC ,  SDHA , and  SDHAF2  ( SDH5 ) also cause PGL/
PCC [ 4 ,  6 – 8 ]. Germline mutations in the  SDH  genes occur 
in 25–45 % of familial PGL/PCC cases, depending on 
clinical fi ndings and classifi cation, and in approximately 
12 % of sporadic cases [ 9 – 11 ]. The mutation detection 
rate in patients with a family history is very high (>90 %). 
Large germline deletions also occur but are less frequent 
(<5 %) [ 12 – 14 ]. Mutations are identifi ed more often in 
 SDHD  and  SDHB  than in  SDHC  [ 13 ] (Table  30.1 ). The only 
gene that is part of mitochondrial complex II subunits and 
assembly that has not been associated with PGL/PCC is 
 SDHAF1 . Autosomal recessive mutations in the  SDHAF1  
gene, however, have been identifi ed in patients with mito-
chondrial complex II defi ciency [ 3 ].

       Molecular Basis of Disease 

 The molecular mechanism underlying  SDH  mutations in 
PGL/PCC has yet to be identifi ed. A proposed mechanism is 
that mutations in the  SDH  genes may cause a cascade of 
molecular events, leading to the abnormal stabilization of 
hypoxia-inducible factor (HIF) under normoxic conditions 
known as pseudo-hypoxia. The pseudo-hypoxia may lead to 
increased angiogenesis in the PGL/PCC tumor tissue [ 7 ]. 
Defects in the SDH complex cause an accumulation of suc-
cinate that inhibits prolyl-4-hydroxylases (PHDs) and subse-
quently impairs prolyl-hydroxylation of HIF [ 15 ,  16 ], 
leading to tumorigenesis, possibly via a glycolytic shift 
(Warburg effect). Glycolytic shift is observed in solid tumors, 
in which tumor cells generate energy from glycolysis fol-
lowed by lactic acid fermentation [ 16 – 20 ]. Stabilized HIF 
activates transcription of genes downstream of the HIF path-
way, resulting in cell proliferation and angiogenesis, and 
ultimately tumorigenesis [ 21 ]. 

 The HIF pathway, which has been proposed to be defec-
tive in tumorigenesis caused by  SDH  mutations, normally 
functions to control cells’ responses to low O 2  in vivo. 
Mammalian cells have complicated machineries to respond 
to O 2  deprivation. A key modulator is HIF. HIF is a heterodi-
mer consisting of one O 2 -labile α subunit and one O 2 -stable 
β subunit. The α subunit has three forms: HIF1α, HIF2α 
(EPAS1), and HIF3α (IPAS). HIF1α exists ubiquitously. 
In the normoxic state, approximately 20 % of the HIFα sub-
units are hydroxylated at conserved proline residues and then 
degraded via the E3 ubiquitin pathway after forming a com-
plex with the VHL protein [ 18 ,  22 ]. However, in hypoxic 
conditions, HIFα is stabilized and activates transcription of 
genes adaptive to hypoxic conditions. Accumulation of suc-
cinate due to mutations in  SDH  genes can inhibit the degra-
dation of HIF1α protein, resulting in increased transcription 
of genes important for response to hypoxic conditions. 
In moderate hypoxic conditions (1.5 % O 2 ), mitochondria 
stimulate the production of cellular reactive oxygen species 
that may inhibit HIFα degradation. These oxygen radicals 
are specifi cally formed from complex III of the mitochon-
drial respiratory chain [ 23 ,  24 ]. 

 The molecular mechanism underlining PGL/PCC caused 
by mutations in  SDH  genes may differ from those associated 
with mutations in  VHL ,  RET ,  NF1 , and  TMEM127 . A study 
of the expression profi le of PGL/PCC tumors using microar-
ray technology demonstrated a different expression pattern 
in tumors with mutations in the  SDH  genes compared to 
tumors with mutations in  VHL ,  RET ,  NF1 , or  TMEM172.  
A somatic point mutation may function similarly to LOH in 
causing PGL/PCC tumors [ 10 ]. 

 The study of  SDHD  knockout mice showed that  SDHD  −/−  
mice died in early embryonic stage (<7.5 days post conception) 

    Table 30.1    Number of germline mutations identifi ed in the  SDHB , 
 SDHC , and  SDHD  genes in PGL/PCC   

  Gene    Study 1 (%)    Study 2 (%)    Study 3   a   (%) 

  SDHB   16 (8.4)  24 (4.8)  38 (24.7) 

  SDHC   2 (1.1)  4 (0.8)  2 (1.3) 

  SDHD   3 (1.6)  47 (9.4)  31 (20.1) 

 Total cases  190 (11.1)  501 (15)  154 (46.1) 

  Study 1: [ 10 ] 
 Study 2: [ 14 ] 
 Study 3: Cases tested during July 2007 to January 2012 in the Medical 
Genetics Laboratories (MGL), Baylor College of Medicine (BCM) 
  a The higher mutation rate in Study 3 is likely due to the selection bias 
of specimens tested because samples were sent to MGL specifi cally for 
mutation analysis of  SDH  genes  
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and  SDHD  +/−  mice had a defi ciency of SDH activity. 
However, tumorigenesis in these  SDHD  +/−  mice was not 
increased, indicating differences of the pathophysiology 
between human and mouse [ 25 ]. 

    SDHA 

 The  SDHA  gene is located at human chromosome 5p15.33 
[ 26 ] and codes for the largest subunit of the SDH complex. 
The gene consists of 15 exons and produces a 2,286 
 nucleotide transcript, which encodes a 644 amino acid poly-
peptide of 70 kDa. SDHA is a fl avoprotein, which forms the 
SDH catalytic domain in complex with SDHB, an iron-sul-
fur protein. Disease-related mutations in the  SDHA  gene 
were fi rst identifi ed in Leigh syndrome patients with mito-
chondrial respiratory chain complex II defi ciency [ 27 ], 
which is inherited in an autosomal recessive fashion. In 
2010, the fi rst case of an  SDHA  mutation associated PGL/
PCC syndrome was reported in a patient with an extra- 
adrenal PGL [ 7 ], which is also categorized as paraganglioma 
syndrome type 5 (PGL5, OMIM #600857). The mutation 
was a germline heterozygous missense mutation, c.1765C>T 
(p.R589W), identifi ed in the patient’s blood sample. 
However, in the patient’s tumor tissue, the mutant molecules 
were found to be predominant (much greater than 50 %), 
suggesting LOH, which was confi rmed by array comparative 
genomic hybridization (aCGH) analysis. The predisposition 
to PGL/PCC tumors due to an  SDHA  germline mutation is 
inherited as an autosomal dominant trait at the pedigree 
level, but recessive at the cellular level, requiring a second 
mutation to lead to tumorigenesis. 

 Twenty-eight (28) point mutations in the  SDHA  gene have 
been reported in Human Genome Mutation Database 
(HGMD) (as of November 2014). Five mutations are associ-
ated with PGL/PCC. The remaining mutations are associated 
with Leigh syndrome, optic atrophy, ataxia, and myopathy 
[ 27 – 32 ]. The germline mutations were found in sporadic 
cases of PGL/PCC with negative SDHA immunostaining and 
LOH in their tumor tissues. The penetrance of  SDHA  muta-
tions may be low. For example, the p.R31* and p.R585W 
mutations were found at a frequency of 0.3 % and 0.1 %, 
respectively, in the general population who are not affected 
with PGL/PCC, suggesting a low penetrance [ 33 ].  

    SDHB 

 The  SDHB  gene is located at chromosome 1p36.13 and con-
sists of eight exons encoding a 30 kDa protein of 280 amino 
acids. The SDHB protein is an iron-sulfur protein forming 

part of the SDH complex catalytic domain with the SDHA 
subunit.  SDHB  is the most commonly mutated gene in PGL/
PCC (PGL4, OMIM #185470). Currently, 195  SDHB  muta-
tions associated with PGL/PCC have been recorded in the 
HGMD, in contrast to the number of mutations in the other 
 SDH  genes (5 in  SDHA , 44 in  SDHC , 144 in  SDHD , and 2 in 
 SDHAF2 ) (Table  30.2 ).  SDHB  mutations are more frequently 
found in secreting PGL and malignant tumors [ 8 ,  34 ]. 
However, the penetrance of  SDHB  mutations is low (approx-
imately 18 % at age 60) [ 35 ], which may explain why  SDHB  
mutations are more common in sporadic PGLs/PCCs. Since 
the survival rate for patients with SDHB-immunonegative 
tumors is lower than for patients with SDHB-immunopositive 
tumors,  SDHB  germline mutation may serve as a prognostic 
marker for patients with PGL/PCC [ 36 ].

       SDHC 

 The  SDHC  gene is located at chromosome 1q23.3 and has at 
least four alternatively spliced isoforms, although the func-
tional signifi cance of the isoforms is not well understood. 
The longest isoform (NM_003001.3) consists of six exons. 
The SDHC protein is located in the mitochondrial inner 
membrane and together with SDHD forms an anchor domain 
for the mitochondria respiratory chain complex II.  SDHC  
was the second SDH gene associated with PCC/PGL [ 8 ]. 
Mutations in  SDHC  have been found in paraganglioma syn-
drome type 3 (PGL3, OMIM #602413) but are much less 
frequent than those in  SDHB  or  SDHD  (Table  30.1 ).  SDHC  
mutations are mostly found in head and neck PGL, although 
PGLs/PCCs in other loci caused by  SDHC  mutations have 
been reported [ 37 ,  38 ]. Germline deletion of exon 3 of the 
 SDHC  gene has been identifi ed in a patient in a study of 190 
patients affected with PGL/PCC. The patient had germline 
deletion of  SDHC  exon 3, but LOH was not found in the 
tumor. Instead, there was a gain of the entire 1q harboring the 
mutated  SDHC  gene with exon 3 deletion in the tumor tissue, 
suggesting that the mutant allele was duplicated [ 10 ].  

   Table 30.2    Types of mutations in  SDH  genes associated with paran-
gliomas and pheochromocytomas based on data from the Human 
Genome Mutation Database (HGMD; November 2014)   

  Missense    Nonsense    Splicing  
  Small 
indels  

  Gross 
indels    Total  

  SDHA   4  1  0  0  0  5 

  SDHB   78  16  26  53  22  195 

  SDHC   19  7  6  5  7  44 

  SDHD   39  20  12  57  16  144 

  SDHAF2   1  0  0  1  0  2 

30 Hereditary Paraganglioma and Pheochromocytoma



396

    SDHD 

 SDHD is the smallest subunit in the SDH complex and was 
the fi rst protein subunit in the SDH complex identifi ed to 
cause paraganglioma syndrome type 1 (PGL1, OMIM 
#168000) [ 5 ]. The  SDHD  gene is located at chromosome 
11q23.1 and has four exons encoding a 159-amino-acid 
polypeptide.  SDHD  mutations are predominantly found in 
head and neck PGL [ 34 ,  39 ]. Although PGL/PCC with an 
 SDHD  mutation is transmitted in an autosomal dominant 
mode, inheritance is almost exclusively through paternal 
transmission, which suggests maternal imprinting (inactiva-
tion) even though the  SDHD  gene itself is not imprinted [ 5 ]. 
Hensen and colleagues studied 23 SDHD-linked tumors and 
found all had lost the entire maternal chromosome 11. Thus, 
they hypothesized that PGL/PCC caused by  SDHD  muta-
tions might require three hits: an  SDHD  germline mutation, 
the loss of or a somatic mutation in the wild-type  SDHD  
gene in the tumor, and defects in another paternally imprinted 
tumor suppressor gene on chromosome 11, most likely 
11p15 where the only imprinted gene cluster on chromo-
some 11 is located [ 40 ]. However, one defi nitive adrenal 
PCC case had maternal transmission of the  SDHD  mutation. 
Molecular studies on tumor and blood demonstrated a germ-
line mutation, a loss of the wild-type paternal  SDHD , and a 
loss of the maternal 11p region. Although lacking the typical 
paternal transmission, this case also supports a 3-hit hypoth-
esis [ 41 ].  

    SDHAF2 (SDH5) 

  SDHAF2 (SDH5)  is the latest SDH complex gene found to 
be involved in the tumorigenesis of PGL/PCC.  SDHAF2 
(SDH5)  is located at chromosome 11q12.2, about 50 Mb 
away from the  SDHD  gene, and consists of four exons encod-
ing a 166-amino-acid polypeptide. SDHAF2 interacts with 
SDHA and is required for the fl avination of SDHA. Thus, 
mutations in  SDHAF2  destroy SDH activity, reduce the sta-
bility of the SDH complex, and result in paraganglioma syn-
drome type 2 (PGL2, OMIM #601650) [ 4 ]. Inheritance of 
the risk for PGL/PCC due to an  SDHAF2  mutation is also via 
an autosomal dominant mechanism but shows parent-of- 
origin effects. Similar to  SDHD  mutations,  SDHAF2  muta-
tions are paternally inherited for tumor susceptibility, and 
maternally transmitted mutations do not result in tumors [ 4 ]. 
By studying a large family with an  SDHAF2  mutation, Kunst 
et al. found that 12 of 16 carriers who inherited the mutation 
from their fathers were affected. Twenty-four tumors were 
found in 11 affected family members (one patient’s clinical 
information was unavailable) and 10 of the 11 patients had at 
least two tumors. All tumors were found in the head and 
neck with the majority in the carotid body (17/24 or 71 %) 

[ 42 ]. Currently, two mutations have been reported. One 
mutation, c.232G>A (p.G78R), was identifi ed in a large 
Dutch family and a Spanish family [ 4 ,  42 ,  43 ]. A study of 
443 sporadic PGL/PCC patients who had no mutations iden-
tifi ed in the  SDHB ,  SDHC , or  SDHD  genes did not identify 
any germline mutations or gross deletions in the  SDHAF2  
gene, suggesting a very low incidence [ 43 ]. The other muta-
tion, c.358dupT, was reported in a sporadic patient with head 
and neck paraganglioma in the right carotid body [ 44 ].   

    Available Assays 

 In general, immunostaining of tumor tissues is a straight-
forward assay for the prediction of mutated genes and can 
be used as a fi rst step in screening. SDHB immunostaining 
can be diagnostic based on a study of 200 PGL/PCC tumors 
in which all 102 PGLs/PCCs with an  SDHB ,  SDHC , or 
 SDHD  mutation lacked SDHB protein staining, while all 
65 PGLs/PCCs associated with MEN2, VHL, and NF1, and 
47 of the 53 PGLs/PCCs without identifi able germline 
mutations had SDHB immunostaining [ 45 ]. This study sup-
ports that hypothesis that the major effect of an  SDH  muta-
tion is to alter assembly or stability of the SDH complex, as 
opposed to disruption of catalytic dysfunction [ 45 ]. Later, 
SDHB- immunonegative staining was found in all eight 
PGLs/PCCs with a heterozygous  SDHA  germline mutation 
[ 7 ,  33 ]. Based on clinical fi ndings such as family history, 
malignancy and location of tumors, and clinical symptoms, 
the appropriate candidate gene(s) may be sequenced. For 
example, a patient with a sporadic malignant, SDHB-
immunonegative, extra- adrenal tumors is highly suggestive 
of an  SDHB  germline mutation. Lack of SDHA immunos-
taining may be quite specifi c for an  SDHA  germline muta-
tion. Based on a study of 316 PGL/PCC tumors using 
SDHA immunostaining, six of seven SDHA-negative stain-
ing tumors were found to have a heterozygous  SDHA  germ-
line mutation. The remaining one did not have enough 
DNA for  SDHA  sequence analysis [ 33 ]. 

 Sequence analysis of the  SDH  genes is the gold standard 
for mutation detection of point mutations and small deletions 
and insertions. Currently, the most widely used method is 
Sanger sequencing. Each coding exon and approximately 50 
base pairs of fl anking intronic sequences are amplifi ed using 
polymerase chain reaction (PCR), followed by sequencing of 
the PCR products using dideoxy chain termination Sanger 
sequencing, and analysis on an automated DNA sequencer. 
The sequencing results are compared to reference sequences 
to determine nucleotide changes. This testing approach is 
widely used in clinical molecular laboratories. 

 For detection of large deletions and duplications involv-
ing the  SDH  genes, aCGH technology can be performed. The 
aCGH technology compares the genomic DNA isolated from 
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a patient and a control. The optimal microarray for  SDH  
gene assessment contains oligonucleotide probes across the 
entire human genome with dense probes targeted to exons of 
genes involved in mitochondrial and metabolic disorders 
[ 46 ]. A custom-designed oligonucleotide microarray 
(MitoMet oligonucleotide microarray, developed by Medical 
Genetics Laboratories at the Baylor College of Medicine, 
  http://www.bcm.edu/geneticlabs/    ) has been successfully 
used to detect a deletion involving exon 2 of the  SDHC  gene.  

    Interpretation of Results 

 Negative immunostaining of SDHB (i.e., lack of SDHB 
staining) is diagnostic of a germline mutation in one of the 
 SDH  genes [ 45 ]. Thus, sequence analysis of the  SDHB , 
 SDHC , and  SDHD  genes should be performed. SDHA- 
negative immunostaining of a tumor tissue is specifi c for an 
 SDHA  germline mutation. Thus, sequence analysis of the 
 SDHA  gene is highly recommended. 

 Sanger sequencing of the  SDH  genes has 98 % sensitivity; 
however, interpretation of the pathogenicity of an identifi ed 
variant, especially a novel change, may be challenging. 
Information regarding clinical fi ndings, detailed family his-
tory, testing of other affected and unaffected family members, 
molecular analyses of tumor tissues, the effect of the variant 
on protein structure, and the conservation of the base and/or 
codon across species may help with the correct interpretation 
of a novel variant. Databases such as Human Gene Mutation 
Database (HGMD;   http://www.hgmd.org/    ) and dbSNP 
(  http://www.ncbi.nlm.nih.gov/snp/    ) are excellent resources to 
help with the evaluation of a novel variant. Currently, approx-
imately 390  SDH  gene mutations have been reported in 
HGMD. It is worth noting that even though recessive muta-
tions in the  SDHC  and  SDHD  genes have not been reported in 
the literature, the possibility that severe mitochondrial respi-
ratory chain complex II defi ciency caused by two recessive 
mutations in these genes cannot be ruled out. 

 The penetrance of mutations in the  SDH  genes is variable. 
The available data for penetrance studies focused on the two 
most commonly mutated  SDHB  and  SDHD  genes. The pen-
etrance of  SDHB  mutations is 40–55 % at age 40 years and 
70–95 % at age 60 years [ 34 ,  47 ,  48 ]. The differences among 
studies may be due to the limited number of family members 
studied, especially the members who do not have clinical 
presentations, the particular mutations involved in a family, 
and family-specifi c modifi ers. Another study used a modi-
fi ed algorithm to recalculate the penetrance based on the 
same datasets and found that the penetrance is 8 % (4–11 %) 
at 40 years old and 18 % (10–26 %) at 60 years old [ 35 ]. The 
penetrance of an  SDHD  mutation is approximately 80 % at 
age of 50 years [ 34 ,  47 ]. 

 Recessive  SDHA  mutations cause severe mitochondrial 
respiratory chain complex II defi ciency and Leigh syndrome 
in early childhood [ 27 ,  29 ,  31 ]. However, a dominant  SDHA  
germline mutation may result in PGL5 with LOH in the 
tumors, late-onset optic atrophy, ataxia, and myopathy, or 
gastrointestinal stromal tumors [ 7 ,  28 ,  30 ,  33 ]. As described 
by Korpershoek and colleagues, some  SDHA  mutations in 
PGL/PCC may occur in sporadic cases and may exhibit low 
penetrance. Therefore, an accurate clinical evaluation, fam-
ily history, immunohistochemical and enzymatic analyses on 
tumor tissues, LOH study, and an estimated allelic frequency 
of a particular variant in the population must be considered 
for the proper interpretation of a variant. 

 An accurate detailed family history is especially impor-
tant for the interpretation of mutations in the  SDHD  and 
 SDHAF2  genes due to their parent-of-origin effects. The 
tumors are exclusively from paternally inherited alleles 
[ 4 ,  5 ]. Thus, a paternal transmission pattern in a family pedi-
gree is highly suggestive of an  SDHD  or  SDHAF2  germline 
mutation.  

    Clinical Utility of Testing 

 Although the majority of PGLs are benign, about 10 % may 
develop malignant features. Up to 65 % of PGLs in children/
adolescents (<20 years old) are malignant [ 48 ]. Malignancy 
of PGL/PCC is defi ned by the presence of metastases, not by 
local invasion. Malignancy is not easy to determine by imag-
ing or histochemistry. The prognosis for malignant PCC is 
about 50 % 5-year survival [ 1 ,  2 ]. Approximately 29 % of 
head and neck PGL produce signifi cant amounts of catechol-
amines [ 50 ]. Excessive catecholamines may cause a variety 
of clinical symptoms including hypertension, palpitations, 
headache, sweating, and pallor. 

 Early detection of a PGL/PCC tumor with confi rmed 
molecular testing is useful for disease prognosis and patient 
care. The primary goals for molecular testing of the  SDH  
genes in patients affected with PGL/PCC are to confi rm a 
clinical diagnosis, to improve medical management for the 
patients, and to facilitate carrier testing and genetic 
 counseling for family members. Confi rmation of the clinical 
diagnosis by the identifi cation of a causative mutation may 
help clinicians to focus on the proper treatment and patient 
management rather than further expensive screening for dif-
ferential diagnosis. Since  SDH  genes are tumor suppressor 
genes with an autosomal dominant mode of inheritance, 
identifi cation of a mutation warrants testing of at-risk family 
members, including parents, children, and siblings of the 
proband. First-degree relatives have a 50 % carrier risk. If the 
mutation is not found in the parents, the mutation may be 
considered de novo, although gonadal mosaicism, which has 
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not been documented, cannot be ruled out. Familial testing 
may fi nd the mutation in young, presymptomatic relatives. 
Those presymptomatic mutation carriers could be closely 
monitored, for example, by regular computed tomography 
(CT) scanning or magnetic resonance imaging (MRI). Thus, 
a tumor may be identifi ed at an early stage, which may allow 
early removal of the tumor to cure the disease. Surgery is still 
the primary treatment of PGL/PCC. Laparoscopic surgery is 
the fi rst choice for resection of adrenal and extra-adrenal 
tumors. Other treatments include chemotherapy, radiother-
apy, and/or [ 131 I] meta-iodobenzylguanidine [ 1 ]. Those rela-
tives who have tested negative for the familial mutation may 
be spared the monitoring procedures.  

    Quality Control and Laboratory Issues 

 Although lack of SDHB immunostaining of tumor tissues is 
highly suggestive of a mutation in the  SDH  genes, the spe-
cifi c gene is not identifi ed by this test. Other information 
including family history, location and malignancy of the 
tumor, and the number of tumors may help to prioritize can-
didate genes. Sequence analysis of  SDHB  should be the top 
priority if a sporadic patient is affected with malignant PGL/
PCC.  SDHD  sequencing is highly recommended for a patient 
with a family history, especially if all the affected family 
members show inheritance from their fathers. While Sanger 
sequencing has high sensitivity for detection of point muta-
tions in the coding regions, some mutations may be missed. 
For example, single nucleotide polymorphisms at PCR 
primer sites may result in allele dropout due to lack of or 
reduced PCR amplifi cation of that allele and mutations in the 
promoter and deep intronic regions, and large heterozygous 
deletions/duplications may not be detected by sequencing. 
These drawbacks can be overcome by careful test design. For 
instance, two pairs of primers amplifying the same exon may 
be designed to avoid reduced amplifi cation due to SNPs at 
the primer sites, and PCR primers may be used to amplify 
promoter and deep intronic regions for mutation testing. 
Large heterozygous germline deletion mutations have been 
reported [ 14 ]. If clinical fi ndings strongly suggest an  SDH  
mutation and sequence analysis is negative, aCGH testing or 
MLPA should be considered [ 46 ]. 

 Special attention is required for the test design for  SDHA  
sequence analysis due to the existence of a highly homolo-
gous pseudogene, which is located on chromosome 3q29. 
The homologous region involves exons 3–14. When clinical 
manifestation and other laboratory results strongly suggest 
an  SDHA  germline mutation but a mutation cannot be found 
by routine  SDHA  sequence analysis, the other factors 
 mentioned above need to be considered. For example, long-
range PCR (LR-PCR) may be used to avoid amplifi cation of 
the pseudogene. Additional pairs of PCR primers may be 
used to avoid SNPs in PCR primer sites. In our laboratory 

(Medical Genetics Laboratories at the Baylor College of 
Medicine), we design LR-PCR primers that are located in 
nonhomologous regions to specifi cally amplify the  SDHA  
gene and not the pseudogene. The LR-PCR products are then 
used as templates for PCR amplifi cation of each exon that 
has homologous sequence in the genome. This strategy can 
avoid interference from homologous sequences. Even though 
the  SDHD  gene has a processed pseudogene on chromosome 
1, sequence analysis may not be an issue because PCR prim-
ers are usually designed to include partial introns where 
sequences are locus specifi c. Due to existence of homolo-
gous sequences for the  SDHA  and  SDHD  genes, aCGH may 
not be useful to detect exonic deletions/duplications. In these 
cases, MLPA analysis is an option. 

 Profi ciency testing programs are not available for the 
 SDH  genes, so laboratories must meet the profi ciency testing 
requirements through interlaboratory sample exchange.     
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 Abstract  

  Molecular testing of colorectal cancer (CRC) has become the standard practice in the 
management of patients who are candidates for chemotherapy and gene- or pathway-
targeted therapies, providing critical information for precision therapy. Current and emerg-
ing testing approaches and guidelines used to select  EGFR  pathway-targeted therapies for 
CRC are reviewed, as well as the use of DNA mismatch repair defi ciency testing in CRC 
for identifi cation of patients who might not benefi t from conventional therapies containing 
5- fl uorouracil (5FU). Recent recommendations for extended  RAS  mutation testing encom-
passing exons 2, 3, and 4 of  KRAS  and  NRAS  in CRC are highlighted. An overview of labo-
ratory considerations includes the critical role of tumor tissue evaluation by pathologists, in 
order to select the best areas of tumor for testing. In addition to a number of conventional 
testing platforms, given the increasing number of gene mutations that may be critical to 
achieve targeted therapy effi cacy in CRC, advances in the use of gene panels for mutation 
analysis with platforms that permit detection of hundreds of mutations in a single sample, 
such as next-generation sequencing (NGS) gene panels, are described.   

 Keywords  

  Mutation testing recommendations   •   Mutation detection assays   •    RAS  mutation   •    BRAF  
mutation   •   Microsatellite instability   •   Colorectal cancer   •   Targeted therapy  

        Molecular Basis of Colorectal Cancer 

 Colorectal cancer (CRC) is the third most common cause of 
cancer in men and women in the USA with approximately 
140,000 new cases annually [ 1 ,  2 ]. The majority of CRCs 
arise from precursor adenomas or from serrated polyps [ 3 , 
 4 ]. The classifi cations of CRC based on molecular altera-
tions have been centered on genomic and epigenomic altera-
tions, leading to CRC molecular subtypes with chromosomal 
instability (CIN), CpG island methylator phenotype (CIMP), 
and microsatellite instability (MSI) [ 5 – 7 ]. Based on these 
genomic and epigenomic changes, fi ve CRC types with 
prognostic signifi cance have been defi ned: CIN only 
(58.2 %), MSI associated (12.6 %), CIMP only (5.3 %), 
CIMP+/CIN+ (13.4 %), and triple negative (10.6 %) [ 7 ]. 
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 The CIN pathway CRCs arise through the conventional 
adenoma-to-carcinoma progression and are characterized by 
widespread imbalances in chromosome numbers and altera-
tions of multiple tumor suppressor genes and oncogenes, 
including adenomatous polyposis coli ( APC ), deleted in 
colorectal cancer ( DCC ), and deleted in pancreatic cancer 4 
( DPC4, SMAD4 ),  TP53 ,  KRAS , and  CTNNB1  [ 3 ]. The CIMP 
pathway CRCs are characterized by methylation of CpG 
islands in genes associated with CRC carcinogenesis such as 
the  CDKN2A  tumor suppressor gene,  THBS1 ,  MLH1 , and 
other cancer-related genes [ 8 ,  9 ]. 

 MSI occurs in both sporadic and hereditary CRCs, 
however, by different mechanisms. The MSI pathway uti-
lized by sporadic CRCs is characteristic of tumors with 
loss of expression of  MLH1  resulting from CIMP-
associated CpG promoter methylation of the promoter 
region of this DNA mismatch repair (MMR) gene [ 9 ,  10 ]. 
In contrast, in hereditary nonpolyposis colorectal cancer 
(HNPCC), also known as Lynch syndrome, which repre-
sents 3–6 % of all CRC cases, MSI is due to germline 
mutations in one of the MMR genes. In both cases, defi -
cient MMR function results in ineffective repair of DNA 
polymerase slippage errors in microsatellites and repeti-
tive nucleotide sequences during DNA synthesis, result-
ing in changes in the number of nucleotides in these 
repeats, which is called MSI [ 11 ,  12 ]. Notably, CIMP is 
not a feature of HNPCC CRCs [ 13 ]. HNPCC patients 
inherit germline mutations of  MLH1 ,  MSH2 ,  MSH6 , or 
 PMS2 , in approximately 40 %, 40 %, 10 %, and 5 % of 
HNPCC cases, respectively [ 14 ]. 

 Recently, The Cancer Genome Atlas (TCGA) project 
reported the results of a comprehensive analysis of 276 
CRCs that included exome and DNA copy number analy-
sis, CpG methylation assessment, and messenger RNA and 
microRNA expression [ 5 ]. The TCGA exome sequence 
analysis revealed two CRC groups: hypermutated and 
non- hypermutated tumors, consistent with previous stud-
ies [ 5 ]. Most hypermutated tumors (70 %) had high levels 
of MSI (MSI-H), with the majority showing  MLH1  pro-
moter methylation, and most but not all cases showed 
overlapping CIMP. The remainder of the hypermutated 
tumors (30 %) lacked MSI-H, CIMP, or  MLH1  promoter 
methylation, but had somatic mutations in MMR genes or 
the  POLΕ  gene [ 5 ]. The most frequently mutated genes in 
the hypermutated tumors were  ACVR2A ,  APC ,  TGFBR2 , 
 MSH3 ,  MSH6 ,  SLC9A9 ,  TCF7L2 , and  BRAF  (specifi cally 
the  V600E  mutation). The most frequent mutations in non-
hypermutated tumors were detected in the following 
genes:  APC ,  TP53 ,  KRAS ,  PIK3CA ,  FBXW7 ,  SMAD4 , 
 TCF7L2 , and  NRAS  [ 5 ]. The TCGA report provided a 
detailed analysis of altered pathways in CRC, summarized 
below [ 5 ]. 

    WNT Signaling Pathway 
 Alteration of the WNT signaling pathway occurs in 93 % of 
all CRCs, and inactivation of  APC  or activating mutations of 
 CTNNB1  occur in approximately 80 % of tumors. The WNT 
receptor frizzled ( FZD10 ) was overexpressed in approxi-
mately 17 % of cases [ 5 ].  

    PI3K, RAS, and MAPK Signaling Pathways 
 Among non-hypermutated CRCs, 55 % have alterations in 
 KRAS ,  NRAS , or  BRAF , with signifi cant mutual exclusivity. 
 IGF2  and  IRS2  overexpression was seen in some tumors. 
Mutually exclusive mutations in  PIK3R1  and  PIK3CA  and 
deletions in  PTEN  occur in 2 %, 15 %, and 4 % of non- 
hypermutated tumors, respectively. Co-occurrence of altera-
tions involving the RAS and PI3K pathways occur in 
one-third of tumors, suggesting that simultaneous inhibition 
of the RAS and PI3K pathways may be required to achieve 
therapeutic benefi t when treating these CRCs [ 5 ].  

    TGF-β Signaling Pathway 
 Genomic alterations in  TGFBR1 ,  TGFBR2 ,  ACVR2A , 
 ACVR1B ,  SMAD2 ,  SMAD3 , and  SMAD4  occur in 27 % of 
non-hypermutated and in 87 % of hypermutated CRCs [ 5 ].  

    TP53 Pathway 
 Alterations in  TP53  occur in 59 % of non-hypermutated 
CRCs. Alterations in ATM, a kinase that phosphorylates and 
activates TP53 after DNA damage, are seen in 7 % of non-
hypermutated tumors. Alterations in these two genes trend 
toward mutual exclusivity [ 5 ].  

    Role of MYC in CRC 
 Integrated analysis of copy number, gene expression, meth-
ylation, and pathway data show that most CRCs have changes 
in the genes that are transcriptionally regulated by 
MYC. Activation of the WNT signaling pathway and inacti-
vation of the TGF-β signaling pathway, resulting in increased 
activity of MYC, were nearly always present in CRC [ 5 ].   

    Molecular Testing of Colorectal Cancer 
for Targeted and Conventional Therapies 

 In clinical practice, molecular testing of CRCs is used to iden-
tify gene mutations that help oncologists select the therapeutic 
regimen for individual patients and to evaluate MMR defi ciency 
to identify patients with HNPCC or sporadic MSI CRCs. 
Testing for DNA MMR in CRC is discussed in Chap.   24    . 
This chapter reviews current and emerging testing approaches 
used to (1) select EGFR pathway-targeted therapies for CRC 
treatment and (2) identify patients who might not benefi t from 
conventional therapies containing 5- fl uorouracil (5-FU). 
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    Targeting EGFR Signaling Pathways in CRC 

 Aberrant activation of EGFR signaling pathways is frequent 
in CRC and is primarily associated with activating mutations 
of genes in the MAPK and PI3K pathways [ 1 ,  15 ]. In con-
trast to lung cancers, activating mutations in the  EGFR  gene 
itself have not been identifi ed in CRC [ 1 ,  15 ]. The frequen-
cies of mutations in EGFR pathway genes in CRC are shown 
in Table  31.1  [ 16 ]. Combined mutations of  KRAS  or  NRAS  
and  PIK3CA  (5–10 %) also occur. Together,  BRAF  and 
 KRAS  are mutated in about half of all CRC cases, and  KRAS  
and  BRAF  mutations are mutually exclusive [ 17 ,  18 ]). 
Activating mutations in the  KRAS  gene are associated with 
lack of responsiveness to monoclonal antibody-based ther-
apy for CRC that targets EGFR.  KRAS  mutations occur 
mostly at exon 2 (codon 12 [70–80 %] or 13 [20–30 %]), 
followed by mutations in exon 3 at codon 61 and in exon 4 at 
codon 146 [ 19 ]. Mutations at codons 59 and 117 have also 
been recently reported (Table  31.2 ). A similar spectrum of 
 NRAS  mutations is seen in CRC (Table  31.2 ).

    The most frequent  BRAF  mutations in CRC occur in exon 
15 with a T-to-A transversion at nucleotide position 1,796, 
which leads to the substitution of valine for glutamate 
(V600E) [ 16 ]. The  BRAF  V600E mutation occurs in 4–12 % 
of MMR-profi cient (microsatellite stable) CRCs and in 
40–74 % of MLH1-defi cient/MSI-H sporadic CRCs, but is 
not found in MLH1-defi cient MSI-H CRC in HNPCC CRCs 
[ 17 ,  22 ,  23 ]. Therefore, determination of  BRAF  V600E 
mutation status may differentiate sporadic from hereditary 
MSI-H CRC, since hereditary CRC will not have a  BRAF  
V600E mutation. 

 Mutations in the PI3K pathway have been reported in 
approximately 20 % of all CRCs [ 16 ,  17 ]. Interestingly, 
mutations involving genes in the two EGFR signaling path-
ways are not mutually exclusive, and about 5–10 % of CRCs 
carry mutations in genes from both the MAPK and PIK3 sig-
naling pathways [ 16 ,  17 ]. 

 Cetuximab and panitumumab are antibodies that bind to 
the extracellular domain of EGFR, block EGF and binding 
of other endogenous ligands to the EGFR, and thereby 
block EGFR signaling. Targeted EGFR therapies improve 
progression- free and overall survival in metastatic CRC [ 24 ]. 

For patients with metastatic CRC with wild-type  KRAS , 
treatment with cetuximab signifi cantly improved overall 
survival (median 9.5 vs 4.8 months) as compared to sup-
portive care alone (Karapetis et al. [ 25 ]). In contrast, 
patients with mutated  KRAS  CRCs showed no signifi cant 
difference between those who were treated with cetuximab 
and those who were not, leading to the conclusion that 
patients with CRC carrying a mutated  KRAS  do not benefi t 
from cetuximab, whereas patients with wild-type  KRAS  
CRC benefi t from cetuximab therapy because the antibody 
effectively blocks the activating EGFR signaling at the cell 
surface [ 25 ]. The mutations tested for in the fi rst trials were 
limited to  KRAS  exons 12 and 13 [ 24 ]. Further evidence 
from phase II and III clinical trials using monoclonal anti-
bodies as monotherapy or in combination with chemother-
apy for metastatic CRC (stage IV: any T, any N, M1) 
demonstrated that CRC with a  KRAS  mutation in codons 
12, 13, or 61 did not benefi t from treatment with cetuximab 
or panitumumab [ 26 ]. Based on the available clinical trial 
data in 2009, the American Society of Clinical Oncology 
recommended that patients with metastatic CRC who are 
candidates for anti- EGFR antibody therapy should have 
their tumor tested for  KRAS  mutations in a CLIA-accredited 
laboratory [ 26 ]. 

 Up to 40 % of patients with a CRC without a  KRAS  muta-
tion respond to anti-EGFR antibody therapy, while the 
remaining 60 % of patients with  KRAS  wild-type tumors did 
not respond [ 26 ]. The lack of response may be due to (1) 
mutations in genes downstream of KRAS, (2) the presence 
of  KRAS  mutations in exons not tested in the assay used for 
 KRAS  mutation testing, (3) mutations in  NRAS , or (4) 
changes in other oncogenic pathways in individual cancers. 
For CRC with mutant  KRAS , a number of drugs targeted to 
inhibit downstream signaling molecules, such as inhibitors 
of mTOR, RAF, and MEK, are under evaluation [ 27 ]. 

     Table 31.2    Overall  RAS  mutations in CRCs without mutations in 
 KRAS  codons 12 and 13   

  OPUS trial 
(% of total 
CRCs)  

  CRYSTAL 
trial (% of 
total CRCs)  

 CRCs with other  RAS  mutations 
(WT  KRAS  C12 and C13) 

 27.9  17.0 

  Other KRAS mutations   15.2  8.9 

 Exon 3: C59 and C61  5.9  3.3 

 Exon 4: C117 and C146  9.3  5.6 

  NRAS mutations   12.7  8.1 

 Exon 2: C12 and C13  6.8  3.5 

 Exon 3: C59 and C61  5.1  2.8 

 Exon 4: C117 and C146  0.8  0.9 

  The cutoff used for scoring mutation positivity was 5 % in both OPUS 
and CRYSTAL trials [ 20 ,  21 ] 
  C  codon,  WT  wild type  

   Table 31.1       Frequencies of mutations in EGFR pathway genes in 
colorectal cancer   

  Pathway    Genes    Frequency (%)  

 MAPK pathway   KRAS   40–45 

  NRAS   2.5 

  BRAF   5–10 

 PI3K pathway   PIK3CA   15 

  PTEN   10–20 

  AKT   5 
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 The role of  BRAF  mutation for prediction of response to 
anti-EGFR therapy in CRC is still pending results from 
larger studies [ 28 ,  29 ]. One study reported that colon cancer 
cells were unresponsive to the BRAF inhibitor vemurafenib 
due to rapid feedback activation of EGFR, blunting the ben-
efi t of vemurafenib [ 30 ]. However, the low proportion of 
CRC cases with  BRAF  mutations and the poor prognosis 
associated with  BRAF  mutations make determination of a 
defi nitive impact on outcomes diffi cult [ 28 ,  29 ]. 

 Confl icting roles of  PIK3CA  mutations in tumor response 
to anti-EGFR antibody therapy have been reported in a num-
ber of small studies [ 31 ,  32 ]. However, a large study found 
that the presence of a  PIK3CA  mutation is associated with a 
poor response to cetuximab [ 17 ]. In this study,  BRAF ,  NRAS , 
and  PIK3CA  exon 20 mutations were signifi cantly associ-
ated with a poor response to cetuximab, and objective 
response rates were improved by stratifying patients by gen-
otype of  BRAF ,  NRAS , and  PIK3CA  exon 20 mutations in 
the  KRAS  wild-type population and excluding patients with 
any mutation from the treatment arm [ 17 ,  33 ]. However, 
guidelines for testing CRC of patients who are candidates for 
anti- EGFR antibody therapy for  BRAF  and  PIK3CA  muta-
tions have not yet been reported.  

    Tissue Sample and Gene Testing 
Considerations for CRC-Targeted Therapies 

 The standard of practice for selection of patients with meta-
static CRC who are candidates for targeted therapies with 
anti-EGFR antibodies has been primarily based on the muta-
tion status of  KRAS  [ 26 ]. However, as discussed above, the 
mutation status of  BRAF ,  NRAS ,  PI3KCA , and other genes 
downstream of EGFR may affect the tumor response to anti- 
EGFR therapy [ 33 ]. Therefore, testing for mutations in other 
genes may be indicated in candidate patients, particularly in 
the setting of clinical trials, at the present time.  EGFR  muta-
tion testing is not indicated for CRC since activating  EGFR  
mutations in CRC are rare and were not demonstrated to 
confer sensitivity to tyrosine kinase inhibitors or to cetux-
imab therapy [ 34 ]. 

 In addition to  KRAS  mutations in codons 12 and 13 of 
exon 2,  KRAS  mutations in codons 59 and 61 of exon 3 and 
codons 117 and 146 of exon 4 and similar mutation hot spots 
in  NRAS  need to be considered when selecting true  RAS  
wild-type patients who will benefi t from cetuximab therapy 
for metastatic CRC (Tables  31.2  and  31.3 ) [ 20 ,  21 ,  35 ]. 
Further, the addition of cetuximab therapy for patients with 
any  RAS  mutation is of no benefi t [ 20 ,  21 ,  35 ]. Therefore, 
patients with metastatic CRC should undergo expanded test-
ing for all known activating  RAS  mutations, to avoid use of 
cetuximab in patients whose CRCs will not respond [ 20 ,  21 , 

 35 ]. Interestingly, in contrast to other activating mutations in 
 KRAS , use of cetuximab for patients with chemotherapy- 
refractory CRC with the  KRAS  G13D mutation may be asso-
ciated with longer overall and progression-free survival than 
with other  KRAS  activating mutations [ 18 ], although this has 
not been supported by some studies.

   Regarding the choice of tissue for DNA mutation analy-
sis, since  KRAS  mutations occur early in colorectal carcino-
genesis, most clinical trials have tested the primary tumor. 
Published studies show a good correlation between  KRAS  
mutation status in primary and metastatic CRC lesions with 
an average concordance of 93 % (76–100 %) [ 36 ,  37 ]. 
Therefore, testing tumor tissue from either the primary site 
or from a metastatic lesion is appropriate, and a metastatic 
lesion when available is preferred. Pathologists should select 
a block of formalin-fi xed, paraffi n-embedded (FFPE) tissue 
with the highest proportion of viable tumor and highest per-
centage of tumor cells as possible, understanding that all 
cells present in the tissue contribute DNA, so this percentage 
is of all cells, namely, those that normally compose the 
colonic wall and variable amounts of infl ammatory cells. For 
small samples, adequate DNA amount can be obtained by 
pooling macro- or microdissected tumor tissue from multiple 
tissue levels. This procedure may also provide a larger sam-
pling of the tumor, including areas of mutational heterogene-
ity, thereby improving mutation detection. Importantly, a 
pretreatment biopsy sample may be preferable for testing 
rather than a resection specimen removed after neoadjuvant 
therapy, as is the case in rectal cancers, where minimal num-
bers of residual viable tumor cells may persist, making these 
tissues inadequate for molecular testing. Cytology speci-
mens, particularly from metastatic lesions, also provide an 
adequate source of tumor for DNA extraction and mutation 
analysis. 

 In summary,  RAS  mutation analysis of CRC tumor tissues 
is recommended as the standard of care in patients who are 
candidates for anti-EGFR antibody therapy [ 20 ,  21 ,  35 ]. 
Additional mutation testing of other EGFR signaling path-
way genes may be helpful to better select patients for tar-
geted therapies with improved outcomes, but a general 
consensus about which genes should be tested is not yet 

   Table 31.3    Effect of cetuximab in true  RAS  wild-type CRC: results 
from the CRYSTAL and OPUS clinical trials [ 20 ,  21 ]   

  Clinical trial    ORR (%)    PFS (months)    OS (months)  

 OPUS  57.9 % vs 28.6 %  12 vs 5.8  19.8 vs 17.8 

  p  = 0.008   p  = 0.062   p  = NS 

 CRYSTAL  66.3 % vs 38.6 %  11.4 vs 8.4  28.4 vs 20.2 

  p  < 0.0001   p  = 0.0002   p  = 0.0024 

   ORR  overall response rate,  OS  overall survival,  PFS  progression-free 
survival  
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established. In large practice centers, the trend is to test all 
CRCs for  RAS  and  BRAF  V600E mutations and for MMR 
defi ciency (with the use of immunohistochemical and/or 
MSI testing), thus allowing for selection of patients for con-
ventional therapy as well as targeted therapy [ 38 ]. The use of 
gene panels for mutation analysis with platforms that permit 
detection of hundreds of mutations in a single sample, such 
as next-generation sequencing (NGS) gene panels, may pro-
vide further insight into the issue of which genes should be 
tested. However, determination of which mutations should 
be considered for CRC treatment selection or exclusion still 
needs to be better defi ned based on data from clinical trials. 
The practice of Genomic Tumor Boards to address the use of 
gene mutation results and other molecular test results is 
evolving and is being used in some centers to evaluate treat-
ment options other than established treatment protocols by 
providing clinical trial options for individual patients.  

    DNA Mismatch Repair Defects 
and Microsatellite Instability 

 Approximately 15 % of all CRCs have a defi cient MMR sys-
tem and are characterized by MSI. In 3–5 % of MMR- 
defi cient/MSI-positive CRCs, patients have germline 
mutations in MMR genes diagnostic of HNPCC or Lynch syn-
drome, while the remaining are sporadic-type CRCs [ 39 ,  40 ]. 
In cells with defi cient MMR, errors in DNA replication accu-
mulate and are detectable in short tandem repeats of microsat-
ellite regions but also in functional gene coding regions, which 
results in changes in the length of repeats at any one location 
(known as MSI) [ 41 – 43 ]. MSI, specifi cally when a tumor is 
identifi ed to have a high level of MSI (MSI- H), is a genomic 
marker of defi cient DNA MMR [ 43 ]. Six different genes 
( MSH2 ,  MLH1 ,  PMS1 ,  PMS2 ,  MSH6 , and  MLH3 ) encode the 
MMR system [ 44 ]. In HNPCC, as in other hereditary cancer 
syndromes, recessive mutation of one allele followed by 
somatic inactivation of the other is the main mechanism of 
gene silencing [ 45 ]. In contrast, in sporadic CRCs, the most 
frequent mechanism of DNA MMR gene downregulation is 
biallelic inactivation by CpG methylation and transcriptional 
silencing of the  MLH1  promoter region [ 46 ,  47 ]. 

 MSI status of CRC can be tested by immunohistochemis-
try (IHC) of CRC tissue sections to assess expression of the 
MMR proteins or by PCR-based DNA testing for MSI to 
detect instability at microsatellite sequences [ 43 ,  48 ]. One 
advantage of IHC is that the protein identifi ed as showing 
lost or reduced expression in tumor cell nuclei can be an 
indicator of which MMR gene has a mutation, which is par-
ticularly useful in the workup of HNPCC patients, helping to 
focus the germline mutation analysis on the most likely 
affected MMR gene. In addition, combining testing for the 

 BRAF  V600E activating mutation and CpG island methyla-
tion status of the promoter region of  MLH1  can be done to 
help determine whether a MSI-positive CRC with loss of 
 MLH1  expression is likely to be an inherited HNPCC CRC 
( BRAF  mutation negative and  MLH1  promoter methylation 
negative) or sporadic-type CRC ( BRAF  mutation positive 
in up to 70 % of cases and  MLH1  promoter methylation 
positive) [ 49 ]. 

 MSI positivity in CRCs is a prognostic marker for 
improved survival [ 42 ]. MSI was detected in 17 % of CRCs 
of patients < 50 years of age and was associated with (1) a 
lower likelihood of tumor metastasis to regional lymph 
nodes as well as distant organs, contributing to improved 
survival through tumor downstaging, and (2) an overall 
survival advantage independent of stage of disease [ 50 ]. In 
addition, no signifi cant difference in survival was found 
between patients with MSI due to hereditary (HNPCC) 
CRC compared to sporadic CRC [ 50 ,  51 ].  A reported sur-
vival benefi t for patients with HNPCC CRC is mainly 
determined by a diagnosis at younger age and less advanced 
tumor stage as compared with sporadic MSI-H CRC 
patients [ 51 ]. 

 Defi cient DNA MMR and MSI status are predictive of 
response to therapy in some subsets of defi cient MMR CRCs 
[ 52 ]. Both the tumor stage and whether the CRC is sporadic 
or hereditary (HNPCC) are important factors for selection of 
adjuvant therapy for CRC patients. Patients with stage II 
CRCs with MMR-defi cient/MSI-positive status receiving 
5-FU have no improvement in disease-free survival, and 
treatment is associated with reduced overall survival [ 53 ]. 
The effect of defi cient MMR/MSI in stage III CRC on 
response to therapy has been more diffi cult to establish, 
which may be related to heterogeneity of the studied popula-
tions in terms of the proportions of sporadic and HNPCC 
cases. Some studies showed improved outcomes with che-
motherapy for advanced stage III CRCs that were MSI-H 
[ 54 ], but other studies did not [ 55 ]. In patients with stages II 
and III CRC, MMR-defi cient CRC patients receiving 5-FU 
had no improvement in disease-free survival [ 53 ]. Sinicrope 
et al. reported that distant recurrences were reduced by 
5-FU-based adjuvant treatment in MMR-defi cient stage III 
CRCs, and a subset analysis suggested that any treatment 
benefi t was restricted to suspected inherited CRCs as com-
pared to sporadic tumors [ 56 ]. In summary, larger trials are 
needed to determine with certainty the utility of MMR and 
MSI status for treatment selection in routine patient care [ 56 , 
 57 ]. Current data support the concept that MMR- defi cient/
MSI-H stage II and III CRC patients do not benefi t from 
5-FU-based adjuvant therapy, although one study of stage 
III MMR-defi cient CRC patients showed a treatment ben-
efi t restricted to patients with suspected hereditary 
(HNPCC) CRC.   
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    Assays for CRC Mutation Testing 
for Selection of Therapy 

 Many technical approaches and assays are used for mutation 
testing by clinical molecular laboratories. Laboratory- 
developed tests (LDTs) are frequently used and follow 
requirements for validation and interpretation as dictated by 
CLIA and state regulations, while some commercial in vitro 
diagnostic (IVD) test kits also are used. Assay methods for 
mutation detection include Sanger sequencing, pyrosequenc-
ing, multiplex PCR with primer extension, fl uorescent bead 
detection assays, MassARRAY matrix-assisted laser desorp-
tion/ionization time-of-fl ight (MALDI-TOF) mass spec-
trometry, allele-specifi c PCR such as amplifi cation refractory 
mutation system/scorpions (ARMS/S), melt curve analysis 
(as performed in Taq-Man assays using real-time quantitative 
PCR (qPCR)), and, most recently, NGS [ 58 – 62 ]. Table  31.4  
compares three technologies commonly used for mutation 
detection in cancer-related genes in CRC. Until a few years 
ago, Sanger sequencing of PCR products was a commonly 
used method for mutation detection. Recent studies compar-
ing Sanger sequencing with other approaches have high-
lighted its limited analytical sensitivity for clinical testing of 
DNA from solid tumor samples, requiring 20–50 % mutant 
alleles in the amplifi ed products [ 62 ,  63 ].

   A number of commercial IVD and LDT assays are avail-
able to detect the most common mutations in  KRAS  and 
 BRAF . Many of the early assays only tested for a small 

number of mutations, limiting the correlation between 
mutation status and drug response in early clinical trials. Of 
note, early assays for  KRAS  mutation analysis performed 
both in clinical laboratories and as part of clinical trials 
were limited to codons 12 and 13 in exon 2, excluding other 
mutation hot spots. Clinical trials have demonstrated the 
importance of mutations in previously excluded codons of 
 KRAS , in exons 2, 3, and 4, as well as the corresponding 
codons in  NRAS . Additionally, mutations in other genes 
downstream of EGFR in the EGFR signaling pathway also 
are clinically signifi cant for patient management decisions, 
as discussed above. 

 For mutation testing, genomic DNA can be extracted from 
fresh, frozen, or FFPE tissue using standard molecular labora-
tory methods. For solid tumor testing, histologic slides should 
be reviewed by an anatomic pathologist to assess the percent of 
tumor cells relative to total cells on the slide and to prioritize 
areas for macro- or microdissection, if necessary, to increase 
the percentage of tumor cells in the sample used for testing. 

    Pyrosequencing Assays 

 Pyrosequencing is a DNA sequencing technique based on 
the sequencing-by-synthesis principle [ 64 ], which is used for 
analysis of gene regions that are frequently mutated. A pyro-
sequencing result (pyrogram) for  BRAF  exon 15 is shown in 
Fig.  31.1 . Non-mutated samples show the wild-type sequence 

    Table 31.4    Comparison of three technologies commonly used for mutation testing for colorectal cancer   

  Platform    Sanger sequencing    Pyrosequencing    Next-generation sequencinga  

 Principle of technology  Synthesis by addition of labeled 
nucleotide 

 Synthesis by nucleotide followed 
by release of pyrophosphate 

 Semiconductor: synthesis by nucleotide 
followed by release of proton 

 Detection method  Single sequence of varying length 
by high-resolution (capillary) 
electrophoresis 

 Single sequence of limited length 
using pyrosequencer 

 Multiple sequences of varying length 
using chip-based technology 

 Amplifi cation  Incorporation of labeled 
nucleotides for strand elongation 

 Incorporation of unlabeled 
nucleotides followed by light 
emission 

 Incorporation of unlabeled nucleotides 
followed by pH change 

 Enzymes  DNA polymerase  DNA polymerase, ATP 
sulfurylase, luciferase, and 
apyrase 

 DNA polymerase 

 Advantages  Successfully call repeats. Good 
visual discrimination for 
interpretation 

 Fast. Accurate for short sequence 
reads. Good visual discrimination 
for easy interpretation 

 Emulsion PCR and indexing/bar coding 
allows for high-throughput multiplexing 

 Disadvantages  Low throughput  Relatively low throughput. Need 
to input sequence. Diffi cult to 
read repeats and homopolymers 

 Labor-intensive. Diffi cult to read repeats 
and homopolymers 

 Cost  +++ Reagents are expensive  ++ Slightly less expensive than 
Sanger sequencing 

 + Comparatively less expensive than 
both 

 Turnaround time  8 h/gene sequence  6 h for up to 4 gene sequences  24–36 h for up to 16 gene sequences 

 Technical issues  ++  +  +++ 

 Sensitivity  +  ++  ++ 

  a Next-generation sequencing using the Ion Torrent PGM instrument (Life Technologies, Grand Island, NY)  
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with appropriate peaks and peak heights. Mutations are 
indicated as different peaks compared to the wild-type 
sequence or alterations in the height of wild-type peaks rela-
tive to a neighboring peak or compared to the reference peak. 
A reference peak is usually the fi rst peak on each pyrogram. 
If the background is too high or the peaks are too low, pyro-
sequencing should be repeated. Indeterminate cases can be 
verifi ed by Sanger sequencing or other available assays. 
Examples of  BRAF  mutation testing by pyrosequencing 
from CRCs of two different patients are shown in Fig.  31.2 .

    Compared to Sanger sequencing, which has an analytic 
sensitivity of 20 % mutant alleles, pyrosequencing has a 
higher sensitivity of approximately 5 % using FFPE tissue 
[ 65 – 69 ]. With its short read length (approximately 50 base 
pairs), pyrosequencing is optimal for scanning for muta-
tions in hot spot gene regions and has been used to detect 
mutations in  KRAS  codons 12, 13, 61, and 146 and the 
 BRAF  V600E mutation [ 70 – 72 ]. Pyrosequencing is suitable 
for single-nucleotide polymorphism (SNP) genotyping [ 73 ] 
and DNA methylation analysis [ 74 ,  75 ], such as  MLH1  

 methylation in CRC [ 76 ,  77 ]. The assay can be performed in 
96- or 384-well plates and scaled for sequencing hundreds 
of megabases of DNA using a large-scale parallel pyrose-
quencing system. 

 The limitations of pyrosequencing include the short 
read length of DNA sequences and sequencing errors in 
homopolymer regions, since the light intensity in such 
regions is not proportional to the number of nucleotides 
incorporated.  

    Multiplexed Primer Extension Assays 

 The primer extension method is a template-directed dye ter-
mination assay designed to detect the base immediately 3  to 
the sequencing primer [ 78 ]. After the sequence of interest is 
amplifi ed by PCR and the unincorporated nucleotides are 
removed, primer extension can be performed in a single 
reaction tube using, for example, the SNaPshot Multiplex 
kit (Applied Biosystems, Foster City, CA). The four major 
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  Figure 31.1    Pyrosequencing analysis of  BRAF  exon 15. ( a ) 
Wild-type  BRAF  sequence. ( b ) An “A” peak ( downward blue 
arrow ) is present instead of the “T” peak in the wild-type  BRAF  

sequence, due to a T>A mutation (c.1799T>A), which results in an 
amino acid change from valine to glutamic acid in the BRAF pro-
tein (p.V600E)       
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steps in a primer extension assay are (1) PCR amplifi cation 
and column purifi cation of the PCR product; (2) primer 
extension; (3) alkaline phosphatase digestion and heat 
inactivation; and (4) capillary electrophoresis of the fl uores-
cently labeled products. Concurrent detection of mutations 
at multiple sites is possible by multiplexing at the PCR step 
[ 79 ]. When multiplex reactions are run, the primer exten-
sion probes are designed with varying lengths of deoxythy-
midine monophosphate homopolymers at their 5  end to 
allow for discrimination of the probe for each site of inter-
rogation by size. 

 An example of a multiplex primer extension assay for 
concurrent detection of  BRAF  V600 and K601 and  KRAS  
exons 2 and 3 mutations in CRC is shown in Fig.  31.3 . 

Genomic DNA from FFPE CRC tissue is isolated, and the 
coding sequences for  BRAF  exon 15 and  KRAS  codons 12, 
13, and 61 are amplifi ed using specifi c primers in a multiplex 
PCR reaction. The probes for primer extension are either in 
the sense or antisense direction and end one base 5  of the 
following positions: nucleotides 1,799 and 1,801 of the 
 BRAF  gene and nucleotides 34, 35, 37, 38, 181, 182, and 183 
of the  KRAS  gene. The probes allow for detection of com-
mon variants present in codons V600 and K601 of the  BRAF  
gene and codons 12, 13, and 61 of the  KRAS  gene. After 
amplifi cation, the PCR products are incubated with the unla-
beled oligonucleotide primer extension probes, four dide-
oxynucleotide triphosphates (ddNTPs) labeled with different 
fl uorescent colors, and DNA polymerase. During this primer 

  Figure 31.2    Colorectal cancers from two patients tested for  BRAF  
V600E mutation by pyrosequencing. Patient 1 ( left ) has a wild-type (WT) 
gene (99 % T allele at position 1,799) and patient 2 ( right ) is positive for 

the  BRAF  V600E mutation (30 % A allele at position 1,799). Note that the 
“A” allele is only present at 30 % of total alleles due to DNA from non-
tumor cells in the tissue section that have only the wild- type T allele       
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extension step, only the next complementary 5  nucleotide is 
added to each probe. The primer extension products are ana-
lyzed by capillary electrophoresis. The base at the mutation 
site is determined by detection of the fl uorescent color of the 
ddNTP that is incorporated.

   Controls for primer extension assays included with each 
run are a wild-type or negative patient sample and a positive 
sensitivity control (cell line DNA or plasmid). The negative 
control should show amplifi cation of the valid sizes and colors 
for all of the normal- or wild-type peaks for the primer exten-
sion products. Each patient’s PCR and primer extension prod-
uct serves as its own internal control for extraction and 
amplifi cation. If no mutation is present, amplifi cation of the 
valid size and color for the wild-type sequence is seen. If a 
mutation is present, the mutant peak(s) will be present admixed 
with the wild-type product. Failure to amplify a product may 
be due to poor quality or insuffi cient quantity of DNA or 
nucleotide polymorphism(s) or mutation(s) that prevents 
proper annealing of the primer to the DNA template. In the 
latter situation, an alternate method such as pyrosequencing or 
Sanger sequencing can be used to confi rm the fi ndings. 

 Primer extension assays combine the specifi city of 
template- directed incorporation of nucleotide by DNA poly-
merase and the sensitivity of fl uorescence polarization in 
SNP genotyping [ 79 ]. Since both wild-type and mutant 
DNAs are amplifi ed, the limit of detection is determined to 
some extent by the degree of resolution of the ratio of wild- 
type to mutant signal. The analytical sensitivity is approxi-
mately 2–5 % [ 80 ,  81 ] and the reaction only requires 5–10 ng 
of genomic DNA [ 81 ]. 

 MassARRAY technology (Sequenom, San Diego, CA) is 
another primer extension method which uses MALDI-TOF 
for analysis. After PCR amplifi cation and primer extension 
reactions, nanoliter volumes of the primer extension products 
are spotted onto a matrix-array chip. The chip is analyzed 
using MALDI-TOF, and raw data is analyzed using manufac-
turer’s analysis software [ 82 ,  83 ]. The number of assays that 
can be multiplexed into a single well for MALDI- TOF analy-
sis is dependent on the mutation type and sequencing chemis-
try, with multiplexing limited to 40 assays for constitutional 
genetics and eight to ten assays for somatic mutations using 
iPLEX chemistry [ 84 ]. The analytical sensitivity for the 
MassARRAY platform is approximately 2.5–10 % for 
somatic mutations [ 83 ]. This platform has been used to 
develop assay panels that include mutations important for 
predictive and prognostic testing for CRC treatment, includ-
ing mutations in  KRAS ,  BRAF ,  PI3KCA , and  PTEN  [ 83 ].  

    Liquid Bead Array Assays 

 Liquid bead array assays are easy to perform and interpret 
using predetermined, laboratory-validated cutoffs for posi-
tive and negative results. Tumor DNA is used for PCR 
amplifi cation of the multiple gene region(s) to be analyzed 
plus an additional conserved genetic sequence, which 
serves as an amplifi cation control. Biotin- labeled primers 
are used and are incorporated into the PCR products. The 
labeled PCR products are hybridized to capture probes, 
which are covalently bound to fl uorescently labeled beads 
with the color of each bead corresponding to a specifi c 
capture probe. The fl uorescently labeled beads are incu-
bated with streptavidin-phycoerythrin, a reporter for the 
presence of the biotin-labeled PCR product, and are ana-
lyzed by fl ow cytometry, to simultaneously detect the pres-
ence or absence of hybridized biotin-labeled PCR products 
and the fl uorescent identity of the corresponding bead. 
Typically, a minimum of 50 beads are assessed for each 
analyte, and based on the collective fl uorescence, the mean 
fl uorescence intensity (MFI) is calculated. The MFI cut-
offs for reporting of positive and negative results are vali-
dated by the clinical molecular laboratory. The assay result 
is considered positive when the MFI for an analyte exceeds 
the predetermined cutoff. When none of the analyte MFI 
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  Figure 31.3    Multiplex primer extension assay for detection of  KRAS  
codons 12, 13, and 61 mutations and  BRAF  V600E mutations. FFPE 
tissue section of CRC was manually macro- dissected and used for 
genomic DNA extraction.  KRAS  codons 12, 13, and 61 and  BRAF  
codon 600 sequences were PCR amplifi ed in a multiplex reaction and 
primer extension was performed. ( a ) No mutation is detected (wild 
type). ( b ) An extra peak is detected at nucleotide position 2 of the 
3-nucleotide codon 12 of  KRAS , which corresponds to a G>T mutation 
(c.35G>T) which results in an amino acid change of glycine to valine 
(p.G12V) in KRAS.         
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values exceed their cutoffs, but the amplifi cation control is 
positive, the assay result is reported as negative. Specimen 
results are reported as inconclusive when MFI values for 
all analytes and the endogenous control fail to exceed their 
cutoff values [ 85 ]. 

 A liquid bead array assay for the seven most common 
mutations in the  KRAS  gene is commercially available for 
the Luminex (Austin, TX) fl ow cytometer. The assay is 
relatively easy to perform with a total assay time of approx-
imately 4 h, excluding DNA extraction. This assay has a 
clinical sensitivity of approximately 98 % and an analytical 
sensitivity of approximately 1 % mutant DNA in a back-

ground of wild-type DNA [ 86 ]. Pre-analytical variables, 
such as DNA amount and extraction method, can affect the 
analytical sensitivity of this assay, especially in samples 
with low tumor percentages [ 87 ]. Appropriate positive and 
negative controls are analyzed on all runs with clinical 
specimens. Cell line or plasmid DNA with one of the seven 
 KRAS  mutations detected by the assay can be used as a 
positive control while DNA from a cell line without a  KRAS  
mutation can be used as a negative control. A water (no 
template) control is used as a control for reagent contami-
nation with DNA or amplifi cation products [ 85 ]. Figure  31.4  
shows the results of  KRAS  mutation detection in three 

  Figure 31.4    Results from a single run of  KRAS  mutation testing using a bead array assay. Results for three patients are shown, as well as results 
of the controls, including negative, positive, and no-template (NTC) controls.  EC  external positive control, AMP amplifi cation         

Pa�ent G1 2V G1 2A G1 3D G1 2C G1 2D G1 2S G1 2R EC Result

Patient 1 161 91 103 74 5120 150.5 120 6766 G12D Positive 

Patient 1 150 119 87 42 5295 203 204 6832 G12D Positive 

Patient 2 55 118 2604 54 32 206 170 6874 G13D Positive 

Patient 2 109 50 2915 25 48 158 169 6933 G13D Positive 

Patient 3 116.5 108 92 19 79 179 154 6687 Negative

Patient 3 120.5 100 31 16 59 178 197 6220 Negative

Control Negative 168 78 72.5 1 133 1654 159 8547 Negative

Control NTC 128 40 50.5 0 49.5 143 113 52 No Amp

Control Positive 112.5 74.5 2393 25 19 118 201.5 7671 G13D Positive 

a 
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CRCs. Patient 1 CRC has a G12D mutation, patient 2 a 
G13D mutation, and patient 3 a wild-type sequence at 
codons 12 and 13 of  KRAS .

       Next-Generation Sequencing Assays 

 Assessment of multiple clinically actionable mutations using 
targeted NGS testing has greatly advanced cancer testing in 
the clinical molecular laboratory (see Chap.   59     for a descrip-
tion of the NGS method and Chap.   60     for cancer NGS). 
Information obtained from targeted NGS cancer panels is 
useful for concurrent assessment of a panel of hot spots 
directly related to cancer, for classifi cation and diagnosis of 
tumor type, prognosis, and for the determination of response 
to EGFR-targeted therapy. 

 Sanger sequencing has been the gold standard for identifi -
cation of mutations and variants in the clinical molecular 
laboratory. Modifi cations such as pyrosequencing were sub-
sequently developed to enhance the sensitivity and detect 
1–5 % mutant alleles in a background of wild-type DNA. NGS 
testing offers more information than other assays, combining 
sequence information and high analytical sensitivity for 
detection of actionable mutations in cancer tissues. NGS plat-
forms work with minimal FFPE tissue and simultaneously 
detect many known and novel genetic variants in genes 
important for CRC. However, NGS testing validation, stan-
dardization, quality assurance, and quality control must be 
performed by the individual clinical molecular laboratory 
under CLIA and other regulatory standards, such as those of 
the College of American Pathologists and the New York State 
Department of Health. Figure  31.5  shows an example of a 

  Figure 31.5    Next-generation sequencing results for a 41 bp region of 
 KRAS  showing a c.35G>A mutation at codon 12, resulting in a G12D 
mutation in the protein. The location of this region in the context of the 
human chromosome hg19 is shown above. The different colors of each 

row ( blue  or  red ) represent the sequences of the forward and the reverse 
strand, respectively. The heterozygous confi guration of the variant is 
clearly identifi able in the demarcated column (vertical dashed lines  ) 
with both C and T nucleotides present       
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 KRAS  C>T heterozygous mutation detected by NGS. In addi-
tion to  KRAS ,  BRAF , and  EGFR , CRCs have detectable 
mutations in additional genes, such as  PDGFRA ,  APC , 
 FGFR3 ,  MET , and  TP53,  using an NGS gene panel test.

      Comparison of Technologies 

 Table  31.4  provides an overview of the features of three tech-
nologies (Sanger sequencing, pyrosequencing, and NGS) 
commonly used to detect mutations in genes related to CRC. 
A comparison of pyrosequencing and NGS (Ion Torrent 
PGM, Life Technologies) assays for detection of representa-
tive CRC gene mutations is shown in Fig.  31.6a  and shows 
excellent correlation of testing results by the two technolo-
gies. The graph (Fig.  31.6b ) shows linearity from 1 % to 
20 % for the NGS assay, indicating that the assay is able to 
detect 1 % of (homozygous) mutant DNA in a background of 
wild-type DNA.

         Laboratory Issues 

 Molecular testing for gene mutations in CRCs requires atten-
tion to specifi c laboratory issues. 

    Tissue Block Review and Selection 

 A pathologist with expertise in anatomic or surgical pathology 
should select a tissue block containing non-necrotic, and if 
possible non-mucinous, regions of the CRC, with the most 
cancer cells. Necrotic and mucinous regions do not provide 
high-quality or signifi cant amounts of DNA. Consideration 
must be given to the percentage of tumor cells compared to the 
total cells in the section, since all cells contribute DNA and 
will dilute the cancer DNA, including infl ammatory cells, 
fi broblasts, noncancer epithelial cells, and other normal cells. 
Agreed criteria and training for the estimation of the percent of 
cancer cells relative to the total cells in a tissue section for 
molecular testing should be developed, for reproducible 
reporting of the percent of tumor cells. For most cancer gene 
mutation detection tests, a minimum of 10–25 % tumor cells 
is required. The pathologist may circle the highest density of 
cancer cells in a tissue section to allow for appropriate micro- 
or macro-dissection.  

    DNA Quality and Quantity 

 The quality of the DNA can be affected by necrosis or pro-
longed fi xation times, as well as suboptimal storage condi-
tions for FFPE tissue blocks. High-quality DNA is needed 
for most molecular testing. Accurate DNA quantifi cation 
may not be signifi cant for some molecular tests, but is 
essential for NGS testing. Quantifi cation of DNA using 
qPCR or measurement of double-stranded DNA (dsDNA) 
using fl uorometry provides accurate quantifi cation of the 
amount of dsDNA prior to library amplifi cation.   

    Conclusions and Future Directions 

 Currently,  RAS  mutation analysis of CRC tissues is recom-
mended as the standard of care in patients who are candi-
dates for targeted anti-EGFR antibody therapy. Additional 
mutation testing of other EGFR signaling pathway genes 
may be helpful to better select patients for targeted thera-
pies with improved outcomes, but a general consensus 
regarding which genes should be tested is not yet estab-
lished for CRC patient management. In academic medical 
centers, the trend is to test all CRCs for  RAS  and  BRAF  
V600E mutations and for microsatellite instability, thus 
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  Figure 31.6    Comparison of pyrosequencing and next-generation 
sequencing (NGS) testing for detection of  KRAS  mutations commonly 
identifi ed in CRC. ( a ) Quantifi cations of mutant allele percentages by 
both test methods show good concordance. Variant percentages from 
10 % and above were accurately identifi ed by NGS. ( b ) Analytical sen-
sitivity of  KRAS  mutation detected by NGS showed linearity from 1 % 
to 20 % mutant allele in a wild-type background       
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allowing for selection of patients for conventional therapy 
as well as targeted therapy [ 38 ]. The use of gene panels for 
mutation analysis, tested with platforms that permit detec-
tion of hundreds of mutations in a single sample, such as 
NGS gene panels, is a powerful and promising approach 
that provides the mutation status for multiple critical genes 
of cancer driver pathways. Genomic Tumor Boards which 
address the integrated use of gene mutation and other 
molecular test results for the clinical management of cancer 
patients are becoming more common to evaluate treatment 
options as well as enrollment in ongoing clinical trials of 
targeted therapies for individual patients.     
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        Introduction 

 Lung cancer is the leading cause of cancer-related mortality 
in males and the second most common cause of cancer- 
related death in females worldwide [ 1 ]. For much of the 
twentieth century, lung cancer was not only the leading cause 
of cancer-related death in the USA but also the fastest grow-
ing cause of cancer-related mortality. A sharp decline in this 

growth was noted beginning in the 1990s and has been attributed 
mostly to successful efforts to curb smoking [ 2 ]. 

 The majority of lung cancer patients have advanced dis-
ease at the time of diagnosis which is unfortunately associ-
ated with a 5-year relative survival rate below 5 %. Even for 
those with early-stage disease, the 5-year relative survival is 
only approximately 50 %, which refl ects the high lung can-
cer recurrence rate [ 2 ,  3 ]. 

 Traditionally, the classifi cation of lung cancer is based on 
a morphologic distinction between small-cell lung carci-
noma (SCLC) and non-small cell lung carcinoma (NSCLC). 
With advances in molecular pathology, distinct entities with 
unique molecular underpinnings are increasingly recog-
nized. Although many of the molecular alterations in SCLC 
are known, few have been translated into clinically action-
able fi ndings. In contrast, in NSCLC, the identifi cation of 
molecular markers for targeted therapies has advanced rap-
idly in the last decade. Within NSCLC, the majority of fi nd-
ings that have become adopted in routine practice are most 
applicable to adenocarcinoma; thus, the focus of this chapter 
will be on molecular testing of NSCLC, with examples 
drawn from testing in pulmonary adenocarcinoma.  
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 Abstract  

  Molecular classifi cation of lung cancer, specifi cally non-small cell lung cancer (NSCLC), is 
increasingly utilized to determine optimal treatment. Recent advances have demonstrated the 
utility of testing for specifi c alterations such as  EGFR  mutations and  ALK  rearrangements, as 
these determinations guide utilization of targeted therapies. Assays to detect mutations must 
balance comprehensiveness of detection of mutations and the need to achieve analytic sensi-
tivity which can reliably detect mutations in mixed cell populations. Assays to detect rear-
rangements must balance comprehensiveness of identifi cation of alterations and ease of use. 
As the number of targets for testing increases, greater emphasis will be placed on technologies 
which simultaneously detect multiple molecular variants from small tissue samplings.   

 Keywords  

  NSCLC   •   ALK   •   EGFR   •   KRAS   •   Fluorescence in situ hybridization (FISH)   •   Tyrosine 
kinase inhibitor (TKI)   •   Gene fusions   •   Sequencing  
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    Molecular Basis of Disease 

 The molecular profi le of lung cancer is complex and vastly 
heterogeneous, which, until recently, has slowed the prog-
ress of clinical molecular applications. As specifi c molecular 
alterations have been identifi ed, the focus has been on the 
evaluation of specifi c oncogenic pathways for targeted ther-
apy development. Chief among these have been the epider-
mal growth factor receptor (EGFR) and other receptor 
tyrosine kinase (TK) signaling pathways. 

 The identifi cation of  EGFR  mutation status as a predic-
tor of response to tyrosine kinase inhibitors (TKIs) 
emerged from the convergence of clinical advances and 
laboratory science. Underpinning this work were the origi-
nal isolation of EGF from mouse salivary gland in 1962 
[ 4 ], demonstration of its binding to a cell membrane recep-
tor [ 5 ], and sequencing of the receptor [ 6 ]. In the 1990s, 
EGFR was found to be highly expressed in squamous cell 
carcinoma. When monoclonal antibodies against EGFR 
that could be used to evaluate formalin-fi xed, paraffi n-
embedded (FFPE) tissues became available, EGFR was 
found to be strongly expressed in lung adenocarcinomas 
[ 7 ]. EGFR overexpression in NSCLC is closely linked to 
 EGFR  gene amplifi cation [ 8 ]. 

 In 2004, two laboratories reported that mutation of the 
EGFR TK domain was largely responsible for the sensitivity 
of some pulmonary adenocarcinomas to TKIs [ 9 ,  10 ]. 
Mutations cluster in the ATP-binding pocket of the intracel-
lular domain of  EGFR  and most commonly consist of either 
a single base substitution in exon 21 (c.2573G > C, p.L858R) 
or an in-frame deletion within exon 19 ranging from 9 to 18 
base pairs. These and other less commonly identifi ed muta-
tions in  EGFR  have been associated with sensitivity to TKI 
therapy. Although the common mutations are understood to 
result in strong auto-activation of EGFR, the degree to which 
this is true for the less commonly identifi ed mutations is not 
well understood. 

 Resistance to TKI therapy inevitably develops in treated 
patients. The two best studied mechanism of resistance to 
EGFR TKI therapy are  MET  amplifi cation and a single 
point mutation in exon 20 of  EGFR  (c.2369C > T, p.T790M) 
[ 11 – 15 ]. In the latter, a bulky methionine side chain is 
thought to alter affi nity of EGFR for the inhibitor [ 11 ,  16 ]. 
Tumor cells with the p.T790M mutation may exist in low 
numbers in untreated tumors and emerge through selective 
pressure exerted by targeted therapy [ 17 ]. The p.T790M 
mutation is found as a germline change in rare individuals 
[ 18 ]. In addition, some other mutations, such as insertions in 
exon 20 of  EGFR , which can be found in untreated tumors, 
are predominantly associated with primary resistance to 
TKI therapy, although the mechanism of this resistance is 
unclear [ 19 ]. 

 Mutations in  KRAS  are more common in lung cancer than 
 EGFR  mutations and, unlike  EGFR  mutations, occur pre-
dominantly in smokers [ 20 ,  21 ]. Coexistence of  KRAS  and 
 EGFR  mutation is uncommon but has been reported [ 22 ]. 
KRAS is a member of a superfamily of guanosine-5- 
triphosphatase (GTPase) proteins that also includes NRAS 
and HRAS [ 23 ]. The role of these proteins is to transduce 
stimuli from surface growth factor receptors along a pathway 
leading to transcriptional changes. As multiple simultaneous 
sources of signals from different receptors and ligands have 
been identifi ed, the RAS proteins are increasingly recog-
nized as integrators and processors of signals from the cell 
surface and not just transducers. RAS proteins activate an 
intracellular signaling cascade that involves numerous effec-
tor molecules including PI3K and MAPK. Because of its 
position “downstream” of EGFR signaling, the hypothesis 
that an activating mutation in  KRAS  would render a tumor 
unresponsive to TKI therapy has been extensively investi-
gated with confl icting results [ 24 ]. 

 Mutations are not the only molecular driver mechanisms 
in lung cancer. Overexpression of oncogenes also is driven 
by gene activation through chromosomal rearrangements. 
Rearrangements that fuse constitutively activated gene pro-
moters to the TK domain of growth factors, growth factor 
receptors, or transcription factors can result in inappropriate 
signaling from the fusion product. Examples of activation by 
gene fusion in lung cancer involve  ALK ,  ROS1 , and  RET . In 
2007, Soda et al. discovered a transcript derived from a 
patient with NSCLC that could transform 3T3 cell line fi bro-
blasts [ 25 ]. Further investigation demonstrated the transcript 
to be derived from the fusion of a gene called echinoderm 
microtubule-associated protein-like 4 ( EML4 ) with the ana-
plastic lymphoma kinase ( ALK ) gene, which is also rear-
ranged in large cell lymphomas. The rearrangement has been 
detected in 4–7 % of pulmonary adenocarcinomas, with 
increasing proportion seen when cohorts are selected based 
on clinicopathologic features such as never-smoker or 
light- smoker history, signet-ring subtype [ 26 – 30 ]. The driver 
of tumorigenesis with this rearrangement is thought to be 
inappropriately expressed ALK, which is not typically 
expressed in adult lung tissue. Fusions involving ALK lead 
to inappropriate constitutive activation of its kinase domain 
through dysregulation driven by a 5′ fusion partner, such as 
EML4, which is expressed in adult lung tissue [ 25 ,  31 ]. 

 In less than 5 years from the initial discovery of the 
 EML4 - ALK  rearrangement, over 10,000 lung cancers have 
been tested for the presence of this rearrangement, with 
more than 13 molecular variants of  EML4 - ALK  fusion iden-
tifi ed [ 27 ,  32 ], including two other gene partners for  ALK  
[ 33 ,  34 ]. A novel targeted therapeutic agent, crizotinib, is 
effective against tumors driven by ALK overexpression [ 35 ] 
and received approval for treatment of NSCLC with  ALK  
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rearrangement by the US Food and Drug Administration 
(FDA) [ 36 ]. 

 These three examples,  EGFR  and  KRAS  mutations and 
 ALK  rearrangements, underscore the diversity of molecular 
alterations in NSCLC. “Driver mutations” are present in a 
signifi cant proportion of lung cancers (Fig.  32.1 ). Efforts to 
exploit these alterations are underway with a wide array of 
targeted therapies.

       Clinical Utility of Testing 

 Molecular testing signifi cantly drives clinical therapeutic 
decision making for patients with NSCLC. Three commonly 
performed molecular tests,  EGFR  mutation testing,  KRAS  
mutation testing, and  ALK  rearrangement testing usually by 
fl uorescence in situ hybridization (FISH), illustrate three dif-
ferent scenarios for the clinical utility of molecular testing in 
NSCLC. 

 EGFR TKIs, including erlotinib and gefi tinib, gained reg-
ulatory approval in unselected populations of NSCLC 
patients in the USA and Europe. The response rate in early 
studies of unselected lung cancer patients was only 10–15 % 
but was of marked degree in those patients who did respond. 
Later, activating  EGFR  mutations were identifi ed to confer 
sensitivity to EGFR TKIs and accounted for the subset of 
tumors with response to therapy in early studies [ 9 ,  37 ] and 
that such therapy results in signifi cantly higher overall 
response rates and progression free survival compared to 

standard chemotherapy. For patients without “sensitizing” 
 EGFR  mutations, chemotherapy without TKIs was clearly 
superior [ 37 – 39 ]. Thus, despite the broad indication for these 
drugs, the use of EGFR TKIs has dramatically shifted to 
their preferential early use in patients with proven “sensitiz-
ing”  EGFR  mutations. Patients without a “sensitizing” 
 EGFR  mutation also can benefi t from the use of EGFR TKI 
in maintenance or later lines of therapy, but the benefi t is 
modest [ 40 ,  41 ]. 

 The oral kinase inhibitor, crizotinib, fi rst entered clinical 
trials as a MET inhibitor for patients with  MET  gene ampli-
fi cation or activating mutations. After the discovery of  ALK  
gene fusions in approximately 5 % of NSCLC patients, the 
trial was amended to include patients who demonstrated evi-
dence of an  ALK  gene rearrangement by FISH. Following 
phase I and II data with overall response rates of 55–63 %, 
crizotinib gained provisional FDA approval for this highly 
selected group of patients [ 34 ,  42 ]. Unlike EGFR TKIs, 
which are approved for all patients with pulmonary adeno-
carcinoma, crizotinib is only approved for the treatment of 
patients with lung cancer carrying an  ALK  rearrangement, 
although its utility in other molecular subtypes, such as 
 ROS1  rearrangement-positive tumors, is under investiga-
tion [ 44 ,  45 ]. 

  KRAS  activating mutations occur in approximately 25 % 
of patients with NSCLC. Unfortunately, no KRAS-targeted 
therapies are currently FDA approved. The presence of a 
 KRAS  mutation, however, is still informative. The overlap of 
 KRAS  mutations with either sensitizing  EGFR  mutations, 
 ALK  gene rearrangements, or other oncogenic abnormalities 
is infrequent [ 46 ]. The presence of a  KRAS  mutation thus 
augments the negative predictive value of a negative  EGFR  
mutation test or a negative  ALK  FISH test. Likewise, the 
presence of a  KRAS  mutation predicts a lack of tumor 
response from an EGFR TKI, although it does not necessar-
ily predict a complete lack of benefi t from an EGFR TKI [ 40 , 
 41 ]. The detection of  KRAS  mutations can identify patients 
for participation in clinical trials. Currently, inhibition of 
MEK and PI3K pathways, both of which are downstream of 
KRAS, is under investigation in lung and other cancers. 
Thus, directing patients with a  KRAS  mutation-positive lung 
cancer to these clinical trials may enrich for patients who are 
likely to benefi t from these strategies. Conversely, the pres-
ence of a  KRAS  mutation may provide a useful negative 
selection criterion for clinical trials that are targeting path-
ways upstream of KRAS [ 47 ]. 

 In summary, molecular testing can provide guidance for 
prioritizing therapies to those patients most likely to receive 
the greatest benefi t ( EGFR  mutations). Alternatively, molec-
ular testing can identify patients with proven benefi t from a 
targeted therapy ( ALK  gene rearrangements). Finally, molec-
ular testing can provide clinicians with a rationale to guide 
certain patients toward clinical trials of targeted therapeutics 

  Figure 32.1    Approximate prevalence of identifi ed “driver mutations” 
in unselected pulmonary adenocarcinoma. While many of these altera-
tions are typically seen in isolation, others, such as  PIK3CA , are often 
seen concurrently with other gene mutations. The spectrum of changes 
is different from that seen in squamous cell carcinoma of lung and var-
ies by smoking status.  Asterisk  indicates a rearrangement or amplifi ca-
tion;  dagger  indicates mutation [ 41 ] Ding L et al. 2008       
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( KRAS  mutations). These selected examples of targets are by 
no means the only ones of interest in NSCLC, in which a 
growing number of molecularly targeted agents are under 
investigation in association with specifi c molecular altera-
tions. This includes mutations in  BRAF ,  HER2 ,  PIK3CA , 
and rearrangements in  RET , among others [ 47 ].  

    Available Assays 

    Specimen Type, Quality, and Tumor Content 

 A discussion of the practical elements of molecular testing in 
NSCLC necessitates an understanding of the variability of 
specimen types likely to be encountered. As the majority of 
NSCLC patients present with advanced disease, they are not 
surgical candidates, and the diagnostic tumor sample is often 
the only tissue available for testing. This has driven the need 
to undertake evaluation of small specimens obtained from 
diagnostic biopsies, fi ne needle aspirations (FNA), and body 
cavity fl uids. Cytopathology specimens are suitable for 
molecular testing, including cell block preparations as well 
as smeared and imprinted slides [ 49 – 55 ]. For small speci-
mens, the quality of the specimen is often more important 
than the quantity [ 52 ,  56 ]. Individual laboratories are respon-
sible for validation of the adequacy of all specimen types for 
each test. 

 Of paramount importance for any specimen type is the 
evaluation of the specimen by a pathologist with experience 
in the assessment of pathology specimens for molecular 
analysis. The tumor content of the specimen should be 
assessed for the presence of adequate non-necrotic tumor 
cells, as well as an estimation of the percent of tumor cells 
relative to all nucleated cells, which meets the criteria for 
acceptability for testing set by the clinical molecular labora-
tory [ 53 ]. Features suggesting that the specimen may not be 
of optimal quality include extensive necrosis, paucity of 
tumor cells, low abundance of tumor cells compared to other 
non-tumor cells in the specimen, and exposure to reagents 
which negatively impact molecular testing (e.g. decalcifi ca-
tion) [ 52 ,  57 ,  58 ]. 

 Some specimens are not suffi ciently tumor rich to be uti-
lized without tumor enrichment methods. Tumor enrichment 
methods include manual macrodissection, manual microdis-
section, and laser capture microdissection (LCM) [ 59 ]. 
Manual macrodissection is when a region of interest is 
scraped from a slide or carved from a paraffi n block without 
microscope assistance. Manual microdissection is performed 
with a dissecting or light microscope, often using a scalpel, 
needle tip, or hollow bore pipette to preferentially isolate 
tumor cells and using a microscopically marked guide slide. 
LCM utilizes computer-aided imaging to select specifi c cells 
for capture from specially coated slides. However, the cost of 

equipment and specialized consumables, combined with a 
labor intensive process, makes LCM the costliest approach 
to tumor enrichment, and assays typically do not require this 
degree of precision. However, in some circumstances, the 
use of LCM may increase the ability to utilize low-sensitivity 
assays for some specimen types [ 60 – 62 ].  

    Common Driver Mutations Assays 

 Evaluation of mutation status in genes such as  EGFR  and 
 KRAS  can be accomplished using a variety of platforms. 
Historically, Sanger sequencing has been the “gold standard” 
for  EGFR  and  KRAS  mutation detection. Because of the com-
paratively low analytic sensitivity of Sanger sequencing, 
numerous other platforms have been developed with higher 
analytic sensitivity but typically assess only specifi c known 
mutations (Fig.  32.2 ) [ 56 ,  63 ]. The compromise for these 
mutational assays is the loss of detection of rare alterations. 
However, the clinical relevance of rare mutations is often not 
well established, and thus, many clinical laboratories fi nd that 
the ease of use of a targeted assay, combined with improved 
analytic sensitivity (thus reducing the degree to which tumor 
enrichment must be achieved), is an acceptable trade-off. 
Owing to the rapid evolution of the recommendations for 
which specifi c genes and alleles should be tested, specifi c rec-
ommendations are not elaborated herein, and recent guide-
lines should be consulted [ 64 ]. The more common methods 
for cancer gene mutation testing are described here.

      Sanger Sequencing 
 The primary advantage of Sanger sequencing for somatic 
mutation detection in NSCLC is the comprehensive assess-
ment of the sequenced gene regions. The importance of com-
prehensive gene mutation assessment differs for different 
genes. Some of these assessments are infl uenced by the 
degree to which a specifi c target gene has been evaluated. 
For example, extensive evaluation of mutations in  EGFR  in 
NSCLC has demonstrated that a small number of mutations 
comprise the majority of changes. Thus, comprehensive 
assessment may only seldom identify a rare mutation not 
detected using targeted assays. In contrast, evaluation of 
mutations in  DDR2  in squamous cell carcinoma has been 
undertaken to a lesser degree in recent years, and the data to 
date suggest a wide distribution of mutations, indicating that 
the advantages of Sanger sequencing are indeed relevant.  

    Modifi cations to Sanger Sequencing 
 A number of modifi cations to Sanger sequencing, including 
 c o-amplifi cation at  l ower  d enaturation  t emperature-PCR 
(COLD-PCR) [ 65 ,  66 ] and  i mprove and  c omplete  e nrich-
ment COLD-PCR (ICE-COLD-PCR) [ 67 ], leverage the 
advantages of Sanger sequencing, i.e., comprehensive 
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assessment, while achieving improved analytic sensitivity. 
These methods typically utilize alterations in cycling param-
eters to achieve imbalanced amplifi cation favoring mutated 
alleles, thus increasing analytic sensitivity, followed by 
Sanger sequencing.  

    Restriction Fragment Length Polymorphism 
and PCR Fragment Sizing 
 A common method for  EGFR  mutation detection is com-
bined PCR fragment sizing and restriction fragment length 
polymorphism (RFLP) for exon 19 deletions and L858R 
(c.2573C > T), respectively [ 68 ]. This approach is straight-
forward and has an analytic sensitivity of approximately 5 % 
mutant allele detection and excellent ease of use. The major 
disadvantage to this approach is the limitation in mutations 
detected, specifi cally that a number of mutations in  EGFR  
which are not common, but similarly are not exceptionally 
rare, are not detected by this approach. Recent guidelines 
suggest that all mutations which are seen with a frequency of 
at least 1 % of  EGFR -mutated lung adenocarcinomas, should 
be included in routine screening, which would not be accom-
plished by this approach [ 64 ].  

    Real-Time PCR 
 Multiple (non-FDA approved) commercial real-time PCR 
test kits are available for the detection of specifi c mutations 
in some genes, including  EGFR ,  KRAS , and  BRAF . Many of 
these kits indicate an analytic sensitivity of approximately 
1 % mutant allele detection. A major advantage of real-time 
PCR is the high analytic sensitivity, which therefore reduces 
the likelihood of a false-negative result based on insuffi cient 
tumor content in the specimen [ 63 ]. In mid-2013, two real- 
time PCR-based assays (therascreen EGFR RGQ PCR Kit 
[Qiagen, Manchester, the United Kingdom] and cobas ®  

EGFR Mutation Test [Roche, Pleasanton, CA]) were 
approved by the FDA for the evaluation of common  EGFR  
mutations.  

    PCR Screening Methods 
 High-resolution melting curve analysis and denaturing 
high- performance liquid chromatography allow for rapid 
assessment of whether an alteration is present in a targeted 
region but do not identify the specifi c gene variation [ 69 , 
 70 ]. The major advantage of mutation screening approaches 
is a rapid initial assessment of the status of a target region. 
However, precisely defi ning the alteration requires a follow-
up test method to confi rm and delineate the fi nding.  

    Pyrosequencing 
 Pyrosequencing has greater analytic sensitivity compared to 
Sanger sequencing and, rather than a purely targeted 
approach, does allow for the evaluation of short stretches of 
sequence. Pyrosequencing can be used for the detection of 
most single base substitutions and, although more challeng-
ing to interpret, can also be utilized for deletions and inser-
tions (such as are commonly seen in  EGFR ) [ 71 ,  72 ]. The 
major advantages of pyrosequencing include better analytic 
sensitivity, ability to design custom nucleotide dispensations 
to query specifi c changes, and comprehensive evaluation 
over short stretches of sequence.  

    Ultrahigh Sensitivity Methods 
 Specifi c alterations may indicate the need for ultrasensitive 
methods for detection. One example of this is  EGFR  T790M 
(c.2369C > T), which is known to exist at varying percent-
ages within the tumor cell population, due to both variable 
degrees of  EGFR  amplifi cation and subclonality of the alter-
ation. Multiple methods to achieve analytic sensitivities 

  Figure 32.2    Different analytic sensitivities of mutation detection 
methods. ( a ) Sanger sequencing showing an  EGFR  c.2573T > G (p.
L858R) mutation at 12.5 % allelic burden. ( b ) Single nucleotide base 

extension assay (SNaPshot ® ) showing the same mutation detectable at 
6 % allelic burden. ( c ) Real-time PCR assay demonstrating the same 
mutation detectable at 1 % allelic burden       
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below 1 % allelic burden include locked nucleic acid assays 
and PCR assays utilizing restriction endonucleases to cleave 
wild-type sequences and beads, emulsion, amplifi cation, and 
magnetics (BEAMing) [ 73 – 77 ]. The implementation of 
these approaches is dependent upon the clinical need for 
enhanced sensitivity in mutant allele detection, for example, 
in approaches which evaluate circulating tumor DNA, which 
are under evaluation [ 76 ].  

   Multiplex Methods 
 Increasingly, test methods which allow for the simultaneous 
detection of many mutations in a number of genes are used 
by clinical molecular laboratories. These include multi-
plexed single nucleotide base extension assays and mass 
spectrometry-based assays [ 78 – 80 ]. These assays rely on the 
development of multiplex PCR amplifi cation followed by 
interrogation by multiple probes with spacer sequences and 
base extension reactions to allow for discrimination based on 
size or molecular weight. In addition, next generation 
sequencing (NGS) can query numerous entire genes, and the 
implementation of this approach into the clinical molecular 
laboratory is undergoing rapid adoption with the evaluation 
of appropriate metrics for quality assurance [ 81 ,  82 ]. 
Importantly, depending on methodology utilized for NGS, 
an assay may be able to identify selected gene rearrange-
ments and copy number alterations.   

    Gene Rearrangements Assays 

   FISH Assays 
 The  EML4-ALK  fusion is generated by a paracentric chro-
mosomal inversion in the short arm of chromosome 2, 
between bands p21 and p23.2. These two genes originally 
are separated by approximately 12.8 MB. The other described 
 ALK  fusions in lung cancer,  KIF5B - ALK  [ 34 ] and  TFG - ALK  
[ 33 ], are caused by chromosomal translocations t(2;10)
(p23.2;p11.22) and t(2;3)(p23.2;q12.1), respectively. 

 Numerous technical platforms are available for molecular 
diagnosis of  ALK  rearrangements in lung cancer, but the most 
commonly used for clinical testing is FISH. The standard 
FISH assay uses a dual-color break-apart probe set encom-
passing the 3′ and the 5′ sequences immediately adjacent to 
the breakpoint area in  ALK  (intron 19), labeled in orange and 
in green fl uorophores, respectively (Fig.  32.3 ) [ 83 ].

   The  ALK  BA FISH probe was used in the initial clinical 
trials for crizotinib [ 35 ,  84 ] and is approved by the FDA as a 
companion diagnostic test. The  ALK  BA FISH assay is DNA 
based and is thus robust and resistant to technical artifacts. 
Other advantages include being highly suitable for detection 
in FFPE tissue sections, detecting all variants of EML4- ALK , 
and detection of translocations with and of the reported or 
uncharacterized partner genes. On the other hand, the FISH 

platform requires specialized resources (fl uorescence micro-
scope, light-protected laboratory space) and highly trained 
personnel. 

 Two other receptor kinase genes were identifi ed as acti-
vated in lung cancers by fusions,  ROS1  [ 33 ] and  RET  [ 85 ]. 
Integrated molecular and histopathologic screening systems 
have been successful in detecting a large number of fusion 
partners in lung cancer for these two genes, and preclinical 
studies have confi rmed their tumorigenic potential [ 34 ]. 
Additionally, targeted therapy may have a role for these 
molecular subsets, which are predominantly identifi ed using 
FISH assays [ 44 ,  45 ,  86 ].  

   Reverse-Transcription PCR 
 Reverse-transcription PCR (RT-PCR) can be used to detect 
and identify gene rearrangements. Messenger RNA (mRNA) 
is isolated from tumor tissue and reverse transcribed to 
complementary DNA (cDNA). Amplifi cation with poly-
merase is performed using primers that bind sequences 
within the 5′ gene fusion partner (e.g.,  EML4 ) and the 3′ end 
of the fusion gene encoding the kinase domain of the onco-
gene (e.g.,  ALK ). The presence of a gene fusion can thus be 
detected and identifi ed by size discrimination assays and 
sequencing of the amplifi cation product. To date, over ten 
 EML4-ALK  variants have been reported, involving eight 
different  EML4  exons and exon 20 of  ALK  [ 31 ]. Although 
methods exist to identify unknown gene fusion partners, 
such as inverse PCR and 5′ rapid amplifi cation of cDNA 
ends (RACE), high-throughput targeted assays will typi-
cally only allow known fusion partners and variants to be 
detected [ 32 ]. Specifi c primers are designed for each  EML4  
variant, which can be multiplexed for PCR amplifi cation, as 
long as the amplicons are of different sizes and/or labeled 
with different fl uorophores. Amplicon size must be kept 
relatively small (up to 150–200 base pairs) to allow the use 
of FFPE tissue, since frozen tissue is not routinely available. 
The implementation of these assays in the clinical molecu-
lar laboratory requires either follow up on testing for nega-
tive fi ndings (i.e., extensive analysis of RNA quality), 
separate amplifi cations for each variant, or design of assays 
to minimize amplicon size [ 32 ].  

   Other Methods 
 Immunohistochemistry (IHC) using antibodies specifi c for 
the C-terminal region of the ALK protein is a surrogate 
method to detect the presence of an  ALK  gene rearrangement 
in NSCLC [ 87 ,  88 ]. The most commonly used antibodies are 
ALK1 (DAKO, Carpinteria, CA), 5A4 (Novocastra, 
Newcastle, the United Kingdom, and Abcam, Cambridge, 
MA), and D5F3 (Cell Signaling Technology, Danvers, MA). 
IHC is a favored test method due to rapid turnaround time 
and low cost. However, for ALK IHC, the methods are not 
standardized, and method variations include antibody dilu-
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tions, detection systems with or without signal amplifi cation, 
scoring criteria (qualitative, semiquantitative, and image- 
based), and cutoffs for classifying positive specimens, limit-
ing the utility of IHC in the clinical molecular laboratory. 
However, extensive study is underway to defi ne the concor-
dance and reproducibility of this methodology with the 
expectation that following large-scale evaluations, IHC may 
become a dominant approach [ 89 ,  90 ,  91 ]. 

 Quantitative real-time PCR (qPCR) techniques, using 
primers that amplify a portion of the 3′ end of the  ALK  gene 
(encoding the kinase domain), detect higher  ALK  mRNA 
expression in comparison with a housekeeping gene [ 92 ]. 
Both IHC and qPCR rely on the observation that ALK is not 
typically expressed in normal lung tissue or in NSCLC with-
out an  ALK  gene rearrangement. Both techniques thus infer 
the presence of an  ALK  gene rearrangement but could also 
detect aberrant expression of native, full-length ALK.   

    Gene Amplifi cation Assays 

 Oncogene activation is also achieved through amplifi cation 
of gene copies. Mechanisms for gene amplifi cation include 
the extrachromosomal  double minutes  and the intrachromo-
somal  homogenously staining regions , both of which are 
easily detected by FISH assays. 

 In NSCLC, numerous genes can be amplifi ed and typi-
cally confers a poor prognosis. Amplifi cation of the  EGFR  
gene is associated with response to EGFR inhibitors [ 93 ], 
although, at least in patients of Asian ethnicity, this associa-

tion may largely refl ect the amplifi cation of activated mutant 
alleles [ 94 ] and the degree of this association is relatively 
weak compared to the evaluation of  EGFR  mutation status. 
Amplifi cation of the  MET  gene has been associated with 
poor overall survival [ 95 ] and with acquired resistance to 
EGFR TK inhibitors [ 96 ], which is thought to arise from 
positive selection of low-level clones carrying the alteration 
[ 97 ].  MET  amplifi cation evaluation may also have relevance 
for the selection of targeted therapy as studies evaluating this 
analyte with respect to inhibitors of hepatocyte growth factor 
receptor (HGFR, the protein product of the  MET  gene) are 
ongoing [ 48 ]. A number of other genes encoding growth fac-
tors, growth factor receptors, and transcription factors can be 
amplifi ed in lung cancer, such as  HER2 ,  FGFR1 – FGFR2 , 
 SOX2 , and  PIK3CA . The availability of novel therapeutic 
agents that specifi cally inhibit these proteins has created an 
increased interest in testing for these molecular markers in 
order to select patients who are more likely to be sensitive (or 
resistant) to the targeted therapies [ 48 ].   

    Interpretation of Results 

    Driver Mutation Detection Assays 

 One of the key issues in the interpretation of somatic muta-
tion testing is correlation between the preanalytic specimen 
features, preanalytic processing (especially tumor enrich-
ment), testing method, and test results. This is especially rel-
evant for negative results, which should be interpreted in the 

  Figure 32.3    Lung adenocarcinoma specimens hybridized with the Vysis 
 ALK  Break Apart FISH Probe (Abbott Laboratories, Abbot Park, IL). ( a ) 
 ALK -negative pattern (only native  orange / green  fused fl uorescent signals), 

( b )  ALK -positive pattern (split  orange-green  signals), and ( c )  ALK -positive 
pattern (single  orange  signals)       
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context of the above-listed features. Given that assessments 
of tumor cellularity are highly subjective and only a single 
specimen may be available for testing, a laboratory may elect 
to test a borderline specimen with a low percentage of tumor 
cells, because a positive result would be informative, even 
though a negative result may be inconclusive. 

 With gene sequencing assays, the interpretation of rare 
mutations can be challenging. For many gene targets, muta-
tional hotspots have been identifi ed, and a fi nding of a muta-
tion outside of one of these known regions must be carefully 
interpreted for clinical signifi cance. Since FFPE tissue is fre-
quently used for somatic mutation testing, the possibility that 
a rare mutation represents a procedural artifact must be con-
sidered. Furthermore, as especially relevant to testing in 
NSCLC, using extremely limited tissue and DNA quantities, 
as may be seen with some small specimens, can also lead to 
sequencing artifacts [ 98 ]. Thus, rare mutations must be inter-
preted with these procedural artifacts in mind, especially for 
genes which have been extensively characterized. Rare muta-
tion fi ndings should be repeated from the earliest feasible 
stage of testing and potentially with an alternate testing 
method. If a rare mutation is confi rmed, the report should 
refl ect that the clinical implications are not well understood, 
unless the scientifi c medical literature supports an interpreta-
tion of clinical signifi cance. Public databases for interpretation 
of cancer gene mutations include the Catalogue of Somatic 
Mutations in Cancer (COSMIC) [ 99 ] and dbSNP through 
NCBI. These resources are especially valuable in identifying 
literature relevant for the interpretation of a specifi c mutation. 

 For gene mutations which are previously reported with a 
known clinical signifi cance, the molecular pathology report 
should include an interpretive statement as to the clinical rel-
evance of the fi nding. The implications of a particular result 
with respect to prognosis or responsiveness to a targeted 
therapy can change rapidly with new clinical studies, and 
efforts should be undertaken to ensure the most up-to-date 
clinically validated implications are noted.  

    Gene Rearrangement Assays 

   FISH 
 Usually, interpretation of FISH results using the ALK BA 
probe is straightforward. However, the fact that the  EML4  
and  ALK  genes are separated by a small distance (12.8 MB) 
makes the identifi cation of split signals subtle and challeng-
ing in a fraction of tumor cells. In the native copy of  ALK , 
the orange and green probes recognize homologous 
sequences that are physically close to each other and show 
up as a fused orange (red)/green fl uorescent signal 
(Fig.  32.3a ). Therefore, fusion fl uorescent signals in this 
setting indicate a normal copy of the  ALK  gene. When the 
break occurs around the  ALK  intron 19, the orange (red) 

signals from the 3′ probe sequences separate from the green 
signals of the 5′ probe sequences (Fig.  32.3b ). When  EML4-
ALK  fusion occurs, the sequences recognized by the green 
probe are positioned approximately 12.8 MB more centro-
meric to their original locus. Because of the relatively small 
genomic distance between these signals, scoring criteria 
require that the split seen be at least two signal diameters 
wide. In approximately 30 % of the rearrangements involv-
ing  ALK , chromosomal deletions also occur in association 
with the inversion causing loss of the genomic sequences 
recognized by the green-labeled 5′ end sequences 
(Fig.  32.3c ). Thus, the split between orange (red) and green 
signals and the presence of single orange (red) signals are 
interpreted as a rearrangement of the  ALK  gene. A mini-
mum of 50 cells should be counted for assay scoring, and 
when greater than 15 % of cells are scored as positive (either 
split pattern or single orange (red) pattern), the result is 
interpreted as positive for an  ALK  rearrangement. Additional 
scoring criteria for the FDA-approved companion diagnos-
tic include an equivocal range of percent positive cells with 
requirement for a second reader in such cases, although a 
routine two-reader practice is recommended.  

   Reverse-Transcription PCR 
 Interpretation of RT-PCR assays for the detection of ALK 
rearrangements has particular benefi ts in that it provides the 
most direct evidence of a gene rearrangement. Furthermore, 
this technique can provide the details not only of the 5′ gene 
fusion partner identity in each case but also the specifi c exon 
fusion (Fig.  32.4 ). In  ALK  gene-rearranged NSCLC, there 
are at least three different 5′ gene fusion partners ( EML4 , 
 KIF5B , and  TFG ) and multiple different fusion variants in 
which different exons of  EML4  (and occasionally  ALK ) have 
been detected for  EML4 - ALK  gene fusions [ 32 – 34 ,  100 , 
 101 ]. Distinction of which specifi c fusion partner is involved 
in the rearrangement can be accomplished through size anal-
ysis for some assays, wherein specifi c fusions produce prod-
ucts of predictable size or may require sequencing of the 
fusion gene product. For assays which identify fusion events 
based on the presence of an amplicon of specifi c size, 
sequencing should be routinely performed on the amplifi ca-
tion product to ensure that the amplicon detected is actually 
a gene fusion transcript and not the results of false priming. 
If the assay is designed in a directed fashion (i.e., uses bidi-
rectional primers for the detection of specifi c fusion vari-
ants), negative results must always be interpreted in the 
context of known fusion partners not detected by the assay 
and also consider false-negatives attributable to novel fusion 
partners not yet described. Additionally, as these assays are 
based on RNA which is typically derived from FFPE tissue, 
consideration of false negatives attributable to low RNA 
quality is imperative, and appropriate quality control metrics 
(such as independent measures of RNA quality) should be 
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included and evaluated for assays of this nature. If such qual-
ity metrics are suboptimal, reporting should include caveats 
about potential false negatives. Finally, this technique has the 
potential to be extremely sensitive because of the combined 
effects of PCR amplifi cation and the lack of background sig-
nal as only the fusion gene transcript is detected by this 
assay.

        Gene Amplifi cation Assays 

 Interpretation of results in FISH assays for copy number 
analysis is relatively simple. The number of copies per cell 
of a probe for the target gene sequence is compared with the 
number of copies of a reference probe, commonly repre-
sented by the centromere of the chromosome containing the 
target gene. Other gene sequences mapped in the same chro-
mosome arm or in the opposite arm of the target gene are 
acceptable as reference sequences and sometimes even pref-
erable, for instance, when complex rearrangements involve 
loss of centromeric sequences. Gene amplifi cation is deter-
mined when the copy number ratio between the target and 
reference probe signals is greater than a prespecifi ed value, 
commonly 2.0. 

 When a target gene is located close to the chromosomal 
centromere, both the target gene and the centromeric region 
may be amplifi ed, making interpretation using a ratio greater 
than 2.0 inappropriate.  EGFR  maps at 7p12 near the centro-
mere and is amplifi ed in approximately 10 % of NSCLC 
[ 102 ]. With  EGFR  gene amplifi cation, the chromosome 7 

centromeric sequences also can be amplifi ed, in which case 
the ratio between the mean  EGFR  probe signals per cell and 
the mean centromere 7 probe signals per cell will be approxi-
mately 1. Customized scoring systems have been developed 
to account for such phenomenon, when more than two probe 
signals for both the  EGFR  gene and the centromere 7 are 
identifi ed [ 103 ].   

    Laboratory Issues 

 A question which often arises is which patients should be 
tested. Numerous approaches to this issue have been pro-
posed, and while ultimately such decisions are made by the 
treating oncologist, some general principles have emerged. 
First and foremost, for patients with advanced stage disease, 
testing for  EGFR  mutations and  ALK  rearrangements is the 
standard of care, because the results impact fi rst-line therapy 
selection. Regardless of the determinations of which patients 
to test, it is critical that results be available in a timeframe to 
allow therapeutic decisions to be based on the test results. 
This leads to the question of whether to test concurrently or 
in sequence. Despite the low prevalence of  ALK  rearrange-
ment in NSCLC and the fi nding that co-occurrence of  EGFR  
mutation and  ALK  rearrangement is uncommon, in order to 
meet the goal of returning results in a clinically actionable 
timeframe, concurrent testing may be preferable from a clin-
ical perspective. 

 One signifi cant challenge of clinical molecular testing for 
NSCLC is the need to perform testing on diagnostic small 

  Figure 32.4    Reverse-transcription PCR (RT-PCR) for the detection of 
known  ALK  fusions from frozen non-small cell lung cancer (NSCLC) tis-
sue. Multiplex RT-PCR including forward primers to exons 2 and 13 of 
 EML4  and one reverse primer to exon 20 of  ALK  are utilized in a single 
reaction.  Lanes 1  and  2  are results for negative (A549) and positive 
(H2228) cell lines, respectively.  Lane 3  is a patient sample negative for 

 ALK  rearrangement.  Lanes 4 – 6  are patient samples with  ALK  rearrange-
ments with different  EML4  breakpoints.  Lane 7  is a no template control. 
 GAPDH  mRNA control reactions are shown in the  lower panel . Negative 
results from an assay with amplicons >200–250 bp should be interpreted 
with caution, and multiplex primers can be designed with amplicon size 
aimed for detection in FFPE [ 31 ,  97 ].  M  molecular weight markers       
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biopsy or FNA specimens. As the majority of NSCLC 
patients are not surgical candidates at the time of diagnosis, 
small samples are common for initial diagnosis. When con-
sidering the common need for IHC evaluation, which often 
requires multiple rounds of facing of a paraffi n block, the 
residual material remaining after histopathologic diagnosis 
can be exceedingly limited. However, given appropriate 
methods, testing on such specimens can be accommodated. 
Implementation of appropriate tumor enrichment techniques 
is essential, as is evaluation of the specimen by a pathologist 
prior to testing, selection of an appropriate testing method, 
and reporting of results in an integrated format. Cytopathology 
specimens, including cell blocks and direct smears, are often 
adequate specimens for testing. Of paramount logistical rel-
evance is the need to institute measures for maximal preser-
vation of tissue from small diagnostic specimens to allow for 
molecular testing following histopathologic diagnosis. This 
includes efforts to limit the degree to which paraffi n blocks are 
multiply faced and reduction in the use of IHC and duplicative 
controls. As the number of clinically validated molecular tar-
gets for testing grows, the need to preserve tissue will become 
ever more paramount. Part of the management of tissue for 
this purpose will be a growing recognition of the need to 
establish prioritization of clinical testing. While clinical 
parameters may be associated with some of the molecular sub-
types of NSCLC, they are not suffi ciently specifi c to dictate 
choice of testing. However, they may be useful in determining 
prioritization of testing for limited specimens.  

    Conclusions and Future Directions 

 As the number of defi ned targets for clinical molecular test-
ing that drive therapy selection grows, the need to implement 
testing which evaluates as many of these oncogenic variants 
simultaneously is an inevitable necessity. The one-at-a-time 
model for testing for individual mutations has already been 
supplanted in some centers by multiplex testing for dozens 
of mutations simultaneously [ 104 ,  105 ]. As the clinical use 
of NGS advances, testing is likely to migrate to platforms 
which can accommodate the evaluation of dozens to hun-
dreds of genes and variants concurrently.     
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  Breast cancer treatment has evolved over the past 50 years, often as a direct consequence of 
molecular testing advances. In fact, molecular testing of predictive markers in breast can-
cer, including hormone receptors and HER2, is the model for personalized cancer treat-
ment. Clinical practice guidelines specify that every primary invasive breast cancer and 
putative recurrence be tested for ER, PR, and HER2 expression to identify those cancers 
likely to respond to corresponding targeted treatments. The newest tests for breast cancer 
management are the tissue-based prognostic and/or predictive molecular assays, which 
identify patients with biologically indolent breast cancer who will not benefi t from cyto-
toxic chemotherapy and those with intrinsically aggressive disease who may benefi t. This 
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several emerging molecular testing systems.  
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        Introduction 

 Breast carcinoma is the most common malignancy in 
women in the USA and occurs in two major forms: spo-
radic and hereditary. Sporadic breast cancer is the topic of 
this chapter; hereditary breast cancer, caused by muta-
tions in  BRCA1  and  BRCA2  and other germline DNA 
mutation syndromes, is discussed in Chap.   22    . Molecular 
assays for detecting circulating tumor cells are discussed 
in Chap.   39    . 

    Molecular Pathogenesis of Breast Cancer 

 The cause of common, sporadic breast cancer and the rea-
sons for its progression are unknown. What is amply clear is 
that no simple, single alteration is responsible for sporadic 
breast cancer. Putative oncogenic processes include impaired 
cell-number regulation, mutated oncogenes and tumor sup-
pressor genes, dysfunctional epigenetic controls, and 
deranged intercellular interaction [ 1 ]. In addition, emerging 
evidence supports a theory that transforming epithelia com-
municate aberrantly with their surrounding mammary 
stroma, such that the entire tissue region is likely involved in 
the oncogenic process. Collectively, these processes deter-
mine the behavior of a specifi c breast cancer. 

 Two dominant models of mammary carcinogenesis are 
(1) the stochastic clonal evolution model and (2) the can-
cer stem cell model (both reviewed in Ref.  2 ). The stochas-
tic clonal evolution model proposes that random mutational 
events occur in any mammary cell; uncontrolled cell divi-
sion results when a cell accumulates a suffi cient number 
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and type of mutations to gain a selective growth advan-
tage. In this model, the expanding aberrant clone acquires 
additional DNA alterations that enable it to invade adja-
cent stroma and spread to distant sites via lymphatics and 
blood vessels. The clone “evolves” to an invasive and met-
astatic phenotype. 

 The cancer stem cell hypothesis derives from the theo-
retical normal breast parenchymal development pathway. A 
breast stem cell divides asymmetrically to produce a daugh-
ter stem cell (self-renewal) and a common progenitor cell, 
which can divide and differentiate into either a myoepithe-
lial cell or a luminal progenitor cell. The latter is the parent 
of two more-differentiated lineages: luminal and ductal 
epithelia [ 2 ]. The cancer stem cell hypothesis posits that the 
initiating carcinogenic event occurs in one of the small 
number of mammary stem cells or their uncommitted pro-
genitors but never in differentiated luminal or myoepithe-
lial cells. Following initiation, clonal evolution may 
progress to the fully malignant phenotype. An appealing 
variation of the cancer stem cell hypothesis has cancer ini-
tiation restricted to the second generation common progen-
itor cell, usually a common luminal progenitor. If correct, 
this would explain why global gene expression profi ling 
parses human breast cancers into four to fi ve major molecu-
lar classes (intrinsic subtypes), which include luminal A 
and B groups [ 3 – 5 ].  

    Anatomic Classifi cation of Breast Cancer 

 The vast majority of breast cancers arise in the hormon-
ally sensitive, physiologically active, terminal duct lobu-
lar units; only a small percentage arise in the larger ducts. 
The two morphologic subtypes of breast cancer, ductal 
and lobular, are named for the histologic structures from 
which they appear to arise, the terminal ducts and the lob-
ules, respectively. Both ductal and lobular carcinomas 
occur in invasive and in situ forms; this chapter focuses on 
invasive carcinoma. 

 Invasive ductal carcinoma (IDC) is the most common 
form of invasive breast cancer, accounting for approxi-
mately 85 % of cases. Several lines of evidence indicate 
that IDC directly evolves from ductal carcinoma in situ 
(DCIS). Invasive lobular carcinoma (ILC) accounts for 
fewer cases of invasive breast cancer (approximately 15 %). 
Like IDC, ILC appears to evolve from a morphologic pre-
cursor lesion, lobular carcinoma in situ (LCIS). At the 
genomic level, IDC is far more heterogeneous than 
ILC. While the two subtypes share some recurrent molecu-
lar alterations, they differ at many more loci. Invasive duc-
tal and lobular carcinomas are managed clinically in the 
same way.   

    Overview of the Clinical Management 
of Breast Cancer 

 Breast cancer treatment has evolved over the past 50 years, 
often as a direct consequence of molecular testing advances. 
Currently, potentially curable, early invasive breast cancer 
(Stages I, II, and III) is treated both as local-regional and 
systemic disease. The goal of local-regional treatment is to 
eradicate cancer from the breast and regional lymph nodes, 
whereas systemic treatment seeks to eliminate occult micro-
scopic deposits of cancer at remote sites in the body. 

 Treatment selection rests on two sets of clinicopathologic 
factors: (1) anatomic staging [ 6 ] to estimate prognosis, which 
is the likelihood that a person will survive the disease inde-
pendent of systemic treatment, and (2) results of predictive 
marker tests, which estimate the likelihood a breast cancer 
will respond to specifi c targeted treatments. Only two tar-
geted treatments are in current common use for breast can-
cer: antiestrogens (e.g., tamoxifen, aromatase inhibitors) and 
trastuzumab (Herceptin™; Genentech, South San Francisco, 
CA), a monoclonal antibody targeting the human epidermal 
growth factor receptor-2 protein (simplifi ed to HER2 in this 
chapter). Currently, tests for these predictive markers are 
used to determine the use of these targeted therapies for 
breast cancer: estrogen receptor (ER) levels and progester-
one receptor (PR) levels for the antiestrogens and HER2 
overexpression for trastuzumab. 

 Molecular testing of prognostic and predictive markers in 
breast cancer has a long, successful history and is a paradigm 
for personalized cancer treatment. Clinical practice guide-
lines specify that every primary invasive breast cancer and 
putative recurrence be tested for expression of ER, PR, and 
HER2 [ 7 ,  8 ]. These are called predictive markers because 
they predict the likelihood a cancer will respond to antiestro-
gen and anti-HER2 treatment. The next sections describe the 
standard and emerging molecular tests for newly diagnosed 
breast cancer, including ER and PR tests, HER2 tests, molec-
ular profi ling for intrinsic breast cancer subtypes, and the 
commercially marketed prognostic and/or predictive tests for 
breast cancer management.  

    Hormone Receptors in Breast Cancer 

    Molecular Basis for Targeting Hormone 
Receptor Expression in Breast Cancer 

 Like normal mammary glandular tissue, most invasive breast 
cancers (75–80 %) express ER and/or PR [ 9 ]. These recep-
tors, which bind endogenous estrogen and progesterone, are 
ligand-inducible transcription factors that bind to regulatory 
DNA sequences associated with target genes, activating a 
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variety of cellular events that give cancer cells a survival 
advantage [ 10 ,  11 ]. Aside from this direct DNA interface, 
ER also interacts with cytoplasmic proteins that have an indi-
rect action on gene transcription [ 12 ]. Interfering with this 
key hormone-receptor interaction is a mainstay of ER-positive 
breast cancer treatment. 

 Estrogen receptor protein exists in two isoforms, ERα and 
ERβ, which are encoded by two highly homologous genes, 
 ESR1  and  ESR2 , respectively. ERα ( ESR1 ) is the clinically 
important isoform of ER in breast cancer. Similarly, there are 
two PR isoforms (A and B), which are products of the same 
gene. PR isoform A is a truncated form of B [ 12 ]. Estrogen 
receptor-ligand complexes activate the transcription of PR; 
thus, nearly all ER-positive breast cancers also express 
PR. The ER test result dominates clinical decision-making. 
Antiestrogen treatment is recommended for all ER-positive 
(>1 % cells) cancers. The small fraction (approximately 
3 %) of ER-negative, PR-positive cancers also are treated 
with antiestrogens because they are presumed to have par-
tially intact ER transcriptional activity [ 13 ]. 

 Three therapeutic approaches are used to nullify estro-
gen’s ER-mediated effects on breast cancer: (1) remove the 
ovaries to reduce endogenous estrogen, (2) pharmacologi-
cally inactivate ER, and (3) medicate to prevent inactive 
forms of endogenous estrogen from converting to active 
molecules. Surgical oophorectomy, the oldest endocrine 
treatment for breast cancer, still has a role in some circum-
stances [ 14 ]. Inactivating ER directly is accomplished by 
treatment with tamoxifen (Nolvadex), one of the most com-
monly used targeted therapies. Tamoxifen is an oral medica-
tion that binds stably to the ER to form an unwieldy complex 
that is sterically incapable of binding to DNA to activate 
gene transcription. Lastly, aromatase inhibitors (AIs), such 
as anastrozole (Arimidex) and exemestane (aromasin), bind 
to the aromatase enzyme to prevent adrenal androgens, the 
main source of endogenous estrogen after menopause, from 
being converted to estrogen. AIs are most useful in post-
menopausal patients, reducing circulating estradiol to near 
zero levels [ 13 ,  68 ].  

    Clinical Utility of ER/PR Expression Testing 

 ER/PR testing is critical because the ER content of a breast 
cancer is the strongest predictor of antiestrogen treatment 
effi cacy, regardless of how the estrogen-reduced state is 
achieved (oophorectomy, tamoxifen, or AI). Breast cancers 
that entirely lack ER do not respond to antiestrogens and are 
omitted from the therapeutic plan [ 15 ]. All patients (women 
and men) with ER-positive invasive breast cancer based on 
ER/PR test results are offered antiestrogen treatment, unless 
contraindicated by specifi c comorbid conditions [ 9 ,  16 ]. 
The decision whether to use antiestrogen therapy is highly 

signifi cant because adjuvant tamoxifen reduces mortality by 
at least 33 % at 15 years [ 15 ,  17 ].  

    Available Assays for Hormone Receptor 
Content Testing 

 Currently, immunohistochemistry (IHC) of formalin-fi xed, 
paraffi n-embedded (FFPE) tissue sections is the standard 
method for ER/PR testing. IHC testing for ER/PR expression 
has many advantages: ER/PR in invasive cancer cells can be 
assessed specifi cally and normal tissue expression ignored; 
results are not confounded by endogenous hormone levels; no 
requirement for fresh or frozen tissue, so that IHC can be 
applied retrospectively and to small (≤1.0 cm) invasive can-
cers, which are now commonplace; and lastly, IHC staining 
kits and instrumentation are widely available in nonacademic 
centers, where most breast cancers are diagnosed and treated. 
Any proposed new testing platform must retain or improve on 
these advantages to supplant IHC hormone receptor testing. 

 In late 2008, The American Societ of Clinical Oncology 
(ASCO) partnered with the College of American Pathologists 
(CAP) to convene a panel to determine best practices for ER/
PR testing in breast cancer. The standardization effort was 
driven by academic oncologists who discovered signifi cant 
discordances between local and central predictive marker 
testing results for patients entered in clinical trials. The panel 
analyzed numerous published studies and clinical trials’ 
results correlating the ER/PR content to outcomes of anties-
trogen treatment [ 8 ,  18 ]. The resulting 2010 ASCO/CAP 
Guideline Recommendations for IHC Testing of ER/PR in 
Breast Cancer were widely adopted and remain the standard 
practice [ 8 ]. 

 The guideline recommends using IHC of FFPE tissue sec-
tions to test all primary invasive breast cancers and putative 
recurrences for ER/PR content, whenever tissue is available. 
The guideline defi nes how to control and document preana-
lytic, analytic, and postanalytic variables to ensure analytic 
and clinical validity and clinical utility [ 8 ]. 

    Preanalytic Standardization 
 The 2010 ASCO/CAP Guideline Recommendations for IHC 
testing of ER/PR in Breast Cancer specify how to handle 
FFPE tissues that are likely to be tested (see summary 
below). The overall goal is to standardize three key preana-
lytic variables: tissue handling, fi xation type, and fi xation 
duration [ 8 ,  18 ]. Preanalytic factors are most easily con-
trolled in the core biopsy setting which, therefore, is the pre-
ferred tissue for testing. 

 Documenting cold ischemia time requires cooperation 
between persons performing the breast cancer biopsies and 
resections with pathology personnel, which can be a chal-
lenge. Adding designated spaces for this biopsy or resection 
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timing data to the surgical pathology requisition form or in 
the electronic ordering process can aid clinicians in provid-
ing the data. Reporting templates help the pathologist to 
document the preanalytic factors in the report. 

 Summary of ASCO/CAP Guideline Recommendations 
for Preanalytic Variables for Hormone Receptor and HER2 
Immunohistochemistry:

•    Minimize cold ischemia time (time from excision to ini-
tiation of fi xation) to 1 h or less.  

•   Use 10 % neutral buffered formalin (NBF) as the standard 
fi xative.  

•   If nonstandard fi xatives or those containing decalcifying 
agents are used, add a disclaimer to the report.  

•   Do not use microwave-type processors for ER/PR stain-
ing, because results have not been clinically validated.  

•   Fix the cancer in NBF for at least 6 h, but no more than 
72 h, before paraffi n embedding.     

    Analytic Standardization 
 Antibodies and controls are the key analytic variables 
for ER/PR testing. The 2010 ASCO/CAP Guideline 
Recommendations for IHC Testing of ER/PR in Breast Cancer 
advise using specifi c ER antibody clones (1D5, 6F11, SP1, 
and 1D5 + ER.2.123), which have slightly different staining 
profi les but have been suffi ciently validated to provide compa-
rable results. Test kits with validated scoring schemes that are 
approved or cleared by the US Food and Drug Administration 
(FDA) are considered optimal. Laboratory developed tests 
(LDTs) are acceptable, if stringently validated [ 8 ]. 

 The interpreting pathologist must verify that the internal 
and external controls stain appropriately. Internal controls 
consist of immunoreactive benign mammary epithelia in the 
same section or in another equivalently processed section 
from the same specimen [ 8 ]. Where appropriate internal con-
trols are lacking, an apparently negative ER or PR stain is 
considered uninterpretable. Breast biopsies are rarely prob-
lematic, but lung and bone, which are common sites of metas-
tasis, may be more diffi cult to interpret. In this context, the 
pathologist should add a disclaimer that a negative staining 
result cannot be confi rmed as accurate in tissues that do not 
normally express ER/PR (no internal control). Also, bone 
from pathologic fractures due to metastatic cancer typically 
must be decalcifi ed. With decalcifi cation, an apparently nega-
tive ER/PR stain must be interpreted cautiously and a dis-
claimer added to the report for a negative result, noting that 
decalcifi cation can adversely affect antigen preservation in 
tissue and result in a false-negative stain. Finally, it is essen-
tial for a laboratory initiating IHC for ER/PR to validate the 
assays; the CAP provides guidelines for validation [ 19 ].  

    Postanalytic Standardization 
 The 2010 ASCO/CAP Guideline Recommendations for IHC 
Testing of ER/PR in Breast Cancer allow the pathologist to 

choose a scoring system (Allred system,  H -score, etc.) but 
recommend that the report indicates both the percentage of 
stained invasive carcinoma cell nuclei and the stain intensity 
(see below). Some FDA- approved or FDA-cleared staining 
systems mandate the use of a specifi c scoring system to 
ensure clinical validity. For example, the FDA 510(k)-
cleared DakoCytomation ER/PR pharmDx™ (Dako Corp, 
Carpinteria, CA) staining kit requires pathologists to report 
stain results using the Allred scoring scheme [ 20 ]. 
Semiquantitative visual estimates of nuclear staining are suf-
fi cient for guiding clinical decisions. Computer-assisted 
imaging is more expensive and does not add value to testing, 
given that antiestrogen treatment is considered for any level 
of staining ≥1 %. 

 Interpreting ER/PR stains (adapted from Ref.  8 ):

•    ER- or PR-positive cancer is one in which ≥1 % of inva-
sive carcinoma cell nuclei are immunoreactive.  

•   ER- or PR-negative cancer is one in which <1 % of inva-
sive carcinoma cell nuclei are immunoreactive.  

•   ER and/or PR status is not interpretable when no invasive 
carcinoma cell nuclei are immunoreactive and appropri-
ately stained controls are lacking.      

    Laboratory and Regulatory Issues 

 The Clinical Laboratory Improvement Amendments (CLIA) 
of 1988 and the derived CLIA regulations provide the ana-
lytic validity standards for predictive factor assays such as 
ER, PR, and HER2 tests. Laboratories performing these high 
complexity tests must be surveyed semiannually, with 
defi ned criteria and actions required when performance is 
defi cient [ 21 ]. Semiannual profi ciency testing for ER/PR 
analysis is now a mandatory part of the CAP Laboratory 
Accreditation Program (LAP) (  http://www.cap.org/web/
home/lab/accreditation/laboratory-accreditation-program    . 
Accessed 3/10/2015). Competence is assessed by periodic 
review of test performance against peers and failure man-
dates remediation.  

    Future Directions 

 Transitioning routine ER/PR expression testing to a molecu-
lar platform, for example, a reverse transcription-polymerase 
chain reaction (RT-PCR) analysis using paraffi n tissues, 
would not be straightforward. IHC has many advantages, 
including wide availability, and a strong evidence base that 
allows ER/PR results to be used to triage cancers for addi-
tional molecular testing, as discussed later. 

 The 2010 ASCO/CAP Guideline Recommendations for 
IHC Testing of ER/PR in Breast Cancer require new ER/PR 
tests be validated clinically and operationally [ 8 ]. Although 
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ER/PR expression profi ling results are provided with the 
Oncotype DX ®  Recurrence Score (Genomic Health™, 
Redwood City, CA), these may serve to confi rm IHC stain 
results but have not been validated for clinical decision-mak-
ing [ 8 ,  21 ]. It is likely that paraffi n-IHC will remain the plat-
form of choice for some time.   

    HER2 in Breast Cancer 

    Molecular Basis for Targeting HER2 Expression 
in Breast Cancer 

 The other important predictive marker in breast cancer is 
HER2, a cell-surface membrane glycoprotein involved in cell 
proliferation control.  HER2  gene amplifi cation, leading to 
protein overexpression, is found in 15–20 % of invasive breast 
cancers [ 21 ]. Early investigations used Southern blot analysis 
to identify  HER2  gene amplifi cation in fresh or frozen sam-
ples of breast cancer and showed that patients with HER2-
amplifi ed breast cancers had higher recurrence and death 
rates than those with HER2-normal cancers [ 22 ,  23 ]. Defi ning 
HER2 as a possible prognostic marker drove the fi rst labora-
tory testing efforts using monoclonal antibodies for IHC 
staining [ 24 ]. Later, as HER2 became far more important as a 
drug target, the goals of testing shifted to predicting therapeu-
tic response to drugs targeting the HER2 protein. 

 The fi rst anti-HER2-targeted treatment, trastuzumab 
(Herceptin™; Genentech, South San Francisco, CA), was 
developed in the mid-1990s and is now the standard treat-
ment for HER2-overexpressing breast cancers. Trastuzumab 
is a recombinant humanized monoclonal antibody that spe-
cifi cally binds to the extracellular juxtamembrane domain of 
HER2 and inactivates its intracellular tyrosine kinase func-
tion by several possible mechanisms, resulting in reduced 
growth and reduced survival of HER2-dependent cancers 
[ 25 ]. Trastuzumab is most effective when combined with 
chemotherapy agents active against breast cancer, such as 
taxanes, doxorubicin, and cyclophosphamide, with trastu-
zumab monotherapy not being the standard care at this time 
(  http://www.nccn.org/professionals/physician_gls/pdf/
breast.pdf    . Accessed 03/19/2015). 

 Following the landmark Genentech-sponsored trials that 
demonstrated the effi cacy of trastuzumab in HER2- 
overexpressing metastatic breast cancer, trastuzumab was 
marketed with a companion diagnostic IHC assay, 
HercepTest™ (Dako Corp, Carpinteria, CA). In 1998, the 
FDA approved the HercepTest™ designed to identify HER2 
overexpression in invasive breast cancer to select patients for 
trastuzumab treatment [ 26 ]. The FDA advocates the impor-
tance of companion diagnostic testing for all emerging tar-
geted cancer treatments. 

 Other anti-HER2 agents (pertuzumab, lapatinib, and ado- 
trastuzumab emtansine [T-DM1]) are in the clinical trial 

pipeline. Testing for HER2 overexpression/amplifi cation is 
also used to select patients for these newer agents [ 21 ].  

    Clinical Utility of HER2 Expression Testing 

 Following trastuzumab’s introduction, HER2 joined ER/PR 
expression as a standard predictive marker in breast cancer 
management. The ASCO Tumor Marker Guidelines Panel 
added routine HER2 expression testing of all invasive breast 
cancers to its 2001 recommendations [ 7 ]. Because DCIS is 
never treated with chemotherapy and trastuzumab, DCIS 
should not be tested for HER2 amplifi cation. 

 The goal of HER2 expression testing is to identify patients 
who are likely to benefi t from trastuzumab treatment, i.e., 
those with breast cancers that overexpress HER2 protein 
and/or have  HER2  gene amplifi cation by in situ hybridiza-
tion (ISH). Trastuzumab can be lifesaving for patients with 
HER2-overexpressing breast cancer but requires a costly 
(approximately $100,000), yearlong course of intravenous 
therapy that is not risk-free. As is true for ER/PR expression 
testing, accurate, reliable, and reproducible testing is essen-
tial to direct anti-HER2 treatment to those who can benefi t 
and spare those who will not. 

 Whether trastuzumab benefi ts patients with HER2- 
negative or HER2-equivocal cancers has been controversial, 
although the weight of evidence from early exploratory trials 
suggested little, if any, effect [ 21 ,  25 ]. A prospective ran-
domized clinical trial (NSABP B-47; NCT01275677) will 
answer this question defi nitively, but current clinical practice 
is to treat only HER2-positive invasive breast cancer with 
trastuzumab [ 21 ,  27 ].  

    Available Assays for HER2 Overexpression/
HER2 Amplifi cation Testing 

 Clinical laboratories can use IHC to test for HER2 overex-
pression or ISH to detect  HER2  gene amplifi cation. Gene 
amplifi cation is the preponderant mechanism for HER2 
overexpression in breast cancer. IHC and ISH share sev-
eral advantages over Southern blot analysis: (1) the signals 
are interpreted in the context of the histopathology on tis-
sue sections, permitting specifi c scoring in morphologi-
cally confi rmed invasive cancer cells; (2) standard FFPE 
tissues are acceptable specimens, whereas Southern blot 
analysis requires fresh or frozen tissue to obtain intact 
DNA, not fragmented by the fi xation and embedding pro-
cesses; and (3) small cancer specimens, such as core nee-
dle biopsies, are acceptable for IHC and ISH, whereas 
larger specimens are needed for Southern blot analysis, 
which requires a large amount of DNA [ 21 ,  26 ]. ISH test-
ing, especially fl uorescence ISH (FISH), has the disadvan-
tages of being more labor-intensive and costly than IHC; 
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because of expense, ISH is a second-line, confi rmatory test 
in most clinical settings. Newer bright-fi eld ISH platforms 
mitigate some of these disadvantages and may have a 
future in testing. 

 The optimal procedures for HER2 IHC testing, scoring, 
and reporting of results have been long debated. Some phase 
III clinical trials of trastuzumab found signifi cant discor-
dances between local and central laboratory results for HER2, 
highlighting the need to standardize HER2 testing [ 27 ]. 
Accurate testing for HER2 expression in the clinical trial 
context is critically important, because treating cancers with 
false-positive HER2 overexpression results can confound 
interpretation of treatment effi cacy [ 21 ,  27 ]. Obviously, accu-
rate testing in the patient care context is no less essential. 

 The ASCO and the CAP came together in 2006 to address 
HER2 testing inaccuracy (both false-positive and false- 
negative results) and develop guidelines for testing and inter-
pretation. They convened an expert panel to (1) determine the 
optimal testing algorithm for HER2 testing, and (2) develop 
strategies to ensure optimal performance, interpretation, and 
reporting of results across US laboratories. The fi rst ASCO/
CAP HER2 Guideline Recommendations were published in 
2007 [ 28 ]. An updated guideline in 2013 was informed by new 
clinical trial data and stakeholder suggestions and addresses 
newer testing platforms, such as FDA- cleared bright-fi eld ISH 
assays ([ 21 ,  29 ];   http://www.asco.org/guidelines/her2    ;   http://
www.cap.org    . Accessed 03/10/2015). Molecular pathologists 
can expect periodic guideline updates as investigators publish 
new clinical trial data for anti-HER2 agents.  

    Testing, Interpreting, and Reporting HER2 Test 
Results 

 The 2013 ASCO/CAP HER2 Guidelines recommend using 
IHC or ISH (FISH or bright-fi eld ISH) on FFPE tissue sec-
tions to test all primary and recurrent invasive breast cancers 
for HER2 overexpression. Increasingly, oncologists biopsy 
suspected breast cancer recurrences to obtain tissue for accu-
rate HER2 and ER/PR results to guide the treatment of meta-
static disease. 

 The goal of the ASCO/CAP HER2 Guidelines is the same 
as for ER/PR testing: to standardize preanalytic, analytic, 
and postanalytic variables to ensure analytic and clinical 
validity and clinical utility [ 21 ,  28 ]. If available, a core 
biopsy sample of the primary cancer is used for the fi rst 
HER2 test. If clearly positive, no further testing of the 
resected primary cancer is recommended. If the result is neg-
ative, no further testing is recommended, unless there are 
concerns about the core biopsy tissue handling, histopatho-
logic discordance, or tumor heterogeneity, in which case 
testing can be repeated on the resection specimen [ 21 ]. 

    Preanalytic Standardization 
 The 2013 ASCO/CAP HER2 Guidelines for tissue handling 
of primary invasive breast cancers and putative recurrences 
are identical to those for ER/PR expression testing [see sec-
tion above and Refs.  8 ,  21 ].  

    Analytic Standardization 
 Antibodies and controls are the key analytic variables for 
IHC HER2 testing. ASCO/CAP, as well as the maker of 
trastuzumab and pertuzumab (Genentech, South San 
Francisco, CA), recommends using FDA-approved or FDA- 
cleared assays for HER2 testing. The FDA-approved 
HercepTest™ (Dako Corp, Carpinteria, CA) has validated 
scoring schemes and is considered optimal. As is true for ER/
PR expression testing, LDTs are acceptable, if stringently 
validated [ 21 ]. 

 Ideally, a new HER2 assay should be validated using 
well-annotated breast cancer specimens from prospective 
therapeutic trials of anti-HER2 therapy. This task is diffi cult 
to accomplish because such specimens are relatively rare and 
limited. As a substitute, ASCO/CAP will endorse HER2 
assays that show high-level concordance with other estab-
lished HER2 tests, as long as concordance studies use data 
sets with a representative distribution of HER2 
overexpression/ HER2  amplifi cation states. 

 The interpreting pathologist must verify that the controls 
stain appropriately. Benign mammary epithelia, which have 
normal  HER2  gene copy number and do not overexpress 
HER2 protein, function as negative controls. External con-
trols are extremely important as positive controls and 
include known HER2-overexpressing and HER2-
nonoverexpressing invasive breast carcinomas, which must 
be run concurrently. The HercepTest™ kit (Dako Corp, 
Carpinteria, CA) is an IHC test kit that includes three FFPE 
cell line controls with different HER2 copy numbers that 
stain negative (score 0), negative (score 1+), and positive 
(score 3+), respectively. Where appropriately stained con-
trols are lacking, or nonstandard conditions have occurred, 
an apparently negative HER2 stain must be considered 
uninterpretable and be accompanied by a disclaimer noting 
the problem [ 21 ,  28 ]. HER2 staining results are interpreted 
as positive (3+), equivocal (2+), or negative (score 0 or 1+), 
as summarized below. 

 Interpreting IHC for HER2 overexpression status (adapted 
from Ref.  21 ):

    1.    IHC-positive (3+) carcinoma shows:
•    Circumferential complete, intense membrane staining 

in >10 % of contiguous and homogeneous cancer cells      
   2.    IHC-equivocal (2+) carcinoma shows:

•    Complete, circumferential intense membrane staining 
in ≤10 % of cancer cells  
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•   Circumferential membrane staining that is incomplete 
and/or weak/moderate intensity in >10 % of contigu-
ous and homogeneous cancer cells      

   3.    IHC-negative (1+) carcinoma shows:
•    Incomplete, faint/barely perceptible membrane stain-

ing in >10 % of cancer cells      
   4.    IHC-negative (0) carcinoma shows:

•    No staining  
•   Incomplete, faint/barely perceptible membrane stain-

ing in ≤10 % of cancer cells       

  The 2013 ASCO/CAP HER2 Guidelines indicate that ISH 
for  HER2  gene amplifi cation may be single-probe ( HER2  
alone) or dual-probe ( HER2  and chromosome 17 centro-
mere, CEP17). The fi rst FDA-approved, dual-probe FISH 
test for HER2 is the PathVysion  HER2  DNA Probe Kit 
(Abbott Molecular, Des Plaines, Illinois) and is used by most 
laboratories in the USA. Dual-probe FISH has been the stan-
dard method of detecting and semiquantitating  HER2  gene 
amplifi cation in breast cancer since the late 1990s but has 
some disadvantages: suboptimal morphologic detail, which 
can make identifi cation of carcinoma cells diffi cult; signals 
that fade quickly, not allowing for review; a 2–3-day turn-
around time (TAT); and signifi cant cost due to the need for a 
fl uorescence imaging system and specially trained person-
nel. These drawbacks have stimulated development of more 
user-friendly bright-fi eld approaches. 

 Bright-fi eld ISH offers better microscopic detail, per-
manent signals that allow later review, less hands-on tech-
nician time, easier identifi cation of tumor heterogeneity 
using low- power magnifi cation, and lower cost (conven-
tional light microscope) [ 30 – 32 ]. An important question 
has been whether bright-fi eld ISH is as sensitive as 
FISH. While 15–20 % of invasive breast cancers have 
 HER2  amplifi cation, among FISH-positive cases, nearly 
half (47 %) have only borderline or low levels of  HER2  
amplifi cation [ 33 ]. 

 The most favored bright-fi eld ISH platform is chromo-
genic ISH (CISH), which entails hybridizing DNA probe(s) 
to the target  HER2  DNA in tissue sections and then detecting 
the probe(s) using reagents similar to those used in IHC. Both 
single- and dual-probe approaches are feasible, and the sig-
nals appear as brown granules on tissue sections examined 
with a light microscope. Dual-probe approaches require two 
parallel cut sections, one for each probe; in this case, the two 
probes are to  HER2  and the chromosome 17 centromere. 

 Bhargava et al. [ 30 ] used tissue microarrays and a CISH 
 HER2  kit with a polymer detection system that enhances 
hybridization signals (Zymed Laboratories, South San 
Francisco, CA) to study 113 breast cancers selected from a 
much larger sample of tumors that had been tested previ-
ously for  HER2  amplifi cation using FISH on tissue sections. 
The study set was designed to include ample proportions of 

negative and borderline-, low-, and high-amplifi ed FISH-
positive samples. Among 102 cases analyzed successfully 
for both probes (“dual-probe”), concordance between FISH 
and CISH was 100 % in categorizing a cancer as  HER2  
amplifi ed or not amplifi ed. The use of a single  HER2  probe 
only resulted in discordant results (no amplifi cation vs bor-
derline or low-level  HER2  amplifi cation) in three cases, 
2.9 %, that were positive by FISH [ 30 ]. 

 CISH has the same 2–3-day TAT as FISH but requires 
less hands-on technician time and the pathologist can inter-
pret a CISH slide in approximately half the time, because it 
is easier to recognize carcinoma cells and count signals 
[ 30 ]. CISH may be especially useful in cases where mor-
phologic detail is challenging: small invasive carcinomas; 
cases with an intimate admixture of in situ and invasive 
components; and cases where carcinoma insidiously invades 
benign parenchyma as single cells. Laboratories not cur-
rently set up for FISH but regularly performing IHC can 
consider CISH as a good alternative for HER2 expression 
testing [ 30 ]. 

 Additional studies have shown good correlation between 
CISH and FISH for identifying  HER2  amplifi cation [ 31 ]. 
Disadvantages are that not all signals appear crisply discrete 
and may be diffi cult to count against background. In addi-
tion, the CEP17 probe must be evaluated in a second reaction 
on a separate, parallel tissue section [ 30 ,  34 ]. 

 Bright-fi eld ISH should be interpreted on the basis of a 
comparison between normal breast and cancer cells. If the 
cancer cell pattern is neither normal nor clearly amplifi ed, 
then expert opinion should be sought. Nonneoplastic cells in 
the same section serve as an internal control. A cancer should 
not be reported as “not amplifi ed” unless one or two signals 
per nucleus are evident in benign cells. ISH criteria for  HER2  
amplifi cation status are summarized below. 

 ISH criteria for HER2 amplifi cation status, based on count-
ing at least 20 cells within the area (adapted from Ref.  21 ):

    1.    ISH-positive carcinoma fulfi lls one of the following 
criteria:
•    Dual-probe: HER2:CEP17 is >2.0, with average HER2 

copy number >4 signals/cell.  
•   Dual-probe: HER2:CEP17 is >2.0, with average HER2 

copy number <4 signals/cell.  
•   Dual-probe: HER2:CEP17 is <2.0, with average HER2 

copy number >6 signals/cell.  
•   Single-probe: Average HER2 gene copy number is >6 

signals/nucleus.      
   2.    ISH-equivocal carcinoma fulfi lls one of the following 

criteria:
•    Dual-probe: HER2:CEP17 is <2, with average HER2 

gene copy number >4 but <6 signals/nucleus.  
•   Single-probe: ISH average HER2 gene copy number is 

>4 and <6 signals/nucleus.      
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   3.    ISH-negative carcinoma fulfi lls one of the following 
criteria:
•    Dual-probe: HER2:CEP17 is <2, with average HER2 

gene copy number <4 signals/nucleus.  
•   Single-probe: Average HER2 gene copy number is <4 

signals/nucleus.       

      Postanalytic Standardization 
 A HER2-positive (3+) breast cancer has evidence of protein 
overexpression by IHC or gene amplifi cation by ISH. A 
HER2-negative (0, 1+) cancer lacks both. HER2-equivocal 
(2+) carcinoma has borderline features and requires confi r-
matory (refl ex) testing by a second method. Most commonly, 
this refers to cases with equivocal IHC results, but some 
laboratories also do follow up testing of cancers that are IHC 
“triple-negative” (ER-, PR-, and HER2-negative) to ISH as 
further assurance that tissue quality has not led to spurious 
negative results. ISH- equivocal results should be confi rmed 
by IHC, although many oncologists prefer to treat such 
patients regardless of the IHC staining results. Retesting 
using both approaches may be in order for results that seem 
discordant with clinical circumstances, e.g., HER2 overex-
pression in an ILC or a subcentimeter tubular ductal carci-
noma, which usually do not overexpress HER2 [ 21 ].   

    Laboratory and Regulatory Issues 

 The CLIA requirements for laboratories performing HER2 
expression testing are the same as for ER/PR expression 
testing. The 2013 ASCO/CAP HER2 Guidelines recom-
mend that profi ciency testing be through the CAP or another 
entity. Mandatory profi ciency testing surveys for HER2 
expression testing, identical to those for ER/PR evaluation, 
were added to the CAP LAP in 2007. The CAP has observed 
increased levels of profi ciency testing and fewer defi cien-
cies since the 2007 HER2 Guideline was published ([ 21 ], 
data supplement). 

 The 2013 ASCO/CAP HER2 Guideline recommenda-
tions allow the use of LDTs for HER2 expression testing, 
as long as the test has been prospectively validated clini-
cally and operationally in the same clinical laboratory that 
will perform it, which entails demonstrating high concor-
dance with a validated HER2 test on a suffi ciently large 
and representative set of breast cancers [ 21 ]. This has 
been accomplished for bright-fi eld ISH approaches such 
as CISH. Notably, HER2 expression profi ling results pro-
vided with the Oncotype DX ®  Recurrence Score 
(Genomics Health™) may serve to confi rm IHC stain 
results but have not been validated for clinical decision-
making [ 8 ,  21 ].   

    Standard and Emerging Molecular Tests 

 Just as tamoxifen and trastuzumab and their corresponding 
predictive tests were “game changers” in breast cancer treat-
ment, adjuvant systemic chemotherapy also has an important 
role in improving breast cancer survival. Berry et al. [ 35 ] 
note that breast cancer mortality declined 26 % between 
1975 and 1990 and ascribe at least 50 % of the reduction to 
use of adjuvant systemic chemotherapy. 

 The persistent challenge has been to direct adjuvant sys-
temic chemotherapy to those who can benefi t most from the 
intervention and avoid treating those who will not. Overall, 
two groups of patients will  not  benefi t from systemic chemo-
therapy: (1) those with biologically indolent cancer whose 
chances of survival are so good that the toxicities and risks of 
chemotherapy are greater than the benefi ts, and (2) patients 
with biologically aggressive cancers that will not respond to 
currently available chemotherapy agents. The new “game 
changers” in breast cancer management are the recently 
developed, tissue-based prognostic/predictive molecular 
assays, which aim to identify patients who do not need che-
motherapy (prognostic) or who either will or will not respond 
to chemotherapy (predictive) [ 36 ]. 

 Approximately 75–80 % of patients are diagnosed with 
ER-positive breast cancer. Without specifi c contraindica-
tions, these patients will be treated with antiestrogens and 
have an excellent outcome: 80 % of these patients will sur-
vive 10 years or more. Within this ER-positive group, how-
ever, 20 % recur within 10 years. The challenge has been to 
identify these patients at the time of diagnosis and add addi-
tional treatment to the antiestrogen treatment, in hopes of 
improving outcome. Thus, the second part of the challenge is 
to identify, within the ER-positive breast cancer patients, 
those who will benefi t from added chemotherapy. 

 In this context of deciding whether chemotherapy will 
provide benefi t for a patient, molecular tests have two action-
able tasks:

    1.    Determine prognosis for the individual cancer patient 
with ER-positive cancer, which is either node negative 
(largest group) or node positive (second largest group), 
with the goal being to identify the low-residual risk group, 
in whom risks of adjuvant systemic chemotherapy out-
weigh predicted benefi t   

   2.    Among the patients with high residual risk, identify those 
who are likely to respond to systemic chemotherapy (and 
even better, a specifi c chemotherapy regimen).     

 The molecular profi ling test endorsed by the major oncol-
ogy and health-care organizations in the USA and abroad to 
date is the Oncotype DX ®  test (Genomic Health, Inc.). 
Several other tests are available, including MammaPrint ®  
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(Agendia Inc., USA; Irvine, CA) and PAM50-based Prosigna 
Breast Cancer Prognostic Gene Signature Assay, simplifi ed 
to Prosigna in this chapter (NanoString Technologies, 
Seattle, WA). All of these tests are LDTs that are validated 
and performed by a commercial reference laboratory. 

 Typically, oncologists and/or surgeons order one of the 
molecular profi ling tests and pathologists select and ship 
FFPE tissue sections to the commercial laboratory, with esti-
mated shipping/processing times of 7–10 days. The Prosigna 
test is the only one that has an option for local performance 
of the test through purchase of a testing system (  http://pro-
signa.com/    . Accessed 3/04/2015). All these tests presume 
that the test result will be used in the context of other clinico-
pathologic features (patient age, tumor size, lymph node sta-
tus, standard predictive markers) and that women with 
ER-positive cancer will be treated with tamoxifen or aroma-
tase inhibitors. 

    Oncotype DX ®  

 The Oncotype DX ®  test provides a result as a 21-gene recur-
rence score (RS), which has been incorporated into ASCO, 
NCCN, St. Gallen, and NICE clinical practice guidelines 
([ 37 – 39 ];   http://www.nccn.org/    . Accessed 3/04/2015;   https://
www.nice.org.uk/    . Accessed 3/04/2015). Oncotype DX ®  is a 
commercially available test that uses quantitative RT-PCR 
(qRT-PCR) to profi le the expression of 21 genes (16 cancer- 
related; 5 reference) in FFPE breast cancer tissue. 

 The original clinical validation studies for Oncotype DX ®  
examined archived tumors from patients enrolled in the 
National Surgical Adjuvant Breast and Bowel (NSABP) 
clinical trials B-14 and B-20, which compared different 
treatment outcomes in women with node-negative, 
ER-positive breast cancer [ 40 ,  41 ]. NSABP B-14 demon-
strated the benefi t of adjuvant tamoxifen compared to no 
adjuvant treatment, whereas the B-20 trial compared results 
of adjuvant tamoxifen plus chemotherapy to tamoxifen ther-
apy alone. The investigators developed a high-throughput 
real-time RT-PCR method to quantitate gene expression lev-
els in FFPE tissues and selected 250 candidate genes from 
prior publications, genomic databases, and intrinsic subtyp-
ing studies, discussed below [ 3 ]. Archived cancers were ana-
lyzed to assess the relationship between the expression of the 
candidate genes and breast cancer recurrence in patients with 
known outcome [ 40 ]. From these results, they further refi ned 
the candidate gene panel to 16 cancer-related genes and 5 
reference genes, which were analyzed in prospective- 
retrospective studies of archived tumors from NSABP B-14 
and B-20 trial patients. To quantitate the likelihood of distant 
recurrence in patients with node-negative, ER-positive breast 
cancer treated with adjuvant tamoxifen or not, they designed 
an algorithm based on the expression of the 21 genes. The 

test assigns a continuous RS between 1 and 100 and a risk 
category of low (RS < 18), intermediate (18 ≤ RS ≤ 30), or 
high (RS ≥ 31) to each tumor [ 40 ]. The same strategy was 
applied to other clinical trial specimens from patients treated 
with either tamoxifen with systemic chemotherapy or tamox-
ifen only [ 41 ]. 

 The RS quantitates the 10-year recurrence risk in 
tamoxifen- treated patients with node-negative, ER-positive 
breast cancer [ 40 ,  42 ]. In addition, the RS predicts the mag-
nitude of chemotherapy benefi t in this cohort: the higher the 
RS, the more likely that chemotherapy will be benefi cial. 
Patients whose cancer has a low RS have minimal, if any, 
response to adjuvant systemic chemotherapy [ 41 ]. Further, 
the Oncotype DX ®  RS has clinical utility as a prognosticator 
for tamoxifen therapy for patients with ER-positive, node- 
positive (N1 = 1–3 nodes) breast cancer, as well as clinical 
utility for selecting patients likely to benefi t from adjuvant 
systemic chemotherapy [ 43 ,  44 ]. 

 Dowsett et al. [ 45 ] further validated the RS in the 
Arimidex, Tamoxifen Alone, or in Combination (ATAC) 
study, showing improved risk stratifi cation in postmeno-
pausal women treated with anastrozole or tamoxifen. A sub-
sequent study showed that combining RS with 
clinicopathologic features could enhance the prognostic 
accuracy of the RS [ 43 ]. This group further showed that 
IHC4, an IHC panel consisting of ER, PR, HER2, and Ki67, 
a proliferation marker, provides risk information similar to 
that of the RS [ 46 ]. Further studies are needed to extend 
these early comparisons of the lower cost IHC4 method, 
which could be performed by many laboratories. 

 Two prospective, randomized clinical trials are in prog-
ress to assess the correlation between Oncotype DX and 
response to adjuvant systemic chemotherapy. The  T rial 
 A ssigning  I ndividua L ized  O ptions for Treatment ( Rx ) 
TAILORx trial is testing the value of adjuvant chemotherapy 
in tamoxifen-treated patients with ER-positive, node- 
negative breast cancer that yields an Oncotype DX ®  RS in 
the 11–25 range. The trial is now closed to accrual and is 
expected to yield the fi rst mature data in 2015 (  https://clini-
caltrials.gov/ct2/show/NCT00310180?term=TailoRx&r
ank=2    . Accessed 3/04/2015).  

    MammaPrint ®  

 The MammaPrint ®  test began as a 70-gene prognostic signa-
ture developed by scientists at the Netherlands Cancer 
Institute [ 47 ,  48 ]. These investigators used gene expression 
microarrays to study archived snap-frozen breast cancers 
from a group of 117 patients with early breast cancer (tumors 
≤5.0 cm size, node negative) who had not received adjuvant 
systemic chemotherapy. The expression of 231 genes was 
found to correlate with outcome at 5 years, identifying an 
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early recurrence subgroup of patients who had developed 
metastatic disease within the fi rst 5 years after treatment and 
a larger group who remained disease-free at this endpoint. 
This group of genes was then further refi ned to a 70-gene 
classifi er that could optimally parse the two groups [ 47 ]. 

 The 70-gene classifi er was assessed with another cohort 
of 295 patients composed of early breast cancer patients with 
both node-negative and node-positive diseases. The 70-gene 
classifi er parsed the cancers into those with a “poor progno-
sis” signature ( N  = 180) and those with a “good prognosis” 
signature ( N  = 115). At 10 years, the overall survival of those 
patients with “poor prognosis” cancers was 54.6 % com-
pared to 94.5 % for the patients with “good prognosis” can-
cers. Patients with node-negative and node-positive breast 
cancer were evenly distributed in the two groups, indicating 
the signatures were independent of lymph node status. The 
prognostic signature was a strong independent factor in pre-
dicting disease outcome and added to risk assessment [ 48 ]. 

 The 70-gene classifi er was clinically validated for node- 
negative breast cancer by a retrospective multi-institutional 
European TRANSBIG consortium (  http://www.breastinter-
nationalgroup.org    . Accessed 03/09/2015) that examined 
archived frozen cancers from 302 patients who had not been 
treated with adjuvant systemic chemotherapy or endocrine 
therapy [ 49 ]. Microarray analysis was performed at Agendia 
Laboratories (Irvine, CA), a spin-off company of the 
Netherlands Cancer Institute, which custom-designed an 
array chip given the name MammaPrint™, which was manu-
factured by Agilent Technologies using their oligonucleotide 
microarray platform [ 49 ]. The aim of the validation study 
was to examine whether the 70-gene signature had prognos-
tic value independent of the best clinical risk classifi cations 
in a patient cohort in which adjuvant treatment could not 
confound the results. The TRANSBIG consortium used 
Adjuvant! Online (AOL) (  http://www.adjuvantonline.com    . 
Accessed 03/09/2015) to classify patient risk using conven-
tional clinicopathologic attributes. Results showed 
MammaPrint™ was a strong prognostic marker for time to 
distant metastasis and overall survival for the node-negative 
breast cancer patients who had received no adjuvant sys-
temic treatment and the prognostic value of the result was 
independent of the clinical risk stratifi cation. Further, where 
there were discordances between clinical risk category (low 
vs high) generated by AOL and the MammaPrint™ result, 
the latter provided stronger prognostic information [ 49 ]. 

 The ability of MammaPrint™ to effectively parse node- 
negative breast cancer patients into low- and high-risk cate-
gories was prospectively tested in the observational 
microarRAy-prognoSTics-in-breast-cancER (RASTER) 
study conducted at 16 community hospitals in the Netherlands 
using archived frozen cancers from 427 patients. 
MammaPrint™ performance was again compared to AOL 
clinical risk categories [ 50 ]. Adjuvant systemic chemother-

apy decisions were based on the Dutch CBO 2004 guide-
lines, the MammaPrint™ result, and doctors’ and patients’ 
preferences. After a median follow-up of 5 years, 
MammaPrint™ outperformed AOL in prognostication, but 
the study had a number of limitations including the inhomo-
geneous approach to adjuvant systemic treatment. Despite 
the design drawbacks, omitting chemotherapy for patients 
with a low-risk gene signature did not appear to compro-
mise outcome, an important aspect of clinical utility. 
Another prospective randomized clinical trial to demon-
strate the clinical validity and utility of MammaPrint™ is 
underway in the MINDACT trial, which expects to report 
results after 2019 [ 51 ]. 

 One of the disadvantages of using MammaPrint™ in rou-
tine clinical practice is that it requires snap-frozen tumor for 
testing, a distinct inconvenience in the clinical setting and 
one that may restrict use to larger tumors, where there is suf-
fi cient excess tumor tissue after standard pathologic staging 
and margin assessment in breast conserving procedures. 
Agendia Inc., USA (Irvine, CA), is in the process of validat-
ing MammaPrint™ for use with FFPE breast cancer tissues.  

    Intrinsic Subtype Profi ling 

 Virtually all of the prognostic and predictive molecular tests 
are in some way informed by seminal gene profi ling studies 
that are now more than 10 years old. Perou et al. [ 3 ] studied 
gene expression profi les of a small set of frozen invasive 
breast cancers ( N  = 38), normal breast tissues ( N  = 3), and 17 
breast cancer cell lines, looking for evidence of molecularly 
defi ned breast cancer subtypes. Using an 8,100-gene com-
plementary DNA (cDNA) microarray, these investigators 
honed this gene expression set to a smaller “intrinsic” gene 
expression list, whose transcripts showed signifi cantly 
greater variation in expression between tumors from differ-
ent patients than between paired samples from the same 
patient’s tumor [ 3 ]. Using unsupervised cluster array analy-
sis to organize the data, the samples were segregated based 
on the overall similarity in their gene expression patterns [ 3 ]. 

 Four molecular signatures or subtypes emerged: ER+/
luminal-like, basal-like, HER2-enriched, and normal breast- 
like, with expression of genes related to ER, PR, and HER2 
largely driving placement into one of these groups. Later 
work using the same methods parsed the original ER+/
luminal- like group into two subgroups, luminal A and lumi-
nal B, that differed primarily in the expression of prolifera-
tion related genes [ 4 ,  5 ]. Most importantly, intrinsic subtypes 
correlated with different patient outcomes. The “normal 
breast-like” cancers, accounting for 3–6 % of cancers in 
most studies, lack a distinct signature; there is evidence that 
they are a spurious category caused by artifactual contamina-
tion by excessive normal tissue RNA [ 52 ,  53 ]. 
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 Intrinsic subtypes are biologically plausible, conforming 
to tumor biology as it is understood on the basis of the stan-
dard predictive markers (ER/PR/HER2) and treatments, and 
the signatures have proven robust across multiple genomic 
profi ling platforms [ 5 ,  54 – 57 ]. Breast cancers from different 
racial/ethnic groups partition into the same fi ve groups, 
although the signatures can vary in distribution. For exam-
ple, African Americans enrolled in two population-based 
breast cancer cohorts had a lower prevalence of luminal A 
cancers and a higher prevalence of basal-like cancers relative 
to non-Hispanic Whites [ 58 ]. Similarly, male breast cancers 
have intrinsic profi les that skew largely to the luminal A/B 
subtypes [ 59 ]. 

 Research studies have used three different strategies for 
intrinsic subtyping: (1) microarray gene expression assays, 
(2) IHC stains, and (3) quantitative RT-PCR (qRT-PCR) [ 3 , 
 58 ]. Microarray gene expression profi ling is the gold stan-
dard approach but requires fresh or frozen tumor, which is 
impractical for routine clinical use. Standard IHC predictive 
marker stains (ER/PR/HER2) supplemented with a prolifera-
tion marker stain (e.g., Ki67) can parse FFPE breast cancers 
of any size into four clinicopathologic groups that are rea-
sonable, but imperfect, surrogates for the intrinsic subtypes 
[ 60 ]. Lastly, qRT-PCR classifi ers that can be applied to FFPE 
tissues are more practical clinically than microarray gene 
expression profi ling and more quantitative than IHC stains. 
One qRT-PCR classifi er is PAM50-based Prosigna™, which 
is described below.  

    PAM50-Based Prosigna™ Breast Cancer 
Prognostic Gene Signature Assay 

 Parker et al. [ 52 ] adapted microarray-based gene expression 
profi ling to a clinically applicable test by developing a qRT- 
PCR assay using RNA extracted from FFPE tissues as a sub-
strate. An expanded “intrinsic” gene set was derived from 
previous microarray studies and narrowed down to a 50-gene 
expression profi ling set, with special weighting given to a set 
of proliferation-associated genes that could reproducibly 
predict the intrinsic subtypes. The fi nal classifi er was con-
structed using the Prediction Analysis for Microarrays (PAM) 
algorithm, hence the name “PAM50” ([ 3 ,  4 ,  5 ,  52 ,  61 ]). The 
PAM50 test was developed using FFPE tumors and the 
nCounter® platform (NanoString Technologies, Seattle, WA). 
The test is now marketed as the PAM50-based Prosigna™ 
Breast Cancer Prognostic Gene Signature Assay and 
nCounter® Dx Analysis System (NanoString Technologies, 
Seattle, WA), simplifi ed to Prosigna™ in this discussion. 

 The clinical utility of Prosigna™ was assessed using a 
cohort of patients with node-negative breast cancer who had 
not received adjuvant systemic chemotherapy and found that 
the intrinsic subtypes showed prognostic signifi cance that 

remained valid in multivariable analyses that incorporated 
standard clinicopathologic variables. The subtype plus tumor 
size performed best among several models as a risk of relapse 
(ROR) predictor and classifi ed patients into low-, intermedi-
ate- or high-risk categories. Prosigna™ estimates prognosis 
for all types of breast cancer, irrespective of the status of ER 
and lymph node metastases [ 62 ]. The lowest ROR group 
contained only luminal A cancers; thus, like what Oncotype 
DX ®  does for node-negative, ER-positive patients, 
Prosigna™ identifi ed an excellent prognosis group of 
patients who can reasonably forgo chemotherapy. 

 The clinical value of Prosigna™ has also been assessed 
using independent cohorts of ER-positive, tamoxifen-treated 
patients and shown to be superior to clinicopathologic fea-
tures (e.g., using AOL) in estimating residual risk after anti-
hormonal treatment and its similarity to Oncotype DX ®  in 
identifying a very low-risk cohort for whom antiestrogens 
alone are adequate treatment [ 53 ]. In node-positive patients, 
Prosigna™ is a better predictor than IHC profi ling of stan-
dard markers, but late relapses and death occur in even the 
lowest risk category of patients; thus, an outcomes prediction 
test for a node-positive cohort that is adequately treated by 
antiestrogens alone is not yet available [ 53 ]. 

 The ATAC study looked at outcome in women with 
ER-positive breast cancer who had received either tamoxifen 
or Arimidex (an aromatase inhibitor) [ 63 ] and compared, 
head-to-head, the ability of the Prosigna™ ROR score, the 
Oncotype DX ®  RS, Prosigna™ ROR, and IHC4 (an expanded 
stain panel: ER, PR, HER2, Ki67), to predict the 10-year risk 
of distant recurrence after endocrine therapy. The Prosigna™ 
analysis was done on the same RNA sample as the Oncotype 
DX ®  analysis. A signifi cant difference is that the Oncotype 
DX ®  test was performed in one central laboratory (Genomic 
Health Inc., Redwood City, CA), whereas the Prosigna™ 
test was done with instruments distributed to multiple testing 
sites. Investigators compared the three molecular predictors 
to standard clinicopathologic features (stage, grade, age, and 
type of endocrine treatment). Distant recurrence (DR) risks 
predicted by the Prosigna™ ROR score were distinctly dif-
ferent in node-positive and node-negative patients: a 10-year 
DR of 10 % was predicted by a ROR score 42 in node- 
negative patients, whereas it was predicted by a ROR score 
of 25 in node-positive (N1, 1–3 nodes) patients [ 63 ]. 
Prosigna™ ROR was more accurately prognostic than 
Oncotype DX ®  RS with respect to scores and their corre-
sponding 10-year DR rate. The number of patients character-
ized as low risk was similar between ROR and RS, but ROR 
categorized more patients as high risk and fewer as interme-
diate risk [ 63 ]. 

 The difference in Prosigna™ and Oncotype DX ®  test per-
formance characteristics, however, has little impact on clinical 
decision-making at this time, because of the way scores and 
categories are used to recommend treatment: without specifi c 
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contraindication, all low-risk ER-positive breast cancer 
patients (Oncotype DX ®  or Prosigna™), by physician and 
patient preference, are treated with endocrine therapy alone 
following surgical resection. Most patients with intermediate- 
risk cancers and all with high-risk cancers, irrespective of spe-
cifi c score, are offered adjuvant systemic chemotherapy 
(ASCO treatment guidelines). The ATAC study showed the 
two tests performed similarly in this important regard [ 63 ]. 
Results from clinical trials to determine the benefi t of adjuvant 
systemic chemotherapy for patients categorized as either inter-
mediate or high risk by Oncotype DX ®  and/or Prosigna™ are 
eagerly awaited, since this prognostic/predictive classifi cation 
has important impact on breast cancer patient management. 

 A second question is whether response to different types 
of chemotherapy will align with scores or with intrinsic sub-
type identifi ed by Prosigna™. A phase III chemotherapy trial 
comparing response to three different chemotherapy regi-
mens found that higher continuous ROR score was associ-
ated with worse outcome [ 64 ]. Although intrinsic subtypes 
did not predict treatment benefi t, subgroup analysis sug-
gested that subtype (nonluminal vs luminal) predicted taxane 
benefi t [ 64 ]. Other clinical trials examining this question are 
in progress. 

 Prosigna™ was validated for analytical precision in a 
study testing fi ve breast cancer RNA samples across three 
sites. Reproducibility was measured by testing replicate tis-
sue sections from 43 FFPE tumor blocks across three sites 
[ 65 ]. Hospital laboratories have the option of sending tissue 
for the Prosigna™ test to a central commercial laboratory 
(Agendia Inc., USA; Irvine, CA) or purchasing an nCounter 
Dx Analysis System and performing and interpreting the 
assay.   

    Summary and Conclusions 

 The evolution of breast cancer testing and treatment has 
become the leading paradigm for personalized cancer treat-
ment. In breast cancer, the fi rst era began with the standard-
ization of adjuvant tamoxifen treatment for ER-expressing 
breast cancers, which yielded dramatic improvements in sur-
vival. The next phase was dominated by the development and 
standardization of trastuzumab for HER2-overexpressing 
breast cancers. The third epoch, now 15 years old, began with 
global genome profi ling and statistical algorithms for parsing 
molecular signatures into biologically distinct groups. 
Linking molecular profi les of archived FFPE cancers to out-
comes from prospective-retrospective clinical trials translated 
gene profi ling into clinically useful prognostic/predictive 
molecular tests that, combined with standard clinical and 
pathologic features, can better identify patients with biologi-
cally indolent cancer, who will not benefi t from cytotoxic 
chemotherapy, and estimate the probability of chemotherapy 
response in patients with biologically aggressive cancer. 

 Molecular testing advances will continue to light the path 
leading to new and better breast cancer treatments. Research 
focus is now shifting to next-generation sequencing (NGS) 
and its ability to identify mutations that may be amenable to 
targeted treatments effective for similarly mutated non- 
breast cancer types. Moreover, genomic information derived 
from NGS also has the potential to drive new drug develop-
ment and testing in breast cancer [ 66 ]. The translational task 
going forward is formidable because of the extreme genomic 
diversity of breast cancer and the daunting task of identifying 
and validating targets, as well as clinical response to treat-
ments [ 67 ]. Because improvements in computational science 
have paralleled remarkable advances in the speed, precision, 
and affordability of genomic sequencing, many are optimis-
tic that we are on the threshold of yet another new era of 
personalized breast cancer treatment.     
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      Urothelial Carcinoma       
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    Abstract  

  Our understanding of urothelial carcinoma (UC) has advanced signifi cantly over the past 
three decades to provide a better understanding of the molecular basis of these tumors and 
the different clinical behaviors of low- and high-grade urothelial carcinoma. Fluorescence 
in situ hybridization is currently used to monitor UC patients for recurrent tumor and to 
detect new bladder tumors in patients with hematuria. The detection of cells with FGFR3 
mutations in urine shows promise as a way to detect low-grade UC. Assessing upper urinary 
tract UC for defective mismatch repair with microsatellite instability testing or immunos-
tains for MLH1, PMS2, MSH2, and MSH6 helps identify patients that may have Lynch 
syndrome. While targeted therapies are being investigated for use in advanced bladder can-
cer, progress has been slow and molecular profi ling of urothelial carcinoma for guiding 
targeted therapy of UC is not currently clinically indicated.  
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        Introduction 

 The two main types of urothelial carcinoma (UC) are papil-
lary UC (pTa) and “fl at” UC (pTis), also known as carci-
noma in situ (CIS). Approximately 80 % of UC are papillary 
and approximately 20 % are CIS. Most UC arise from the 
bladder, but UC also originate from the ureters and renal 
pelvis, and patients sometimes have tumor involving both 
the lower and upper urinary tract. Papillary tumors tend to 
recur but not progress to invasive cancer. CIS is aggressive 
and tends to progress to muscle-invasive cancer. UC tumori-
genesis is a multistep process. Papillary UC may arise from 
areas of urothelial hyperplasia or from urothelial papillomas. 

Although most papillary tumors are low-grade and have little 
tendency to progress to invasive tumors, a small proportion 
are high grade and have signifi cant potential to progress to 
invasive UC. Most invasive UC arise through the following 
sequence of events: normal urothelium to dysplasia to CIS 
to invasive cancer (Fig.  34.1 ). The schema used for staging 
UC of the bladder is shown in Table  34.1 .

        Molecular Basis of Disease 

 At the chromosomal level, the majority of low-grade papil-
lary tumors are diploid or near-diploid, while the majority 
of high-grade papillary UC, CIS, and invasive UC (pTa 
tumors) are aneuploid. Based on array-based comparative 
genomic hybridization and fl uorescence in situ hybridiza-
tion (FISH) studies, noninvasive, low-grade pTa papillary 
UC have relatively few chromosomal abnormalities except 
for loss of all or part of chromosome 9, while CIS, high-
grade pTa, and invasive UC (pT1 tumors) have a high number 

mailto:halling.kevin@mayo.edu


448

Normal Urothelium

Urothelial Hyperplasia/ 
Papilloma

TP53 alterations?

Urothelial Dysplasia

-9, -9p, -9q
P16 inactivation

Low-Grade Papillary 
Urothelial Carcinoma

TP53 inactivation

High-Grade Papillary 
Carcinoma

TP53 inactivation
P16 inactivation
CIN and aneuploidy

Carcinoma In Situ

Activation and inactivation
of other oncogenes and 
tumor suppressor genes

Invasive Urothelial 
CarcinomaCIN and aneuploidy

Activation and inactivation
of other oncogenes and
tumor suppressor genes  

FGFR3 Activation

  Figure 34.1    Genetic 
pathways for urothelial 
carcinoma tumorigenesis. 
Noninvasive papillary tumors 
are characterized by early 
activating mutations of the 
 FGFR3  gene, inactivating 
mutations or epigenetic 
alterations of the  P16  gene, 
and a diploid or near-diploid 
DNA content. Carcinoma in 
situ (CIS) and invasive 
tumors are characterized by 
early inactivating mutations 
within the  TP53  and  P16  
genes, chromosomal 
instability (CIN), and an 
aneuploid DNA content. A 
small proportion of papillary 
tumors may acquire  TP53  
alterations or alterations of 
other unknown genes that 
cause invasive potential of 
these tumors       

   Table 34.1    Pathologic staging of primary bladder urothelial 
carcinoma   

  Stage    Description  

 pTa  Noninvasive papillary 

 pTis  Carcinoma in situ 

 pT1  Invasion into lamina propria 

 pT2  Invasion into muscularis propria 

 pT3  Invasion through the muscularis propria and into 
bladder adventitia 

 pT4  Invasion into surrounding organs (e.g., colon) 

of chromosomal gains and losses [ 1 ,  2 ]. The pT1 tumors 
also have loss of all or part of chromosome 9 but have 
numerous additional chromosomal abnormalities, which 
include whole or partial chromosomal losses and gains. 
Frequent sites of allelic imbalance (AI) in UC include 3p, 
4p, 8p, 9p, 9q, 11p, 13q, 17p, and 18q based on microsatel-
lite analysis (MA) [ 3 – 5 ]. Regions with high rates of AI are 
the sites of known or putative tumor suppressor genes. 
Many of the regions that show high rates of AI correspond 
to the areas of chromosomal gains and losses detected by 
aCGH. 

 Two important molecular genetic alterations that contrib-
ute to UC tumorigenesis are mutational and epigenetic alter-
ations that inactivate the  P16  and  TP53  tumor suppressor 
genes.  P16  loss is one of the earliest events in the develop-
ment of both papillary and fl at/invasive UC [ 1 ,  5 – 7 ]. 
Mutations that inactivate  TP53  are found primarily in CIS 
and invasive UC and not low-grade papillary tumors and in 

part may be responsible for the aggressive behavior of these 
tumors [ 8 ,  9 ]. According to the Catalogue of Somatic 
Mutations in Cancer (COSMIC) database, other oncogenes 
and tumor suppressor genes mutated in decreasing order of 
frequency in UC include  FGFR3 ,  PIK3CA ,  CDKN2A , 
 HRAS ,  KRAS ,  PTEN ,  AKT1 ,  APC ,  CTNB1 , and  NRAS  (  http://
www.sanger.ac.uk/genetics/CGP/cosmic/    ) .  

 Defective DNA mismatch repair (MMR) is manifested 
as MSI at >30 % of microsatellite markers examined and in 
most cases is associated with a loss of expression of one of 
the DNA MMR proteins, hMSH2, hMLHl, hMSH6, or 
hPMS2. MMR is rarely observed in UC of the bladder but 
is found in approximately 20–30 % of upper urinary tract 
UC [ 10 ,  11 ]. The fi nding of defective MMR in an upper 
tract UC should prompt an investigation into the possibility 
that the patient may have hereditary nonpolyposis colorec-
tal cancer (HNPCC) and a germline mutation of one of the 
DNA MMR genes. 

 Chromosomal instability (CIN) is present in invasive UC 
and CIS. It is likely that genes that maintain genomic stability 
are inactivated early during invasive UC tumorigenesis. CIN 
drives tumorigenesis and tumor progression by accelerating 
the mutation rate in tumor cells [ 12 ]. The genes responsible 
for CIN in invasive UC are not known, and the role of  TP53  
inactivation in CIN has been a matter of debate. pTa tumors 
show little evidence of CIN but, as noted above, tend to be 
diploid or near-diploid tumors with relatively few 
 chromosomal alterations. Chromosome 9 and  P16  alterations 
play a major role in the formation of low-grade pTa tumors. 
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In addition, most low-grade papillary UC and urothelial 
papillomas have missense mutations of the fi broblast growth 
factor 3 ( FGFR3 ) gene, while mutations of this gene are less 
common in invasive UC and CIS [ 13 ]. 

 Taken together, two genetic pathways lead to the develop-
ment of UC [ 1 ,  7 ]. One pathway leads to the formation of 
noninvasive papillary UC and the other to the development 
of CIS/invasive UC (Fig.  34.1 ). The pathway for noninvasive 
papillary UC is characterized by the presence of  FGFR3  
mutations and/or chromosome 9 alterations and  P16  inacti-
vation. The pathway for invasive UC is characterized by 
early alterations in the  TP53  and  P16  genes, late alterations 
of other tumor suppressor genes and oncogenes, chromo-
somal instability, and aneuploidy. The genetic differences 
between noninvasive papillary and CIS/invasive tumors 
likely explain the markedly different behavior and prognosis 
of these tumors [ 14 ].  

    Clinical Utility of Testing 

 In general, clinical molecular tests for solid tumors can be 
categorized as being useful for predicting predisposition to 
developing tumor, aiding in a diagnosis of the tumor type, 
detecting the presence of tumor, predicting prognosis, or 
guiding therapy. Examples of assays that are currently being 
used or investigated for each of these indications for UC are 
presented below. 

    Available Assays 

 The most clinically useful clinical molecular tests, as 
described below, are the following:

•    MSI analysis and DNA MMR protein immunohistochem-
istry (IHC) of upper urinary tract UC to assess for Lynch 
syndrome (LS)  

•   FISH for UC detection  
•    FGFR3  mutation analysis for UC detection    

 Numerous assays with a variety of clinical purposes for 
UC have been investigated but have not yet transitioned into 
the clinical use.  TP53  mutations are common in UC, espe-
cially in high-grade UC [ 15 ]. Assays that assess for  TP53  
status could potentially be used to assess prognosis and 
detect tumor recurrence. Some studies have shown that TP53 
overexpression detected by IHC analysis of formalin-fi xed, 
paraffi n-embedded tumors is associated with worse progno-
sis and higher risk of muscle invasion [ 8 ,  16 ], while others 
have not [ 17 ]. IHC analysis of bladder tumors for TP53 
expression has not been widely utilized by urologists or 
pathologists. A few studies have shown that the antiapoptotic 

protein survivin may be a sensitive and specifi c marker for 
the detection of recurrent UC [ 18 ], but blinded prospective 
studies are needed to further evaluate the clinical utility of 
this assay. Alterations in certain genes, such as glutathione 
S-transferase M1 and N-acetyltransferase that encode pro-
teins that metabolize carcinogens, may increase an individu-
al’s risk of developing bladder cancer, especially among 
smokers, but assays for these alterations also have not been 
used clinically.   

    Interpretation of Results 

    MSI Analysis and DNA MMR Protein IHC 
of Upper Tract UC to Assess for LS 

 Defective DNA MMR is rarely observed in UC of the blad-
der but is found in approximately 20–30 % of upper tract 
UC [ 10 ,  11 ]. Patients with early onset upper tract UC or an 
upper tract UC and a family history of LS-related tumors 
should be evaluated for LS. This evaluation can consist of 
assessing the tumor for defective DNA MMR with MSI 
testing and/or DNA MMR IHC. Patients whose tumors 
exhibit high-level MSI (MSI-H phenotype) have defective 
DNA MMR and almost always show loss of expression of 
one or more of the DNA MMR proteins by IHC. Most his-
topathology laboratories perform immunostains for four 
DNA MMR proteins: MLH1, PMS2, MSH2, and MSH6. 
The most common pattern of protein expression loss in 
tumors that exhibit defective DNA MMR is loss of MLH1 
and PMS2 with retention of staining for MSH2 and MSH6. 
This pattern of expression is most often due to epigenetic 
silencing of the  MLH1  gene through promoter hypermeth-
ylation. However, some patients with MLH1 and PMS2 
loss have a germline mutation in the  MLH1  gene and con-
sequently have HNPCC. Less common IHC staining pat-
terns are loss of MSH2 and MSH6 with retention of MLH1 
and PMS2, loss of MSH6 alone, or loss of PMS2 alone. 
These three patterns are strongly associated with the pres-
ence of a germline mutation in the  MSH2 ,  MSH6 , and 
 PMS2  genes, respectively. Patients with genetically proven 
LS are at risk of developing various tumors such as colorec-
tal cancer, endometrial cancer, upper tract UC, gastric can-
cer, and sebaceous skin tumors and should undergo regular 
surveillance for these tumors.  

    Fluorescence In Situ Hybridization for UC 
Detection 

 Urine cytology has been the primary laboratory method for 
diagnosing and monitoring UC for the past 50 years. Urine 
cytology has excellent specifi city but poor sensitivity for the 
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detection of UC [ 19 ]. The problem with false-negative urine 
cytology test results, if combined with a negative cystoscopy, 
is that clinical surveillance regimens recommend rescreen-
ing in 3 months, allowing an undetected tumor to progress to 
a higher, potentially incurable state before it is detected. This 
is of particular concern for grade 3 UC, which routinely 
progress if not removed or treated. The suboptimal sensitiv-
ity of urine cytology has prompted the development of new 
tests with improved sensitivity for UC detection. 

 Most UC are characterized by numerical and structural 
chromosomal abnormalities and a marked degree of CIN 
with variation in the chromosomal abnormalities found 
from cell to cell. The fi nding of aneusomy (i.e., abnormal 
chromosome copy number) and CIN in a population of 
cells by FISH is strongly correlated with the presence of 
malignancy. UroVysion (Abbott Molecular, Des Plaines, 
IL) is a FISH assay that has been developed for the detec-
tion of UC in urine. This assay utilizes four FISH probes, 
CEP3, CEP7, CEP17, and LSI 9p21, that are labeled with 
red, green, aqua, and yellow fl uorophores, respectively [ 2 , 
 19 ]. UroVysion received FDA approval in 2001 for moni-
toring UC patients for tumor recurrence and FDA approval 
in 2005 for assessing patients with hematuria (gross or 
microscopic) for bladder cancer. Representative examples 
of patients with FISH-positive and FISH-negative fi ndings 
are shown in Fig.  34.2 .

   Meta-analysis of the sensitivity and specifi city of 
UroVysion was 72 % (69–75 %) and 83 % (82–85 %), 
respectively [ 20 ]. The sensitivity of UroVysion for the 
detection of CIS, invasive UC, and high-grade papillary 
tumors is > 95 % [ 21 ]. The sensitivity of UroVysion is 
lower for low-grade papillary tumors than other UC, but is 
still signifi cantly better than cytology for low-grade tumors. 
Though further studies are needed, it is possible that the 
low-grade tumors not detected by FISH have lower inva-
sive potential and the intervals between cystoscopy could 
be extended. Studies suggest that UroVysion can detect 
recurrent UC before it is clinically evident by cystoscopy 
[ 21 – 24 ]. In the trial that led to FDA approval [ 23 ], Sarosdy 
et al. reported that 36 patients had a negative cystoscopic 
examination but a positive FISH result. With continued 
follow-up, 15 (41.7 %) of these cases were found to have 
biopsy-proven tumor recurrence with time-to-tumor diag-
nosis of 3–16 months (mean 6.0 months). Conversely, 
among 68 patients who had a negative cystoscopy and a 
negative FISH result, only 13 (19.1 %) had a biopsy-proven 
recurrence at 3–19 months (mean 11.2 months). The time 
to recurrence was signifi cantly less ( p  = 0.014) for the 
patients with a positive FISH result but a negative cystos-
copy than for patients with a negative FISH result and a 
negative cystoscopy [ 23 ]. 

 UroVysion FISH testing has several other clinical uses. 
The clinical management of patients with equivocal cytology 

results is challenging because fewer than half of these 
patients will have bladder cancer on clinical follow-up. 
Equivocal cytology results can lead to unnecessary and 
expensive clinical investigations. Patients with an equivocal 
cytology and positive FISH result are at higher risk for hav-
ing bladder cancer and should be followed more aggressively 
[ 25 ,  26 ]. FISH is also useful for assessing noninvasive blad-
der cancer patients undergoing bacillus Calmette-Guerin 
(BCG) treatment for reduction of recurrence risk following 
therapy. A 2005 study by Kipp et al. found that patients with 
a positive FISH result following intravesical therapy were 
4.6 times more likely to have recurrent bladder cancer and 
9.4 times more likely to have follow-up muscle-invasive 

  Figure 34.2    Representative examples of FISH results for nonneoplastic 
urothelial cells ( panel   a ) and UC cells ( panels   b  and  c ) using the 
UroVysion FISH assay (Abbott Molecular, Des Plaines, IL). 
Nonneoplastic cells generally have two signals for each of the four 
probes, though occasional nonneoplastic cells show only one signal for 
one or more of the probes due to random overlap of signals or imperfect 
hybridization effi ciency. UC cells generally have gains for two or more of 
the probes (i.e., polysomy) of the UroVysion probe set. The fi nding of just 
a few cells with polysomy has high specifi city for the presence of malig-
nancy.  Panel   b  shows UC cells with a gains of all four probe signals, 
CEP3(   red ), CEP7( green ), CEP17 ( aqua ) and LSI 9p21 ( yellow ).  Panel   c  
shows UC cells with gain of CEP3 ( red ) and CEP7 ( green ) probe 
signals.       
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bladder cancer than patients with a negative FISH result 
[ 27 ]. Similar results were obtained by Mengual et al. [ 28 ] 
and Savic et al. [ 29 ], who found that patients with a positive 
post-BCG FISH result had 3.0 and 3.8 times higher risk of 
tumor recurrence, respectively. 

 Although other tumor markers are currently available for 
diagnosing bladder cancer (e.g. BTA stat [Polymedco, Inc., 
Cortlandt Manor, NY]; NMP22 [Alere, Orlando, FL]), the 
high sensitivity and specifi city of the UroVysion FISH probe 
set makes this test one of the most commonly used molecu-
lar markers for detecting UC in urine cytology specimens. 
The primary disadvantage of the FISH assay is that it 
requires more effort than conventional cytology or point-of-
care assays such as the BTA stat test. Typical turnaround 
time for the FISH assay is 1–2 days, though the test can be 
performed in a single day. Automated FISH enumeration 
instruments such as the Metasystems (Newton, MA), 
BioView (Billerica, MA), and Ikonisys (New Haven, CT) 
systems are used by some clinical laboratories. These sys-
tems may increase the ease of FISH test performance, reduce 
the cost of testing, and increase the throughput and sophisti-
cation of the data that can be obtained. Another shortcoming 
of the FISH test is its inability to detect some low-grade pap-
illary tumors. An assay for UC cells that harbor  FGFR3  
mutations (see  FGFR3  Mutation Analysis for UC Detection 
section below) may complement FISH and allow for the 
detection of virtually all UC. 

     FGFR3  Mutation Analysis for UC Detection 
 The detection of cells with  FGFR3  mutations in the urine is 
a promising way to detect the low-grade papillary tumors 
that are not detected by cystoscopy, cytology, or assays such 
as FISH [ 13 ,  30 ,  31 ]. FGFR3 is a tyrosine kinase receptor. 
Germline point mutations in various domains of  FGFR3  are 
associated with human skeletal disorders such as hypochon-
droplasia and achondroplasia, and somatic mutations of 
 FGFR3  have been identifi ed in bladder cancer and myeloma. 
Interestingly, two groups have demonstrated a high fre-
quency of somatic  FGFR3  point mutations in low-grade pap-
illary UC and urothelial papilloma but not in high-grade 
papillary UC, CIS, or invasive UC [ 13 ,  30 ]. Billerey et al. 
found that the frequency of  FGFR3  mutations by stage was 
pTa 74 %, pTis 0 %, pT1 21 %, and pT2 to pT4 16 % [ 13 ]. 
UC of grade 1 showed 84 %, grade 2 showed 55 %, and 
grade 3 showed 7 %. The most common  FGFR3  mutation 
was an S249C mutation (33 of 48 tumors; 69 %), but R248C, 
G372C, Y375C, and K652E mutations also were identifi ed. 
The difference in the frequency of  FGFR3  mutations between 
low-grade and high-grade tumors was highly signifi cant 
( p  < 0.0001) and is consistent with the current model of blad-
der tumor progression in which the most common precursor 
of invasive UC is CIS (Fig.  34.1 ). A commercial test kit for 
 FGFR3  mutation analysis is not available currently.    

    Laboratory Issues 

 Laboratory tests can be broadly divided into FDA-cleared/
approved tests and laboratory-developed tests (LDT). 
Laboratories should verify that they can reproduce the per-
formance characteristics that are published in the package 
inserts of FDA-approved tests. Laboratories that develop 
LDTs are responsible for establishing the performance char-
acteristics of the LDT. Analytical validation of an LDT 
should include determining the accuracy, precision (repro-
ducibility), reportable range, reference range, analytical sen-
sitivity, and analytical specifi city of the assay. In addition, the 
laboratory should conduct or be able to cite studies that dem-
onstrate the clinical validity and utility of the LDT, including 
the positive and negative predictive values of the test. For a 
diagnostic assay, clinical validation would address the clini-
cal sensitivity and specifi city of the assay. For a prognostic 
assay, evidence of clinical validity would come from studies 
with Kaplan-Meier analyses and likelihood or hazard ratios. 

 As with all clinical tests, appropriate controls should be 
included with each run. For PCR-based tests, this would include 
positive, negative, and “no DNA” controls and analytical sensi-
tivity and precision controls when a quantitative result is pro-
duced. Positive and negative controls for the UroVysion FISH 
test can be obtained from Abbott Molecular, Inc. These controls 
are non-hybridized slides prepared from cultured normal male 
lymphoblast cells and cultured bladder cancer cell lines. Each 
control slide consists of two separate target areas in which each 
of the different cell types has been applied. Clinical laboratories 
must enroll in profi ciency testing when available and if not 
available establish internal methods to assess profi ciency. 
Profi ciency testing is available for UroVysion testing through 
the College of American Pathologists (CAP) Cytogenetics 
resource committee and for microsatellite instability (MSI) test-
ing through the CAP Molecular Oncology resource committee.  

    Conclusions and Future Directions 

 Relatively few clinical molecular tests are used for the diag-
nosis and management of patients with UC. The main tests 
that are currently being used or developed are intended for 
bladder cancer detection in urine specimens. Messenger 
RNA expression profi ling assays (e.g., Oncotype DX 
[Genomic Health, Redwood City, CA] and MammaPrint 
[Agendia, Inc., Irvine, CA]) have been used for prognosis 
and to guide therapy for patients for some tumor types such 
as breast cancer. Similar assays are not available for UC 
patients yet but could have clinical utility. Currently, no ther-
apies are directed to specifi c molecular targets in 
UC. Therapies that target the FGFR3 tyrosine kinase recep-
tor are being developed, and it is possible that the mutation 
status of the  FGFR3  gene may identify patients who are 
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most likely to respond to these therapies [ 32 ]. In the near 
future it is likely that next-generation sequencing of UC will 
guide targeted therapy.     

  Confl ict of Interest   Dr. Halling receives industry funding from Abbott 
Laboratories and royalties from the sale of the UroVysion probe set.  
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    Abstract  

  The diagnosis and management of prostate cancer (PCa) was revolutionized by monitoring 
of prostate specifi c antigen (PSA), with a reduction in the mortality rate for men between 
the ages of 60 and 79 years, which correlates with a decrease in the incidence of metastatic 
disease. The monitoring of PSA levels also has led to overdiagnosis of clinically insignifi -
cant PCa, while highly aggressive PCa continues to be underrecognized. Over the last 
decade, advances in gene expression techniques and the introduction of sophisticated bio-
informatics tools, have increased the momentum for discovery of more accurate clinico-
pathologic testing algorithms. Many potentially useful molecular biomarkers are using 
diverse specimen types, such as blood, urine, and tissue. This chapter describes the bio-
markers used for diagnosis and prognosis for PCa.  
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        Introduction 

 Prostate specifi c antigen (PSA), fi rst isolated from prostatic 
tissue in 1970 [ 1 ], rapidly revolutionized the diagnosis and 
management of prostate cancer (PCa). According to the 
Surveillance, Epidemiology, and End Results Program of the 
National Institutes of Health, the mortality rate from PCa for 
men between 60–79 years of age has decreased to below that 
found before the introduction of serum PSA level testing. 
This decrease in mortality has been accompanied by a 
decrease in the incidence of metastatic disease [ 1 ,  2 ]. 
Multicenter trials have shown that patients with PSA values 
3–10 ng/ml may have localized disease and may benefi t from 
curative treatment [ 3 ]. However because of the low sensitiv-

ity of the PSA test, a negative biopsy rate of 70–80 % is 
noted in patients with PSA in the 3–10 ng/ml range. Several 
parameters, including prostate size, PSA density, PSA veloc-
ity, age-adjusted cutoff for PSA values, and free PSA have 
been added to improve the specifi city of PSA. Despite these 
efforts, overdiagnosis of clinically insignifi cant PCa and 
underrecognition of a small proportion of highly aggressive 
PCa continue to be problems. 

 Despite its initial success as a screening tool, serum PSA 
is neither cancer-specifi c nor predictive of biological behav-
ior. More specifi c tests that can enhance our ability to accu-
rately predict disease progression, response to therapy, and 
survival are needed. Over the last decade, advances in gene 
expression techniques and the introduction of sophisticated 
bioinformatics tools have increased the momentum for dis-
covery of more accurate clinicopathologic testing algorithms 
[ 2 ]. Many potentially useful molecular biomarkers using 
diverse specimen types, such as blood, urine, and tissue, are 
being evaluated. 
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 Cancer biomarkers are either produced by the tumor or by 
the body in response to the tumor. Depending on their indi-
vidual characteristics, biomarkers may be used as tools for 
early detection, specifi c diagnosis in diffi cult cases, progno-
sis, prediction of therapeutic response, and therapeutic tar-
gets, or as markers of surrogate end-points [ 3 ]. Biomarkers 
with proven clinical usefulness are designated by the College 
of American Pathologists (CAP) as Category I factors. In 
current clinical practice, PSA, TNM stage, Gleason grade, 
and surgical margins are defi ned as Category I factors. CAP 
Category II factors are those that have been studied exten-
sively but await statistically robust trials and include tumor 
volume, histologic type, and DNA ploidy analysis. CAP 
Category III markers are those that need additional studies to 
ensure their clinical utility before undergoing further clinical 
trials. The majority of the currently emerging molecular 
markers fall into CAP Category III. 

 The advent of technologies such as next-generation 
sequencing [ 4 – 8 ] and proteomic platforms, together with 
advancements in computational and statistical tools, has led 
to an accelerated growth in our knowledge of the molecular 
changes in PCa. Signifi cant progress made during the past 
few years has elucidated that the clinically heterogeneous 
entity of PCa is in fact a collection of homogeneous molecu-
lar subtypes. The ability to sequence many or all genes 
simultaneously has made comprehensive genomic classifi ca-
tion of PCa possible. The completion of an accurate molecu-
lar classifi cation is the fi rst step towards development of 
biomarkers to distinguish aggressive from indolent disease 
and of targeted therapies. As high throughput technology has 
become more cost effective, gene panels for specifi c diagno-
ses, targeted treatment, and accurate prediction of prognosis 
are rapidly becoming mainstream, fi nally bringing the para-
digm of comprehensive genomic medicine closer to routine 
practice of PCa management. 

 Multiple commercial molecular test kits are now avail-
able for PCa. Prostate cancer antigen 3 (PCA3) test 
(Progensa, Gen-Probe, San Diego, CA) and Confi rMDx 
(MDx Health, Irvine, CA) improve diagnostic specifi city. 
Once PCa is detected, discrimination between clinically 
indolent and clinically signifi cant disease is of paramount 
importance. Two multi-gene signature tests are used to strat-
ify patients for defi nitive treatment and active surveillance: 
the cell cycle progression (CCP) score marketed as the 
Prolaris test (Myriad Genetics, Salt Lake City, UT), and the 
17-gene RT-PCR panel algorithmically combined to calcu-
late the Genomic Prostate Score (GPS) by Oncotype DX 
(Genomic Health, Redwood City, CA). Other tests differen-
tiate patients who would benefi t most from adjuvant treat-
ment following prostatectomy. Decipher genomic classifi er 
(Genome Dx Biosciences Vancouver, British Columbia, 
Canada) is designed to predict early metastasis and disease- 

specifi c mortality after radical prostatectomy using a 22-gene 
expression signature. The CCP (Prolaris) and GPS (Oncotype 
DX) scores show an association with adverse outcome fol-
lowing prostatectomy. In addition to RNA tests, a DNA test 
that uses copy number alterations (Genomic Evaluators of 
Metastatic Prostate Cancer) at 36 loci has been validated to 
predict biochemical failure in men at high risk of recurrence 
and is found to be better than clinical risk-stratifi cation alone. 
This is the only test to be validated in a cohort of African-
American patients with PCa treated by prostatectomy. This 
test was not commercially available at the time of writing 
this chapter. 

 Immense progress has been made in developing new 
prognostic and diagnostic tests for PCa. These tests need to 
be validated on a larger scale to truly empower patients and 
treating physicians to make well informed and scientifi cally 
sound decisions. Currently available models of risk- 
stratifi cation at all stages of PCa management are limited in 
their ability to predict true aggressiveness. Ongoing evalua-
tion of these tests and integration of genomic profi ling into 
risk-assessment models will be critical to realizing the poten-
tial benefi ts for patients.  

    Molecular Basis of Prostatic Adenocarcinoma 

 PCa is driven by multiple genetic alterations. The majority of 
PCa harbor recurrent  ETS  gene fusions [ 2 ,  9 – 12 ]. Genomic 
and transcriptomic analyses of PCa have defi ned new PCa 
classifi cations based on gene-expression and somatic copy 
number aberration signatures [ 13 – 17 ]. Cardinal genetic 
alterations that activate oncogenes and inactivate tumor sup-
pressor genes are now recognized as drivers of PCa 
(Table  35.1 ). Deletion of  NKX3.1  and the phosphatase and 
tensin homologue tumor suppressor gene ( PTEN ), and 
amplifi cations of the androgen receptor ( AR ) and  MYC  genes 
are some of the most common structural genomic alterations. 
Protein-altering mutations are rare in PCa. Genes with point 
mutations most commonly include  AR ,  PTEN,  and  AKT1  
[ 18 ,  19 ], but mutations are rare and seen in approximately 
1 % of primary PCa [ 14 ].

   A signifi cant percentage of PCa harbor gene-fusions 
involving androgen-regulated 5′ gene partners ( TMPRSS2 , 
 SLC45A3 , and  NDRG1 ) and ETS transcription factors (e.g., 
 ETV1  and  ERG ) [ 5 ,  12 ]. 

 While the implications of the ETS transcription factors as 
partners in gene fusion events in PCa are not currently under-
stood, the fact that these gene partners are androgen- 
responsive may play a role in PCa development and 
progression. Numerous other genetic alterations, somatic 
mutations, and epigenetic changes occur during carcinogen-
esis and progression of PCa (see Table  35.1 ).  
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    Blood-Based Molecular Tests 

    Total PSA and PSA Isoforms 

    Total PSA 
 While Total PSA (t-PSA) has been used as a marker for PCa, the 
expression levels of t-PSA are highly variable across individuals 
and also in the same individual at different times. A single 
t-PSA result therefore has little clinical value [ 20 ]. Multiple fac-
tors account for the variations in t-PSA, including preanalytical 
specimen handling, different detection methods, biologic varia-
tions such as prostate size, and nonneoplastic processes such as 
hypertrophy and infl ammation. In addition, no single t-PSA cut-
off separates men at high risk for PCa from men at low risk. 

 The Prostate Cancer Prevention Trial demonstrated that 
as many as 15 % of men with a normal digital rectal exami-
nation (DRE) and a serum t-PSA of less than 4.0 ng/ml have 
PCa [ 21 ], and of these men, as many as 15 % may harbor a 
high Gleason grade disease. However, lowering the t-PSA 
threshold below 4 ng/ml did not improve early detection and 
long-term survival. Studies suggest that a rise in t-PSA level 
begins years or even decades before the diagnosis of PCa. 
Slowly rising t-PSA levels may refl ect the long duration of 
PCa carcinogenesis. 

 Many efforts have focused on improving the performance 
of the t-PSA test over the years, including normalizing PSA 
to the size of the prostate gland, monitoring change in veloc-
ity (tPSAV) and PSA doubling time (tPSADT), and mea-
surement of PSA isoforms (Pro-PSA) and alternate PSA 
forms. Given the limitations of t-PSA, targeting of the vari-
ous molecular forms of PSA is being used to improve the 
predictive value of PSA testing and are discussed below.  

    Complex PSA vs Free PSA 
 Serum PSA exists in two forms, the bound form also known 
as complex PSA (c-PSA) and the unbound, enzymatically 
inactive form called free PSA (f-PSA). Serum c-PSA con-
centration correlates with the presence of PCa. Serum f-PSA 
levels are elevated in patients with benign prostatic hyperpla-
sia (BPH) [ 22 – 25 ]. 

 Large prospective studies have demonstrated that use of 
the percentage of f-PSA (%f-PSA) of total PSA improves the 
specifi city of PSA screening for PCa in men with a normal 
DRE with serum PSA concentration in the “grey zone” of 
PSA (between 4 and 10 ng/ml) [ 26 ]. Based on these fi ndings, 
the US Food and Drug Administration (FDA) approved the 
use of %f-PSA for PCa screening. In a recent meta-analysis 
of 66 studies, %f-PSA outperformed t-PSA and c-PSA as a 
predictor of biopsy outcomes [ 27 ]. This was more true in 
older men (≥50 years of age) than in younger men (44–50 
years of age). Vickers et al. [ 28 ] found that the combined 
performance of %f-PSA, hK2 (human kallikrein-2), and 
t-PSA improved predictive ability when t-PSA was in the 
range of 1.2–2.0 ng/ml. 

 Subsequent studies noted a decrease in performance of 
%f-PSA. Explanation for these inconsistencies may lie in the 
limited stability of f-PSA in blood, particularly in stored sera 
[ 29 ,  30 ]. In addition performance of %f-PSA decreases with 
increased prostate size. In men with large prostates, %f-PSA 
increases even in the presence of cancer, thereby lowering 
the sensitivity of the test for PCa detection [ 31 ].  

    ProPSA and Prostate Health Index 
 ProPSA is a precursor form of PSA that contains a seven 
amino acid pro leader peptide that is cleaved by hk2 and tryp-
sin to form active PSA. ProPSA is a component of free PSA 
(fPSA) and levels of proPSA are more closely associated with 
PCa. Truncated forms of proPSA in serum contain fi ve, four, 
or two amino acids more than the total number of amino acids 
in PSA; the form with two additional amino acids is noted as 
proPSA (-2), [-2]proPSA, or p2PSA. FDA approved the 
Prostate Health Index (phi) developed by Beckman Coulter 
(Indianapolis, IN) in partnership with the NCI’s Early 
Detection Research Network in 2012. Phi, a mathematical 
formula using three biomarkers ([p2PSA/f-PSA] × √PSA), 
has been found to be useful in distinguishing men with PCa 
from those with benign prostatic conditions, when tPSA is in 
the grey zone (between 4 and 10 ng/ml) and the DRE is nega-
tive. Additionally, p2PSA levels and phi improve the detec-
tion of PCa with a Gleason score of 7 or higher; and in men 
with family history of PCa, phi score signifi cantly outper-
forms tPSA and %fPSA for detection of aggressive PCa [ 32 ]. 

 C-PSA remains to be evaluated as an alternative test. 
Currently the only c-PSA assay approved by the FDA is 
based on antibody-mediated elimination of all f-PSA fol-
lowed by measurement of the remaining PSA (Bayer 
Immuno1 c-PSA Assay, Bayer Diagnostics, Tarrytown, NY).  

    Human Kallikrein-2 
 The human tissue kallikrein family of serine proteases consists 
of 15 members, known as kallikrein-related peptidases 1–15 
(KLK 1–15) located together in a gene cluster at chromosomal 
region 19q13.3-13.4 [ 33 – 40 ]. The fi rst identifi ed kallikreins, 
the so-called classical kallikreins (KLK1, hK2, and PSA), 
contain a unique 11-amino acid-long kallikrein loop. Human 
Kallikrein-2 (hK2) shares 78 % homology with the amino acid 
sequence of PSA and has overlapping biological functions. 
Similar to PSA, hK2 occurs in two forms; one complexes with 
various plasma protease inhibitors, and the other occurs free in 
circulation. Unlike PSA, the majority of hK2 in serum is found 
in the free, unbound form. Total hK2 mRNA amounts to 
10–50 % of t-PSA mRNA in the prostate tissue but in serum 
and seminal plasma, hK2 concentration is only 1–3 % of 
t-PSA. The highest concentrations of hK2 and PSA are found 
in seminal and prostatic fl uid, but they are also present at 
lower concentrations in breast milk, breast cyst fl uid, saliva, 
urine, and plasma [ 41 – 43 ]. Within the prostate, the expression 
of hK2 and PSA is regulated by androgens through the andro-
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gen receptor (AR) [ 44 ,  45 ]. Androgen response elements are 
located in the PSA promoter region [ 46 – 48 ]. 

 Serum levels of hK2 and its ratio to f-PSA and %f-PSA 
have been reported to outperform t-PSA for PCa detection 
[ 49 ,  50 ] and could improve the discrimination of men with 
PCa from men without PCa [ 49 ,  51 ]. Two large studies tested 
the ability of serum hK2 to improve PCa screening in men 
with PSA levels below 10 ng/ml [ 52 ,  53 ]. Although the ratio 
of hK2 to f-PSA did not outperform %f-PSA, these studies 
showed that the hK2: f-PSA ratio is an independent predic-
tive factor compared to %f-PSA. 

 Additionally, preoperative serum levels of hK2 appear to 
better predict biochemical failure (BCF), which is defi ned as 
post-treatment elevation of PSA level predictive of PCa 
recurrence. The predictive value of preoperative serum 
hK2 in patients undergoing prostatectomy for clinically 
localized disease was estimated at 0.721 (concordance index) 
vs 0.691 for tPSA. This difference in predictive accuracy was 
more pronounced in men with a tPSA <10 ng/ml (0.739 for 
hK2 vs 0.599 for tPSA,  p  < 0.0005), a category of men where 
a more accurate predictor is clinically useful. 

 Histological studies suggest that unlike t-PSA, hK2 
expression increases with higher-stage and-grade tumors. It 
has also been suggested that hK2 could predict poor differ-
entiation, extra-prostatic extension (EPE), and biochemical 
recurrence (BCR) in patients treated with radical prostatec-
tomy [ 51 ,  54 ]. While intriguing, these fi ndings need further 
validation [ 55 ]. 

 In the grey zone of t-PSA levels, hK2 may add statistically 
and clinically important information for PCa detection and 
more importantly for prognostication. This is especially true in 
the USA where, due to aggressive PSA screening, most men 
diagnosed with PCa have a t-PSA less than 10 ng/ml, at which 
level the risk stratifi cation using only t-PSA is not accurate. 

 Because of the extensive overlap in their amino acid 
sequence, clinical assays specifi c for hK2 without cross reac-
tivity to PSA, yet sensitive enough to detect picogram/ml con-
centrations of hK2, have been diffi cult to develop. Currently 
these assays are only available in research laboratories. 

 A panel of four kallikreins, total PSA, f-PSA, intact PSA, 
and hK2, were combined to generate the 4K score [ 26 ,  28 , 
 56 ,  57 ]. Studies suggest that the 4K score could be used to 
distinguish between pathologically insignifi cant and aggres-
sive disease and reduce unnecessary biopsies [ 26 ]. The 4K 
score test is anticipated to be available through OURLab 
Urologic Reference Laboratory (OPKO Health, Inc., Miami, 
FL) in the future.   

    Other Blood-Based Molecular Markers 

 Between 15–40 % of patients treated for localized PCa will 
experience BCR as evidenced by rising PSA levels [ 58 ]. 
Androgen deprivation therapy is an accepted standard of care 

for patients who develop metastasis after defi nitive treatment 
[ 59 ,  60 ]. Despite adjuvant therapy, the mortality rate in these 
patients is high (also known as castrate resistant prostate can-
cer). Currently available tools for predicting disease-free sur-
vival are statistical models such as the Kattan nomogram that 
use PSA, Gleason Score, Clinical and Pathologic stage, and 
other clinical parameters to predict the probability of BCR-free 
survival at 5 years after radical prostatectomy [ 61 ]. Integration 
of blood-based predictive biomarkers to the currently available 
nomograms will increase their predictive power. 

 The uroKinase plasminagen activator (uPA) pathway or 
axis includes potential markers for PCa by being involved in 
various phases of tumor development and progression through 
degradation of extracellular matrix. Elevated levels of circu-
lating uPA [ 62 ] and its receptor (uPAR) are linked to PCa 
stage and bone metastasis. Large multi-institutional studies 
are ongoing to further validate these fi ndings [ 63 – 65 ]. 

 TGF-β1 is a growth factor which regulates several cellular 
mechanisms such as proliferation, immune response, differen-
tiation, and angiogenesis [ 66 ]. Increased levels of TGF-beta1 
have been associated with cancer progression, occult and docu-
mented metastasis, and BCR [ 67 – 69 ]. Serum levels of IL6, a 
cytokine, and its receptor (IL6R) are elevated in patients with 
metastatic and treatment refractory disease. Elevated levels of 
IL6 may thus predict progression PCa [ 70 ,  71 ]. 

 Endoglin is a transmembrane glycoprotein that is asso-
ciated with angiogenesis. Elevation of preoperative plasma 
Endoglin may be associated with metastasis to regional 
lymph nodes [ 72 ]. Taking these into account, preoperative 
plasma levels of a combination of TGF-beta1, soluble 
IL6R, IL6, Endoglin, vascular endothelial growth factor, 
and vascular cell adhesion molecule were found to improve 
the predictive accuracy of the Kattan preoperative nomo-
gram [ 73 ] by approximately 15 % (71.6–86.6 %) [ 2 ,  74 , 
 75 ]. Additionally the inclusion of preoperative serum lev-
els of these biomarkers to the traditional base model (tPSA, 
surgical margin status, extracapsular extension, seminal 
vesicles invasion, lymph node involvement, and patho-
logic Gleason sum) statistically signifi cantly improved 
prediction of BCR.   

    Urine-Based Molecular Markers 

     PCA3 / DD3 : A Cancer-Specifi c Marker 

  PCA3 , also known as  DD3 , is a noncoding RNA that was 
initially identifi ed by Bussemakers et al. [ 76 ], and is currently 
the most specifi c clinically available marker for PCa.  PCA3  
RNA is highly overexpressed in PCa compared to normal or 
benign prostate tissue. Hessels et al. [ 77 ] reported a median of 
66-fold upregulation of  PCA3  in PCa tissue compared with 
normal prostate tissue. No other normal tissue or cancer 
expresses  PCA3 . In addition,  PCA3  is upregulated in prostate 
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tissues with a low volume cancer load (less than 10 % PCa 
cells). Since PCa cells are shed into the urine,  PCA3  RNA can 
be measured not only in prostate tissue specimens but also in 
urine and in urine sediments after DRE. Given the specifi city 
for PCa and the ease of analysis in urine sediments,  PCA3  is 
currently the most specifi c PCa marker. Several versions of 
 PCA3  urine tests are available [ 78 ]. 

 In phase two of biomarker development for  PCA3 , a sec-
ond generation reverse transcription-polymerase chain reac-
tion (RT-PCR) assay was developed to detect  PCA3  transcripts 
in urinary sediments obtained after DRE from a cohort of men 
who were recommended for prostate needle biopsy based on a 
total serum PSA value above 3 ng/ml [ 77 ]. This study, and 
three subsequent independent studies [ 78 – 82 ], showed that 
 PCA3  had a high sensitivity and specifi city using prostatic 
biopsies as the gold standard for the presence of a tumor 
(Table  35.2 ). DiagnoCure (Quebec, Canada) developed the 
fi rst generation version of the  PCA3  RT-PCR test. Gen-Probe 
(San Diego, CA) acquired the exclusive worldwide diagnostic 
rights for the PCA3 test from DiagnoCure and developed a 
 PCA3  test using their APTIMA platform Progensa™ PCA3 
test (Hologic, Inc., San Diego, CA).

   Progensa™ PCA3 test (Hologic, Inc.) measures the concen-
tration of  PCA3  RNA and  PSA  RNA molecules in serum and 
calculates the ratio of the two. The Progensa™ test was FDA-
approved for use in men who have a suspicion of PCa based on 
elevated PSA level and/or an abnormal DRE and/or one or 
more negative biopsy results in the context of a clinical suspi-
cion of PCa. A Progensa™ PCA3 score below 25 is interpreted 
as negative and is associated with a low likelihood of PCa 
[ 83 – 85 ]. Based on 11 clinical studies (including 6 multicenter 
studies and 5 from individual centers) that encompassed a total 
of 2,737 men, the Progensa™ PCA3 score had an area under 
the curve (AUC) ranging from 0.66 to 0.75. The average sensi-
tivity and specifi city for the Progensa™ PCA3 score quoted by 
various studies are 66 % and 76 %, respectively, compared to 
the sensitivity of 47 % for serum PSA alone [ 84 ,  86 ]. 

 To increase the predictive accuracy of biopsy outcome 
and identify men at risk for PCa, novel biopsy nomograms 
that include  PCA3  levels have been created. Incorporation of 
 PCA3  test results improved the diagnostic accuracy of the 
Prostate Cancer Prevention Trial Risk Calculator [ 87 ,  88 ]. It 
is expected that inclusion of  PCA3  test results in future 
nomograms will be clinically useful for deciding whether to 
biopsy the prostate. Multiple studies [ 85 ,  89 ,  90 ] have sug-
gested that PCA3 scores fulfi ll the criterion of being a valu-
able predictor of low-volume, insignifi cant cancer and could 

be of great help in selecting patients with PCa who are can-
didates for active surveillance. 

 PCA3 score predicts PCa risk independent from prostate 
volume, age, and the principal known non-neoplastic causes 
of increase in PSA, such as BPH and prostatitis. More than 
90 % of high-grade prostate intraepithelial neoplasia (PIN) 
tissues express  PCA3  [ 91 ]. The PCA3 test score may there-
fore help monitor patients with high- grade PIN (HGPIN), 
such that increasing PCA3 scores may trigger a decision to 
biopsy the prostate.  

    TMPRSS-ERG Translocation: A Cancer-Specifi c 
Translocation 

 The combined use of a DNA microarray expression data and a 
novel bioinformatics algorithm called Cancer Outlier Profi le 
Analysis (COPA) identifi ed gene over-expression of two ETS 
family transcription factors, ERG and ETV1 in PCa [ 14 ,  15 ]. 
Further characterization of cases with ERG or ETV1 outlier 
expression subsequently lead to the identifi cation of fusion of 
the 5′ untranslated region of the prostate specifi c androgen-
induced trans-membrane protease serine 2 gene ( TMPRSS2 ), 
to the 3′ end of an ETS family transcription factor gene [ 16 ]. 
 TMPRSS2  fusion with the ETS family member  ERG  is the pre-
dominant variant and is seen in 40–70 % (average 50 %) of 
patients with PCa, making the  TMPRSS2 - ERG  gene fusion the 
most common genetic aberration described to date in human 
solid tumors [ 2 ].  ERG  is regarded as a key PCa oncogene. 
Numerous other ETS member genes also can fuse to  TMPRSS2 , 
but are found at a much lower frequency in PCa. Similarly, 
variability in the 5′ gene fusion partner has been identifi ed. 
Five major partners are known, and divided into classes based 
on their tissue- specifi city and the sensitivity to androgens 
(Table  35.3 ) [ 9 – 12 ,  92 ,  93 ]. Class I is reserved for  TMPRSS2 ; 
Class II includes other genes with prostate-specifi c, androgen- 
inducible 5′ UTR elements or endogenous retroviral elements; 
Class III includes the prostate-specifi c but androgen-repressed 
gene partners; Class IV includes the non-tissue-specifi c pro-
moters that are ubiquitously expressed (housekeeping genes); 
and Class V consists of  ETV1 -specifi c rearrangements, includ-
ing the localization of the entire  ETV1  locus to the prostate 
specifi c locus, 14q13.2-14q21.1. ETS fusion seems to be an 
early event in the development of PCa [ 4 ,  17 ]. To date none of 
the published literature has found this translocation to be pres-
ent in benign prostate tissue, making it specifi c for PCa.

       Use of ETS Fusion in the Diagnosis 
and Treatment of Prostate Cancer 

 The presence of the  TMPRSS2 – ERG  translocation can be 
assessed by immunohistochemistry (IHC) and fl uorescent 
in-situ hybridization (FISH). Mosquera et al. [ 94 ], using a 

   Table 35.2    Performance of  PCA3  in urinary sediments after digital 
rectal examination   

  Authors    Sensitivity (%)    Specifi city (%)    NPV (%)  

 Tinzl et al. [ 79 ]  82  76  87 

 Hessels et al. [ 77 ]  67  83  90 
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FISH assay for  ERG  gene rearrangements in PIN, found a 
strong correlation with the presence of cancer. Based on 
these fi ndings  TMPRSS2 – ERG  FISH study on isolated PIN 
may identify men with a high likelihood of having un- 
sampled PCa. In addition,  TMPRSS2 – ERG  FISH may help 
identify patients undergoing transition to invasive carcinoma 
and for the work-up of atypical small acinar proliferations 
which are suspicious for, but quantitatively insuffi cient for, a 
defi nitive diagnosis of PCa on needle biopsy. Assessment for 
the presence of the  TMPRSS2 - ERG  gene fusion therefore 
may not only be useful for early diagnosis [ 17 ,  18 ] but also 
may help stratify diagnostically diffi cult cases. 

 Knockdown of  TMPRSS - ERG  in fusion-positive cells 
inhibits tumor growth in xenograft assays [ 95 ,  96 ]. ETS 
fusions are therefore attractive therapeutic targets. Evaluation 
for targeting ETS fusion and its downstream targets is ongo-
ing. Most 5′ ETS fusion partners including  TMPRSS2  are 
androgen-responsive and it is likely that current and future 
therapeutic strategies that target androgen signaling may 
function at least in part through inhibition of ETS fusions 
[ 97 ,  98 ]. Phase 1 and Phase 2 trials analyzing the response to 
abiraterone, a small molecule inhibitor of cytochrome P, 
found evidence of ERG translocation in circulating tumor 
cells of 41 % men with castrate-resistant PCa prior to treat-
ment [ 99 ]. After treatment with abiraterone, 80 % of the 
patients with ERG rearrangements had more than 90 % 
decline of PSA levels. In patients showing less than 90 % 
decline in PSA, only 30 % had a translocation [ 99 ,  100 ]. In 
this cohort of patients, a decline in PSA was associated with 
a decline in circulating tumor cells and an increased survival 

rate. Phase 3 trials incorporating fusion status are ongoing. 
The usefulness of ETS gene fusion status as a prospective 
marker of androgen-dependence in castrate-resistant PCa 
remains to be seen. In addition to the therapeutic implica-
tions, these studies provide evidence that castrate-resistant 
PCa may remain dependent on androgen signaling [ 101 ]. 
 TMPRSS2 – ERG  translocation may predict tumor sensitivity 
to poly (adenosine diphosphate-ribose) polymerase 1 
(PARP1) inhibition and in conjunction with  PTEN  deletion 
may add prognostic information [ 91 ,  102 ,  103 ]. 

 While TMPRSS2–ERG translocation is very specifi c for 
prostate cancer, it is only present in approximately 50 % of can-
cer, and hence has limited use as a diagnostic tool on its own. 
Its use as a diagnostic test therefore lies in multiplexed assays 
with other biomarkers such as  PCA3  [ 104 ,  105 ]. A study of 
more than 1,300 men demonstrated that combined measure-
ment of  PCA3  mRNA levels and  TMPRSS2 – ERG  gene-fusion 
in urine outperformed serum PSA for PCa diagnosis [ 105 ].  

    Immunohistochemical Assays of TMRPSS2-ETS 
Fusion Protein 

 Multiple anti-ERG monoclonal antibodies standardized for IHC 
on formalin-fi xed paraffi n-embedded (FFPE) tissue are com-
mercially available. Expression of ERG on IHC (Fig.  35.1 ) is 
considered a marker for the translocation with a sensitivity and 
specifi city of approximately 86 % [ 106 – 109 ]. IHC expression 
of ERG can therefore be utilized as a surrogate marker for the 
translocation.

   Table 35.3    Classifi cation of 5′ partner of  ETV  associated translocations   

  5′ Partner    Class    3′ Partner    Initial reference  

  TMPRSS2   I   ERG ,  ETV1 ,  ETV4    11 ,  12  

  TMPRSS2   I   ETV5   [ 144 ] 

  HERV-K _22q11.23   ETV1   [ 10 ] 

  SLC45A3   II 

  KLK2  and  CANT1   II   ETV4   [ 93 ] 

  ACSL3   II   ETV1   [ 91 ,  100 ] 

  SLC45A3   II   ERG   [ 145 ] 

  FLJ35294   II   ETV1   [ 145 ] 

  SLC45A3   II   ETV5   [ 144 ] 

  EST14 ,  HERVK17 ,  FOXP1   II   ETV1   [ 94 ] 

  SLC45A3   II   ELK4   [ 146 ] 

  NDRG1   II   ERG   [ 147 ] 

  C15orf21   III   ETV1   [ 10 ] 

  DDX5   IV   ETV1   [ 145 ] 

  HNRPA2B1   IV   ETV1   [ 10 ] 

  SLC45A3  and  ESRP1    ETS  neg   BRAF  a   [ 148 ] 

   a 3′ partners that are not members of the  ETS  family 
 Numerous alternative  ETS  members can fuse to  TMPRSS2 , but at a much lower frequency. Variability in 5′ partners are divided into fi ve classes: 
Class I, Reserved for  TMPRSS2 ; Class II, Prostate specifi c androgen inducible 5′ UTR or endogenous retroviral elements; Class III, Associated 
with prostate specifi c but androgen repressed partners; Class IV, Non-tissue-specifi c promoters that are ubiquitously expressed; Class V, ETV1 - 

specifi c rearrangements, including the localization of the entire  ETV1  locus to prostate specifi c locus 14q13.2-14q21.1  
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       FISH Assays for Detection of TMPRSS2–ETS 
Gene Fusion 

 Traditionally, two strategies for FISH detection of  TMPRSS2 –
 ERG  fusion included the two and three color break-apart 
assays. The two-color break-apart FISH assays (Fig.  35.2 ) 
are designed to identify rearrangements in specifi c ETS fam-

ily gene partners [ 110 ,  111 ]. Probes were designed to label 
regions telomeric (green) and centromeric (red) of ERG 
locus on 21q22.3. This set of probes appears yellow due to 
the overlap of the red centromeric and green telomeric probe 
in the nontranslocated allele. If a break occurs between the 
two probes, each color can be separately detected indirectly 
supporting the  TMPRSS2 – ERG  gene fusion [ 2 ]. By this 

  Figure 35.1    Immunohistochemical stain for ERG demonstrates nega-
tive staining of the stroma and normal glands. Normal endothelial cells 
are positive and act as internal controls. ( a ) Strong diffuse nuclear stain-
ing of a small cluster of atypical glands supports the diagnosis of pros-

tatic adenocarcinoma. ( b ) Strong diffuse nuclear staining of ERG in 
prostatic adenocarcinoma. (Slides provided by Drs. Kyung Park and 
Mark A. Rubin, Department of Pathology and Laboratory Medicine, 
Weill Cornell Medical College, New York, NY)       

  Figure 35.2    Dual Color TMPRSS-ERG FISH pattern in formalin- 
fi xed, paraffi n-embedded prostatic adenocarcinoma. A probe telomeric 
to the  ERG  gene is labeled green and a probe centromeric to ERG is 
labeled red. Overlapping green and red signals in normal cells produce 
a yellow color signal. ( a ) Normal cells without TMPRSS-ERG translo-
cation with two overlapping red and green signals. ( b ) A cell positive 

for TMPRSS-ERG translocation with separation of one red and green 
signal. ( c ) Cell with ERG deletion resulting in loss of one green signal. 
(Slides provided by Drs. Kyung Park and Mark A. Rubin, Department 
of Pathology and Laboratory Medicine, Weill Cornell Medical College, 
New York, NY)       
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method, confi rmation of fusion between two genes and iden-
tifi cation of the specifi c 5′ partner is not possible because the 
probes are not specifi c for any single gene.

   The three-color break-apart assay developed by Yoshimoto 
et al. [ 112 ] utilizes three probes. Two probes fl ank the  ERG  
gene at the 3′ (BAC clone RP11-476D17 RED) and 5′ (BAC 
clone RP11-95121 GREEN) regions, and the third probe is 
specifi c for the 5′ region of  TMPRSS2  (RP11-535H11 BLUE) 
or for the transcriptional regulatory sequences (telomeric) of 
 TMPRSS2  (RP11-35C4; RP11- 891L10; RP11-260O11). The 
use of this probe confi guration not only enables detection of 
 ERG  rearrangement but also allows the detection of the 
mechanism of the rearrangement as explained below. With 
three color FISH, rearrangement as a result of deletion (Edel) 
results in co-localization of the 3′  ERG  and  TMPRSS2  signals 
and an absence of the 5′  ERG  signal. Less frequently a 
genomic rearrangement leading to insertion of those 
sequences elsewhere in the genome to an unknown chromo-
some location can occur resulting in the separation of the 5′ 
 ERG  signals from the co-localization of the 3′  ERG  and 
 TMPRSS2  signals, thus described as ERG split or Class 
Esplit. In either scenario the unaffected chromosome 21 will 
display a class N (or normal) signal confi guration. The pres-
ence of more than one copy of the  TMPRSS2 – ERG  gene 
fusion is identifi ed as Class 2+Edel. In summary, in Class N, 
where no  ERG  rearrangement has occurred, the two ERG sig-
nals (3′ BAC clone RP11- 476D17 in RED and 5′ BAC clone 
RP11-95121 GREEN) co-localize and are visualized as a yel-
low signal and the 5′  TMPRSS2  signal is a separate blue probe 
signal. In Class Edel, the 3′  ERG  probe (RED) co-localizes 
with the  TMPRSS2  probe signals (BLUE) with absence of the 
5′  ERG  signal, representing rearrangement with the loss of 
the intervening sequence; the unaffected chromosome 21 will 
display a Class N confi guration. In Class Esplit, the 3′  ERG  
signal (RED) co-localizes with the  TMPRSS2  signal (BLUE) 
with retention of 5′ ERG signal (GREEN) elsewhere in the 
nucleus; the unaffected chromosome 21 displays Class N 
confi guration.  

    RT-PCR for Determining Gene Fusion Status 

 The RT-PCR technique is dependent on detection of hybrid 
transcripts; however RT-PCR assays do not differentiate 
between the different genomic mechanisms such as Edel vs 
Esplit. To date, up to 17 different fusion transcripts and splice 
variations have been characterized. The most commonly 
found fusion transcript is composed of exon 1 of  TMPRSS2  
fused to exon 4 of  ERG  [ 109 ,  113 ]. Of the transcripts 
described, one produces a genuine TMPRSS2-ERG fusion 
protein and eight contain premature stop codons and are 
unlikely to result in ERG over-expression [ 12 ,  113 – 116 ]. 

 Wang et al. [ 113 ] characterized in detail the expression of 
 TMPRSS2 - ERG  fusion mRNAs and correlated the isoforms 
and their respective expression levels with clinical outcome 
in cancers from men undergoing radical prostatectomy. 
Signifi cant variation was identifi ed in the alternatively 
spliced isoforms expressed in different cancers. Expression 
of an isoform, in which the native ATG in exon 2 of the 
 TMPRSS2  gene is in frame with exon 4 of the  ERG  gene, was 
associated with clinical and pathologic variables of aggres-
sive disease. Expression of other isoforms, in which the 
native  ERG  ATG in exon 3 was the fi rst in-frame ATG, was 
associated with seminal vesicle invasion, which is correlated 
with poor outcome following radical prostatectomy. 

 Clark et al. [ 115 ,  116 ] have described the great diversity 
that exists in the precise structure of  TMPRSS2 - ERG  hybrid 
transcripts found in human PCa. Fourteen distinct hybrid tran-
scripts were characterized, each containing different combina-
tions of sequences from the  TMPRSS2  and  ERG  genes. 
Distinct patterns of hybrid transcripts were found in samples 
taken from separate regions of individual cancer- containing 
prostates, suggesting that  TMPRSS2 - ERG  gene fusions may 
arise independently in different regions of a single prostate.  

    Indirect Methods for Detection of ETS 
Rearrangement Status 

 Analysis of array comparative genomic hybridization (aCGH) 
data, specifi cally the 21q22.2.3 region, may permit identifi ca-
tion of Class Edel  TMPRSS2-  ERG  gene fusions [ 117 ,  118 ]. 
Class Esplit retains the intervening sequence within the 
nucleus, in a copy-neutral manner and consequently aCGH 
cannot identify this arrangement. Gene expression microar-
ray may indirectly indicate the presence of an ETS rearrange-
ment by identifying overexpression of ETS gene family 
transcripts. A novel multiplexing technology developed to 
detect disease-specifi c biomarkers, including differentiation 
of various fusion transcripts, uses nano-structured microelec-
trodes that are integrated into a chip [ 119 ].   

    Tissue-Based Molecular Tests 

 Several commercial laboratories have developed LDT 
tests which combine multiple biomarkers for PCa into a 
single molecular test with a prognostic or predictive score 
as the result. These tests are not cleared or approved by 
FDA, but are offered nationally under each laboratory’s 
CLIA permit which requires demonstration of analytical 
and clinical validity. A concern in using these tests is uncer-
tainty of the validation studies and the lack of demonstration 
of clinical utility. 
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    Oncotype DX 

 Oncotype DX (Genomic Health Inc., Redwood City, CA) 
was developed to test small 1 mm PCa using FFPE needle 
biopsies. The test assigns a GPS [ 57 ] by measuring 12 
genes related to four molecular pathways. The genes are 
 AZGP1 ,  KLK2 ,  SRD5A2 , and  RAM13C  of the androgen 
pathway,  FLNC ,  GSN ,  TPM2 , and  GSTM2  of the cellular 
organization pathway,  TPX2  of the proliferation pathway, 
and  BGN ,  COL1A1 , and  SFRP4  genes of the stromal 
response pathway. In addition, fi ve reference genes are 
used to normalize and control preanalytical and analytical 
variability. Together with the National Comprehensive 
Cancer Network risk criteria [ 120 – 122 ], the GPS [ 123 ] 
provides a risk stratifi cation of PCa into very low, low, 
and modifi ed intermediate risk to help clinicians select 
appropriate candidates for active surveillance.  

    Prolaris Score 

 The Polaris score (Myriad Genetics, Salt Lake City, UT) 
focuses on tumor cell growth characteristics to stratify risk 
of progression. The test uses either biopsy or prostatec-
tomy FFPE tissue and includes 46 genes including 31 cell 
cycle genes and 15 housekeeping genes. A low expression 
of these genes is associated with low risk of progression 
whereas high expression is associated with high risk of 
progression [ 124 ,  125 ]. Patients with a high risk of pro-
gression may be offered closer clinical follow-up or addi-
tional therapy.  

    Confi rmHDx 

 This multiplex polymerase chain reaction (PCR) assay from 
MDx Health (Irvine, CA) measures DNA methylation of 
three genes  GSTP1 ,  APC , and  RASSF1 . Methylation of these 
genes is associated with PCa but can also be seen in histo-
logically normal prostate tissue adjacent to PCa in a “halo” 
effect. The Confi rmHDx test guides urologists in distin-
guishing patients who have a true negative biopsy from those 
who may have an occult cancer (false-negative biopsy). A 
multiplexed testing approach is useful for smaller tissue vol-
umes and works well on older tissues with small quantities 
of poor quality DNA [ 126 ]. Core-specifi c methylation 
pattern- identifi cation has been validated by Confi rMDx with 
an 80–90 % negative predictive value on follow-up biopsy 
[ 127 ,  128 ].  

    Emerging Prognostic Factors Amenable 
to FFPE Tissue Evaluation 

 In addition to the commercially available tests mentioned 
above, a number of emerging prognostic factors are amenable 
to FFPE tissue evaluation, including oncogenes ( BCL2 ,  MYC , 
 EZH2 , and  HER2 ), a proliferation index marker (Ki- 67), tumor 
suppressor genes ( TP53 ,  P21 ,  P27 ,  NKX3.1 , and  PTEN ), adhe-
sion molecules (CD44 and E-cadherin), and AR. These bio-
markers can be assessed using FISH (DNA or mRNA 
expression) or IHC (protein expression). Once validated for 
clinical use on FFPE tissue sections, the tests are easy to per-
form and have the added advantage of interpretation of many 
glands maintained within their histologic context. The infor-
mation can be gathered as an adjunct to histological prognostic 
parameters (such as Gleason score) during routine histopatho-
logic evaluation. IHC assays, such as those for TP53 and Ki67, 
are poised for transition to clinical use if clinically signifi cant 
evidenced thresholds are established. 

 Deletion of  PTEN  at 10q23.3 occurs in approximately 
40 % of PCa and can lead to genomic instability [ 129 ]. The 
genomic instability induced by the loss of  PTEN  leads to 
acquisition of other genomic rearrangements, and continuing 
instability generates genotypic heterogeneity. Loss of PTEN 
function leads to accumulation of PIP3 that activates the 
AKT/PKB signaling pathway with selective advantage for 
tumor progression. PTEN-null tumors are associated with an 
aggressive metastatic potential, poor prognosis, and androgen 
independence [ 130 – 134 ]. Hemizygous loss of  PTEN  carries 
an unfavorable prognosis in human disease. Homozygous 
deletion of  PTEN  is strongly associated with metastasis and 
hormone refractory PCa. Abnormalities of PTEN have been 
observed not only in prostate carcinoma but also in pre-neo-
plastic lesions of the prostate [ 135 ,  136 ]. Multiple inhibitors 
of the PI3K/AKT/mTOR pathway are in clinical trials, with 
much attention focused on mTOR inhibition. Interestingly, 
Yoshimoto et al. [ 103 ] and Reid et al. [ 134 ] observed that in 
PCa with a  TMPRSS2 - ERG  translocation, a loss of  PTEN  was 
associated with less favorable outcomes. Patients lacking 
both  PTEN  deletion and  ERG – ETV1  gene rearrangements 
comprise a good prognosis population with favorable cancer-
specifi c survival. The loss of  PTEN  in the absence of  ERG –
 ETV1  gene rearrangements is associated with a patient 
population (6 %) with poorer cancer- specifi c survival as com-
pared to the good prognosis group.  ERG  rearrangements and 
 PTEN  deletion can be studied using FFPE tissue by FISH and 
IHC (Figs.  35.1 ,  35.2 ,  35.3 , and  35.4 ).

    Chinnaiyan et al. [ 137 ] tested seven putative PCa bio-
markers using a multiplexed quantitative real-time PCR test 
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10q23.31

Centromere

SHGC-144945 SHGC-84719

WAPAL PTEN FAS

Probe A
410 KB

Test Probe
177 KB

Probe B
437 KB

NOT TO SCALE

Centromeric Probe

10p11.1-q11.1

  Figure 35.3    PTEN construct and ideogram. The localization of the 
four PTEN probes is shown above. The centromeric probe is labeled red 
and hybridizes to the centromere. The PTEN probe is labeled orange. A 
probe centromeric to PTEN is labeled green and hybridizes to 
WAPAL. A probe telomeric to PTEN is labeled aqua and hybridizes to 

the FAS gene. See Fig.  35.4  for examples of the signals with different 
PTEN mutations. (PTEN ideogram provided by Mohammed Harris, 
Director of Technical Service and Research, CymoGen Dx, New 
Windsor, NY)       

  Figure 35.4    Four-Color PTEN FISH pattern in formalin-fi xed, 
paraffi n- embedded prostatic adenocarcinoma.  Left Panel : Normal cell 
with preservation of all four signals, hence no evidence of TMPRSS2–
ERG translocation.  Middle Panel : Absence of gold/orange signal in one 
cluster and preservation in the other cluster, which indicates hemizy-

gous deletion of PTEN.  Right Panel : Absence of gold/orange signal in 
both clusters along with the absence of green, which is an example of 
homozygous deletion of PTEN. (PTEN FISH fi gures provided by 
Mohammed Harris, Director of Technical Service and Research, 
CymoGen Dx, New Windsor, NY)       
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in 138 patients with PCa and 96 patients with negative pros-
tate needle biopsies. The biomarkers included those that are 
generally overexpressed in PCa such as  PCA3 ,  AMACR , and 
 GOLPH2 , as well as those that are overexpressed in subsets 
of PCa such as  ERG  and  SPINK1 . In the initial univariate 
analysis,  GOLPH2 ,  PCA3 ,  SPINK1 , and  TMPRSS2 - ERG  
showed signifi cant discrimination between patients with and 
without PCa. Additionally, AUC analysis of these individual 
biomarkers for the ability to detect PCa showed that 
 GOLPH2 ,  PCA3 , and  SPINK1  expression levels had better 
correlation with the presence of PCA than serum PSA.   

    Clinical Use of Prostate Cancer Tests 
for Patient Management 

 Compared to the other solid organ and hematologic malig-
nancies, PCa diagnosis and management has been lagging 
far behind in utilization of molecular tools for diagnosis 
and personalized treatment. Only in the last 4–5 years have 
advances in our understanding of the genetic basis of PCa 
enabled scientists to design molecular panels for each step 
in the management of PCa. Integration of these novel 

molecular tools in routine clinical practice will help physi-
cians better differentiate patients with PCa from those who 
have an elevated PSA secondary to other reasons. Currently 
available PCa molecular assays, including the PCA3 test, 
the phi, and  TMPRSS - ERG  translocation tests, are all stan-
dardized for use on urine samples. Integration of these can-
cer-specifi c tools as post-PSA screening tests can help 
identify patients at high risk of having PCa. 

 Despite their promise, the true ability of these newer tests 
to reduce the number of unnecessary biopsies has yet to be 
determined. A comparison of watchful waiting compared to 
treatment based on these test results would clarify their util-
ity in routine clinical practice. Eventually the ability of these 
tests to reduce unnecessary biopsy procedures will depend 
on the tolerance of patients and physicians for the risk of 
occult cancer and also on the confi dence index of the tests. 
Future tests may eventually include a panel of cancer- specifi c 
genes included in one test rather than individual biomarkers 
forming multiple individual tests. 

 Upon diagnosis of PCa on a needle biopsy, genomic tests 
such as Oncotype DX and Prolaris predict clinically indolent 
and clinically signifi cant cancers. Integration of such tests 
into clinical algorithms will help confi dently differentiate 

Rise in PSA

Prostate needle biopsy
Histopathologic evalution

Positive for cancer Negative for cancer

Molecular signature 
for indolent disease

Molecular signature
for aggressive disease

Molecular test scores (Prolaris/Oncotype Dx, etc.)
combined with clinicopathologic nomograms

Active Definitive 
treatment 

(prostatectomy)
Molecular

markers for 

Negative for 
progression

Positive for 
progression

PCA3/Confirm Dx

Score negative for
carcinoma

Molecularmarkers
positive for 
carcinoma

Repeat biopsy

Positive

Negative

No biopsy

Low risk for 
metastasis

Follow up

Follow up

Prolaris/Oncotype/Genome Dx
Predictive molecular markers  of risk
for metastasis or biochemical failure

High risk for 
metastasis

Adjuvent 
treatment

  Figure 35.5    Potential algorithm for integration of molecular tests into 
clinical practice. Molecular tests can be integrated into each step of 
prostate cancer (PCa) diagnosis, treatment, and long-term management. 
Patients with an initial negative biopsy may be triaged further into those 
who have a high likelihood of cancer and hence in need of an early 
follow-up biopsy and those who are truly negative. Molecular tests can 

help stratify patients with a fi rst time diagnosis of PCa into those who 
should get defi nitive treatment and those who should receive active sur-
veillance. Patients who receive defi nitive treatment can then be further 
divided into those who are at low risk of metastasis and those who are 
at high risk of metastasis and hence need adjuvant therapy       
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patients who would benefi t from active surveillance [ 138 ] 
from patients with more aggressive disease needing defi ni-
tive treatment [ 139 ]. An algorithm for the use of molecular 
tests in clinical practice is shown in Fig.  35.5 .

   After radical prostatectomy, the currently available diag-
nostic models have predictive accuracies ranging from 
78–89 % [ 140 – 143 ]. Use of recently discovered urine, blood, 
and tissue biomarkers may enhance the performance of cur-
rently available nomograms. The profi ling of blood proteins, 
TGF-b1 and IL-6sR, in preoperative plasma improves the 
predictive accuracy of the Kattan [ 143 ] preoperative nomo-
gram by a signifi cant margin, but is not yet widely used in 
clinical practice.  

    Future Directions 

 From our current understanding of PCa, no single bio-
marker can provide high sensitivity and specifi city to pre-
dict PCa behavior or aid in early diagnosis. Using single 
markers to predict the presence of PCa and outcomes does 
not take into account the genetic heterogeneity of PCa. The 
important issue in evaluating a new biomarker is not its 
independent predictive value, but its ability to improve the 
predictive accuracy for patients when combined with estab-
lished biomarkers. An ideal test therefore will seek to iden-
tify the correct permutation and combination of the newly 
emerging biomarkers in association with established pre-
dictive factors. An extensive list of serum, urine, and tissue 
PCa biomarkers are currently in various phases of develop-
ment. Multiplex assays that use a combination of biomark-
ers hold the most promise in the future. With advances in 
biotechnology, diverse techniques including a spectrum of 
“omics” are being explored. Future approaches may inte-
grate proteomic, transcriptomic, and genomic approaches 
to identify the optimal combination of biomarkers for 
detection of PCa, differentiation of indolent from aggres-
sive PCa, and for directing adjuvant treatment. The devel-
opment of these future tests will require careful attention to 
the populations and clinical scenarios in which the tests are 
validated and used.     
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   Introduction 

 Thyroid cancer is the most common endocrine malignancy, 
with a steadily growing incidence in the USA and other indus-
trialized countries [ 1 ,  2 ]. The vast majority of thyroid tumors 
originate from follicular epithelial cells. The follicular cell-
derived cancers are further subdivided into well- differentiated 
papillary carcinoma and follicular carcinoma, poorly differen-
tiated carcinoma, and anaplastic (undifferentiated) carcinoma 
(Fig.  36.1 ) [ 3 ,  4 ]. Papillary carcinoma is the most common 
thyroid malignancy (80–85 %). In addition to classic-type 
papillary carcinoma, common histopathologic variants are 
microcarcinoma, follicular variant, and tall cell variant. 
Follicular carcinomas account for approximately 15 % of thy-

roid cancers and are subdivided into conventional type and 
oncocytic (Hürthle) type. Follicular adenoma is a benign 
tumor that is considered a precursor for follicular carcinomas 
(Fig.  36.1 ). Less differentiated thyroid cancers, i.e., poorly dif-
ferentiated carcinoma and anaplastic carcinoma, can develop 
de novo, although many arise through the process of stepwise 
dedifferentiation of papillary and follicular carcinomas 
(Fig.  36.1 ). Medullary thyroid carcinoma originates from thy-
roid parafollicular or C cells, accounts for 3–5 % of thyroid 
cancers, can be a manifestation of an inherited genetic disease, 
and, therefore, is not discussed in this chapter.

   Thyroid cancer occurs in thyroid nodules. Thyroid nod-
ules are common in adults, particularly with increased age, 
and are typically detected by palpation or imaging [ 5 – 7 ]. 
However, most nodules are benign, and the rate of cancer in 
medically evaluated thyroid nodules ranges from 5–15 % 
[ 7 – 9 ]. A clinical challenge is to accurately diagnose cancer 
in these nodules and to avoid unnecessary thyroid surgery 
for benign disease. Sampling of thyroid nodules using fi ne 
needle aspiration (FNA) under ultrasound guidance followed 
by subsequent cytologic examination is the most accurate 
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and widely used diagnostic tool at this time. FNA provides a 
defi nitive diagnosis of a malignant or benign nodule in the 
majority of cases. However, in about 25 % of nodules, FNA 
cytology cannot reliably exclude cancer, and such cases are 
placed in one of the indeterminate categories, hampering 
clinical management of these patients [ 6 ,  8 ,  10 ,  11 ]. By the 
current Bethesda System for Reporting Thyroid 
Cytopathology, the indeterminate categories include three 
specifi c cytologic diagnoses: atypia of undetermined signifi -
cance/follicular lesion of undetermined signifi cance (AUS/
FLUS); follicular or oncocytic (Hürthle cell) neoplasm/sus-
picious for follicular or oncocytic (Hürthle cell) neoplasm 
(FN/SFN); and suspicious for malignant cells (SMC), with a 
predicted probability of cancer of 5–15 %, 15–30 %, and 
60–75 %, respectively [ 12 ,  13 ]. Because FNA is unable to 
provide a defi nitive diagnosis for these indeterminate nod-
ules, most patients with indeterminate cytology undergo 
diagnostic surgery to establish a histopathologic diagnosis. 
However, only 10–40 % of surgically resected indeterminate 
thyroid nodules are malignant [ 12 ]. The unneeded opera-
tions, with their attendant expenses and risks, may be avoided 
if the FNA procedure could reliably establish the presurgical 
diagnosis of a benign nodule. Additionally, since the stan-
dard of care is to offer a second surgery for total thyroidec-
tomy if the diagnostic lobectomy confi rms a cancer, a more 
optimal surgical management would be a single total thy-
roidectomy procedure that is planned when the diagnosis of 
cancer is established preoperatively. 

 Although well-differentiated thyroid cancer is a disease 
with an overall favorable outcome, some tumors entail a sub-
stantially worse prognosis and have to be treated more 
aggressively [ 14 – 16 ]. Multiple prognostic systems for dif-
ferentiated thyroid cancer based on demographic and patho-
logic factors exist [ 17 ], but none of the systems accurately 
stratify thyroid tumors into appropriate risk categories. The 
rapidly expanding knowledge of the molecular genetics of 
thyroid cancer is being translated into clinical practice, offer-
ing signifi cant improvement in the accuracy of the preopera-
tive diagnosis of thyroid cancer and better tumor prognosis.  

    Molecular Basis of Disease 

 Thyroid cancer initiation and progression occurs through 
gradual accumulation of genetic and epigenetic alterations, 
including activating and inactivating somatic mutations, 
alteration in gene expression patterns, and miRNA dysregu-
lation. Most mutations in thyroid cancer involve the effec-
tors of the mitogen-activated protein kinase (MAPK) 
signaling pathway and the PI3K/PTEN/AKT signaling path-
way (Fig.  36.2 ). Critical genes are frequently mutated in thy-
roid cancer via two distinct molecular mechanisms, point 
mutation or chromosomal rearrangement. MAPK activation 
frequently occurs via mutations in the cell membrane recep-
tor tyrosine kinases RET and NTRK1, which are involved in 
chromosomal rearrangements, or through intracellular signal 
transducers BRAF and RAS, which are typically activated as 
a result of a point mutation. These mutually exclusive mutations 
occur in approximately 70 % of papillary thyroid carcinomas 

  Figure 36.1    Pathways for thyroid cancer development from thyroid 
follicular cells       

  Figure 36.2    Thyroid cancer development and progression typically 
involves the activation of the mitogen-activated protein kinase (MAPK) 
and PI3K/PTEN/AKT signaling pathways. In thyroid cancer, the 
MAPK pathway is activated via point mutations of the  BRAF  or  RAS  
gene, or chromosomal rearrangements involving the  RET  gene (known 
as RET/PTC rearrangement) or the  NTRK1  gene (TRK rearrangement). 
These non-overlapping genetic events are commonly found in well-
differentiated papillary carcinomas and in some follicular carcinomas. 
Mutations in the genes coding for the effectors of the PI3K/PTEN/AKT 
pathway, such as  PIK3CA  (encoding a subunit of PI3K),  AKT1 , and 
 PTEN , are found more frequently in follicular carcinomas and in more 
advanced and less-well-differentiated cancers       
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(Table  36.1 ) [ 18 – 21 ]. In follicular carcinomas, mutations in 
the  RAS  genes are the most common, followed by  PAX8/
PPARG  rearrangement. Thyroid cancer progression and 
dedifferentiation involves a number of additional mutations 
that affect the PI3K/PTEN/AKT signaling pathway and 
other cell signaling pathways (Table  36.1 ).

       BRAF Mutations 

 BRAF is a serine-threonine kinase that is activated by RAS 
binding and protein recruitment to the cell membrane. BRAF 
phosphorylation leads to activation of MEK and other down-
stream targets along the MAPK signaling pathway 
(Fig.  36.2 ). In thyroid cancer, BRAF can be activated by 
point mutations, small in-frame deletions or insertions, or 
chromosomal rearrangement. The most common mechanism 
of activation is a point mutation of a thymine to adenine sub-
stitution at nucleotide 1799 (c.T1799A), resulting in a sub-
stitution of valine to glutamate at residue 600 (p.V600E) 
[ 19 ,  22 ]. The  BRAF  V600E mutation constitutes 95–99 % of 
all  BRAF  mutations found in thyroid cancer. Other altera-
tions are  BRAF  p.K601E point mutation and small in-frame 
insertions or deletions surrounding codon 600 [ 23 – 26 ], as 
well as  AKAP9/BRAF  rearrangement [ 27 ]. The  BRAF  rear-
rangement seen in thyroid carcinomas is a paracentric inversion 
of chromosome 7q leading to the fusion of 3′ portion of the 
 BRAF  gene to the 5′ portion of the  AKAP9  gene and is more 
common in papillary carcinomas associated with radiation 
exposure [ 27 ]. More recently, several other fusion partners 
of  BRAF  have been identifi ed in papillary carcinomas [ 28 ]. 

  BRAF  V600E is the most common genetic alteration in 
papillary thyroid carcinoma and is found in approximately 
45 % of papillary thyroid tumors (Table  36.1 ) [ 29 ].  BRAF  
V600E also occurs in 10–20 % of poorly differentiated carci-
nomas and 30–40 % of anaplastic carcinomas arising from 
papillary carcinoma [ 30 – 33 ]. This mutation is typically found 
in papillary carcinomas with classic papillary histology and 
in the tall cell variant and is rare in the follicular variant of 
papillary carcinoma [ 18 ,  29 ]. In contrast, tumors with the 
 BRAF  K601E mutation are typically the follicular variant of 
papillary carcinoma [ 26 ].  BRAF  V600E is not found in fol-
licular carcinomas and benign thyroid nodules and therefore, 
among primary thyroid lesions, represents a specifi c marker 
of papillary carcinoma and related tumor types.  

    RAS Mutations 

 Point mutations of  RAS  are found in follicular carcinomas, 
papillary carcinomas, and follicular adenomas. Human 
 HRAS ,  KRAS , and  NRAS  genes encode highly related G 
proteins that reside at the inner surface of the cell membrane 

and propagate signals arising from cell membrane recep-
tors and G-protein-coupled receptors along the MAPK, 
PI3K/AKT, and other signaling pathways. Activating point 
mutations typically affect codons 12, 13, and 61 of the  RAS  
genes. In thyroid cancer,  NRAS  codon 61 and  HRAS  codon 
61 mutations are most common, followed by  KRAS  codon 
12 and 13, although mutations have been found in different 
hot spots of all three genes.  RAS  mutations are present in 
10 – 20 % of papillary carcinomas, 40 – 50 % of follicular 
carcinomas, and 20 – 40 % of poorly differentiated and ana-
plastic carcinomas [ 34 – 40 ]. Among papillary carcinomas, 
virtually all tumors with a  RAS  mutation belong to the fol-
licular variant [ 18 ,  31 ].  RAS  mutations also occur in 20 –
 40 % of benign follicular adenomas [ 35 ,  36 ]. The fi nding of 
 RAS  mutations in benign adenomas as well as in follicular-
patterned carcinomas suggests that  RAS  mutation positive 
follicular adenomas may serve as a precursor for  RAS  
mutation positive follicular carcinoma and follicular vari-
ant of papillary carcinomas. Furthermore,  RAS  mutation 
may predispose well- differentiated cancers to dedifferenti-
ation and anaplastic transformation [ 41 – 44 ]. Therefore, 
detection of this mutation at early stages may guide the 
therapy to prevent tumor progression.  

     RET/PTC  Rearrangements 

 The  RET/PTC  chromosomal rearrangement is a characteris-
tic of papillary thyroid cancer [ 45 ]. The rearrangement forms 
a fusion between the 3′ portion of the  RET  receptor tyrosine 
kinase gene and the 5′ portion of different partner genes. All 
chimeric genes contain the intact tyrosine kinase domain of 
 RET  fused to an active promoter of another gene that drives 
the expression and ligand-independent dimerization of the 
RET/PTC protein, leading to chronic stimulation of MAPK 
signaling (Fig.  36.2 ) [ 46 – 48 ]. The two most common fusions, 
 RET/PTC1  and  RET/PTC3 , are paracentric inversions since 
both  RET  and its respective fusion partners,  CCDC6  ( H4 ) 
and  NCOA4  ( ELE1 ), reside on the long arm of chromo-
some 10. In contrast,  RET/PTC2  and nine more recently dis-
covered types of  RET/PTC  fusions are all interchromosomal 
rearrangements formed by  RET  fusion to genes located on 
different chromosomes (Table  36.2 ) [ 49 ].

    RET/PTC  is found in approximately 10–20 % of adult 
sporadic papillary carcinomas [ 18 ,  49 ] but occurs with 
higher incidence in patients with a history of radiation expo-
sure (50–80 %) and in papillary carcinomas from children 
and young adults (40–70 %) [ 50 – 52 ]. The distribution of 
 RET/PTC  rearrangement within the tumor may be quite het-
erogeneous, varying from involving almost all neoplastic 
cells (clonal  RET/PTC ) to being detected only in a small 
fraction of tumor cells (non-clonal  RET/PTC ) [ 53 ,  54 ]. 
Although a low level of  RET/PTC  rearrangement has been 
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reported in adenomas and other benign thyroid lesions in 
studies that used ultrasensitive detection techniques, the 
clonal  RET/PTC  (i.e., rearrangement that is found in most 
cells within the tumor) is specifi c for papillary thyroid carci-
noma [ 49 ,  53 ]. Proper techniques for the clinically relevant 
detection of  RET/PTC  are discussed later in the chapter. 
Among different rearrangement types,  RET/PTC1  is typi-
cally the most common, followed by  RET/PTC3 , whereas 
 RET/PTC2  and other novel rearrangement types are rare 
(Table  36.2 ) [ 49 ].  

     NTRK1  and  NTRK3  Rearrangements 

 Chromosomal rearrangements involving the  NTRK1  and 
 NTRK3  receptor tyrosine kinase genes also occur in papil-
lary thyroid carcinomas, although with a signifi cantly lower 
prevalence. The  NTRK1  gene resides on chromosome 1q22 
and can be fused to at least three different partner genes 
located on the same or different chromosomes, leading to the 
 TRK  rearrangement (Table  36.2 ) [ 55 – 57 ].  NTRK  rearrange-

ments occur in less than 5 % of papillary thyroid carcino-
mas [ 28 ]. Fusions involving another  NTRK  family gene, 
 NTRK3 , also occur in papillary thyroid cancer.  ETV6-NTRK3  
fusions occur in approximately 2 % of sporadic papillary 
thyroid cancers and with a signifi cantly higher prevalence 
(approximately 15 %) in tumors associated with exposure to 
ionizing radiation [ 28 ,  58 ].  

     ALK  Rearrangements 

 Recently, rearrangements involving the  ALK  gene were iden-
tifi ed in thyroid cancer. The most common fusion partner of 
 ALK  is the striatin ( STRN ) gene [ 59 ].  ALK  fusions are found 
in 1–2 % of papillary carcinomas and with higher frequency 
(5–10 %) in poorly differentiated and anaplastic thyroid can-
cers [ 28 ,  59 ].  

     PPARG  Rearrangements 

  PAX8/PPARG  rearrangement is a t(2;3)(q13;p25) translo-
cation that leads to fusion between a portion of the  PAX8  
gene, which encodes a paired domain transcription factor, 
and the peroxisome proliferator-activated receptor 
( PPARG ) gene [ 60 ].  PAX8/PPARG  rearrangement leads to 
strong  overexpression of the PPARG protein, although the 
mechanisms of cell transformation induced by this genetic 
event are not understood. Several types of  PAX8/PPARG  
rearrangement occur, formed by the fusion of four  PAX8  
gene regions (exons 1–7, 1–8, 1–9, or 1–7 plus 9) to  PPARG  
exons 1–6. These different  PAX8  gene region fusions are 
apparently a result of the alternate splicing involving exons 
8 and 9 known to affect the wild-type  PAX8 . The most com-
monly expressed  PAX8/PPARG  transcripts in follicular thy-
roid carcinomas contain exons 1–9 and 1–7 plus 9 of  PAX8 . 
In addition to  PAX8/PPARG , the  PPARG  gene can fuse with 
the  CREB3L2  gene; however, this type of fusion is rare 
(Table  36.2 ) [ 61 ]. 

  PAX8/PPARG  is characteristically found in 30–35 % of 
follicular thyroid carcinoma [ 62 – 64 ]. This rearrangement 
also occurs in a small proportion (1–5 %) of the follicular 
variant of papillary carcinomas and in some (2–13 %) follicu-
lar adenomas [ 62 – 66 ]. Follicular adenomas with a  PAX8/
PPARG  rearrangement typically have a thick capsule and 
show the immunohistochemical profi le characteristic of thy-
roid cancer, suggesting preinvasive (in situ) follicular carci-
nomas or malignant tumors where invasion was overlooked 
during histological examination [ 63 ].  PAX8/PPARG  rear-
rangements and  RAS  point mutations rarely occur in the same 
tumor, suggesting that they represent distinct oncogenic path-
ways in the development of follicular thyroid carcinoma [ 63 ].  

      Table 36.1    Average prevalence of mutations in thyroid cancer   

  Tumor type    Genes  
  Prevalence of common 
mutations (%)  

  Papillary carcinoma  

    BRAF   40–45 

    RET/PTC   10–20 

    RAS   10–20 

    NTRK1   <5 

    NTRK3   <5 

    ALK   <5 

  Follicular carcinoma  

    RAS   40–50 

    PAX8-PPARG   30–35 

    PIK3CA   <10 

    PTEN   <10 

  Poorly differentiated carcinoma  

    RAS   20–40 

    TP53   20–30 

    CTNNB1   <10 

    BRAF   10–20 

    AKT1   5–10 

    PIK3CA   5–10 

  Anaplastic (undifferentiated) carcinoma  

    TP53   50–80 

    CTNNB1   50–60 

    RAS   20–40 

    BRAF   20–40 

    PIK3CA   10–20 

    PTEN   5–15 

    AKT1   5–10 
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    TERT Mutations 

 Mutations of the telomerase reverse transcriptase ( TERT ) 
gene promoter were fi rst described in melanoma at two spe-
cifi c hot spots (chr5:1295228C → T, termed C228T, and 
chr5:1295250C → T, termed C250T) and lead to increased 
transcriptional activity and expression of the gene [ 67 ,  68 ]. 
The C228T and C250T  TERT  promoter mutations occur 
with variable prevalence in different types of thyroid cancer 
and have strong association with tumor recurrence, distant 
metastasis, and tumor-related mortality [ 69 – 72 ].  TERT  
mutations are not found in benign thyroid nodules and there-
fore are useful diagnostically; they can also play a role in 
prognostication of thyroid cancer.  

    Mutations Associated with Tumor 
Dedifferentiation 

 Thyroid cancer progression and dedifferentiation is more fre-
quent in tumors with  BRAF  and  RAS  mutations and typically 
involves the accumulation of additional genetic alterations 
(Table  36.1 ). Point mutations affecting the  TP53  gene are 
very common in anaplastic carcinomas (50–80 % of cases) 
[ 73 – 76 ] but less frequent in poorly differentiated carcinomas 

and extremely rare in well-differentiated thyroid cancer. 
 TP53  mutations are most common in exons 5–8 and lead to 
loss of function of this important cell cycle regulator. The 
 CTNNB1  gene frequently mutates in anaplastic carcinoma 
and encodes β-catenin that is involved in cell adhesion and 
the wingless (Wnt) signaling. Point mutations in exon 3 of 
 CTNNB1  occur in up to 60 % of anaplastic carcinomas and 
with lower prevalence in poorly differentiated thyroid carci-
nomas [ 77 ,  78 ]. In addition, mutations in  PIK3CA ,  PTEN , 
and  AKT1  genes are found in anaplastic and poorly differenti-
ated carcinomas, but they are less common [ 33 ,  79 – 82 ].  

    Gene Expression and miRNA Expression 

 Thyroid papillary carcinomas and other types of thyroid can-
cer have distinct alterations in gene expression [ 21 ,  83 – 86 ]. 
Gene expression changes include downregulation of genes 
responsible for specialized thyroid function such as thyroid 
hormone synthesis, upregulation of many genes involved in 
cell adhesion, motility, cell-cell interaction, and different 
patterns of deregulation of genes coding for cytokines and 
other proteins involved in infl ammation and immune 
response. Among papillary carcinomas, different mRNA 
expression profi les correlate with classic papillary histology, 

      Table 36.2    Common chromosomal alterations in thyroid cancer   

  Tumor type    Fusion name    Fusion genes    Chromosomal alterations    Prevalence of subtypes  

  RET  Fusions  PTC   RET/PTC1    RET/CCDC6(H4)   inv(10)(q11.2;q21)  60–70 % 

  RET/PTC2    RET/RIα   t(10;17)(q11.2;q23)  <5 % 

  RET/PTC3    RET/NCOA4(ELE1)   inv(10)(q11.2)  20–30 % 

  RET/PTC4    RET/NCOA4 (ELE1)   inv(10)(q11.2), v.2  <1 % 

  RET/PTC5    RET/GOLGA5   t(10;14) (q11.2;q?)  <1 % 

  RET/PTC6    RET/HTIF1   t(7;10)(q32;q11.2)  <1 % 

  RET/PTC7    RET/RFG7   t(1;10)(p13;q11.2)  <1 % 

  RET/ELKS   t(10;12)(q11.2;p13)  <1 % 

  RET/KTN1   t(10;14)(q11.2;q22.1)  <1 % 

  RET/RFG9   t(10;18)(q11.2;q21-22)  <1 % 

  RET/PCM1   t(8;10)(p21-22;q11.2)  <1 % 

  RET/RFP   t(6;10)(p21;q11.2)  <1 % 

  RET/HOOK3   t(8;10)(p11.21;q11.2)  <1 % 

  NTRK  Fusions  PTC   NTRK1/TPM3   inv(1)(q23.1;q21.3)  Equally prevalent 

  NTRK1/TPR   inv(1)(q23.1;q25) 

  NTRK1/TFG   t(1;3)(q21;q11) 

  ETV6-NTRK3   t(12;15)(p13;q25) 

  ALK  Fusions  PTC   STRN/ALK   inv(2)(p22;p23)  70 % 

  EML4/ALK   inv(2)(p21;p23)  30 % 

  PPARG  Fusions  FTC, PTC, FV   PAX8/PPARG   t(2;3)(q13;p25.2)  98 % 

  CREB3L2/PPARG   t(7;3)(q33;p25.2)  2 % 

   FTC   follicular thyroid carcinoma,  FV  follicular variant,  PTC  papillary thyroid carcinoma  

36 Thyroid Cancer



476

follicular variant, and tall cell variant [ 83 ,  87 ]. Moreover, 
presence of  BRAF ,  RAS, RET/PTC , and  NTRK1  mutations 
correlates with different patterns of gene expression, provid-
ing a molecular basis for distinct phenotypic and biologic 
features associated with each mutation type [ 21 ,  83 ]. 

 Many miRNAs are deregulated in thyroid cancer [ 88 – 91 ]. 
Generally, miRNA expression profi les are different between 
papillary carcinoma, follicular carcinoma, and other types of 
thyroid tumors [ 92 ]. Several specifi c miRNAs, such as miR- 
146b, miR-221, and miR-222, have increased expression in 
papillary carcinomas and may play a role in the development 
of these tumors [ 89 ,  91 ,  92 ]. Possible target genes for these 
miRNAs are the regulator of the cell cycle  p27(Kip1)  gene 
and the thyroid hormone receptor ( THRB ) gene [ 93 ,  94 ]. 
Several abnormally expressed miRNAs were found in fol-
licular carcinomas (miR-197, miR-346, miR-155, miR-224) 
[ 90 ,  95 ] and anaplastic carcinomas (miR-30d, miR-125b, 
miR-26a, and miR-30a-5p) [ 96 ].   

    Clinical Utility of Testing 

    Preoperative Diagnosis of Thyroid Cancer 

 Molecular markers are helpful in improving the preoperative 
diagnosis of cancer in thyroid nodules. Despite the high 
diagnostic value of FNA cytology, it cannot reliably diag-
nose cancer in 20–30 % of nodules, and such cases are con-
sidered as indeterminate for malignancy. The inability to rule 
out cancer in these nodules leads to diagnostic lobectomy for 
most of these patients, although most surgically removed 
thyroid nodules are benign [ 12 ]. Additionally, those patients 
that are found to have cancer on surgery have to undergo a 
second surgery to complete thyroidectomy. Both the unnec-
essary surgeries and two-step surgical management can be 
avoided with more accurate preoperative diagnosis of cancer. 
The current American Thyroid Association’s management 
guidelines recommend testing for mutational markers for 
nodules with indeterminate FNA cytology to help guide clin-
ical management [ 97 ]. 

 Mutational markers that have been most extensively vali-
dated and clinically used for preoperative diagnosis of thy-
roid cancer in FNA samples include  BRAF  and  RAS  point 
mutations and  RET/PTC ,  PAX8/PPARG , and  NTRK1  rear-
rangements [ 98 – 101 ]. Finding of any of these mutations in 
thyroid FNA samples is a strong predictor of malignancy in 
thyroid nodules irrespective of the cytological diagnosis 
[ 98 – 100 ].  BRAF  mutation has been studied most extensively, 
and in a meta-analysis of 22 studies of thyroid FNA samples, 
 BRAF  mutation correlated with malignant outcome in 99.3 % 
of cases [ 102 ]. The presence of a  RET/PTC  or  PAX8/PPARG  
rearrangement also correlates with malignancy in close to 
100 % of cases. Therefore, patients with these mutations 

would be candidates for total thyroidectomy irrespective of 
the cytologic diagnosis (Fig.  36.3 ). This would eliminate the 
need for intraoperative pathology consultation and subse-
quent second surgery for complete thyroidectomy, reducing 
costs and additional morbidity. Detection of a  RAS  mutation, 
which is the second most common mutation after  BRAF , 
conferred a 74–87 % probability of malignancy [ 98 ,  99 , 
 103 ]. Importantly,  RAS  mutations are found in tumors which 
are diffi cult to diagnose by cytology alone, i.e., follicular 
variant of papillary carcinoma and follicular carcinoma 
[ 104 ]. The remaining  RAS -positive nodules are diagnosed as 
a benign follicular adenoma, which is most likely a precursor 
lesion for follicular carcinoma [ 63 ]. Therefore, surgical 
removal of follicular adenomas that carry this oncogenic 
mutation by lobectomy may be considered as justifi able to 
prevent tumor progression.

   Testing for a seven-gene panel ( BRAF ,  NRAS ,  HRAS , 
 KRAS ,  RET/PTC1 ,  RET/PTC3 , and  PAX8/PPARG ) is partic-
ularly helpful in nodules with indeterminate cytology. In a 
prospective study of 1,056 consecutive thyroid FNA samples 
with indeterminate cytology, detection of any mutation in 
specifi c categories of indeterminate cytology, i.e., AUS/
FLUS, FN/SFN, and SMC, conferred a risk of histologic 
malignancy in 88 %, 87 %, and 95 % of nodules, respec-
tively [ 103 ]. The risk of cancer in mutation-negative nodules 
was 6 % in the AUS/FLUS group, 14 % in FN/SFN, and 
28 % in SMC [ 103 ]. The clinical algorithm outlined in 
Fig.  36.3  recommends that any positive result in the muta-
tional panel is an indication for total thyroidectomy in all 
categories of indeterminate cytology as the initial surgical 
approach [ 103 ]. This avoids a repeat of FNA and proceeds 
with optimal surgical management without delay. This clini-
cal approach also eliminates the need for the current two-
step surgery, i.e., diagnostic lobectomy followed by 
completion thyroidectomy for most patients with malignant 
nodules. In a series of 471 patients with thyroid nodules that 
had indeterminate cytology (AUS/FLUS or FN/SFN), 
patients with no access to mutation testing were 2.5-fold 
more likely to require a two-stage surgery [ 105 ]. A mutation-
negative result of the seven-gene panel does not eliminate 
the risk of cancer, as expected based on its sensitivity of 
approximately 70 %. Therefore, diagnostic lobectomy is jus-
tifi ed as the initial surgical intervention for mutation-nega-
tive nodules with FN/SFN and SMC cytology, whereas 
conservative management with ultrasound follow-up and 
repeat FNA can be considered for nodules with AUS/FLUS 
cytology (Fig.  36.3 ). Although larger gene panels are avail-
able, even the seven-gene panel, when applied routinely to 
thyroid FNA samples with indeterminate cytology, leads to 
an overall cost saving for patients with thyroid nodules due to 
the up-front offering of optimal surgical management [ 106 ]. 

 The expansion of knowledge on driver mutations in thy-
roid cancer and the availability of new high-throughput tech-
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nologies for simultaneous detection of multiple genetic 
mutations provided the basis for expanding gene panels for 
thyroid FNA samples. A 12-gene panel of selected gene 
regions from  AKT1 ,  BRAF ,  CTNNB1 ,  GNAS ,  PIK3CA , 
 TP53 ,  TSHR ,  PTEN ,  HRAS ,  KRAS ,  NRAS , and  RET  (e.g., 
ThyroSeq [ 107 ]) utilizes next generation sequencing (NGS) 
to expand the original seven-gene panel and test for muta-
tions in additional genes implicated in thyroid tumors. 
Detection of additional mutations together with higher sensi-
tivity of detecting all mutations offered increased test perfor-
mance. A study on 228 thyroid nodule samples including 51 
FNA samples showed accurate detection of multiple muta-
tions with a sensitivity of 3–5 % [ 107 ]. Common  BRAF  and 
 RAS  mutations were identifi ed at low level in 27 tumors by 
NGS, which were not detected by the Sanger sequencing. 
This indicates that NGS-based panels not only can assess 
additional genes and hot spots mutations in a single test but 
also detect common driver mutations at a higher rate, thereby 
increasing the sensitivity and negative predictive value 
(NPV) of cancer detection in thyroid nodules [ 107 ]. Although 
most thyroid tumors had a single oncogenic mutation, this 

panel identifi ed 2–3 mutations in each of the nine tumors, 
most of which presented at a higher stage, with dedifferentia-
tion on histopathology [ 107 ]. As a result, identifi cation of 
multiple mutations may be used to preoperatively identify 
those patients that need a signifi cantly more aggressive treat-
ment plan to maximize the chances for disease cure. 

 Commercially available NGS gene panels, such as 
AmpliSeq, contain many of the genes important to thyroid 
carcinogenesis. One study analyzed 34 indeterminate FNA 
samples using DNA obtained from cell blocks or from stained 
smears and tested them for mutations in 50 genes (AmpliSeq 
panel) [ 108 ]. Mutations in  BRAF ,  NRAS ,  KRAS , and  PTEN  
were detected in these samples, and the presence of a muta-
tion in any of these genes was a strong indicator of cancer. In 
this study, the residual risk of cancer in nodules with indeter-
minate cytology and a negative molecular test result was 8 %. 

 Expansion of the gene panels to include additional and 
more recently discovered point mutations and gene fusions 
further increases the sensitivity and overall performance of 
gene tests for cancer diagnosis in thyroid nodules. An NGS 
gene panel that includes 56 genes and gene fusions (ThyroSeq ®  
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  Figure 36.3    Clinical management of patients with thyroid nodules 
based on the combination of cytological examination and ThyroSeq v.2 
mutational analysis of fi ne needle aspiration (FNA) samples. Molecular 
testing is particularly helpful for nodules with indeterminate cytology. 
Due to a high risk of cancer in nodules with  BRAF  mutations or  RET/
PTC ,  PAX8/PPARG , and  TRK  rearrangement, surgical treatment can 
proceed directly to total thyroidectomy.  RAS  mutations confer a 
70–80 % risk of cancer, and these patients may benefi t from either total 
thyroidectomy or lobectomy, depending on the additional clinical and 

imaging fi ndings. Nodules without mutations found on ThyroSeq v.2 
panel that have a cytologic diagnosis of follicular neoplasm/suspicious 
for follicular neoplasm (FN/SFN) or atypia of undetermined signifi -
cance/follicular lesion of undetermined signifi cance (AUS/FLUS) have 
a 4–5 % residual probability of cancer and may be followed conserva-
tively. Nodules with suspicious for malignant cells (SMC) cytology and 
negative for mutations have approximately 20 % residual risk of cancer 
and should be managed by lobectomy.        
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v.2, UPMC/CBLPath, Rye Brook, NY) was validated with 
143 thyroid nodules with FN/SFN cytology and known sur-
gical outcome and showed both high sensitivity (90 %) and 
specifi city (93 %) for cancer detection, with the NPV of 
96 % [ 109 ]. Based on the high sensitivity and specifi city, the 
NPV and positive predictive value (PPV) are expected to 
remain high in a broad range of cancer prevalence in the 
tested population. 

 Another approach to cancer detection in thyroid nodules 
is through the analysis of gene expression changes associ-
ated with cancer development. A commercial test, known as 
Afi rma Thyroid FNA Analysis (Veracyte, South San 
Francisco, CA), utilizes the mRNA expression profi les of 
142 genes to classify indeterminate thyroid nodules into a 
benign or suspicious category using a proprietary algorithm 
[ 110 ,  111 ]. This test was validated in a multi-institutional 
prospective double-blind study that included 265 nodules 
with indeterminate cytology [ 111 ]. The study showed high 
NPV in nodules with AUS/FLUS (95 %) and FN/SFN (94 %) 
cytology, whereas the PPV remained low (38 % for AUS/
FLUS and 37 % for FN/SFN) [ 111 ]. High NPV suggests that 
this test is particularly helpful as a “rule-out” test, thereby 
helping to avoid unnecessary surgeries [ 112 ,  113 ].  

    Prognostic and Treatment Implications 

 Among prognostic markers, one of the best studied is the 
 BRAF  V600E mutation.  BRAF  V600E is associated with 
poor prognostic factors in papillary thyroid cancer such as 
extrathyroidal invasion, lymph node metastases, and tumor 
recurrence (reviewed in Ref.  114 ). In thyroid FNA speci-
mens, preoperative testing that identifi es a  BRAF  V600E 
mutation may be associated with disease persistence and 
recurrence [ 14 ], although some studies did not fi nd such 
association [ 115 – 117 ]. A meta-analysis of multiple studies 
encompassing almost 2,500 patients demonstrated that a 
 BRAF  V600E mutation was signifi cantly associated with 
tumor recurrence or persistent disease, which was found in 
25 % of tumors with a  BRAF  V600E mutation compared to 
13 % of  BRAF  mutation-negative tumors [ 118 ]. In addition, 
a large, multicenter study of 1,849 patients found the pres-
ence of the  BRAF  V600E mutation to be signifi cantly associ-
ated with increased mortality from papillary thyroid cancer 
[ 119 ]. The overall mortality was 5 % in patients with a  BRAF  
V600E mutation and 1 % in patients with a  BRAF  mutation- 
negative tumor. The results of these studies indicate that 
 BRAF  V600E is overall a sensitive but not specifi c marker of 
unfavorable outcome. 

 The presence of multiple driver mutations in thyroid can-
cer is associated with more aggressive tumor behavior. 
Coexisting mutations in the early driver genes, such as  BRAF  
or  RAS , with mutations in  PIK3CA ,  AKT1 , or  TP53  in the 

same tumor occur in poorly differentiated and anaplastic 
tumors [ 79 ,  81 ,  120 ]. More recently, an NGS-based mutation 
analysis demonstrated that approximately 4 % of well- 
differentiated papillary cancers have more than one muta-
tion, and these tumors are aggressive and typically present 
with distant metastases [ 107 ]. 

  TP53  mutation is a well-characterized genetic event gov-
erning thyroid tumor dedifferentiation and is found with high 
frequency in poorly differentiated and anaplastic thyroid 
cancer [ 73 ,  74 ]. However,  TP53  mutation also occurs in 
some well-differentiated cancers such as papillary thyroid 
carcinoma and oncocytic follicular carcinoma [ 107 ]. Well- 
differentiated cancers carrying a  TP53  mutation may have 
greater tumor dedifferentiation and a more aggressive clini-
cal course. 

 Another prognostic molecular marker for thyroid cancer 
is a  TERT  mutation. The C228T and C250T mutations have 
a signifi cantly higher prevalence in aggressive thyroid 
tumors including widely invasive oncocytic (Hürthle cell) 
carcinoma and anaplastic thyroid carcinoma [ 69 – 72 ]. In the 
largest study of thyroid cancer reported to date,  TERT  pro-
moter mutations were an independent risk factor for persis-
tent disease, distant metastases, and disease-specifi c 
mortality for well-differentiated thyroid cancer and sepa-
rately for papillary carcinoma and follicular carcinoma [ 72 ]. 
Overall, testing for specifi c mutations and their combina-
tions may provide important prognostic information and 
accurately identify patients who may benefi t from more 
extensive initial thyroid surgery to prevent tumor recurrence 
and from more frequent monitoring of disease recurrence. 

 Patients with advanced thyroid cancer carrying activating 
mutations in the MAPK and PI3K pathways may benefi t 
from treatment with tyrosine kinase inhibitors (sorafenib, 
vandetanib, axitinib, sunitinib) [ 121 ]. Also, selective inhibi-
tors of the V600E mutant BRAF kinase (vemurafenib, 
PLX4032) showed promising early results in clinical trials, 
as well as inhibitors of ALK and NTRK kinases.   

    Available Assays 

    Testing for Mutations 

 For preoperative diagnosis of thyroid cancer, FNA samples 
can be tested for a shorter or broader panel of mutations. 
Those should contain most frequently occurring alterations 
including point mutations ( BRAF ,  HRAS ,  NRAS ,  KRAS ) and 
chromosomal rearrangements ( RET/PTC1 ,  RET/PTC3 , 
 PAX8/PPARG ). 

 Detection of point mutations can be performed using 
many different methods, including Sanger sequencing, 
real- time PCR, pyrosequencing, allele-specifi c PCR, snap-
shot array, or restriction fragment polymorphism analysis 
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(Fig.  36.4a, b ) [ 19 ,  31 ,  122 – 126 ]. Other methods can be 
used for more sensitive detection of point mutations, e.g., 
coamplifi cation at lower denaturation polymerase chain 
reaction (COLD-PCR), locked nucleic acids (LNA)-PCR, 
and others [ 103 ,  127 ]. In one study, detection of  BRAF  
mutations was compared using probe-specifi c real-time 

PCR, real-time allele-specifi c PCR, direct sequencing, and 
a colorimetric assay and showed similar sensitivity in 
 BRAF  detection in archival FNA samples [ 125 ].

   Real-time PCR methods are rapid, easy to perform, cost- 
effi cient, and run in a closed PCR system that reduces the risk 
of PCR amplicon contamination. Real-time PCR followed by 

  Figure 36.4    Laboratory techniques for detection of mutations in thy-
roid cancer. ( a ) Real-time PCR with post-PCR fl uorescence melting 
curve analysis showing two melting peaks, one corresponding to a wild-
type allele and the other to a mutant  BRAF  c.T1799A (p.V600E) allele. 
( b ) Sanger sequencing detection of a  BRAF  c.T1799A (p.V600E) muta-
tion, with vertical arrow indicating the heterozygous T and A nucleotides 
of the heterozygous wild-type and V600E alleles. ( c ) FISH detection of 
 RET/PTC1  rearrangement (arrows) using the fusion probe design. ( d ) 

Real-time RT-PCR analysis showing  RET/PTC1  rearrangement and no 
 RET/PTC3  and  PAX8/PPARG  rearrangements. ( e ) Detection of  BRAF  
c.T1799A (p.V600E) mutation using targeted next generation sequencing 
gene panel. ( f ) Results of testing of a thyroid FNA sample using a 56-gene 
mutation panel showing the presence of three mutations involving the 
 NRAS ,  PIK3CA , and  TP53  genes, which indicates a high risk of cancer in 
this nodule and suggests that the cancer may be prone to dedifferentiation 
and more aggressive biological behavior       
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fl uorescence melting curve analysis is frequently used for 
detection of  BRAF  and  RAS  mutations [ 63 ,  128 ]. Two probes 
complementary to wild-type sequences are designed to span 
the mutation site for each mutational hot spot, including codons 
12, 13, and 61 of the  RAS  genes and codons 600 and 601 of the 
 BRAF  gene. If no mutation is present, probes will bind per-
fectly to the sample DNA and melt at a higher temperature, 
showing a single peak on post- PCR melting curve analysis 
(Fig.  36.4a ). In contrast, if a heterozygous mutation is present, 
probes will bind to mutant DNA imperfectly, i.e., with one 
nucleotide mismatch, and will melt (dissociate) earlier, pro-
ducing two melting peaks (Fig.  36.4a ). Each nucleotide substi-
tution produces a melting peak at a specifi c melting temperature 
( T  m ). This method detects all possible mutation variants at the 
interrogated hot spot using a minimal amount of DNA. 

 The two most common approaches for detection of chro-
mosomal rearrangements ( RET/PTC ,  PAX8/PPARG , and 
 TRK ) are reverse transcription PCR (RT-PCR) and fl uores-
cent in situ hybridization (FISH). RT-PCR is a reliable and 
sensitive technique for detection of fusion transcripts in fresh 
FNA samples and frozen tissue specimens. Assays frequently 
use real-time RT-PCR with fl uorescently labeled probes, 
which increase the specifi city of transcript detection and 
allow quantifi cation of the amplifi ed product (Fig.  36.4c ) 
[ 98 ]. Amplifi cation of a housekeeping gene in each RT-PCR 
reaction monitors RNA quality and quantity. When RT-PCR 
is used for detection of rearrangements from formalin-fi xed 
paraffi n-embedded (FFPE) tissue samples, amplifi cation of 
short PCR products can overcome poor-quality RNA and 
avoid false-negative results. 

 Highly sensitivity techniques (such as nested PCR amplifi -
cation or blotting of PCR products with specifi c probes) are 
not optimal for detection of rearrangements due to an increased 
risk of false-positive results due to RT-PCR contamination or 
amplifi cation of nonspecifi c sequences and require rigorous 
use of negative controls. In addition, ultrasensitive techniques 
may result in the detection of rearrangements that are present 
in a small fraction of the tumor. This is particularly problem-
atic for the detection of the  RET/PTC  rearrangement, which 
can vary from involving almost all neoplastic cells (clonal 
 RET/PTC ) to involving only a small fraction of tumor cells 
(non-clonal  RET/PTC ) [ 53 ,  54 ]. Since only clonal  RET/PTC  
rearrangement is specifi c for papillary carcinoma [ 45 ,  53 ], the 
sensitivity of detection will not be greater than 1 % of tumor 
cells (i.e., detection of 1 % or more tumors cells in the back-
ground of normal cells) to avoid detecting non-clonal rear-
rangements, which have no clinical implications at this time. 

 For detection of gene rearrangements in FFPE samples, 
where RNA is degraded, FISH is a reliable method 
(Fig.  36.4d ). FISH utilizes fl uorescently labeled DNA probes 
for targeted detection of gene rearrangements in interphase 
or metaphase nuclei. The FISH probes are relatively large in 
size, ranging from 20 to 200 kb. Currently, probes for detection 

of  RET/PTC  or  PAX8/PPARG  rearrangements are not com-
mercially available, but bacterial artifi cial chromosomes 
clones are available [ 53 ,  54 ,  60 ]. Several positive and nega-
tive controls are required to validate the scoring criteria for 
accurate FISH results. For  RET/PTC  rearrangement, the cut-
off level for positive test results is 7–30 % positive cells, 
depending on the probe design [ 53 ,  129 ]. 

 Introduction of NGS technology has enabled high- 
throughput detection of multiple genetic alterations in both 
constitutional and cancer genomes. NGS has clear advan-
tages over conventional sequencing techniques, such as 
Sanger sequencing, by allowing sequencing of large regions 
of the genome at lower cost and with higher sensitivity. NGS 
can be used to sequence the genome, exome, transcriptome 
(mRNA), and targeted multigene panels. While genome or 
exome analyses are essential for discovery projects, targeted 
gene panels are advancing into routine clinical testing of thy-
roid cancer. Targeted NGS gene panels include testing for 
common mutations in thyroid cancer and for multiple genetic 
alterations known to occur in thyroid cancer with low preva-
lence, such as mutations in the  PIK3CA ,  AKT1 ,  PTEN , and 
 TP53  genes [ 102 ,  108 ] and chromosomal rearrangements of 
the  BRAF ,  ALK , and  NTRK  genes. An NGS-based panel that 
includes 56 genes and gene fusions (ThyroSeq v.2) has been 
recently validated for preoperative diagnosis of thyroid nod-
ules [ 109 ]. Commercially available targeted NGS gene pan-
els that offer sequencing for mutations in cancer-related 
genes or custom NGS thyroid panels can be used.  

    Testing for Gene Expression and miRNA 
Expression 

 In addition to gene mutations, changes in mRNA and miRNA 
expression have been explored for diagnostic use in thyroid 
samples. Search for a limited number of differentially 
expressed genes that can be used diagnostically appears to be 
promising. Upregulation of the  HMGA2  gene in malignant 
thyroid tumors has been found in several studies and may be 
of diagnostic utility for thyroid nodule FNA samples [ 130 , 
 131 ]. Aberrant expression of  MET ,  TPO ,  TIMP1 ,  DPP , and 
other genes was observed in several studies and explored for 
diagnostic use [ 83 – 85 ,  131 ,  132 ]. At least one company is 
exploring the use of gene expression profi ling of thyroid FNA 
samples as a tool for determining the benign or malignant 
potential of thyroid nodules [ 110 ]. The possibility of applying 
a combination of cytological evaluation, mutational analysis, 
and gene expression markers to improve the FNA diagnosis of 
thyroid nodules may improve clinical care for these patients. 

 The diagnostic utility of miRNA expression in thyroid 
FNA samples has been also explored [ 88 ,  92 ,  133 ,  134 ]. 
In one study, preoperative assessment of several miRNAs 
(miR- 221, miR-222, miR-146b, miR-224, miR-155, miR-197, 
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miR-187) in thyroid nodule FNA samples demonstrated that 
upregulation of three or more of these miRNAs can predict 
papillary or follicular thyroid cancer with 98 % accuracy 
[ 92 ]. This demonstrates the feasibility of miRNA detection 
in thyroid FNA samples and provides initial evidence for its 
possible diagnostic use pending further validation.   

    Laboratory Issues 

    Collection of FNA Sample 

 Freshly collected and fi xed FNA and resection specimens 
can be used for clinical molecular testing. Collection of fresh 
FNA samples during routine FNA procedures is simple, does 
not prolong the FNA procedure, and yields DNA and RNA 
of excellent quality. Typically, the FNA procedure is con-
ducted under ultrasound guidance to ensure sampling of the 
nodule, with thyroid cells collected using a 23, 25, or 27 
gauge needle and sent for cytological evaluation. In most 
cases, 3–4 FNA needle passes are performed. To collect a 
sample for molecular testing during an FNA procedure, 
either one entire pass is taken for molecular testing or most 
of the aspirated sample from the fi rst two passes (the most 
representative sample) is used for direct cytology smears for 
cytological evaluation, with the residual material in the nee-
dle and the needle wash from both passes placed into a tube 
containing nucleic acid preservative solution, e.g., RNAlater 
(Qiagen) or Trizol (Invitrogen) (Fig.  36.3 ). The latter 
approach allows successful sampling of the nodule in 
90–98 % of cases [ 98 ,  103 ]. After collection, the FNA speci-
men for molecular testing can be stored at −20 or −80 °C 
until molecular testing is performed. If collection of fresh 
FNA material is not possible, fi xed cytology FNA material, 
i.e., stained cytology smear or cytology cell block, can be 
used for molecular testing. Use of a fi xed specimen provides 
reliable detection of point mutations but is not ideal for 
detection of chromosomal rearrangements due to the subop-
timal quality of the RNA.  

    Quality Assurance 

 The quantity and quality of nucleic acids isolated from FNA 
specimens can be assessed either by spectrophotometric 
measurements or by PCR amplifi cation. Real-time PCR can 
be used to assess the quantity and quality of nucleic acids in 
a simple and cost-effi cient way via evaluating PCR amplifi -
cation of the  RAS  or  BRAF  genes for DNA and amplifi cation 
of the  GAPDH  housekeeping gene for RNA. 

 Fresh FNA samples should be evaluated for sample ade-
quacy prior to molecular testing to assess the proportion of 
thyroid epithelial cells and tumor cells within the sample. 

Thyroid FNA samples may contain a number of “contami-
nant” cells, i.e., lymphocytes, other white blood cells, and 
stromal cells. An abundance of these non-epithelial cells may 
decrease sensitivity of detection and lead to a false- negative 
result. Assessment of the proportion of thyroid epithelial cells 
within an FNA sample can be performed by comparing the 
expression of the universal housekeeping gene (i.e.,  GAPDH ), 
which is uniformly expressed in all cell types, with the expres-
sion of a gene that is expressed only in thyroid cells or in sev-
eral types of epithelial cells including thyroid cells, such as the 
thyroid peroxidase ( TPO ) gene, the thyroglobulin ( TG ) gene, 
and cytokeratin genes ( KRT7  and  KRT19 ) [ 103 ,  135 ]. 

 For assurance of quality of molecular testing, a set of 
positive and negative controls at different levels of allelic fre-
quencies has to be used during each analytical run. Some 
controls are available through the commercial sources, e.g., 
Horizon Diagnostics (Cambridge, UK). In addition, the 
College of American Pathologists offers profi ciency testing 
for several of the most commonly mutated genes in thyroid 
cancer, including  BRAF  and  KRAS .   

    Conclusions 

 Our understanding of the molecular changes in thyroid can-
cers is improving the clinical management of patients with 
thyroid nodules. Molecular testing can enhance the accuracy 
of cancer diagnosis in thyroid nodules, cancer prognosis, and 
will likely be important for selection of targeted therapies for 
thyroid cancer. The most signifi cant impact of molecular 
testing is the improved diagnosis of cancer in nodules with 
indeterminate cytology results. Research discoveries using 
NGS technologies will lead to identifi cation of novel muta-
tions and other genetic and epigenetic events in thyroid can-
cer with the potential for further improvement in the care of 
patients with thyroid cancer.     
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        Introduction 

 Oncologic molecular pathology focuses on identifying and 
understanding molecular and genetic alterations underlying 
the development and progression of neoplastic processes. 
Sarcomas and related tumors may be classifi ed into two main 
pathogenetic types: sarcomas with complex genetic altera-
tions and sarcomas with specifi c recurrent chromosomal 
translocations. The type with complex genetic alterations 
includes the majority of high-grade, pleomorphic mesenchy-
mal malignancies, for example, undifferentiated pleomorphic 

sarcoma (malignant fi brous histiocytoma), osteogenic sar-
coma, and leiomyosarcoma. In the second type, that accounts 
for approximately 20 % of the cases, tumors are translocation 
specifi c, with a recurrent chromosomal translocation leading 
to an in-frame fusion of coding sequences from each of the 
two rearranged genes [ 1 ]. The translocation typically results 
in the production of a chimeric transcript encoding a fusion 
protein with oncogenic activity. Histologically, the transloca-
tion-specifi c sarcomas are generally a monomorphic prolif-
eration of neoplastic cells. This two-category pathogenetic 
classifi cation of sarcomas is biologically relevant and is best 
illustrated by the sarcoma types observed in Li–Fraumeni 
syndrome. Li–Fraumeni patients, with a  TP53  germline 
mutation, are prone to sarcomas with complex karyotypes, 
such as osteogenic sarcoma and undifferentiated pleomorphic 
sarcoma, which constitute major mesenchymal cancers. On 
the other hand, translocation- specifi c sarcomas virtually 
never occur in Li–Fraumeni patients [ 2 ]. Other mesenchymal 
tumors that do not fall into these main pathogenic groups are 
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characterized by amplifi cation of specifi c chromosomal 
regions or specifi c mutations. 

 Tremendous progress has been made in characterizing the 
molecular alterations of sarcomas. The identifi cation of 
tumor-specifi c molecular changes has not only reshaped 
their classifi cation, but in many instances is having an impact 
on patient therapy and prognosis. Chromosomal transloca-
tions and associated fusion genes can be so specifi c and 
occur in such a high prevalence in a given sarcoma type that 
they are essentially used to defi ne the neoplasm at both the 
pathobiological and clinical diagnostic levels and are there-
fore the main focus of this chapter [ 3 – 7 ].  

    Molecular Basis of Disease 

    Chromosomal Translocations and Gene 
Rearrangements 

 Chromosomal rearrangements (translocations, inversions, 
deletions, and insertions) are associated with DNA recombi-
nation of the genes located at the DNA breakpoints. If the 
breakpoint occurs within the involved gene, an altered gene 
structure arises. If the breakpoint occurs outside the gene, it 
may involve control elements critical for gene expression. In 
either case, the result can be a dramatic change in the gene 
structure, expression levels, or both. Molecular analysis has 
identifi ed two general mechanisms through which chromo-
somal translocations result in altered gene function (Fig.  37.1 ).

   The fi rst mechanism by which chromosomal translocations 
result in altered gene function is by gene fusion (Fig.  37.1 ), in 
which chimeric or fusion genes are the result of joining of two 
parent genes (one upstream, or 5′, and the other downstream, 
or 3′, to the breakpoint). Both genes are truncated by the trans-
location involving the coding portions of the parent genes. In 
general, translocation breakpoints are located in noncoding 
introns, and the normal splicing mechanism removes the chi-
meric intron sequence. The exons are spliced “in frame” for 
the translational reading frame and can be translated into a 
novel fusion protein. In rare instances, the breakpoints are 
located in the exons of the parent genes. This may result in a 
novel chimeric product if the translational reading frame is 
maintained, or it may produce a truncated protein (encoded by 
the 5′ gene sequence) if the reading frame is lost. Transcription 
of chimeric genes is usually under the control of the upstream 
parent gene promoter but may be infl uenced by DNA 
sequences in or close to the downstream gene. 

 The second mechanism through which chromosomal 
translocations result in altered gene function is promoter 
exchange, in which the breakpoint occurs at the 5′ end of the 
coding region of the involved gene (Fig.  37.1 ). This results in 
the replacement of the gene’s promoter region with enhancer 
elements or with the promoter from the translocation partner. 
Promoter exchange leads to transcriptional activation with 
abnormal gene expression, but the protein is wild-type. 

 Numerous fusion genes have been identifi ed in malignant 
tumors of the soft tissues and in mesenchymal tumors in 
 general (Table  37.1 ). The majority of sarcoma translocations 

  Figure 37.1    Mechanisms of chromosomal DNA rearrangement leading to altered gene expression by either gene fusion ( top pathway ) or pro-
moter exchange ( bottom pathway )       
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result in in-frame fusion genes, resulting in abnormal chime-
ric transcription factors [ 4 ]. In a few cases, the gene fusion 
results in an aberrant tyrosine kinase or an autocrine growth 
factor [ 8 – 10 ]. The der(17) associated with the nonreciprocal 
t(X;17)(p11.2;q25) of human alveolar soft part sarcoma pro-
duces a chimeric transcript between the transcription factor 
gene  TFE3  and  ASPL , a novel gene at 17q25 [ 11 ].  ASPL  
encodes a UBX-like domain at the C-terminus of the encoded 
protein. In alveolar soft part sarcoma, the 5′ end of  ASPL  is 
fused to exon 3 or 4 of  TFE3 , resulting in a fusion protein 
retaining the C-terminal TFE3 DNA-binding domain, a pos-
sible aberrant transcriptional regulator.

   A recurrent t(7;17)(p15;q21) has been identifi ed in endo-
metrial stromal tumors [ 12 ]. Two new zinc fi nger genes are 
fused as a result of the translocation:  JAZF1  and  JJAZ1 . 
Protein products of the zinc fi nger genes usually function as 
transcriptional regulators via specifi c DNA binding through 
the zinc fi nger motif. The chimeric protein in endometrial 
stromal tumors has a tumor-specifi c mRNA transcript con-
taining 5′  JAZF1  and 3′  JJAZ1  sequences including the zinc 
fi nger encoding regions from both parent genes. Since gene 
expression of wild-type  JAZF1  is present in normal endome-
trial stromal cells, the  JAZF1–JJAZ1  fusion gene present in 
endometrial stromal tumors likely results in aberrant tran-
scriptional regulation in a lineage-specifi c manner.  

    Oncogenic Nature of Fusion Transcripts 

 Sarcomas theoretically develop from mesenchymal stem 
cells that are present in all compartments of the body. Unlike 
many epithelial neoplasms, where diverse genetic alterations 
usually underlie the stepwise progression of precursor 
lesions leading ultimately to the emergence of malignant 
clones, soft tissue malignancies have no identifi able precur-
sor lesions and usually have a single genetic alteration typi-
cal of a particular type of sarcoma. In addition, chromosomal 
fusions in soft tissue sarcomas do not seem to represent a 
form of generalized genomic instability, as occurs with 
germline  TP53  mutations [ 6 ] or with microsatellite instabil-
ity associated with colon carcinoma [ 13 ]. Benign tumor 
counterparts of soft tissue sarcomas usually carry quite dif-
ferent genetic or chromosomal abnormalities or both. For 
example, the specifi c sets of chromosomal alterations found 
in soft tissue lipomas are not among those consistently 
observed in liposarcoma [ 14 ,  15 ]. Similar to leukemogenesis 
and lymphomagenesis, the fusion gene in a given sarcoma is 
speculated to be oncogenic only in a specifi c cell type at a 
specifi c differentiation stage [ 16 ] and explains why in some 
instances the same fusion transcripts can be identifi ed in 
unrelated tumors. For instance,  FUS–ERG  is present in both 
Ewing’s sarcoma (ES)/peripheral neuroectodermal tumor 
(PNET) and acute myeloid leukemia, while  EWSR1–CREB1  

is present in both angiomatoid fi brous histiocytoma and clear 
cell sarcoma, two soft tissue tumors that are clearly distinct 
both histologically and clinically [ 17 ]. In general, the genes 
involved in sarcoma translocations are transcription factors 
or cofactors. Many of the chimeric proteins include a strong 
transcriptional activator N-terminal domain encoded by one 
partner gene fused with a DNA-binding domain encoded by 
the other partner gene. In fact, fusion of domains capable of 
activating transcription with other domains featuring specifi c 
DNA-binding function appears to be a common theme 
shared among neoplasms of mesenchymal derivation, such 
as soft tissue tumors and leukemia. EWSR1 (and its homolo-
gous FUS) is a powerful transcription activator [ 18 ] and pro-
vides a paradigm for this type of oncogenic mechanism, as 
also indicated by its “promiscuity” as a fusion partner 
(Table  37.1 ). 

 Available data indicate that the fusion genes produced in 
translocation-specifi c sarcomas are the initiating oncogenic 
events, although additional alterations are important for the 
genesis of the malignant tumor. The fact that fusion genes are 
early events is supported by the observation that in biphasic 
tumors like synovial sarcoma,  SS18–SSX  is present in both 
spindle cell and epithelial components of the tumor. In vitro 
and in vivo experiments have shown evidence of tumorigen-
esis with the expression of these fusion genes. The most com-
mon chromosomal translocation in myxoid liposarcomas, 
t(12;16)(q13;p11), creates a  FUS–DDIT3  ( TLS–CHOP ) 
fusion gene. Transgenic mice expressing the altered form of 
FUS–DDIT3 created by an in-frame fusion of the FUS 
domain to the carboxy end of DDIT3 develop liposarcomas. 
No tumors of other tissues were found in these transgenic 
mice despite widespread activity of the transgene. The results 
provided evidence that the FUS domain of  FUS–DDIT3  plays 
a specifi c and critical role in the pathogenesis of liposarcoma 
[ 19 ]. Alveolar rhabdomyosarcoma (ARMS) is consistently 
associated with the characteristic translocations t(2;13)
(q35;q14) or t(1;13)(p36;q14), which encode the PAX3–
FOXO1 (PAX3–FKHR) or PAX7–FOXO1 (PAX7–FKHR) 
fusion oncoproteins, respectively. PAX3–FOXO1 fusion pro-
tein contributes to oncogenesis through abnormal control of 
growth, apoptosis, differentiation, or cell migration [ 20 ].  

    Specifi c Amplifi cation of Chromosomal 
Regions 

 Amplifi cation of specifi c chromosomal regions may lead to the 
occurrence of ring or giant marker chromosomes in the con-
text of a simple karyotype. Chromosomal region amplifi ca-
tions occur in atypical lipomatous tumors/well- differentiated 
liposarcoma and in low-grade osteosarcoma, including both 
low-grade central osteosarcoma and parosteal osteosarcoma 
[ 21 ,  22 ]. In both instances the amplifi ed chromosomal region 

G. Tallini et al.



495

is 12q13–15 where several genes with a role for tumor devel-
opment are located, including  MDM2 ,  CDK4 ,  HMGA2 ,  GLI , 
and  SAS  [ 22 – 25 ].  MDM2 , encoding a negative regulator of 
TP53, and  CDK4 , encoding a catalytic subunit of the protein 
kinase complex that promotes cell cycle progression, are the 
most consistently amplifi ed genes [ 24 ,  25 ].  HMGA2 , encod-
ing a transcription cofactor, is often amplifi ed and rearranged 
in atypical lipomatous tumors [ 25 ,  26 ].  

    Mutations 

 Specifi c and characteristic oncogenic mutations occur in 
mesenchymal tumors (Table  37.2 ). Gastrointestinal stromal 
tumors (GIST) are characterized by specifi c, mutually exclu-
sive oncogenic mutations that affect primarily the receptor 
tyrosine kinase KIT or platelet-derived growth factor 
receptor-α (PDGFRA), in approximately 80 % and 5–10 % 

   Table 37.2    Specifi c oncogenic mutations in sarcomas and related tumors   

  Tumor type    Chromosomal site    Gene    Mutation type    Function  
  Mutation 
prevalence (%)    Reference  

 Gastrointestinal 
stromal tumor 
(GIST) 

 4q11–q12   KIT   All mutations  Signaling 
(TKR) 

 80 (of all mutated 
GIST) 

 Corless.  Nat Rev 
Cancer  2011;11:865. 
Hirota. Science 
1998;279:577. 
Heinrich.  JCO  
2003;21:4342. 
Heinrich.  JCO  
2008;26:5360 

 KIT exon 11 
(deletions, 
insertions, single 
nucleotide 
changes) 

 65 

 KIT exon 9 
(AY502-503 
insertion) 

 10 

 Other KIT 
mutations 

 5 

 4q11–q12   PDGFRA   All mutations  Signaling 
(TKR) 

 5–10 (of all 
mutated GIST) 

 Heinrich.  Science  
2003;299:708. 
Corless.  JCO  
2005;23;5357 

 PDGFRA exon 
18 (D842V) 

 5 

 Other PDGFRA 
mutations 

 <5 

 7q34   BRAF   Signaling 
(MAPK) 

 <5 (~10 % of KIT 
and PDGFRA 
wild-type GIST) 

 Agaram.  Genes 
Chromosomes and 
Cancer  2008;47:853 

  Other genes 
(e.g., RAS, SDH) 
or unknown  

 5–10  Corless.  Nat Rev 
Cancer  2011;11:865 

 Desmoid tumor 
(aggressive 
fi bromatosis) 

 3p22–p21.3   CTNNB1   Signaling 
(Wnt) 

 85 a   Lazar.  Am J Pathol  
2008;173:1518 

 Fibrous dysplasia 
of bone 

 20q13.3   GNAS1   Signaling 
(cAMP) 

 90 b   Idowu. 
Histopathology 
2007;50:691 

 Intramuscular 
myxoma 

 20q13.3   GNAS1   Signaling 
(cAMP) 

 60 b   Delaney. Mod 
Pathol 2009;22:718 

   cAMP  adenosine 3′5′ cyclic monophosphate,  MAPK  mitogen-activated protein kinase,  TKR  tyrosine kinase receptor,  Wnt  wingless-INT pathway 
  a The percentage refers to sporadic cases, not associated with the familial adenomatous polyposis (FAP) syndrome 
  b The percentage refers to sporadic cases, not associated with the McCune–Albright (MAS, polyostotic fi brous dysplasia, endocrine hyperfunction, 
café au lait spots) or Mazabraud (intramuscular myxoma and fi brous dysplasia) syndromes  
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of cases, respectively. In the remaining 10–15 % of GIST 
cases, mutations of other oncogenes, notably  BRAF , have 
been identifi ed [ 27 ]. The oncogenic role of  KIT  or  PDGFRA  
mutations has been confi rmed by numerous studies, and 
transgenic mice expressing mutated  KIT  develop stromal 
tumors with features of human GIST [ 28 ]. Mutations in 
GIST are in general heterozygous, but in 15 % of cases, the 
wild-type  KIT  allele is lost, an occurrence that has been asso-
ciated with more aggressive behavior of the tumor [ 29 ]. 
GIST are mesenchymal neoplasms, thought to derive from 
the interstitial cells of Cajal, the pacemakers for peristaltic 
contractions in the gastrointestinal tract. Like their putative 
cell of origin, tumor cells express the KIT (CD117) protein 
that is detectable by immunohistochemistry in 95 % of cases, 
regardless of the presence of a mutation. Strictly speaking, 
GIST are gastrointestinal tumors, but because of their bio-
logic and clinical features, they are included with other soft 
tissue sarcomas in the National Comprehensive Cancer 
Network guidelines [ 30 ]. GIST are relatively uncommon, 
but are very effectively treated with the tyrosine kinase 
inhibitor imatinib (STI571, Gleevec), developed to block the 
BCR-ABL tyrosine kinase of chronic myelogenous leuke-
mia. Mutational analysis for  KIT  and  PDGFRA  genes is thus 
essential not only to defi ne the diagnosis of GIST and to 
guide therapy [ 27 ,  31 ]; thus, mutation testing is included in 
the College of American Pathologists’ protocol for GIST 
[ 32 ]. Correlation between genotype and phenotype is 
remarkable.  KIT  exon 11 mutations are associated with poor 
prognosis in untreated GIST [ 33 ]. Among exon 11 altera-
tions, deletions, especially those involving codon 557 and/or 
codon 558, are a marker for poor outcome, when compared 
with other changes [ 34 ]. In contrast, GIST with mutations in 
 PDGFRA  generally have lower malignant potential, usually 
a gastric location, and variable, sometimes negative, immu-
nohistochemical KIT expression [ 27 ]. Secondary resistance 
to imatinib treatment, which eventually develops in the large 
majority of patients, is usually caused by new mutations, 
which are almost always in the same gene and allele as the 
primary  KIT  or  PDGFRA  mutation. Unlike primary  KIT  
mutations that predominate in exons 11 and 9, secondary 
mutations develop in specifi c regions of the KIT kinase 
domain that is the target of imatinib.

   Mutations that prevent β-catenin degradation and activate 
Wnt signaling occur in a high proportion of desmoid tumors, 
including sporadic cases, not associated with the familial 
adenomatous polyposis syndrome [ 35 ]. Activating muta-
tions of the  GNAS1  gene, encoding the stimulatory G protein 
α subunit (Gs-α) that couples receptor binding by several 
hormones to activation of the adenylate cyclase pathway, 
are present in most cases of fi brous dysplasia of bone and 
intramuscular myxoma [ 36 ,  37 ]. Inactivating  INI1  mutations 
are present in approximately 50 % of malignant rhabdoid 
tumors, a group of rare and highly aggressive cancers 

composed of large polygonal cells similar to rhabdomyo-
blasts. Like rhabdomyoblasts, rhabdoid tumor cells have 
vesicular nuclei with prominent nucleoli and aggregates of 
intermediate fi laments resulting in intracytoplasmic eosino-
philic inclusions. These tumors typically affect children and 
arise in the kidney, in soft tissue, or intracranially. Intracranial 
rhabdoid tumors are called atypical teratoid/rhabdoid 
tumor of the central nervous system.  INI1  encodes one sub-
unit of an ATP-dependent chromatin remodeling complex 
that functions as a tumor suppressor, and biallelic inactiva-
tion through a combination of mutations, deletions, and loss 
of heterozygosity has been shown in more than 90 % of rhab-
doid tumor cases [ 38 ].   

    Available Assays and Interpretation 

 A signifi cant number of sarcomas have consistent abnormal-
ities that are detectable by standard cytogenetics or molecu-
lar genetic approaches (Fig.  37.2 ) [ 4 ,  6 ,  7 ,  39 ]. Sarcomas in 
this group should be defi ned by their specifi c molecular and 
cytogenetic alterations, although determining the sensitivity 
and specifi city of these translocations for specifi c sarcoma 
types and the relative roles of molecular and histological 
classifi cation of each sarcoma will continue to be refi ned.

      Karyotyping 

 Karyotyping is the classic cytogenetic approach for identify-
ing chromosomal alterations including translocations in sar-
comas [ 40 ]. Optimally, the procedure requires a substantial 
volume of viable, sterile tumor tissue, usually 1–2 cm 3 . The 
specimen should be harvested, placed in culture medium as 
soon as possible, and transported to the laboratory. Specimens 
can be transported over a long distance at either room tem-
perature or refrigerated for up to 48 h. Small samples (lim-
ited incisional or needle biopsies) can be successfully 
cultured and karyotyped, although they may require a longer 
incubation time (1–2 weeks) to obtain enough dividing 
tumor cells for analysis. Characteristic and diagnostic chro-
mosomal alterations seen in human soft tissue tumors are 
listed in Table  37.1 . 

 The major advantage of karyotyping over molecular 
genetic methods is the global assessment of the chromosome 
complement in a tumor cell in one assay, including both 
numerical and structural alterations. Moreover, primary and 
secondary chromosome alterations can be studied, and sar-
coma translocations involving variant partner chromosome(s) 
can be easily identifi ed. An obvious drawback of conven-
tional cytogenetic analysis is the requirement of adequate 
tumor cell growth to obtain metaphase spreads. If tumor cells 
do not grow, a false-negative result of a normal karyotype 
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may occur due to the presence of normal fi broblasts in the 
specimen. Another pitfall of karyotyping is its limited reso-
lution for identifi cation of cryptic alterations, which may 
occur in sarcomas. Complex chromosomal changes also can 
make identifi cation of sarcoma-specifi c translocations diffi -
cult. Furthermore, translocations involving specifi c chromo-
somal regions may not necessarily represent the characteristic 
gene fusion for a specifi c sarcoma. Confi rmation by fl uores-
cence in situ hybridization (FISH) or molecular testing, 
therefore, is recommended for questionable cases or to reach 
a defi nitive diagnosis.  

    Fluorescence In Situ Hybridization 

 FISH provides a powerful diagnostic method for demonstrat-
ing a specifi c gene fusion or chromosomal alteration. 
Metaphase chromosomal preparation from the tumor can be 
used to identify translocations by chromosomal painting 
using chromosome-specifi c probes or gene-specifi c probes. 
However, this is not always possible since cell culture of sar-
coma tissue to obtain metaphase chromosomes may be 
unsuccessful. In these cases, interphase FISH provides an 
excellent alternative using touch preparations from fresh or 
frozen tumor specimens without the requirement for tissue 

culture. One major advantage of interphase FISH over tradi-
tional karyotyping is the ability to detect cryptic gene rear-
rangements. In fact, the chromosomes of interphase nuclei 
are much more extended than metaphase or prometaphase 
chromosomes. As a result, FISH analysis performed on 
interphase nuclei permits higher resolution and can help to 
determine the physical mapping order of large DNA probes. 
Dual-color DNA probes from the two rearranged genes 
(fusion probe) or breakpoint-fl anking regions of one involved 
gene (break-apart probe) are most commonly used to assess 
sarcomas for the presence of a specifi c translocation 
(Fig.  37.3 ). Chromosomal centromeric probes and DNA 
probes spanning the translocation breakpoint also can be 
used. The interpretation of the FISH result depends on the 
types of hybridization probes.

   The possibility of performing interphase FISH on 
formalin- fi xed paraffi n-embedded (FFPE) tissue, either on 
histology sections or on preparations of cell nuclei obtained 
from paraffi n blocks, has recently increased its potential 
diagnostic applications [ 41 ,  42 ]. For interphase FISH of 
FFPE specimens, analysis of a nuclear preparation is supe-
rior to analysis of histological sections, although more labor 
intensive and seldom used in clinical practice. The most 
prevalent method for FISH detection of specifi c transloca-
tion in a sarcoma is the use of thin tissue sections of 4–5 μm 

  Figure 37.2    Methods to identify chromosomal translocation and fusion gene products (modifi ed from Mertens et al. Semin Oncol 
2009;36:312–323)       

 

37 Sarcomas and Related Mesenchymal Tumors



498

thick. FISH detection of the specifi c translocation using the 
break-apart probes is most frequently used for the diagnosis 
of translocation-specifi c sarcomas (Fig.  37.3 ). Although 
dual-color fusion probe FISH can be used for the diagnosis 
of translocation-specifi c sarcomas, interpretation is not as 
easy as for break-apart probe FISH because of the presence 
of the truncation or overlap of tumor nuclei in a tissue 
section. 

 Other cytogenetic approaches like spectral karyotyping 
and comparative genomic hybridization (CGH), including 
conventional metaphase-based and array-based CGH, are 
suitable for genomic-wide analysis for detection of deletion, 
duplication, and copy-number changes. Although these 
methods may be diagnostically useful for the detection of 
specifi c regional chromosomal deletions, for example, the 
regional chromosomal loss of 22p11 in malignant rhabdoid 
tumor, they do not usually allow easy evaluation of balanced 
chromosomal translocations in sarcomas or other tumors.  

    Southern Blot 

 Southern blot analysis detects sarcoma-specifi c transloca-
tions using labeled DNA probes specifi c to the fusion genes. 
The procedure is highly specifi c and particularly useful in 
detecting translocations with frequently variable transloca-
tion breakpoints, as for ES/PNET. The main limitations of 
the Southern blot method are the labor intensiveness of the 

procedure and the requirement for fresh or frozen tissue to 
obtain high-molecular-weight genomic DNA. False-negative 
results may arise when DNA fragments surpass the upper 
limits of DNA length resolution (>15–20 kilobases [kb]) or 
with fusion genes encompassing large intron(s). Increasing 
the number of restriction enzymes to create shorter DNA 
fragments usually resolves this problem. False-positive 
results may be seen due to incomplete restriction enzyme 
digestion, contamination by a cloning vector or bacteria, 
structural polymorphism of the genes involved in the translo-
cation, and restriction recognition site polymorphisms or 
variants.  

    Polymerase Chain Reaction 

 Polymerase chain reaction (PCR) amplifi cation of the region 
encompassing the breakpoint of a fusion gene is often prob-
lematic. First, the breakpoint positions within the introns of 
the two rearranged genes are often variable, requiring selec-
tion of PCR primers within the adjacent exon and resulting 
in a variable size of the PCR product from case to case. Also, 
the introns can be very large, resulting in very large PCR 
products that may not be completely amplifi ed and reducing 
the sensitivity of the test. Therefore, PCR of sarcoma- specifi c 
translocations using genomic DNA is not used for clinical 
testing.  

    Reverse Transcription-PCR 

 Chromosomal translocations in sarcomas give rise to aber-
rant fusion transcripts that are highly specifi c to a given 
tumor type (Table  37.1 ). More importantly, the structures of 
these fusion transcripts are highly consistent. Although the 
translocation breakpoint may involve various nucleotide 
positions of an intron at the DNA level, the resulting fusion 
transcript structure is the same due to RNA splicing. In a 
given sarcoma type, the gene fusion point at the messenger 
RNA (mRNA) level is highly precise to the single ribonucle-
otide. The tumor specifi city and structural consistency of the 
fusion transcripts make reverse transcription-PCR (RT-PCR) 
the preferred method for molecular detection of specifi c 
translocations [ 43 ]. 

 After reverse transcription of tumor mRNA into comple-
mentary DNA (cDNA), PCR primers complementary to the 
exons that fl ank the translocation breakpoint are used to 
amplify fusion transcript-specifi c RT-PCR products. 
Variations of RT-PCR methods have been used for the detec-
tion of sarcoma-specifi c fusion transcripts. Since the fusion- 
joining point may be far away from the poly(A) tail of the 
aberrant transcript, random hexamers or gene-specifi c down-
stream primers usually are used instead of oligo d(T) for the 

  Figure 37.3    Interphase FISH detection of gene fusion in soft tissue 
sarcoma. Breakpoint-fl anking probes of  SS18  ( SYT ), one red and one 
green, are hybridized to 4–5 μm thick sections from a formalin-fi xed 
paraffi n-embedded synovial sarcoma sample processed for routine his-
topathology. The juxtaposed  red  and  green  signals, which can appear 
 yellow  in some nuclei, represent undisturbed normal signal ( asterisks ). 
The translocation involving the  SS18  gene due to fusion with one of the 
 SSX  genes results in splitting the fused signal (juxtaposed  green  and 
 red ) into randomly disturbed single  red  and  green dots  ( arrows )       
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reverse transcription of RNA into cDNA. Instead of the tra-
ditional two-step RT-PCR method, reverse transcription and 
PCR can be performed in a single reaction, a procedure 
called one-step RT-PCR. The reverse transcriptase works 
fi rst at low temperature to convert mRNA into cDNA, while 
the Taq DNA polymerase is inactive. The temperature is then 
raised to inactivate the reverse transcriptase, to activate the 
Taq DNA polymerase, and to initiate the amplifi cation reac-
tion at the same time. Reactions with multiple primer sets are 
diffi cult to optimize, but are very convenient for molecular 
testing of sarcomas with numerous fusion gene variants such 
as ES/PNET [ 44 ]. Nested PCR using an additional pair of 
primers to further amplify the fi rst-round RT-PCR product 
can greatly increase sensitivity, although it also increases the 
likelihood of amplicon contamination. 

 Identifi cation of a positive RT-PCR result usually relies 
on detection of the expected-sized product on a DNA- 
separating gel, such as agarose or acrylamide, or by capillary 
electrophoresis. When fresh or frozen tissue is the starting 
material, the target size of the RT-PCR product is designed 
carefully to be less than 500 bp and preferably around 
200 bp. For fusion genes that have little size variation, such 
as  SS18–SSX  fusion of synovial sarcoma, the presence of a 
single RT-PCR product of the expected size generally is con-
sidered adequate for positive identifi cation, although post- 
PCR confi rmatory analysis of the product sequence can be 
performed. For fusion genes with molecular size variability, 
such as  FUS–DDIT3  in myxoid liposarcoma, additional 
analysis of the PCR products is mandatory to confi rm the 
specifi city of the PCR products. Confi rmatory methods 
include blot transfer with subsequent hybridization with a 
fusion gene-specifi c probe, DNA sequencing of the PCR 
product, restriction endonuclease digestion, or an additional 
nested PCR step. Inclusion of positive, negative, and no- 
template (water) control reactions is necessary because of 
the high sensitivity of the amplifi cation process and the risk 
of amplicon contamination with RT-PCR detection of fusion 
transcripts for clinical diagnosis. 

 Soft tissue tumor FFPE blocks may be used as the source 
of RNA, although with some caution [ 45 ]. As a result of the 
fi xation and embedding processes, the RNA from tissue 
blocks is substantially degraded. RNA degradation requires 
that the size of the amplifi cation product(s) be designed to be 
considerably smaller (around 100 bp) compared to assays 
designed for use of fresh or frozen tissue. RT-PCR from 
FFPE tissue blocks usually requires more amplifi cation 
cycles, and a nested approach may be necessary for the 
detection of the aberrant transcript, both of which increase 
the risk of false-positive results due to carryover amplicon 
contamination. Very stringent conditions and additional con-
trol reactions are necessary to ensure test specifi city. 

 Consideration must be given to the variability of fusion 
gene transcripts for each type of sarcoma (see Table  37.1 ) 

when interpreting RT-PCR test results. For instance, in ES/
PNET, considerable variations occur among the different 
exons involved in the gene fusion [ 44 ]. Although the tumors 
may be cytogenetically indistinguishable, differences in the 
exon composition of the fi nal fusion transcript can only be 
detected by a PCR-based method. Variant chromosomal 
translocations involving different chromosomal and gene 
partners also give rise to variability in up to approximately 
10 % of ES/PNET cases. In fact, the t(21;22), instead of the 
far more common t(11;22), results in the fusion of  EWSR1  
with  ERG  [ 46 ]. Very rarely, EWSR1 is fused with other loci 
including  ETV1  or  E1AF  in ES/PNET [ 47 ]. Awareness of 
these variants is very important when a negative RT-PCR 
result for the more common  EWSR1–FLI1  rearrangements 
occurs.  

    Real-Time RT-PCR 

 Although designed for quantitative measurements, real-time 
RT-PCR has become a reliable detection method for fusion 
gene transcripts [ 48 ,  49 ] because of three major advantages 
over the conventional endpoint RT-PCR. First, real-time 
RT-PCR greatly enhances the specifi city of detection by 
incorporating a probe that is complementary to the region of 
the gene internal to the PCR primers. Second, real-time PCR 
measures the geometric (exponential) phase of a PCR reac-
tion (cycles 20–25), allowing quantifi cation of the fusion 
transcript. Third, the PCR product accumulation is measured 
in real time by fl uorescence detection through the semitrans-
parent plastic cap of the reaction tube, and therefore, post- 
PCR manipulation and possible PCR contamination are 
reduced. Real-time RT-PCR conclusively has very high 
specifi city and sensitivity, which are important when analyz-
ing very small samples or target genes with very low expres-
sion levels [ 48 ]. Simultaneous amplifi cation of multiple 
targets by multiplex real-time RT-PCR is possible by using 
target-specifi c probes labeled with different fl uorescent 
labels [ 50 ]. 

 With careful optimization, real-time RT-PCR can be 
highly reliable for detection of fusion transcripts, using all 
types of tissue sources [ 49 ]. The early geometric-phase 
detection with enhanced specifi city and elimination of post- 
PCR manipulation makes real-time RT-PCR ideal for detec-
tion of sarcoma fusion transcripts, even if the RNA source is 
FFPE tissue [ 51 ]. The specifi c and quantitative detection 
power of real-time RT-PCR for FFPE tissue is illustrated in 
Fig.  37.4 , in which amplifi cation of the  SS18–SSX  fusion 
transcript of synovial sarcoma is shown. Positive identifi ca-
tion of fusion transcripts can be achieved using as little as 
20 ng of RNA extracted from one paraffi n block, making 
small specimens, such as core needle biopsies, suitable for 
defi nitive molecular diagnosis. The operating cost profi le 
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and time to reporting also are in favor of real-time RT-PCR 
over conventional RT-PCR, and real-time RT-PCR is now 
commonly used for the routine diagnosis of sarcoma and 
minimal disease detection [ 48 ].

       DNA Sequencing and Next-Generation Exome 
Sequencing 

 Sanger sequencing with capillary electrophoresis platforms 
will likely remain in signifi cant use for targeted sequencing 
projects (biomarker identifi cation and pathway analysis) and 
clinical molecular testing applications until next generation 
sequencing platforms become more standard for clinical 
molecular laboratories (see below). Technical advances in 
high-throughput next-generation sequencing (NGS), also 
known as massively parallel or multiplex cyclic sequencing, 
are key elements that are enabling the application of genomic 
knowledge into clinical practice, including the diagnosis 
of translocation-specifi c sarcomas [ 52 ]. NGS technologies 
have increased the speed and throughput capacities over 
Sanger sequencing while reducing cost and have signifi cantly 

increased the possibility of detecting new gene fusions [ 7 ]. 
Detection of the sarcoma fusion genes may be accomplished 
by NGS platforms targeting the transcriptome in sarcoma 
cells. Through combination of hybridization capture of 
cDNAs and next-generation sequencing, targeted RNA 
sequencing (RNA-seq) provides an effi cient and cost-effec-
tive method to analyze specifi c subsets of the transcriptome 
of a tumor simultaneously for mutations, fusion transcripts, 
and gene expression levels [ 53 ]. NGS technologies with 
appropriate assembly algorithms have facilitated the recon-
struction of the entire transcriptome in the absence of a refer-
ence genome [ 54 ]. Targeted RNA-seq is also a powerful tool 
suitable for a wide range of large-scale tumor-profi ling stud-
ies to identify sequence variations and novel fusion gene 
products [ 55 ].  

    Gene Expression Profi ling 

 Gene expression profi ling of many cancers, including sarco-
mas, has produced inconsistent results in predicting clinical 
drug or management response and prognosis and is not used 

  Figure 37.4    Real-time 
RT-PCR detection of 
 SS18–SSX  fusion transcripts 
in a synovial sarcoma.  Top 
panel : Real-time RT-PCR 
plot of PCR cycle number vs 
fl uorescence signal for 
SS18–SSX fusion transcript 
amplifi cation in a synovial 
sarcoma with (a) 500 ng, 
(b) 200 ng, (c) 100 ng, and 
(d) 50 ng of total input RNA, 
each amplifi ed in triplicate. 
The RNA was extracted from 
formalin-fi xed paraffi n-
embedded tissue.  Bottom 
panel : Log gradient plot of 
the data from the top panel, 
demonstrating linear 
quantitative amplifi cation 
consistent with the amount of 
input RNA template. The 
 y -axis represents the 
threshold cycle number, and 
the  x -axis is the log of the 
RNA concentration (Log C0). 
The quantity of the specifi c 
RNA measured by real-time 
RT-PCR is inversely 
proportional to the threshold 
cycle number       
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for the detection of sarcoma-specifi c transcripts as an aid to 
the histological diagnosis. One constraint of gene expression 
profi ling is the preference for use of fresh or frozen tissue. 
The limited availability of fresh or frozen tissue represents a 
drawback compared with other methods that can utilize rou-
tinely processed FFPE tissue. Nevertheless, gene expression 
profi ling defi nitely represents a potentially powerful tool for 
molecular grading of sarcomas, and specifi c gene expression 
profi les predict metastatic outcome. Refi nement of the meth-
ods to select the relevant genes and validation of the expres-
sion signatures proposed for clinical use may open new 
avenues to the management of patients with sarcoma [ 56 ].  

    Immunohistochemistry 

 Fusion protein-specifi c antibodies are not available for rou-
tine diagnostic purposes, but the detection of aberrant pro-
tein expression can be used to infer the occurrence of a 
tumor-specifi c translocation. Expression can be altered 
because by immunohistochemistry the protein is (1) no lon-
ger present (e.g., lack of expression of INI1 in malignant 
rhabdoid tumor); (2) detected in a cell type that does not nor-
mally express that protein (e.g., ALK expression in a mesen-
chymal cell in the case of infl ammatory myofi broblastic 
tumor with  ALK  rearrangement or expression of MDM2 in 
atypical lipomatous tumors with 12q13–15 amplifi cation); 
(3) detected at higher levels compared to normal tissues 
(TFE3 in alveolar soft part sarcoma); and (4) present in an 
inappropriate cellular compartment (e.g., nuclear localiza-
tion of β-catenin in desmoid tumors with mutated  CTNNB1 ).   

    Clinical Utility of Testing 

 The molecular characterization of human sarcomas has sig-
nifi cantly changed, is still reshaping sarcoma classifi cation 
and diagnosis, and is promoting rapid progress in disease 
monitoring, prediction of outcome, and design of novel ther-
apeutic strategies. 

    Establishing a Defi nitive Diagnosis 
and Redefi ning Tumor Entities 

 Soft tissue tumors comprise a vast and heterogeneous group 
of neoplasms. Because different tumors often have different 
biological behaviors and respond differently to therapeutic 
strategies, precise classifi cation is of great clinical impor-
tance. The majority of soft tissue tumors were fi rst delin-
eated on the basis of morphologic and clinical fi ndings into 
homogeneous groups. However, many tumors with similar 
histological and pathological characteristics actually are 

 heterogeneous groups that differ in their clinical behaviors 
and underlying pathogenesis. Correlation of cytogenetic and 
molecular characteristics with pathologic fi ndings is essen-
tial for understanding both the biological signifi cance and 
the clinical value of specifi c molecular changes. 

 A surprising correlation has emerged among chromo-
somal alterations, gene rearrangements, and distinct histo-
pathologic entities. Morphologic and cytogenetic/molecular 
observations in fact have been validating each other, and a 
combined approach has resulted in a more rational classifi -
cation of soft tissue tumors. This combined morphologic 
and molecular classifi cation has been particularly helpful in 
understanding the so-called small round blue cell tumors. 
ES and PNET are essentially a single-tumor type defi ned by 
the characteristic translocation between chromosomes 11 
and 22, resulting in an  EWSR1  gene rearrangement. Despite 
the morphologic similarities, typical olfactory neuroblas-
toma lacks  EWSR1  rearrangement that argues against the 
previously proposed inclusion of this tumor in the ES/PNET 
group [ 57 ]. The fi nding of  PAX3–FOXO1  chimeric products 
is of considerable value in defi ning ARMS. In fact, the small 
proportion of primitive embryonal-like RMS containing a 
 PAX3–FOXO1  gene fusion likely represents unrecognized 
solid ARMS [ 58 ]. Molecular testing also allows the identifi -
cation of previously unrecognized variants of known 
tumors. One such example, illustrated in Fig.  37.5 , is a 
poorly differentiated synovial sarcoma with rhabdoid 
features.

   Another group of tumors that has signifi cantly benefi ted 
by a combined morphologic and molecular approach is adi-
pose tissue neoplasms. The fi nding of ring or giant marker 
chromosomes cytogenetically defi nes the group of atypical 
lipomatous tumors (well-differentiated liposarcoma) and 
justifi es the distinction of atypical lipomatous tumors from 
spindle cell and pleomorphic lipomas. The fi nding of  FUS–
DDIT3  fusion transcripts in both myxoid liposarcoma and 
round cell liposarcoma demonstrates that they represent a 
continuum, an observation nicely correlating with the not 
infrequent observation of cases with mixed histology [ 59 ]. 
The t(17;22), which produces the  COL1A1–PDGFB  fusion, 
is present in both dermatofi brosarcoma protuberans (DFSP) 
and giant cell fi broblastoma, indicating that these are adult 
and pediatric presentations, respectively, of a single tumor 
entity [ 10 ,  60 ]. Similarly, the identifi cation of the t(7;16)
(q34;p11), resulting in the  FUS–CREB3L2  fusion gene, in 
both low-grade fi bromyxoid sarcoma and hyalinizing spin-
dle cell tumor with giant rosettes has clarifi ed that these 
tumors represent variants of the same biological entity [ 61 ]. 
The  FUS–CREB3L2  fusion gene is highly specifi c for this 
tumor type, since it is present in low-grade fi bromyxoid 
 sarcoma, but not in other sarcomas with similar histologic 
features [ 62 ] and is uncommon in sclerosing epithelioid 
fi brosarcoma [ 63 ].  
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    Providing Prognostic and Predictive 
Information 

 By allowing accurate diagnosis, molecular testing greatly 
contributes to defi ning both the therapy and prognosis for a 
patient with sarcoma. For patients with GIST, the mutational 
status correlates with both prognosis and response to treat-
ment. GIST with  KIT  exon 11 mutations are more aggres-
sive, but also respond better to treatment with imatinib, 
compared with tumors that have an exon 9  KIT  mutation, no 
 KIT  mutation, or a  PDGFRA  mutation, and therefore have 
longer progression-free and overall survival [ 27 ,  31 ]. Specifi c 
mutations, like the  PDGFRA  D842V mutation, predict a lack 
of response (primary resistance) to imatinib. Other muta-
tions, clustered in specifi c regions of the KIT kinase domain 
that is the target of imatinib, have been associated with dis-
ease progression after an initial treatment benefi t (secondary 
resistance) [ 27 ]. Imatinib reduces the growth of  COL1A1–
PDGFB -transformed animal cells as well as primary cul-
tures of DFSP tumor cells in vitro and in vivo [ 9 ,  64 ] and is 

an effective treatment for DFSP with the  COL1A1–PDGFB  
fusion gene, including cases that have undergone progres-
sion to fi brosarcoma, with a response rate close to 50 % [ 65 ]. 
The  PAX3–FOXO1  fusion is an adverse prognostic factor in 
ARMS [ 66 ]. Therefore, not only is  PAX–FOXO1  fusion tran-
script the defi ning feature of ARMS, but also the specifi c 
type of gene fusion present in the tumor identifi es a high-risk 
subgroup (with  PAX3–FOXO1 ) and a favorable-outcome 
subgroup (with  PAX7–FOXO1 ). The  SS18–SSX  fusion type 
is not prognostically signifi cant [ 67 – 69 ]. Intensive treatment 
protocols for fusion-negative sarcomas have eliminated the 
better outcome previously reported in patients with  EWS–
FLI1  fusion transcripts [ 70 ]. 

 High-throughput analysis of gene expression can provide 
valuable prognostic information, even though this testing is 
not routinely used in clinical care yet. One example is the 
Complexity Index in Sarcoma (CINSARC) study that has 
produced a panel of 67 genes related to mitosis and chromo-
some management to defi ne patient outcome. Remarkably, 
in this study, gene expression analysis performed better than 

  Figure 37.5    RT-PCR detection of SS18–SSX2 fusion transcript in a 
primary poorly differentiated synovial sarcoma of the lung with rhab-
doid features (courtesy of Dr. Thomas Ciesielski). ( a ) CT scan of a 
72-year-old patient with a subpleural 2 cm nodule ( arrow ). An extensive 
physical and radiographic examination failed to reveal a separate pri-
mary lesion. ( b ) Proliferating tumor cells with rhabdoid cytoplasm. This 
histological variant of synovial sarcoma may be diffi cult to diagnose 

without molecular testing. ( c ) RT-PCR of formalin- fi xed paraffi n-
embedded tumor tissue shows the presence of a 97 bp RT-PCR prod-
uct from the  SS18–SSX2  fusion transcript in  lane 2  ( T  tumor).  Lanes 3  
and  4  are the negative (−) and positive (+) controls, respectively. ( d ) 
Direct DNA sequencing of the RT-PCR product from  panel  ( c ) shows 
a  SS18–SSX2 -type fusion transcript       
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conventional tumor grading in the identifi cation of patients 
with a high risk of metastatic disease [ 56 ].  

    Minimal Disease Detection 

 Molecular detection of occult tumor cells can be a prognostic 
indicator important for clinical staging and selection of ther-
apeutic strategies. Detection of low-level expression of 
 EWSR1–FLI  fusion transcripts in bone marrow and blood 
has been reported for patients with sarcomas [ 71 ,  72 ]. 
Micrometastases were detected in 31 % of patients with 
localized disease and 50 % of patients with clinically meta-
static tumors. RT-PCR detection of specifi c fusion transcripts 
has been used to study the marrow and body fl uids of patients 
with ES, ARMS, and desmoplastic small round cell tumors 
(DSRCT). Molecular evidence of metastasis was detected in 
all patients with clinically evident metastatic tumors but not 
in the patients with localized disease [ 73 ]. Although correla-
tive studies are needed to validate the prognostic signifi cance 
of occult tumor cells, molecular staging is an emerging fi eld 
that may change the approach to the clinical management of 
patients with soft tissue sarcomas.  

    Developing Tumor-Specifi c Therapy 

 High-throughput molecular analysis integrating test results 
on DNA sequence, copy number, and mRNA expression has 
revealed genetic alterations in major types of sarcoma that 
can be used to identify specifi c targets for patient treatment 
[ 74 ]. The therapeutic implications of sarcoma-specifi c gene 
fusion events are tremendous, since each fusion is a potential 
target for tumor-specifi c therapies. A tumor-specifi c cyto-
toxic T cell response can be induced by peptides derived 
from the fusion point of the SS18–SSX chimeric protein in 
synovial sarcoma that may function in vitro as a neoantigen 
[ 75 ]. Other forms of tumor-specifi c immunotherapies are 
under development, and the opportunity exists to design 
tumor-specifi c drugs against specifi c fusion proteins present 
in soft tissue sarcomas, which may include targeting by RNA 
interference or other gene therapy approaches [ 76 ,  77 ].   

    Quality Control and Laboratory Issues 

 The availability of two or more unrelated test methods for 
the diagnosis of each sarcoma type can facilitate the confi r-
mation of unexpected results or the resolution of discrepant 
results. One key issue regarding the accurate molecular diag-
nosis of sarcomas is the selection of the appropriate test. This 
is largely determined by the type of sarcoma under consider-
ation, the specimen type, and the specimen quality and quan-

tity. For fusion genes with limited structural variations, such 
as synovial sarcoma, ARMS, clear cell sarcoma of soft parts, 
extraskeletal myxoid chondrosarcoma, DSRCT, alveolar soft 
part sarcoma, and infl ammatory myofi broblastic tumor, 
RT-PCR and real-time RT-PCR are the method of choice. 
Interphase FISH is the best testing method for sarcomas hav-
ing fusion genes with chromosomal and intramolecular vari-
ations, such as myxoid/round cell liposarcoma, DFSP, and 
ES/PNET. Ideally, all specimens with a preliminary diagno-
sis of sarcoma should have viable tissue for karyotyping. A 
portion of the diagnostic specimen can be temporarily stored 
in culture medium at room temperature or 4 °C until a provi-
sional histological diagnosis is made and then sent for 
 karyotyping, if appropriate. Whenever possible, a portion of 
the tumor specimen should be frozen and stored, to provide 
the best source of nucleic acid suitable for virtually all types 
of molecular tests used for soft tissue sarcoma testing. 
Unfi xed, fresh, or frozen tissue also is suitable for protein 
analysis, although this is rarely used clinically. Touch prepa-
rations for FISH should be made and stored for possible use. 
When only paraffi n-embedded archival material is available, 
interphase FISH and real-time RT-PCR are the best testing 
choices. 

 Turnaround time varies signifi cantly for the different test-
ing methods. Cytogenetic karyotyping requires short-term 
culture (3–10 days). The length of time for culturing refl ects 
the quality and the quantity of the specimen source, as well 
as the tumor proliferation rate in vitro. Turnaround time for 
interphase FISH also depends on specimen type. Touch 
preparation and frozen sections allow for rapid FISH analy-
sis (1–2 days). For archival tissue sources, an additional 1 or 
2 days are required to obtain the nuclear suspension or the 
tissue sections. RT- PCR has a 2- or 3-day turnaround time 
for common fusion gene detection but requires a longer time 
for more complex fusion variant detection. Real-time 
RT-PCR offers a shorter turnaround time (1 or 2 days) 
because it does not require post-PCR manipulation steps or 
confi rmatory testing. Longer turnaround times may be 
expected if the laboratory batches specimens and only runs 
the test once per week, for example.  

    Conclusion 

 Cytogenetics and molecular cytogenetics have contributed 
signifi cantly to the study of the pathobiology of soft tissue 
tumors. Identifi cation of recurrent chromosomal changes 
has resulted in the defi nition of an increasing number of 
tumor- related molecular changes and is fostering a con-
tinual refi nement of the classifi cation of sarcomas and 
related mesenchymal tumors. The recognition of distinc-
tive rearrangements in tumor subsets is providing power-
ful tools to refi ne the histological diagnosis in a fi eld in 
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which pathological diagnosis and clinical management are 
often diffi cult, due to both the variety of tumor phenotypes 
and their relative rarity. In this respect, interphase FISH, 
real-time RT-PCR, and multiplex RT-PCR testing for the 
detection of fusion products specifi c for different tumor 
types offer practical and cost-effective methods for com-
plementing conventional histological diagnosis. Novel 
technical approaches, including NGS, may increase speed 
and throughput of molecular analysis, and the application 
of genomic knowledge into clinical practice may radically 
change the management of patients with sarcomas [ 7 ,  52 , 
 56 ,  74 ].     
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    Abstract  

  Many advances have been made in evaluating the molecular genetics of gliomas. For exam-
ple, the presence of 1p and 19q deletions is associated with gliomas of oligodendroglial 
lineage, with oligodendrogliomas that have a better survival, and with oligodendrogliomas 
that respond to chemotherapy and radiation therapy. While prospective data are needed to 
confi rm these associations, 1p and 19q deletion testing has become a part of routine neu-
rooncology practice. Alterations of chromosome 10,  EGFR ,  PTEN ,  IDH1 ,  MGMT ,  ATRX , 
and  TP53  are associated with different grades of astrocytic gliomas and with patient sur-
vival. While their clinical utility requires further investigation, these markers (and others) 
will be increasingly used to stratify patients to current and new therapeutic approaches. In 
the future, it is likely that the survival rate of primary gliomas will be lengthened using 
molecularly targeted therapies.  
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     Introduction 

 Approximately 28,320 people in the US were diagnosed 
with malignant nervous system tumors in 2010 [ 1 ]. Primary 
brain tumors constitute approximately 2 % of all malignan-
cies [ 2 ]. The most common of the primary brain tumors are 
gliomas. Depending on the grade and morphologic type of 
glioma, newly diagnosed patients are treated by watchful 
waiting, surgical resection, radiotherapy, or chemotherapy or 
some combination of these. Regardless of therapy, most glio-
mas will progress and patients with glioma have a high risk 
of mortality and reduced quality of life. Thus, there has been 
intense interest in understanding the biology and genetics of 

gliomas, to provide better diagnostic tools and new therapeu-
tic approaches. Molecular pathology markers are being iden-
tifi ed that have been or will soon prove to be clinically useful 
in the practice of clinical neurooncology (see Table  38.1 ).

       Pathology Considerations 

 Gliomas are classifi ed into tumors of astrocytic, oligoden-
droglial, ependymal, and mixed lineage. “Diffuse gliomas” 
is a descriptive general term that applies to all diffusely infi l-
trating tumors of glial lineages before a more specifi c deter-
mination of lineage can be determined based on molecular 
and immunohistochemical markers. Diffuse astrocytic 
tumors are divided into three different grades by the World 
Health Organization (WHO) system [ 3 ]: grade II (or astrocy-
toma [A]), grade III (or anaplastic astrocytoma [AA]), and 
grade IV (or glioblastoma, previously known as glioblas-
toma multiforme [GBM]). These tumors occur predomi-
nantly in adults. Diffuse astrocytic tumors can be subclassifi ed 
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into several histological types, including fi brillary, gemisto-
cytic, small cell, and giant cell subtypes. Several of these 
histological types can be found within a single diffuse astro-
cytic tumor. Pilocytic astrocytomas are nondiffuse, well cir-
cumscribed, and localized. Pilocytic astrocytomas are often 
WHO grade I, and predominantly occur in children and 
young adults. Glioblastomas can be subclassifi ed into two 
groups based on the duration of symptoms [ 4 ]. Primary glio-
blastoma presents de novo with a short duration of symp-
toms (often less than 3 months). Secondary glioblastoma 
presents with a longer duration of symptoms or with a pre-
ceding grade II or III glioma. Primary and secondary glio-
blastomas usually present in patients greater than 60 and less 
than 40 years of age, respectively. 

 Oligodendrogliomas most commonly are divided into 
two grades: grade II (oligodendroglioma) and grade III (ana-
plastic oligodendroglioma), although some neuropatholo-
gists have described a grade IV oligodendroglioma [ 5 ]. 
Ependymomas are also classifi ed as low (WHO grade II) and 
high grade (anaplastic or WHO grade III). 

 One of the problems with the neuropathologic diagnosis 
of gliomas is their histologic heterogeneity. AA exhibits 
increased cellularity, nuclear atypia, and mitotic activity. 
Microvascular proliferation and necrosis are additional fea-
tures of glioblastomas. Depending on the extent of surgical 
sampling, some of the histologic elements that distinguish 
AA and glioblastoma may not be present in the specimen 
submitted for pathological diagnosis, and some gliomas may 
be undergraded. Thus, molecular markers that assist in tumor 
grading are clinically useful. 

 In addition to histologic heterogeneity, diffuse gliomas 
often exhibit cell type heterogeneity. Both astrocytic and oli-
godendroglial elements may be present in diffuse gliomas. 
When both of these elements comprise a signifi cant propor-
tion of the tumor, the glioma used to be classifi ed as a mixed 
oligoastrocytoma (MOA). However, this term no longer 
exists based on recent recommendations of the International 
Society of Neuropathology [ 6 ].  

    Molecular Pathology Tools for Glioma 
Analysis and Grading 

 Gliomas have been extensively characterized by cytogenetic, 
molecular cytogenetic, and molecular genetic methods 
(reviewed in Refs.  4 ,  7 ,  8 ). Figure  38.1  summarizes the major 
genetic alterations found in diffuse gliomas. Some of these 
alterations are highly correlated with the grade of gliomas, 
especially for astrocytic tumors.

   Several genetic alterations have been associated with gli-
omas, especially primary glioblastoma and oligodendroglio-
mas. These alterations include chromosomal deletions of 
chromosome arms 1p and 19q,  MGMT  promoter methyla-
tion, loss of chromosome 10,  PTEN  mutations,  IDH1  muta-
tions, and amplifi cation of  EGFR  with resulting 
overexpression of the EGFR protein. While the clinical use 
of these markers has been validated only partially, growing 
evidence supports the usefulness of these molecular markers 
for glioma grading, prognosis, and treatment decisions. The 
presence of  EGFR  amplifi cation, chromosome 10 loss, or 
 PTEN  mutation, or some combination of the three, in a gli-
oma indicates that the tumor is likely a glioblastoma. 
Importantly, a small but signifi cant proportion of tumors 
with the histologic features of AA have one or more of these 
alterations [ 9 – 13 ]. It is reasonable to hypothesize, though 
needs to be proven, that since patients with glioblastoma 
have a poor prognosis, then patients whose AA shares 
molecular characteristics with glioblastoma also may have 
poor survival. 

 One of the fi rst and most signifi cant molecular develop-
ments in the study of gliomas was the discovery of chromo-
somal alterations in chromosomes 1 and 19. Cairncross et al. 
demonstrated in 1994 that some anaplastic oligodendroglio-
mas respond to combination chemotherapy and radiation 
therapy [ 14 ]. Simultaneously, several investigators observed 
that approximately 70 % of oligodendrogliomas have dele-
tions of 19q, 70 % have deletions of 1p, and 60 % have dele-
tions of both 1p and 19q [ 7 ]. Usually, the entire chromosomal 
arms are deleted [ 15 ]. In contrast, about 40 %, 20 % and 
10 % of astrocytomas have deletion of 19q, 1p, and both 1p 
and 19q, respectively [ 15 ]. The proportion of MOA with 
1p and 19q deletions is intermediate, suggesting that some 
of these tumors can be grouped with oligodendrogliomas 
[ 15 ,  16 ]. A signifi cant proportion of MOA also has  TP53  

   Table 38.1    Molecular markers of gliomas used in clinical practice   

  Marker    Indication  

 1p/19q deletion  Oligodendroglioma diagnosis and 
prognosis 

 Prediction of oligodendroglioma 
therapeutic response 
 Confi rmation of an oligodendroglial 
component in oligoastrocytomas 

  MGMT  promoter 
methylation 

 Response of glioblastoma to alkylating 
drugs (temozolomide) 
 Small cell glioblastoma diagnosis 
 Prognostic marker 

  IDH1  mutation  Diagnostic tool for low- and intermediate-
grade astrocytomas and 
oligodendrogliomas 
 Distinction from primary glioblastomas, 
pilocytic astrocytomas, and ependymomas 
 Neoplastic glioma vs reactive gliosis 
 Prognostic marker 

  EGFR  amplifi cation 
(overexpression) 

 Differentiation from oligodendroglioma 
 Therapeutic response to novel EGFR 
pathway inhibitors 

 Chromosome 10 
loss/ PTEN  mutation 

 Prognosis of anaplastic astrocytomas 
 Response to EGFR pathway inhibitors 

  TP53  mutation  Secondary glioblastoma vs primary 
 Neoplastic glioma vs reactive gliosis 
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mutations and other genetic anomalies, suggesting that these 
tumors can be grouped with the astrocytomas [ 15 ,  16 ]. 

 Two retrospective studies have provided evidence that the 
oligodendrogliomas with 1p deletions, 19q deletions, or both 
have a better prognosis and respond better to chemotherapy 
and radiation therapy [ 17 ,  18 ]. The data strongly suggest that 
1p/19q deletions are associated with tumors of oligoden-
droglial lineage, with oligodendrogliomas that have a better 
prognosis, and with oligodendrogliomas that respond to che-
motherapy and radiation therapy. Additional prospective 
studies provided evidence that the presence or absence of 
1p/19q deletions suggests different treatment recommenda-
tions for oligodendrogliomas that require adjuvant therapy, 
especially anaplastic oligodendrogliomas [ 19 ,  20 ]. Patients 
with the deletion may receive chemotherapy fi rst and delay 
radiation treatment, while patients without the deletion may 
receive radiation as fi rst-line treatment. 

 Other alterations occur in oligodendrogliomas that lack 
1p and 19q deletions.  CDKN2A – CDKN2B – ARF  ( P16 ,  P15 , 
 P19 ),  PTEN , and chromosome 10 are frequently deleted in 
anaplastic oligodendrogliomas. The expression of  CDKN2A  
and  CDKN2B  often is inactivated by promoter methylation. 
While the presence of these alterations is associated with a 
poorer prognosis [ 17 ,  21 ,  22 ], their detection has not become 
a part of standard clinical neurooncology. 

 MGMT is a DNA repair enzyme that normally counter-
acts the cell death effect of alkylating chemotherapy agents 
such as temozolomide, which is widely used in the treatment 

of glioblastoma. MGMT activity is downregulated and not 
fully expressed in about half of patients with glioblastoma 
due to  MGMT  gene promoter methylation and decreased 
gene expression and enzyme production. Thus, the presence 
of  MGMT  promoter methylation determines that the patient 
will be more responsive to chemotherapy.  MGMT  promoter 
methylation also correlates with better prognosis in general, 
suggesting that it might indicate a prognostically favorable 
molecular phenotype of the disease. In a study by Hegi et al., 
46 % of the patients with  MGMT  methylation were alive at 2 
years, while only 23 % of the patients with unmethylated 
 MGMT  were alive at 2 years [ 23 ]. Temozolomide provides 
some benefi cial effect even in patients with unmethylated 
 MGMT  promoter; thus, both groups receive the same treat-
ment. Since the methylation pattern might change over time, 
repeated testing at each tumor resection is justifi ed. 

 Several growth factors are upregulated and involved in 
the pathogenesis of gliomas, especially the most malignant 
forms of glioblastoma. EGFR signaling is upregulated in 
approximately 30 % of gliomas and 60 % of glioblastomas. 
An even higher percentage of “small cell glioblastoma,” 
which can be misdiagnosed and possibly confused for oligo-
dendroglioma, has upregulated EGFR signaling. The pres-
ence of EGFR upregulation as opposed to 1p/19q deletion 
may help to distinguish between glioblastoma and malignant 
oligodendroglioma, respectively. Another scenario in which 
EGFR overexpression is diagnostically useful is when a 
biopsy is taken from the edge of a tumor that appears to be 
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  Figure 38.1    Possible genetic 
pathways of diffuse glioma 
formation and progression (modifi ed 
from Refs.  7  and  8 ). Histologic 
classifi cation is based on current 
WHO guidelines [ 3 ]. Although the 
molecular genetic evidence is 
increasing, it is still controversial 
whether anaplastic 
oligodendroglioma progresses to 
glioblastoma (GBm) ( dashed arrow )       
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histologically consistent with a grade III glioma but radio-
graphically appears as glioblastoma. The presence of EGFR 
overexpression in these tumor specimens may support a 
diagnosis of glioblastoma instead of AA. 

 In glioblastomas that overexpress EGFR, mutant forms of 
EGFR are present in about half of the cases. The most com-
mon variant is EGFR vIII, which has deletion of exons 2–7 
of the  EGFR  gene and results in an EGFR protein that is 
active independently of ligand binding (reviewed in Ref.  24 ). 
Several other amplifi ed and mutated EGFR proteins also 
have been identifi ed (e.g., the C958 variant is truncated after 
amino acid 958), some of which remain ligand dependent. 
Current translational studies are investigating the prevalence 
of these different amplifi ed and mutated EGFR variants in 
primary and secondary glioblastoma and in glioblastoma 
from patients of different ages [ 25 ]. 

 Many glioblastomas have dysregulation of EGFR down-
stream signaling, such as  PTEN  tumor suppressor gene 
mutations, phosphoinositide 3-kinase pathway, and AKT. 
These fi ndings suggested a rationale for drug treatments that 
target these pathways. Mellinghoff and colleagues showed 
that gliomas with an EGFR vIII mutation in the presence of 
an intact PTEN-AKT pathway had increased sensitivity to 
erlotinib, whereas tumors with loss of the PTEN-AKT sig-
naling did not. However subsequent trials showed less 
response to EGFR-targeted therapies, so the use of these 
drugs remains controversial. 

 Mutations in the  IDH1  and  IDH2  genes occur in high fre-
quency in primary low- and intermediate-grade diffuse glio-
mas (both in astrocytomas and in oligodendrogliomas) [ 7 , 
 20 ,  26 ,  27 ], as well as secondary glioblastomas. The most 
common mutation is the R132H mutation of  IDH1 , with a 
frequency of over 80 % in grade II astrocytomas, oligoden-
drogliomas, anaplastic oligodendrogliomas, and mixed oli-

goastrocytomas, close to 70 % of AA, but only less than 0.5 
% in primary glioblastoma.  IDH1  mutations also serve as a 
tool to distinguish astrocytomas and oligodendrogliomas 
from low-grade tumors that usually do not express this muta-
tion such as ependymomas, pilocytic astrocytomas, and dys-
embryoplastic neuroepithelial tumors, as well as neoplastic 
glial proliferation from reactive gliosis. Gliomas with  IDH1  
mutations have a better prognosis, with or without adjuvant 
therapy. Therefore,  IDH1  mutation serves as a prognostic 
and diagnostic marker (Fig.  38.2 ).

   A Mayo Clinic/North Central Cancer Treatment Group 
(NCCTG) study indicated that AA with chromosome 10 loss 
or  PTEN  mutation, using full sequencing of the  PTEN  gene 
and exons 5–8 of the  TP53  gene, behaves like glioblastomas 
[ 10 ]. The median survival of patients with AA and chromo-
some 10 loss or  PTEN  mutation was approximately 4 months, 
a survival worse than that of patients with glioblastoma 
(median survival of approximately 12 months). The median 
survival of patients whose AA lacked these alterations was 
34 months. This difference in survival was statistically sig-
nifi cant even after adjustment for patient age, performance 
score, and extent of resection, all of which are important 
prognostic variables for patients with gliomas. Importantly, 
the patient survival for glioblastoma with and without chro-
mosome 10 loss or  PTEN  mutations was very similar [ 10 ]. It 
is possible that sampling bias (in terms of the tissue available 
for histologic and molecular analysis) may have accounted 
for the differences. However, sampling bias is a diffi cult 
problem to overcome in routine clinical practice, and molec-
ular testing for chromosome 10 loss or  PTEN  mutations in a 
sample of a tumor with the features of AA indicates that the 
tumor may be a glioblastoma. 

 Interestingly, the Mayo Clinic/NCCTG study did not 
show that AA with  EGFR  amplifi cation behaved like 

  Figure 38.2    Immunohistochemistry images of low-grade glial neoplasms with negative ( a ) and positive ( b ) staining with antibody against the 
R132H mutations in  IDH1        
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 glioblastoma [ 10 ]. However, careful stratifi cation indicated 
that AA and glioblastoma with  EGFR  amplifi cation in young 
patients (i.e., < 40 years old) progress much faster than AA 
and glioblastoma without  EGFR  amplifi cation in this age 
group [ 10 ]. Conversely, AA and glioblastoma with  EGFR  
amplifi cation in older patients (i.e., > 60 years old) had a bet-
ter prognosis than those without this alteration. Importantly, 
this result has been confi rmed by another group [ 28 ]. These 
differences in age-related prognosis may refl ect the differ-
ent biology of primary and secondary high-grade astrocytic 
tumors. 

  TP53  mutations are found in about half of astrocytomas 
and AA. About one quarter of glioblastomas have  TP53  
mutations, and these tumors often have the clinical presenta-
tion of a secondary glioblastoma. Since  TP53  alterations 
usually are associated with low-grade tumors, it has been 
hypothesized that high-grade astrocytic tumors with  TP53  
alterations may have a better prognosis. Except for the rare 
giant cell and gemistocytic variants (in which  TP53  muta-
tions are especially prevalent) [ 29 ,  30 ], the presence or 
absence of  TP53  alterations does not seem to correlate with 
survival for glioblastoma [ 31 – 34 ]. However, in the Mayo 
Clinic/NCCTG series, the median survival of patients with 
AA with  TP53  mutations was 5 years [ 10 ]. This survival was 
signifi cantly longer than for patients whose tumors did not 
have  TP53  mutations [ 10 ]. 

 Although  PTEN , chromosome 10,  TP53 , and  EGFR  alter-
ations have been found to be correlated with clinical grade 
and thus with patient prognosis, they have yet to be routinely 
used in clinical practice for two reasons. First, the studies 
require broader validation. Second, and more importantly, 
the presence or absence of such alterations does not currently 
change the clinical management for these patients. High-
grade glioma trials designed to specifi cally evaluate the clin-
ical usefulness of these markers are needed to move these 
molecular markers into clinical practice. 

 A recent development in the fi eld of molecular markers of 
gliomas has been the use of genetic mutations of the alpha- 
thalassemia/mental retardation syndrome X-linked ( ATRX ) 
gene. Loss of ATRX expression by immunohistochemistry, 
representing the presence of a mutated  ATRX  gene, is present 
in about half of all diffuse astrocytomas.  ATRX  mutations are 
essentially mutually exclusive with chromosomal deletions 
of 1p/19q and therefore indicate an astrocytic lineage. ATRX 
loss in glioma tumor cells also provides an indication of bet-
ter prognosis than a preserved unmutated ATRX [ 35 ].  

    Available Assays 

 Despite intensive effort, the target genes on 1p and 19q that 
cause the differential treatment response have not been iden-
tifi ed. However, molecular testing for 1p/19q deletion can be 

performed by loss of heterozygosity (LOH) analysis 
( currently by polymerase chain reaction [PCR] analysis of 
microsatellite loci or by high-throughput analysis of single-
nucleotide polymorphisms) and by fl uorescence in situ 
hybridization (FISH) with locus-specifi c bacterial artifi cial 
chromosome (BAC) probes. FISH can be performed on two 
formalin-fi xed paraffi n-embedded (FFPE) tissue sections 
and does not require microdissection, which is an advantage 
over the other methods. An advantage of FISH is that 1p/19q 
deletion can be focal [ 36 ], and normal cells are frequently 
present in gliomas. FISH can directly evaluate lesions and 
tumor cells of interest. An advantage of LOH analysis is 
detection of mitotic recombination (which is not detected by 
FISH). However, this LOH mechanism has been shown to be 
rare in gliomas [ 15 ]. 

 FISH detection of 1p and 19q deletions has been described 
[ 15 ,  18 ]. Figure  38.3  illustrates typical 1p/19q FISH results 
for two anaplastic oligodendrogliomas, one with and one 
without 1p/19q deletion. Approximately 60 % of the nuclei 
in the tumor with 1p and 19q deletion contain one 1p36 or 
19q13.3 probe signal and two 1q24 or 19p13 control probe 
signals (Fig.  38.3a ). The remaining cells with two signals for 
each probe are likely contaminating normal glial, neuronal, 
or endothelial cells or tumor cells that lack deletion. The 
mean 1p/1q and 19q/19p signal ratios per nucleus are 0.62 
and 0.71, respectively. Normal value studies and an evalua-
tion of a large series of tumors by multiple methods indicate 
that ratios less than 0.80 are associated with 1p or 19q dele-
tion. By comparison, approximately 60 % of the nuclei in the 
tumor without 1p and 19q deletion contain two signals for all 
four probes (Fig.  38.3b ). The mean 1p/1q and 19q/19p signal 
ratios per nucleus are 1.04 and 1.01, respectively. The nuclei 
with one signal for each probe are likely a result of trunca-
tion of signals by paraffi n sectioning. The nuclei with three 
or more signals are likely a result of nuclear overlap.

   When used with appropriate control probes (e.g., the 
BAC probes on 1q42 and 19p13), FISH is able to detect 1p 
and 19q deletions in polyploid or aneuploid tumors. In addi-
tion, trisomy 19 is detected by this FISH method, an altera-
tion long known to be associated with high-grade astrocytic 
tumors [ 37 ]. Based on normal value studies, chromosome 1 
or 19 aneusomy is not reported unless the proportion of 
nuclei with three or more signals for each probe exceeds 30 
% of the nuclei evaluated. Quantitative analysis of microsat-
ellite alleles (QuMA) also detects 1p and 19q deletions (and 
trisomy 19) [ 38 ]. Both QuMA and current LOH analysis 
methods have the capacity for automation and rapid through-
put. However, both require microdissection for accurate 
deletion detection, which increases turnaround time. 

 For similar reasons, FISH is the optimal method for the 
detection of chromosome 10 loss and  EGFR  amplifi cation. 
In a careful method comparison study, semiquantitative PCR 
analysis and Southern blot analysis did not detect small foci 
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of  EGFR  amplifi cation compared to FISH [ 10 ]. The most 
accurate means to detect the EGFRvIII variant in gliomas is 
by immunohistochemistry with variant-specifi c antibodies 
[ 39 ]. The other  EGFR  variants can be detected by DNA 
sequencing of tumor specimens. 

 The  MGMT  promoter methylation test is currently done 
by PCR analysis using fresh, frozen, or FFPE tissue. 
Immunohistochemistry for assessment of MGMT expres-
sion, as a marker for  MGMT  promoter methylation, is incon-
sistent and currently not recommended.  TP53  and  PTEN  

  Figure 38.3    Representative histology and FISH results for two pri-
mary grade 3 anaplastic oligodendrogliomas. ( a ) An anaplastic oligo-
dendroglioma with 1p and 19q deletion. ( b ) An anaplastic 

oligodendroglioma without 1p and 19q deletion. The values in the 
tables summarize the percent nuclei with the indicated number of 1p36 
and 1q24 or 19p13 and 19q13.3 signals       

 

E. Lavi



513

mutation detection is best performed by high-throughput 
DNA sequencing/alteration methods (see Chaps.   2    ,   59    , and   60    ). 
TP53 immunohistochemistry is a surrogate marker for  TP53  
mutations by analyzing the level of expression of the protein 
in tissue sections. Immunohistochemistry is now the standard 
tool for analyzing reliably the expression of IDH1 with the 
R132H mutation in tissue sections due to the development of 
useful antibodies that selectively recognize this mutation 
[ 27 ]. Immunohistochemistry is a reliable tool for detection of 
nuclear expression of ATRX. Immunohistochemistry is less 
reliable for the protein level of PTEN in tissue sections.  

    Laboratory Issues 

 The use of molecular markers in gliomas is heavily depen-
dent on the availability of suffi cient lesional tissue for the 
different immunohistochemical and molecular studies. 
Stereotactic needle biopsies may not always be able to pro-
vide the amount of tissue necessary for such studies, and 
therefore open biopsies may be required for these studies. 
The accuracy of the tests is also dependent on the use of 
proper controls as well as profi ciency testing to assure con-
tinued proper performance.  

    Future Directions 

 Array-based gene expression, gene dosage analyses, and the 
cancer genome atlas have the potential to identify new 
molecular markers for many cancers, including gliomas. 
Several groups are currently evaluating these methods of 
analysis in selected gliomas. Using a 1,100-gene expression 
array, Watson et al. identifi ed 196 transcripts associated with 
oligodendrogliomas of different grades [ 40 ]. Similarly, two 
groups have used 12,000-gene expression arrays to discover 
differential expression of a limited number of transcripts that 
can be used to classify high-grade gliomas [ 41 ,  42 ]. Array-
based comparative genomic hybridization (aCGH) likely 
will lead to the discovery of novel gene dosage alterations 
that can be used to classify gliomas [ 43 ,  44 ]. Importantly, the 
markers (and marker panels) ascertained by these methods 
will have to be carefully validated. However, there is the 
exciting possibility that a limited number of protein or 
molecular markers could be developed to enhance the molec-
ular identifi cation of gliomas and potentially to standardize 
neuropathologic diagnosis. 

 Much of the current translational research in gliomas is 
focused on developing therapeutic approaches that target 
specifi c protein and/or molecular alterations. The aCGH 
studies described above have, as one goal, the identifi cation 
of new drug targets, with several promising targets for novel 
therapeutic approaches already identifi ed. For example, 

several components of the receptor tyrosine kinase pathway 
are altered in gliomas: EGFR is overexpressed,  PTEN  is 
mutated, and AKT2 is activated. Small-molecule inhibitors, 
immunotherapeutics, and viral therapeutic agents are being 
developed that target this pathway (for examples, see Refs. 
 45 ,  46 ) and are being tested in glioma patients. 

 The design of current and future trials will need to develop 
the concept that therapeutic approaches will be customized 
to the molecular alterations found in specifi c tumors. Clinical 
molecular pathology will play an important role in this cus-
tomization of clinical neurooncology practice.     
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  Abstract  

  One of the key roles performed by pathologists is determination of the presence or absence 
of tumor in clinical samples. This is the basis for most approaches to staging, monitoring 
response to treatment, and detecting relapse of neoplasia and, as such, is a critical step in 
determining the course of patient management. Pathologists have utilized a variety of meth-
ods, continually seeking to improve assay performance and thus patient outcome. The lit-
erature refl ects this quest, including reports assessing the increased sensitivity afforded by 
immunohistochemistry (IHC), fl ow cytometry, and, more recently, molecular approaches 
for the detection of tumor cells and nucleic acids in blood and bone marrow samples. The 
goal is, of course, the more accurate detection of disease spread and, ultimately, better 
patient care. 

 This chapter addresses some of the recent work in tumor detection, focusing on molecu-
lar and, to some degree, immunofl uorescent approaches for the detection of circulating 
tumor cells and free nucleic acids in clinical samples. A synopsis of the hundreds of articles 
published to date is beyond the scope of this chapter; instead, more general issues and fi nd-
ings are addressed, along with presentation of selected work. Several reviews are available 
for more detailed reading (Alix-Panabières and Pantel, Clin Chem 59:110–118, 2013; 
Pinzani et al., Methods 50:302–307, 2010; Pratt et al. Chem Eng Sci 66:1508–1522, 2011; 
Schwarzenbach et al., Nat Rev Clin Oncol 11:145–156, 2014).  

  Keywords  

  Circulating tumor cells   •   Circulating nucleic acids   •   Sequencing   •   Methods   •   Cancer   • 
  Monitoring   •   Staging  

        Introduction 

 One of the key roles performed by pathologists is determina-
tion of the presence or absence of tumor in clinical samples. 
This is the basis for most approaches to staging, monitoring 
response to treatment, and detecting relapse of neoplasia 
and, as such, is a critical step in determining the course of 
patient management. Pathologists have utilized a variety of 
methods, continually seeking to improve assay performance 
and thus patient outcome. The literature refl ects this quest, 
including reports assessing the increased sensitivity afforded 
by immunohistochemistry (IHC), fl ow cytometry, and, more 
recently, molecular approaches for the detection of tumor 
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cells and nucleic acids in blood and bone marrow samples. 
The goal is, of course, the more accurate detection of disease 
spread and, ultimately, better patient care. 

 This chapter addresses some of the recent work in tumor 
detection, focusing on molecular and, to some degree, immu-
nofl uorescent approaches for the detection of circulating tumor 
cells and free nucleic acids in clinical samples. A synopsis of 
the hundreds of articles published to date is beyond the scope 
of this chapter; instead, more general issues and fi ndings are 
addressed, along with presentation of selected work. Several 
reviews are available for more detailed reading [ 1 – 4 ].  

    Circulating Tumor Cells 

 Cancer metastasis occurs when tumor cells acquire the abil-
ity to escape their local environment, enter the circulation to 
reach distant sites, attach at the distant site, and proliferate to 
form a metastatic cancer lesion. Depending on the type of 
tumor, cells enter either the venous or lymphatic circulation 
(or both) and thus are spread to distant tissues (such as the 
lung, liver, or bone marrow) or local lymph nodes, respec-
tively, prior to the development of clinically detectable meta-
static lesions. The fact that signifi cant proportions of patients 
with organ-confi ned tumors who undergo theoretically cura-
tive surgery later have recurrence of their disease argues that 
current approaches to cancer staging are, to some degree, 
inadequate. Sensitive detection of circulating tumor cells 
could lead to improved staging and monitoring of cancer 
patients. Such techniques can also be applied to the study of 
stem cell harvests and assessment of body fl uids. 

    Available Assays 

 Methods for detection of circulating tumor cells (CTCs) 
incorporate multiple technologies and platforms. At their 
most basic, information can be obtained about the quantity 
of tumor cells in blood and the antigens they express. Some 
systems also allow for captured CTCs to be examined mor-
phologically, be cultured in vitro, or be used for cytogenetic 
or molecular analysis. While only one assay is currently 
FDA-approved for CTC enumeration, work is being done to 
create simpler and more sensitive instruments for CTC 
detection that allow for additional analysis to be performed 
on isolated CTCs and their extracted nucleic acids.  

    Immunohistochemistry 
 IHC methods for tumor cell detection have been applied to 
preparations of cells from the bone marrow, lymph node 
aspirates, and peripheral blood mononuclear cells. Cells can 
be smeared or centrifuged by cytospin onto slides, or sections 

taken from frozen or formalin-fi xed, paraffi n- embedded 
(FFPE) tissue. IHC is performed using antibodies to specifi c 
proteins associated with tumor type and standardized methods. 
Slides can be scanned under the light microscope by the eye, 
though to achieve a high level of sensitivity, thousands to mil-
lions of cells must be screened, which is tedious and time con-
suming. Thus, image analysis has become a popular approach 
for screening [ 5 ]. Alternatively, fl ow cytometry is utilized to 
achieve assessment of high numbers of cells rapidly [ 6 ]. 

 In general, the interpretation of occult disease detection 
assays consists of either a positive or negative result, given 
that the assay controls are appropriate. For IHC markers, non-
specifi c or aberrant expression of protein markers requires 
that careful evaluation of the cytologic characteristics of the 
positive cells be performed. The ability to visualize cell mor-
phology with IHC can reduce false-positive results because 
the interpretation of a positive result can be limited to IHC 
positive cells with appropriate tumor cell morphology.  

    Reverse Transcription-Polymerase Chain 
Reaction 
 Reverse transcription-polymerase chain reaction (RT-PCR) 
was the earliest molecular method by which detection of cir-
culating tumor cells was explored [ 7 ]. RT-PCR assays rely 
on the detection of mRNA transcripts specifi c to a tumor 
type, such as tyrosinase in melanoma [ 8 ] or prostate-specifi c 
antigen for prostate cancer [ 9 ]. Unfortunately, such methods 
detect all cells expressing the marker of interest, which may 
include benign circulating epithelial cells [ 10 ]. More specifi c 
RT-PCR detection of CTCs may be possible through detec-
tion of markers of malignancy such as chromosomal translo-
cations or point mutations. However, translocations are more 
common in sarcomas and hematologic malignancies such as 
lymphoma and leukemia, limiting their utility when applied 
to the detection of carcinoma CTCs.  

    Antibody Capture 
 Normal hematopoietic cells do not express the surface epi-
thelial cell proteins, such as epithelial cell adhesion molecule 
(EpCAM), seen on carcinoma-derived CTCs. Therefore, 
many methods rely on positive selection strategies based on 
CTC expression of antigen markers such as BER EP4 to 
facilitate separation and identifi cation, as well as increase the 
sensitivity and specifi city of detection. The most common 
techniques use magnetically labeled antibodies. While auto-
mated immunomagnetic cell separation is currently used 
clinically for applications such as chimerism testing after 
stem cell transplant [ 11 ], CTC detection requires a higher 
level of sensitivity due to the small numbers of CTCs pres-
ent. The only assay currently FDA approved, the CellSearch ®  
System (Janssen Diagnostics, LLC, Raritan, NJ) (Fig.  39.1 ) 
[ 12 ], utilizes antibody-coated ferrofl uids to separate CTCs 
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from normal blood components. To increase specifi city, the 
isolated cells are then stained with 4′,6-diamidino-2- 
phenylindole (DAPI) and a fl uorescently-labeled antitumor 
antibody prior to imaging. Automatically captured images 
are reviewed by a pathologist to determine the number of 
tumor cells present, based on a combination of fl uorescent 
immunostaining and morphology [ 13 ].

   To increase sensitivity, alternative methods of detection are 
being explored. One recently described ultrasensitive CTC 
detection device relies on detection of changes in electrical 
conductance caused by the presence of magnetic immunopar-
ticles on cells instead of image analysis of separated cells to 
detect CTCs. Similar to fl ow cytometry, this system could 
allow multiple antigens to be simultaneously bound by multi-
ple fl uorescently labeled antibodies and detected on the same 
cell for increased specifi city [ 14 ]. Such methods would require 
rigorous quality control and validation prior to clinical usage. 

 Negative cell selection strategies have successfully uti-
lized CD45 immunomagnetic labeling to remove hematopoi-
etic cells and enrich for CTCs in head and neck cancer 
patients [ 15 ]. These methods have possible advantages in 
that CTCs may express cytokeratins or other epithelial- 
specifi c markers weakly or not at all, limiting the ability to 
adequately tag CTCs for positive selection. Negative cell 
selection methods would allow for a wider spectrum of 

CTCs to be captured, including those that have undergone 
epithelial- to-mesenchymal transformation and thus might 
lack typical epithelial markers.  

    Size-Based Selection 
 CTCs of interest from solid tumors are often larger in size 
than normal blood components. This has led to the develop-
ment of fi lter-based methods which collect larger cells for 
use in targeted analysis. One such device utilizes a parylene 
membrane to isolate possible CTCs from diluted blood. 
Once the blood has been passed through the fi lter, the trapped 
cells are analyzed directly on the membrane via light or elec-
tron microscopy, as well as by IHC [ 16 ]. These captured 
cells also are viable for cell culture, which is not possible for 
cells that have been fi xed and stained [ 17 ]. Additional 
devices utilizing the principles of microfl uidics have been 
successfully used to isolate CTCs [ 18 ,  19 ]. 

 CTC chips combine the principles of both antibody cap-
ture and fi lter devices. Patient blood samples are fi ltered 
through silicon chips made up of microposts coated with 
antibodies to EpCAM; the chips are engineered to reduce 
cellular shear forces and allow a reasonable volume of blood 
to be analyzed. The captured epithelial cells are analyzed 
similarly to those captured on a fi lter and also remain viable 
for cell culture [ 20 ].  

  Figure 39.1    Gallery of CTC images from the CellSpotter Analyzer 
(Janssen Diagnostics LLC, Raritan, NJ) Diagnostics obtained from 
7.5 mL of blood from cancer patients. ( a ) Examples of typical intact 
CTCs. ( b ) Examples of intact CTCs present as clusters or with odd 
shapes that are present less frequently. ( c ) Examples of CTC fragments 
and apoptotic CTCs. Images presented in  c  were not included in the 

CTC counts but are frequently observed in CTC analysis of carcinoma 
patients. From Allard WJ, Matera J, Miller MC et al. (2004) Tumor 
cells circulate in the peripheral blood of all major carcinomas but not 
in healthy subjects or patients with non-malignant diseases. Clin 
Cancer Res. 47:6897–6904. Reprinted with permission from American 
Association for Cancer Research       
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    Clinical Utility 

    Blood 
 Many studies evaluating CTCs have been published. In a 
variety of tumor types, a correlation between the detection 
of blood-borne cells and tumor stage has been demonstrated 
[ 21 – 25 ]. Unfortunately, the data do not support the conclu-
sion that the absence of CTCs indicates absence of meta-
static disease with enough precision for clinical application 
[ 26 ]. Ultimately, the presence of CTCs may provide valu-
able information on the systemic spread of tumor in a man-
ner different from conventional staging approaches. Small 
but aggressive tumors may shed cells into the circulation, 
while a more indolent but larger tumor may not; such a situ-
ation may appear to correlate poorly with tumor stage but 
may more accurately refl ect tumor aggressiveness. The 
detection of circulating breast cancer cells is correlated with 
vascular invasion in the primary tumor. Larger studies using 
appropriate markers are needed to determine how to inte-
grate these molecular test results for CTCs into cancer stag-
ing strategies. 

 While a relationship between CTCs and tumor stage is 
evident, studies demonstrating a correlation between circu-
lating cells and cancer recurrence or progression have shown 
mixed results. A correlation between blood-borne cells and 
disease-free survival following radical prostatectomy has 
been reported [ 27 ]. Early studies correlated the presence of 
CTCs in patients with metastatic breast cancer to progression- 
free survival and overall survival [ 13 ]. However, in newly 
diagnosed breast cancer patients, the presence of CTCs prior 
to surgery was associated with an increased risk of cancer-
associated death, but not a decreased risk of recurrence free 
survival [ 28 ]. Similar relationships have been established in 
colorectal [ 29 ] and prostate [ 30 ] cancers. These fi ndings sup-
port the use of CTCs as prognostic markers that can help 
stratify patients into risk categories based on multiple clini-
cal parameters. 

 CTC characterization may also be used to monitor 
response to chemotherapy. Prostate cancer patients treated 
with androgen deprivation therapy demonstrating the con-
tinuing presence or re-emergence of CTCs with androgen 
receptor signaling have poorer outcomes than those 
patients whose CTCs do not demonstrate androgen receptor 
signaling [ 31 ].  

    Bone Marrow 
 In general, better correlation has been observed between 
patient outcome and molecular or IHC detection of tumor cells 
in the bone marrow compared to blood [ 24 ,  25 ,  32 ,  33 ]. It is 
possible that circulating cells have the ability to get into the 
bloodstream but lack the ability to survive at a metastatic site, 
while cells in the marrow are at an “advanced” stage in the 
metastatic continuum, having acquired the capacity to survive 

in the circulation, attach, and grow in a remote environment. 
This, however, is a speculation until the molecular events 
underlying the metastatic process are better understood. 

 While few studies using single markers have shown 
results that correlate with clinical or pathologic parameters, 
correlation with survival/outcome was observed using IHC 
to detect cytokeratin-positive cells in bone marrow samples 
from breast cancer patients [ 32 ]. Similar fi ndings have been 
reported for prostate [ 33 ] and colorectal cancer [ 34 ]. In the 
USA, such studies can be hampered by clinical practices that 
do not include bone marrow sampling as part of routine stag-
ing for many tumors.   

    Circulating Epithelial Cells in Benign Disease 

 While detection of CTCs has prognostic value when identi-
fi ed in cancer patients, CTC detection methods may show 
positivity in patients with benign diseases, particularly in 
disease processes in which the vascular integrity may be 
compromised, such as by infl ammation, or by surgery. 
Patients with benign colonic diseases, including diverticulo-
sis, Crohn disease, ulcerative colitis, endometriosis, and 
benign polyps, showed the presence of circulating epithelial 
cells identifi ed as “circulating tumor cells” by the CellSearch 
(Janssen Diagnostics, LLC) and CK19-EPISPOT (Mabtech, 
Cincinnati, OH) assays in up to 18.9 % of patients. Up to 41 
CTCs were detected in these patients, compared to no CTC 
detection in any of the healthy controls. Both platforms use 
antibodies to cytokeratin expression to identify circulating 
epithelial cells; again, these markers are not specifi c to 
malignant cells [ 35 ]. Further work is needed since patients 
with cancer may also be affected by benign disease of any 
organ and be falsely classifi ed into poor prognosis groups 
based on circulating benign epithelial cells that are falsely 
identifi ed as CTCs, regardless of the method used.   

    Circulating Nucleic Acids 

 Circulating tumor nucleic acids have multiple origins. They 
can exist as cell-free nucleic acids (cfNA) or be extracted 
from intact circulating tumor cells (see previous section). 
The presence of circulating nucleic acids has long been noted 
from peripheral blood samples [ 36 ], and the presence of cir-
culating fetal DNA is routinely used for prenatal diagnosis 
[ 37 ,  38 ]. Increased levels of cfNA are often seen in patients 
with cancer [ 39 ]. In addition, since the advent of massively 
parallel sequencing, the molecular characterization of tumors 
has greatly expanded. Studies suggest that the majority of 
tumors carry somatic alterations [ 40 ,  41 ] that could be used 
to identify cfNA originating from tumors. This raises the 
possibility of “liquid biopsies,” where peripheral blood is 
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analyzed for the presence of tumor-specifi c mutations. This 
is particularly signifi cant as cell-free tumor DNA can origi-
nate from the patient’s primary tumor, metastases, and CTCs 
that have undergone apoptosis within vessels. The contribu-
tion of cfNA from each would then provide information 
about tumor heterogeneity that would be unable to be 
obtained from a traditional biopsy and at lower risk to the 
patient [ 42 ]. 

    Detection Methods 

 Compared to CTCs, cfNA are relatively easy to extract. The 
cellular component of the blood is spun down and the acel-
lular plasma or serum used for extraction of nucleic acids, 
using either manual or automated methods. However, this 
apparent ease of isolation may adversely impact the imple-
mentation of cfNA analysis. Because of the ubiquity of 
blood-based specimens, a wide variety of extraction methods 
are available, each with its own performance characteristics. 
While general increases in cfNA are observed in patients 
with cancer [ 43 ], no standards are available to determine the 
effi ciency of a specifi c cfNA extraction process. In addition 
to varying quantities of cfNA, the length of cfNA varies, 
from 20 bp-long microRNAs to DNA fragments over 
80,000 bp long [ 44 ].  

    Exosomes 
 A more recent fi nding of relevance to the detection and isola-
tion of cfNA is the existence of exosomes, which are small 
membrane-encoated vesicles ranging from 40 to 100 nm in 
diameter. Exosomes contain mRNA, miRNA, and proteins 
and are able to infl uence cell function when taken up by the 
cells [ 45 ,  46 ]. Exosomes have been shown to be stable in 
various body fl uids and can be separated intact from serum 
and their contents used for subsequent analysis [ 47 ]. 
Exosomes appear to have important functions in normal 
immune regulation and also appear to have a role in regulation 
of immunoreactivity to cancer cells, as well as intercellular 
communication between cancer cells and stroma [ 46 ]. A bet-
ter understanding of exosomes will be critical to understand-
ing the metastatic process as well as the potential use of 
exosomes as cancer biomarkers.  

    Clinical Utility 

 Three main categories of cfNA are being explored for utility 
in patients with cancer: DNA, mRNA, and microRNA. 

    Cell-Free DNA (cfDNA) 
 If tumor-specifi c mutations are known, the presence of detect-
able point mutations in patient plasma over time could be 
used to monitor relapse and/or progression. The percentage 

of total cfDNA that is derived from tumor has been seen to 
track with the amount of disease present [ 42 ,  48 ]. A recent 
study showed that the percentage of cfDNA with TP53 muta-
tion detectable in ovarian carcinoma patients tracked over 
time with CA125 levels. The same study also demonstrated 
that levels of cfDNA with tumor-specifi c mutations tracked 
with clinical presentation in a breast cancer patient with 
relapsed disease [ 42 ]. Tumor-derived cfDNA may be present 
in large amounts, as up to 52 % of cfDNA from a patient with 
a 13 cm hepatocellular carcinoma originated from the tumor. 
In this study, patients with smaller tumors had lower frac-
tional concentrations of tumor-derived DNA. When the 
tumors were resected, the amount of tumor DNA in the cir-
culation decreased [ 48 ]. 

 High-sensitivity assays could also be used to look for 
mutations to help guide therapy, as demonstrated by the abil-
ity to detect 56 % of patients positive for  BRAF  V600 muta-
tions using amplifi cation refractory mutation system (ARMS) 
PCR in cfDNA [ 49 ]. Copy number changes and chromosomal 
rearrangements can be detected in cfDNA by genome 
sequencing (Fig.  39.2 ) [ 50 ], as noted in case reports of mater-
nal malignancies detected by the presence of multiple aneu-
ploidies on noninvasive prenatal testing using cfDNA [ 51 ].

       Cell-Free mRNA (cfmRNA) 
 Because cfmRNA must be transcribed from DNA, it may pro-
vide more specifi c information about the pathways activated in 
a patient’s tumor. Multiple studies have associated cfmRNA 
detection with clinical outcomes. The presence of cyclin D1 
mRNA in the plasma of tamoxifen-treated breast cancer patients 
has been associated with poorer overall survival and lack of 
response to tamoxifen [ 52 ]. Expression levels of circulating 
hTERT cfmRNA have been studied in multiple tumor types. 
Increased levels above those seen in healthy individuals are 
associated with reduced disease-free and overall survival in 
patients with gastric cancer [ 22 ]. Elevated values have also been 
associated with shorter recurrence- free survival in patients with 
prostatic carcinoma [ 53 ].  

    Cell-Free microRNA (cfmiRNA) 
 MicroRNAs are involved in regulation of gene expression 
and are frequently dysregulated in cancer [ 54 ], and miRNA 
expression profi les have been established for many tumor 
types, increasing their potential clinical utility [ 55 ]. While 
most biomarker studies utilize multiple cell-free microRNA 
(cfmiRNA) targets, such as the combination of miR-21, 
-210, -155, and 196a in pancreatic adenocarcinoma [ 56 ], a 
recent study found that patients with stage IV breast cancer 
had higher concentrations of miR-21 [ 57 ]. Of note, miR-
16, which is often used as a normalizer when evaluating 
expression levels of cfmiRNA, is present in high quantities 
in red blood cells. Therefore, the presence of hemolysis 
may interfere with the interpretation of cfmiRNAs in the 
plasma [ 58 ]. While measurement of cell-free miRNA has 
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great potential, a more thorough understanding of normal 
and disease- related miRNA variation, as well as more 
straightforward analytic methods, will be needed.    

    Conclusions and Future Directions 

 Since 1991, when the fi rst report of detection of circulat-
ing cells in melanoma was published [ 7 ], investigation of 
the clinical relevance of CTCs has been pursued by teams 
of investigators. To date, the only well-developed clinical 
parameter is the number of CTCs present in breast, colon, 
and prostate cancer patients, to be used for risk stratifi ca-
tion. However, as the technology used for molecular anal-
ysis becomes capable of utilizing ever smaller quantities 
of input nucleic acids, the information that can be gained 

from cfNAs and isolated CTCs will continue to increase. 
In addition, these alternative tumor detection methods are 
beginning to be directly compared. For example, a recent 
study demonstrated a relationship between the amount of 
cfDNA in the serum of patients and overall survival, with 
those patients with higher levels of cfDNA demonstrating 
poorer survival. In addition, both levels of cfDNA and 
detection of CTCs are tracked with disease progression 
(Fig.  39.3 ) [ 30 ]. In addition, these more sensitive analysis 
methods will allow for elucidation of tumor heterogeneity, 
and it may therefore become possible to combine targeted 
therapies which block all of the oncogenic pathways uti-
lized by a specifi c patient’s cancer, much like antiretroviral 
therapies are currently tailored to the group phenotype of 
all HIV virions present in a patient, rather than one specifi c 
subclone.

  Figure 39.2    Schematic of analyses for direct detection of chromo-
somal alterations in plasma. The method uses next-generation paired- 
end sequencing of cell-free DNA isolated from plasma to identify 
chromosomal alterations characteristic of tumor DNA. Such alterations 
include copy number changes (gains and losses of chromosome arms) 

as well as rearrangements resulting from translocations, amplifi cations, 
or deletions. From Leary RJ, Sausen M, Kinde I, et al. (2012). Detection 
of chromosomal alterations in the circulation of cancer patients with 
whole-genome sequencing.  Sci Transl Med.  4:162ra154. Reprinted 
with permission from AAAS       
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  Figure 39.3    Comparison of circulating biomarkers to monitor tumor 
dynamics and predict survival. Panels  a – d  show serial circulating tumor 
DNA (ctDNA) levels (number of copies per milliliter of plasma), circu-
lating tumor cell (CTC) numbers (per 7.5 ml of whole blood), CA15-3 
levels (U per milliliter), and disease status as ascertained on computed 
tomography ( vertical dashed lines ) for four patients (one in each panel). 
Details of endocrine or cytotoxic therapy are indicated by  colored shad-
ing . The  orange dashed line  indicates the threshold of fi ve CTCs per 
7.5 ml of whole blood. The  green dashed line  indicates the CA15-3 
threshold of 32.4 U per milliliter.  ND  not detected,  PD  progressive dis-
ease,  PR  partial response, and  SD  stable disease. Panel  e  shows the results 
of a Cox regression model, which identifi ed an inverse relationship 
between quantiles (quant.) of ctDNA (indicated in copies per milliliter of 
plasma) and overall survival, with increasing levels signifi cantly associated 

with poor overall survival ( P  < 0.001). At 200, 400, and 600 days, a total 
of 23, 8, and 3 patients were at risk, respectively. Panel  f  shows that 
increasing ctDNA levels (copies per milliliter), as indicated on the  bottom 
x  axis, and increasing numbers of CTCs (per 7.5 ml of whole blood), as 
indicated on the  top x  axis, were associated with an increased log e  rela-
tive hazard. The prognostic discrimination power of circulating tumor 
DNA level was greatest with levels up to 2,000 copies per milliliter. 
Patients with levels of more than 2,000 copies per milliliter were uni-
formly found to have the worst prognosis. The prognostic power of CTCs 
increased according to the number of cells.  Dashed lines  represent 95 % 
confi dence intervals. From New England Journal of Medicine, Dawson 
SJ et al., Analysis of circulating tumor DNA to monitor metastatic breast 
cancer, 368:1199–1209. Copyright © (2013) Massachusetts Medical 
Society. Reprinted with permission from Massachusetts Medical Society       
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  Abstract 

 The diagnostic entity of acute myeloid leukemia (AML) encompasses a heterogeneous 
group of diseases whose prognosis differs substantially according to the nature of the under-
lying molecular lesions and the age of the patient. AML is predominantly a disease of the 
elderly with a dramatic increase in incidence in individuals over 60 years of age. 
Traditionally, cases of AML have been classifi ed as primary (de novo) or secondary includ-
ing those arising following exposure to radiation and various chemotherapeutic agents 
(therapy-related AML), or occurring on a background of an antecedent hematologic disor-
der, particularly myelodysplasia.  

  Keywords  

  Acute myeloid leukemia   •   Cytogenetics   •   Fluorescence in situ hybridization (FISH)   •   FLT3    
  CEBPA   •   NPM1   •   Risk stratifi cation   •   Minimal residual disease (MRD) detection  
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        Introduction 

 The diagnostic entity of acute myeloid leukemia (AML) 
encompasses a heterogeneous group of diseases whose prog-
nosis differs substantially according to the nature of the 
underlying molecular lesions and the age of the patient. 
AML is predominantly a disease of the elderly with a dramatic 
increase in incidence in individuals over 60 years of age. 
Traditionally, cases of AML have been classifi ed as primary 
(de novo) or secondary including those arising following 
exposure to radiation and various chemotherapeutic agents 

(therapy-related AML), or occurring on a background of an 
antecedent hematologic disorder, particularly myelodyspla-
sia (Table  40.1 ).

       Molecular Basis of Disease 

 Considerable progress has been made in understanding the 
cytogenetic and molecular basis of AML over the course of 
the last four decades. This has had a major impact on the 
laboratory workup of patients with suspected AML, with 
defi nition of the karyotype and mutational profi le of the leu-
kemic cells being of critical importance by serving to iden-
tify biologically distinct subsets of disease and predicting 
likely response to therapy and overall survival. Age of pre-
sentation has an important bearing on disease features, with 
balanced chromosomal translocations being relatively com-
mon in children and younger adults, while AML in older 
patients is characterized by a more common picture of whole 
chromosome losses (monosomy) and gains (e.g., trisomy) 
and losses (deletion) or gains (duplication, unbalanced trans-
location) of chromosomal segments that often occur in the 
context of a complex karyotype. 
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    Cytogenetic Classifi cation of AML 

    Balanced Chromosomal Rearrangements 
 Improved understanding of the molecular basis of AML was 
incorporated into the 2008 revision of the World Health 
Organization (WHO) Classifi cation of Tumours of 
Haematopoietic and Lymphoid Tissues [ 1 ,  2 ], which neces-
sitates application of a range of laboratory tests including 

cytogenetics and molecular testing to complement morpho-
logical and immunophenotypic assessment for disease diag-
nosis and categorization. The WHO classifi cation is 
organized in a hierarchical fashion, with the fi rst group being 
AML with particular balanced translocations or inversions 
(and their molecular counterparts), which are defi ned as 
“AML with recurrent genetic abnormalities” (Table  40.2 ). 
These include t(15;17)(q22;q12~21), the diagnostic hall-
mark of acute promyelocytic leukemia (APL), which 
accounts for approximately 12 % of AML cases. Cloning of 
the translocation breakpoints in the early 1990s [ 3 – 5 ] showed 
that t(15;17) leads to fusion of the gene that encodes the 
myeloid transcription factor,  r etinoic  a cid  r eceptor  a lpha 
( RARA ), with a previously unknown gene designated  PML  
(for promyelocytic leukemia), which has subsequently been 
found to be involved in growth suppression and regulation of 
apoptosis [ 6 ]. While the vast majority of APL cases have an 
underlying  PML – RARA  fusion, in approximately 1–2 % 
 RARA  is fused to an alternative partner [ 7 ] and classifi ed as 
“AML with a variant  RARA  translocation.” These rare 
 subtypes of APL include involvement of  ZBTB16  ( PLZF ), 
 NPM1 ,  NUMA ,  FIP1L1 , and  BCOR , as a result of the 
t(11;17)(q23;q21), t(5;17)(q35;q21), t(11;17)(q13;q21), 
t(4;17)(q12;q21), and t(X;17)(p11;q21), respectively, and 
 PRKAR1A  and  STAT5B  in rearrangements involving 17q 
[ 8 – 14 ]. The nature of the fusion partner has an important 
bearing on disease biology, particularly the response to 
molecularly targeted therapies, i.e., all  trans retinoic acid 
(ATRA) and arsenic trioxide (ATO) [ 15 ]. ATRA targets the 
ligand-binding domain of the RARα moiety in the C-terminal 
region of the fusion proteins (as well as wild-type RARα). 
Sensitivity to ATRA has been documented in APL subtypes 

   Table 40.1    Factors predisposing to the development of AML   

  Genetic predisposition  
 Down syndrome 

 Fanconi anemia 

 Other inherited bone marrow failure syndromes: 

   Shwachman-Diamond 

   Diamond-Blackfan 

   Dyskeratosis congenita 

   Kostmann’s 

   Familial platelet disorder ( RUNX1  mutation) 

 DNA repair defects, e.g., Bloom syndrome 

 Other germline mutations e.g., involving  CEBPA ,  DDX41 ,  GATA2  

  Prior hematologic disorder  
 Chronic myeloid leukemia 

 Myeloproliferative neoplasms 

 Myelodysplastic syndrome 

 Paroxysmal nocturnal hemoglobinuria 

  Exposure to environmental or therapeutic agents  
 Chronic exposure to benzene and derivatives 

 Ionizing radiation 

 Chemotherapeutic agents: 

   Alkylating agents 

   Topoisomerase Il-targeting drugs 

     Table 40.2    Cytogenetic abnormalities used in the WHO classifi cation of AML   

  Cytogenetic abnormalities used to defi ne entities within the WHO 
category: “AML with recurrent genetic abnormalities”  
   t(8;21)(q22;q22);  RUNX1-RUNX1T1  
   inv(16)(p13.1q22) or t(16;16)(p13.1;q22);  CBFB-MYH11  
   t(15;17)(q22;q12);  PML-RARA  
   t(9;11)(p22;q23);  MLLT3-MLL  

   t(6;9)(p23;q34);  DEK-NUP214  
   inv(3)(q21q26.2) or t(3;3)(q21;q26.2);  GATA2-EVI1b  
   t(1;22)(p13;q13);  RBM15-MKL1  

  Cytogenetic abnormalities suffi cient to diagnose WHO category: “AML with myelodysplasia-related changes”  
  Complex karyotype  
   Defi ned as three or more unrelated abnormalities, none of which can be a translocation or inversion associated with “AML with recurrent 

genetic abnormalities” 

  Unbalanced abnormalities  
   –7 or del(7q) 
   –5 or del(5q) 
   i(17q) or t(17p) 
   –13 or del(13q) 
   del(11q) 
   del(12p) or t(12p) 
   del(9q) 
   idic(X)(q13) 

  Balanced abnormalities  
   t(11;16)(q23;p13.3) a  
   t(3;21)(q26.2;q22.1) a  
   t(1;3)(p36.3;q21.1) 
   t(2;11)(p21;q23) a  
   t(5;12)(q33;p12) 
   t(5;7)(q33;q11.2) 
   t(5;17)(q33;p13) 
   t(5;10)(q33;q21) 
   t(3;5)(q25;q34) 

  Data from Vardiman et al. (Blood 2009;114(5):937–51) [ 2 ] 
  a A translocation commonly occurring in therapy-related AML. Before this translocation can be used as evidence for diagnosis of “AML with 
myelodysplasia-related changes,” therapy-related disease should be excluded  b Based upon Gröschel et al. [ 231 ] and Yamazaki et al. [ 232 ]  
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involving PML, NPM1, NUMA, and FIP1L1 [ 15 ], whereas 
PLZF-RARα and STAT5B-RARα have both been associated 
with primary resistance to retinoids and a poorer prognosis 
[ 14 ,  16 ,  17 ]. To date, sensitivity to ATO has only been 
 demonstrated in  PML - RARA -positive APL, refl ecting the 
capacity of ATO to bind directly to the PML moiety of the 
fusion protein inducing its degradation via the proteasome 
[ 18 ]. Therefore, ATO should not be used for the treatment of 
APL as part of front-line therapy or in the context of sus-
pected relapse, unless positive for  PML–RARA .

   Approximately 10 % of patients with AML are classifi ed 
as having core-binding factor (CBF) leukemia with balanced 
chromosomal rearrangements that disrupt genes that encode 
components of the heterodimeric transcription factor com-
plex, comprising RUNX1 (AML1, CBFα) and CBFβ, which 
plays a critical role in hematopoiesis [ 19 ]. The CBFα subunit 
is targeted by the t(8;21)(q22;q22), which fuses  RUNX1  
( AML1 ,  CBFA2 ) to the gene encoding the RUNX1T1 (for-
merly  ETO  for  e ight  t wenty  o ne) transcriptional repressor, 
thereby potentially silencing RUNX1 target genes [ 19 ,  20 ]. 
The β-subunit is targeted by the inv(16)(p13.1q22) or the 
less common t(16;16)(p13.1;q22), in which  CBFB  is fused 
to the gene encoding myosin heavy chain ( MYH11 ).  RUNX1  
is a recurrent translocation target in non-CBF acute leuke-
mias, with fusions to  ETV6  ( TEL ) as a result of the cytoge-
netically cryptic t(12;21)(p13;q22) in pediatric acute 
lymphoblastic leukemia (ALL), or to a range of partners in 
AML [ 21 ,  22 ], including  MECOM  ( EVI1 / MDS1 ) as a result 
of t(3;21)(q26;q22) in “AML with myelodysplasia-related 
changes” (Table  40.2 ).  RUNX1  also has been implicated in 
therapy- related leukemias arising following exposure to 
drugs targeting topoisomerase II [ 23 ,  24 ]. 

 The  MLL  (for  m yeloid/ l ymphoid or  m ixed- l ineage  l eukemia, 
at present named  KMT2A ) gene located at 11q23 is a further 
recurrent translocation target in acute leukemia, with almost 
80 partner genes now characterized [ 25 ]. MLL is an epigen-
etic regulator that plays a critical role in hematopoiesis, mod-
ulating  HOX  gene expression [ 26 ]. The most common  MLL  
translocation observed in AML is the t(9;11)(p22;q23), 
which occurs in approximately 2 % of cases and leads to 
fusion of  MLL  with  MLLT3  (formerly known as  AF9 ). AML 
with t(9;11)(p22;q23) has been associated with a relatively 
favorable outcome in some pediatric [ 27 ] and adult [ 28 ] 
AML studies and is distinguished as a separate entity in the 
2008 WHO classifi cation. Apart from the t(9;11), the most 
frequent other  MLL  translocations observed in AML are 
t(6;11)(q27;q23) involving  MLLT4  ( AF6 ), t(11;19)
(q23;p13.3) involving  MLLT1  ( ENL ), t(11;19)(q23;p13.1) 
involving  ELL , and complex rearrangements between 10p12 
and 11q23 (e.g., a reciprocal translocation and an inversion 
of an 11q segment translocated to 10p12 or inverted insertion 
of an 11q segment into 10p12 or a 10p segment into 11q23), 
in which the fusion partner is  MLLT10  ( AF10 ) [ 29 ,  30 ]. 
While translocations involving  MLL  are observed in de novo 

leukemia and account for the majority of leukemias present-
ing in infancy, the locus is also a recurrent translocation tar-
get in therapy-related leukemias [ 31 ], particularly those 
arising following exposure to the epipodophyllotoxin class 
of topoisomerase II inhibitors [ 32 ]. Such cases are classifi ed 
within the WHO as “therapy-related AML.” 

 The remaining subtypes of AML distinguished as separate 
disease entities on the basis of cytogenetics are those charac-
terized by the t(6;9)(p23;q34), inv(3)(q21q26.2) or t(3;3)
(q21;q26.2), and t(1;22)(p13;q13). The t(6;9)(p23;q34) is 
found in approximately 1 % of AML and leads to fusion of 
 DEK  at 6p23 with  NUP214  ( CAN ) at 9q34, which encodes a 
component of the nuclear pore complex [ 33 ,  34 ]. The inv(3) 
or t(3;3) occurs in a similar proportion of AML cases and is 
associated with upregulation of the zinc fi nger transcription 
factor MECOM (EVI1), which is involved in normal hemato-
poiesis. AML with inv(3) or t(3;3) may present de novo, or 
secondary to prior myelodysplastic syndrome (MDS), and is 
characterized by a normal or elevated presenting platelet 
count and abnormal megakaryopoiesis with micromegakary-
ocytes in the bone marrow (BM) [ 35 ].  MECOM  has long 
been implicated in leukemogenesis, having been identifi ed as 
a recurrent integration target in murine retroviral mutagenesis 
screens [ 36 ,  37 ]; further evidence has been provided by char-
acterization of MDS associated with insertional activation of 
 MECOM  occurring as a complication of gene therapy for 
chronic granulomatous disease [ 38 ]. Interestingly, these have 
provided important insights into potential mechanisms under-
lying acquisition of additional cytogenetic abnormalities in 
AML, with both cases showing monosomy 7, which is well 
recognized as a frequent secondary abnormality in cases with 
inv(3) or t(3;3). Forced overexpression of  MECOM  was 
found to disrupt normal centrosome duplication, suggesting 
that activation of  MECOM  as a result of retroviral insertion or 
chromosomal translocation leads to genomic instability, giv-
ing rise to acquisition of additional changes such as mono-
somy 7 involved in progression to MDS and AML. 

 AML with t(1;22)(p13;q13) is extremely rare (only 
approximately 40 cases reported worldwide [ 39 ]) and is 
associated with acute megakaryoblastic leukemia occurring 
in infants and young children (<3 years of age), particularly 
those without Down syndrome. The translocation fuses 
 RBM15  (for RNA-binding motif protein 15, also known as 
 OTT ) with  MKL1  (for  M ega K aryoblastic  L eukemia 
[Translocation] 1, or  MAL ) [ 40 ,  41 ], which is involved in 
normal megakaryocyte maturation [ 42 ].   

    AML with Myelodysplasia-Related Cytogenetic 
Changes 

 Apart from distinguishing AML with recurrent genetic abnor-
malities (as described above) from cases lacking one of these 
aberrations (or their molecular counterparts), cytogenetics is 
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also used in the 2008 WHO classifi cation as a criterion (in 
conjunction with ≥20 % leukemic blasts in the bone marrow 
[BM]) to defi ne a subgroup of “AML with myelodysplasia-
related changes” (Table  40.2 ). Some of these cytogenetic 
entities are relatively common, such as monosomy 5 and 7 
(−5 and −7) or deletion of the long arms of these chromo-
somes [del(5q) and del(7q)], which often occur as part of a 
complex karyotype. Noteworthy is the observation that while 
−7 is recurrently present both as a sole chromosome aberra-
tion and as part of a complex karyotype, −5 is very rare in 
patients with noncomplex karyotypes [ 43 ]. Moreover, most 
patients with a complex karyotype, with −5 detected using 
banding techniques (e.g., G-banding), do not harbor true 
monosomy 5, because segments from a seemingly missing 
chromosome 5 can be found using spectral karyotyping [ 44 ] 
or fl uorescence in situ hybridization (FISH) [ 45 ] in marker 
chromosomes or unbalanced structural aberrations only par-
tially identifi ed by G-banding. While balanced translocations 
such as t(11;16)(q23;p13.3) involving  MLL , t(3;21)
(q26.2;q22.1) involving  RUNX1 , and t(3;5)(q25;q34) that 
generates the  NPM1–MLF1  fusion [ 46 ] may be initiating 
lesions in the development of leukemia, many of the changes 
considered as “myelodysplasia related” entail loss of chro-
mosomal segments or whole chromosomes, which are poorly 
understood at the molecular level and may represent second-
ary and cooperating lesions in AML pathogenesis. Some of 
the aberrations designated “myelodysplasia related,” espe-
cially balanced translocations and idic(X)(q13), are extremely 
rare [ 47 ], making characterization of their biological features 
and establishment of their impact on the clinical outcome 
challenging.  

    Mutations Involved in the Pathogenesis 
of AML 

 While balanced chromosomal rearrangements are considered 
to be primary lesions involved in the pathogenesis of AML, 
they are insuffi cient to mediate the full leukemic phenotype, 
requiring acquisition of additional cooperating mutations. Work 
is currently in progress to defi ne the spectrum of such muta-
tions in cytogenetically defi ned subsets of AML (Table  40.3 ), 
particularly using high-throughput sequencing technologies. 
In addition, a major focus of research in recent years has been 
the deciphering of the molecular events underlying the patho-
genesis of AML with normal karyotype (CN-AML). Such 
strategies also carry the potential of generating important targets 
for molecular approaches to disease therapy.

      Fms-Related Tyrosine Kinase 3 ( FLT3 ) 
 The FLT3 tyrosine kinase has been an intense focus for 
research. Groups working in Japan in the late 1990s identi-
fi ed two major classes of receptor-activating mutations of 
 FLT3  that, cumulatively, are found in approximately 30 % of 

AML patients [ 127 ,  128 ]. In normal hematopoiesis, the 
membrane-spanning FLT3 receptor is expressed on early 
progenitor cells including CD34+ hematopoietic stem cells 
and plays an important role in proliferation, survival, and 
 differentiation. High levels of abnormal FLT3 expression are 
seen in 70–100 % of AML [ 129 ]. 

  FLT3  internal tandem duplication mutations ( FLT3 -ITDs) 
are in-frame palindromic duplications of exons 14 and 15 of 
the  FLT3  gene, between three and 400 bp in length, that dis-
rupt the autoinhibitory function of the FLT3 juxtamembrane 
domain, leading to activation of signaling pathways down-
stream of FLT3. Pooled data show an overall  FLT3 -ITD inci-
dence of 23 % in newly diagnosed AML, with a lower 
incidence in children [ 130 ]. Although ITD length has previ-
ously been thought not to infl uence prognosis, some longer 
ITDs, which integrate within the fi rst tyrosine kinase domain 
of the receptor, are associated with lower complete remission 
(CR) rate and poor relapse-free survival [ 131 ].  FLT3 -ITDs 
are accompanied by  NPM1  mutations in a signifi cant propor-
tion of CN-AML patients (see below) [ 58 ].  FLT3 -ITDs are 
predominantly seen in CN-AML, being associated with pro-
liferative disease with a high presenting white blood cell 
(WBC) count and poor prognosis in terms of signifi cantly 
increased relapse rate and decreased survival in both adults 
and children [ 48 ,  132 ].  FLT3 -ITD mutations at diagnosis are 
highly heterogeneous with respect to  FLT3 -ITD allelic ratio, 
ITD length, and cooperating partner mutations. Patients with 
a high “ITD mutant-to-wild-type  FLT3  allelic ratio,” some-
times due to mitotic recombination leading to partial uni-
parental disomy, have an especially poor prognosis and 
usually relapse within 12 months of initial treatment [ 57 ]. 
Relapsed  FLT3 -ITD-mutated AML carries a particularly dis-
mal prognosis; blasts in this setting are highly dependent on 
FLT3 kinase signaling, carrying a particularly high  FLT3 -
mutant allelic burden with the wild-type  FLT3  allele often 
virtually absent [ 133 ]. 

 A further 7–10 % of AML patients have mutations involv-
ing the activation loop within the tyrosine kinase domain of 
the FLT3 receptor ( FLT3 -TKDs), usually single base substi-
tutions (most frequently D835Y) or small deletions. Although 
similarly FLT3 activating and associated with high present-
ing WBC levels, prognostic implications of  FLT3  -TKDs are 
less clear; patient series describe confl icting adverse, inter-
mediate, and even favorable prognostic associations [ 51 ,  56 , 
 134 ]. In contrast to  FLT3 -ITD mutations,  FLT3 -TKD muta-
tions appear to frequently be “late genetic hits,” are often lost 
at relapse, and have subtly different effects than ITDs on 
FLT3 downstream signaling [ 135 ]. 

 Whether or not allogeneic stem cell transplantation (SCT) 
in fi rst CR improves outcomes in  FLT3 -ITD AML patients 
remains controversial [ 136 ], although the presence of the 
mutation in the context of wild-type  NPM1  is considered an 
indication for SCT in the consensus document by the 
European LeukemiaNet [ 137 ]. The high incidence and clear 
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deleterious prognostic impact of  FLT3 -ITD mutations, how-
ever, coupled with the tangible clinical gains achieved 
through targeting dysregulated tyrosine kinase activity in 
other malignancies, such as chronic myeloid leukemia 
(CML) and breast cancer, have provided a strong rationale 
for the development of FLT3-targeted therapy in AML. 
Several multi-kinase inhibitors with FLT3-inhibitory activity, 
the most developed of which being midostaurin (PKC412), 
lestaurtinib (CEP701), and sorafenib, have been assessed in 
combination with chemotherapy in international phase III 
clinical trials, with results currently awaited. Newer and 
more potent FLT3-inhibitory molecules, most notably 
quizartinib (AC220) and ASP2215, are in earlier stages of 
clinical development [ 138 ]. 

 Other molecular abnormalities that have been consistently 
shown to confer a poorer prognosis include mutations in the 
 RUNX1  gene [ 96 – 98 ,  139 ] and partial tandem duplications of 
the  MLL  gene ( MLL -PTD) [ 52 ,  90 – 92 ], although recent data 
indicate that intensive consolidation therapy that includes 
autologous transplant in fi rst CR may improve the outcome 
of CN-AML patients with the latter rearrangement [ 94 ].  

     CEBPA  and  NPM1  
 Major steps forward in understanding the molecular patho-
genesis of AML were the discoveries of mutations in the 
genes encoding CCAAT/enhancer-binding protein-α ( CEBPA ) 
and nucleophosmin ( NPM1 ) that serve to identify subsets of 
patients with relatively favorable prognosis [ 63 ,  140 ] and 
which were recognized as provisional disease entities in the 
2008 WHO classifi cation [ 1 ]. Mutations in  CEBPA , which 
encodes a myeloid transcription factor, were fi rst described in 
2001 and occur in approximately 10 % of cytogenically 
normal AML (CN-AML) [ 141 ]. Mutations cluster in both the 
amino- and carboxy-terminal regions, with the former leading 
to expression of a truncated 30 kDa isoform of CEBPA (p30) 
and loss of the 42 kDa full-length protein (p42) [ 142 ]. 
Carboxy- terminal mutations affect regions involved in medi-
ating dimerization and DNA binding. Interestingly, in the 
majority of patients with  CEBPA  mutations, both alleles are 
involved, combining an upstream mutation in one allele with 
a downstream mutation in the other [ 141 ,  142 ]. The analysis 
of patient samples has shown that  CEBPA  mutations can be 
inherited, with progression to AML in later life being associ-
ated with acquisition of additional mutations, which can 
include involvement of the other  CEBPA  allele [ 143 ,  144 ]. 
Signifi cant insights into the biology of  CEBPA  mutations have 
been provided by murine models, which have shown how loss 
of p42 expression (mimicking biallelic N-terminal  CEBPA  
mutations), or compound heterozygous mutations affecting 
amino- and carboxy-terminal regions in combination, affects 
hematopoiesis and gives rise to AML [ 145 ,  146 ]. While early 
studies reported that  CEBPA  mutation predicts a relatively 
favorable outcome in AML [ 52 ,  147 – 149 ], subsequent studies 
have shown that the more favorable prognosis is seen in the 

subset of patients with biallelic mutations, especially those 
who lack  FLT3 -ITD [ 59 ,  60 ,  150 – 152 ]. 

 Mutations in  NPM1 , discovered by Brunangelo Falini 
and colleagues in 2005 [ 63 ], represent the most common 
molecular lesion identifi ed in AML to date, occurring in a 
third of cases, including 50–60 % of those with 
CN-AML. Over 30 different mutations have been described, 
which involve the C-terminal region of the protein. These 
lead to loss of tryptophan residues and generation of a 
nuclear export signal resulting in delocalization of nucleo-
phosmin from the nucleoli to the cytoplasm [ 153 ].  NPM1  
mutation is considered,  an AML-defi ning lesion, being sta-
ble in the vast majority of cases over the disease course [ 154 , 
 155 ]. Indeed,  NPM1  mutation has been shown to enhance 
self-renewal of hematopoietic progenitors, associated with 
expanded myelopoiesis leading to the development of AML 
in a murine model [ 156 ]. Patients with AML harboring an 
 NPM1  mutation in the absence of a  FLT3 -ITD have a rela-
tively favorable prognosis [ 64 – 66 ].  NPM1  mutations also 
have been shown to be strong, independent predictors of bet-
ter outcome in older patients, especially those aged 70 years 
and older [ 68 ]. Whereas most studies have focused on 
CN-AML [ 157 ], patients with AML with cytogenetic abnor-
malities that would be considered to have a standard risk but 
who harbor an  NPM1  mutation also have a better outcome in 
the absence of  FLT3 -ITD; however, those with  FLT3 -ITD in 
the absence of the protective effect of an  NPM1  mutation 
have a very poor prognosis [ 43 ,  158 ]. Whether the combined 
 FLT3 -ITD/ NPM1 -mutated genotype is itself associated with 
an intermediate or adverse outcome remains open to debate.   

    Mutations Identifi ed in Epigenetic Modifi ers 

 Using a variety of high-throughput technologies, recurring 
mutations that affect regulation of gene expression, directly 
or through more indirect mechanisms, have been identifi ed 
in recent years. In a landmark study, genome sequencing was 
undertaken to identify the presence of biologically relevant 
mutations in a case of  NPM1 -mutated CN-AML [ 159 ]. A 
mutation was identifi ed in codon 132 of isocitrate dehydro-
genase 1 ( IDH1 ), which was already known to be involved 
in the pathogenesis of gliomas, with  IDH1  mutations pre-
dicting a relatively favorable prognosis in this group of solid 
tumors [ 160 ]. In the cytoplasm, IDH1 catalyzes the conver-
sion of isocitrate to α-ketoglutarate, generating NADPH. The 
 IDH1  mutation that affects the arginine amino acid at codon 
132 (R132) reduces α-ketoglutarate formation, but in addi-
tion alters enzyme function leading to generation of 
2- hydroxyglutarate (2-HG), associated with increased reac-
tive oxygen species (ROS) levels, HIF1α induction, and 
upregulation of VEGF [ 161 ,  162 ]. IDH1 mutations at R132 
occur in approximately 7 % of AML, particularly in those 
with a normal karyotype and  NPM1  mutation (reviewed by 
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Löwenberg [ 163 ]). Based upon these fi ndings, AMLs were 
screened for mutations in the mitochondrial homologue 
 IDH2 , which were identifi ed in an additional 10 % of AML 
cases. The  IDH2  mutations cluster at codons R140 (8 %) and 
R172 (2 %) [ 69 ,  71 ,  163 ,  164 ]; these mutations are prognos-
tically distinct, with the latter predicting a poor prognosis 
[ 71 – 73 ]. Interestingly, an inverse relationship has been 
observed between mutations occurring in the  IDH  genes and 
 TET2  [ 74 – 77 ,  165 ]. The latter was found to be a recurrent 
mutation target in a range of myeloid neoplasms including 
AML by array-based comparative genomic hybridization 
(aCGH) and single nucleotide polymorphism (SNP) profi l-
ing. TET2 has subsequently been shown to be involved in 
the regulation of hydroxylation of 5-methylcytosine, with 
disruption of TET2 leading to myeloid transformation in 
murine models [ 166 ,  167 ]. Methylation profi les of  IDH - and 
 TET2 - mutated  AMLs were found to be highly comparable, 
with evidence to suggest that accumulation of 2-HG second-
ary to  IDH  mutation inhibits TET2 function [ 165 ]. Moreover, 
it has recently been shown that TET2 binding to DNA is 
regulated by WT1, providing an explanation why WT1 
mutations are also mutually exclusive of TET2 and IDH 
mutations [ 233 ,  234 ]. Consequently, this pathway is deregu-
lated in a third of AML cases. 

 Studies examining the clinical signifi cance of  TET2  muta-
tions have yielded somewhat confl icting results. Gaidzik et al. 
[ 75 ] found no impact of  TET2  mutations on outcome of a cyto-
genetically heterogeneous patient population, and this was also 
true for the whole cohort of CN-AML patients analyzed by 
Metzeler et al. [ 77 ]. However, another study determined that 
 TET2  mutations confer worse outcome in AML patients with 
intermediate-risk cytogenetic fi ndings (defi ned using the 
Southwest Oncology Group [SWOG] criteria) [ 74 ], and two 
studies demonstrated adverse impact of  TET2  mutations on the 
outcome of those CN-AML patients who are classifi ed in the 
Favorable Genetic Group of the European LeukemiaNet (ELN) 
classifi cation (i.e., CN-AML with mutated  CEBPA  and/or 
mutated  NPM1  without  FLT3 -ITD) [ 76 ,  77 ]. 

 Re-sequencing of the index  NPM1 -mutated CN-AML 
case with  IDH1  mutation originally characterized by Mardis 
and colleagues [ 159 ] identifi ed an additional acquired altera-
tion in another gene involved in epigenetic regulation, 
namely, the DNA methyltransferase  DNMT3A  [ 168 ]. This 
gene was confi rmed to be mutated in approximately 20 % of 
all AML patients and in approximately 30 % of those with a 
normal karyotype [ 79 – 81 ,  168 – 171 ]. Mutations in  DNMT3A  
are associated with the presence of  NPM1  mutation and 
 FLT3 -ITD and are distributed throughout the gene, with a 
mutational hotspot at position R882. The presence of a 
 DNMT3A  mutation predicts a poorer outcome (Table  40.3 ). 

 High-throughput technologies have identifi ed mutations in 
additional epigenetic modifi ers in AML. These include  ASXL1  
( a dditional  s e x  combs  l ike transcriptional regulator 1), which 

is involved in the regulation of histone methylation [ 82 ,  83 , 
 85 ,  172 ], with mutations occurring 3–5 times more often in 
patients aged 60 years or older [ 83 ,  85 ] than in younger 
patients and being associated with the presence of  RUNX1  or 
 CEBPA  mutations, the absence of  NPM1  and  FLT3 -ITD muta-
tions, and poorer clinical outcome [ 85 ]. Using exome sequenc-
ing, mutations in genes located on the X-chromosome 
encoding the related transcriptional repressors BCOR and 
BCORL1 have been identifi ed [ 86 ,  87 ]. The former is a rare 
translocation target in APL [ 12 ]; is mutated in approximately 
4 % of CN-AML, detected in cases with wild-type  NPM1 ; and 
may also confer a poorer prognosis [ 86 ]. There are few data on 
 BCORL1  mutations, which were fi rst identifi ed in older adults 
with secondary AML and subsequently found to be mutated in 
6 % of a cohort of unselected AML patients [ 87 ]. In addition, 
approximately 3 % of AML have mutations in the  PHF6  gene, 
which encodes a homeodomain protein and is frequently 
mutated in T-cell ALL [ 49 ,  88 ].   

    Indications for Testing 

 Thorough laboratory investigation of AML is fundamental to 
the optimal clinical management of the disease and is not only 
critical to establish the diagnosis but also to identify patients 
who may benefi t from targeted therapies, to inform risk strati-
fi cation and to guide post-remission therapy including the 
need for stem cell transplantation. Prognostic factors in AML 
can be subdivided into those defi ned at diagnosis (pretreat-
ment) or following the start of antileukemic therapy (post-
treatment) (Table  40.4 ). With the exception of age, patient 
performance status, and type of AML (de novo vs secondary), 
pretreatment determination of the likely outcome to therapy is 
dependent on laboratory investigation, with karyotype,  NPM1 , 
 CEBPA , and  FLT3  mutation status being the most important 
factors identifi ed to date. Predicting the likely outcome fol-
lowing initiation of therapy falls entirely within the realm of 
the laboratory and, for patients achieving morphological 
complete remission (CR), is dependent on the detection of 
minimal residual disease (MRD), for which fl ow cytometry 
and molecular diagnostic strategies have been developed.

      Establishing a Diagnosis of AML 

 Morphological analysis of peripheral blood and BM smears 
stained with Wright Giemsa or May-Grünwald Giemsa is 
clearly the fi rst step in establishing a diagnosis in patients 
with suspected leukemia. After confi rmation that a patient 
has AML on the basis of morphology, cytochemistry, and 
immunophenotyping (for which standardized antibody pan-
els have been published [ 173 ,  174 ]), cases may be classifi ed 
further according to blast characteristics and degree of dif-
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ferentiation in the BM. This initial workup may reveal fea-
tures that are helpful in predicting the presence of particular 
cytogenetic and/or molecular subtypes of disease [e.g., APL 
with t(15;17)/ PML–RARA , AML FAB-type M4Eo with 
inv(16)/t(16;16)/ CBFB–MYH11 ], and may be especially 
valuable in situations in which the expected cytogenetic 
abnormality is lacking, yet the predicted fusion gene is 
formed as a result of a cryptic rearrangement, for example, 
an insertion event (Fig.  40.1 ), which may be detected by 
FISH or reverse transcription PCR (RT-PCR) [ 7 ,  175 ].

   Rapid examination of the peripheral blood smear (and 
BM, once available) with immediate communication of 
results to the clinical team is essential for patients with a pos-
sible diagnosis of APL, which represents a medical emer-
gency. A rapid and accurate diagnosis is critical for 
appropriate patient management, allowing ATRA and sup-
portive care measures to be initiated promptly, to reduce the 
risk of induction death due to hemorrhage. Indeed, interna-
tional disease guidelines recommend that ATRA therapy be 
initiated as soon as a diagnosis of APL is suspected and not 
delayed until the results of cytogenetic, FISH, or PCR analy-
ses are available [ 176 ]. For the rapid diagnosis of APL, 
immunofl uorescent methods using antibodies directed 
against the PML protein are of value, with the conversion 
from a normal pattern of 5–20 discrete dots to a micropar-
ticulate nuclear staining pattern (>30 microspeckles, 
Fig.  40.2 ) being indicative of expression of the PML-RARα 
fusion protein. Even if the diagnosis of APL is confi rmed by 
the PML antibody test or other methods (i.e., cytogenetics, 

FISH), RT-PCR should still be performed on diagnostic sam-
ples to confi rm the PML-RARα isoform type, which is 
important to defi ne the most appropriate assay for subse-
quent monitoring for MRD [ 176 ].

   Immunophenotyping is a valuable component of the 
 routine workup of acute leukemia for a number of reasons, 
serving to (1) establish, confi rm, and further refi ne a diagno-
sis of AML and (2) identify aberrant  l eukemia- a ssociated 
 i mmuno p henotypes (LAIPs), which can be used to monitor 
response to therapy. Although immunophenotypic studies 
are assuming a more important role in assessing remission 
status by informing risk-adapted treatment approaches in 
AML (reviewed by Freeman et al. [ 177 ]), they are not dis-
cussed in any great detail in this chapter, which is restricted 
to the role of molecular genetic analyses. 

    Role of Karyotype Assessment 
 Karyotype analysis is a mandatory component of the workup 
for all patients with AML, as emphasized in international 
ELN disease guidelines, by providing important diagnostic 
and prognostic information [ 173 ]. Apart from identifying 
patients with particular subtypes of AML who may benefi t 
from molecularly targeted therapies [e.g., ATRA/ATO in 
t(15;17)/ PML – RARA -associated APL and tyrosine kinase 
inhibitors for patients with t(9;22)(q34;q11.2)/ BCR – ABL1  -
associated AML], karyotype analysis has been used to dis-
tinguish groups of patients with substantially different 
probabilities of achieving a remission and risks of relapse, 
particularly as a tool to guide SCT in fi rst CR. 

   Table 40.4    Prognostic factors for relapse in patients with newly diagnosed AML   

  Pre-treatment predictors  
  Major    Other  
 Age  Elevated WBC 

  Cytogenetics   Elevated LDH 

 Molecular:  Secondary disease a  

  FLT3 -ITD  Dysplastic features a  

  NPM1  mutation  BCL2/BAX ratio 

 Biallelic  CEBPA  mutations  Resistance protein expression e.g., PGP a  

  TP53  mutation a  

 Autonomous growth of AML blasts in culture a  

 Immunophenotype e.g. CD34 expression a  

 Expression of chemotherapy metabolizing enzymes 

  High expression of  BAALC, MN1, MECOM,  and  ERG 

 Mutations in WT1, DNMT3A, RUNX1, ASXL1 

 MLL-PTD 

 Absence of IDH2 mutation at R140 

 Post-treatment predictors 
 Initial response (% BM blasts) 

 MRD assessment 

    BM  bone marrow,  LDH  lactate dehydrogenase,  MRD  minimal residual disease,  PGP  P-glycoprotein, 
 WBC  presenting white blood cell count 
  a  Many factors previously considered to confer adverse risk have been shown to be closely related to 
cytogenetic risk group  
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 In multivariable analyses that take into account age, type 
of AML (de novo or secondary), and presenting WBC, the 
diagnostic karyotype emerges as the most signifi cant 
prognostic factor and provides the framework for current 
risk- stratifi ed treatment approaches applied in younger 
adults (reviewed by Grimwade and Hills [ 178 ]). Large mul-
ticenter studies have consistently reported that patients with 
APL with the t(15;17)(q22;q12~21) treated on ATRA- and 
anthracycline- based protocols, together with core-binding 
factor (CBF) AML with t(8;21)(q22;q22) or inv(16)
(p13.1q22)/t(16;16)(p13.1;q22) treated with intensive che-
motherapy involving high-dose cytarabine, are characterized 
by relatively favorable prognoses [ 176 ,  179 ,  180 ]. In this 
favorable risk group, relapse rates are too low and salvage 
rates too high for there to be any survival benefi t for the rou-
tine application of allogeneic SCT in fi rst remission [ 181 –
 183 ]. Conversely, adults with adverse risk cytogenetics 
(Table  40.5 ) [ 43 ], including abnormalities of 3q [other than 
t(3;5)], del(5q), −5/−7, abnormalities of 17p, translocations 
involving 11q23 [apart from t(9;11)(p22;q23) and t(11;19)
(q23;p13)], t(9;22)(q34;q11.2), and complex karyotype, 
have a very poor prognosis with conventional chemotherapy 
and therefore are considered candidates for SCT and experi-

mental treatment approaches. The defi nition of a complex 
karyotype is inconsistent [ 178 ], with the WHO adopting a 
cutoff of three or more unrelated cytogenetic abnormalities 
[ 2 ]. However,  subsequent large studies from the UK Medical 
Research Council (MRC) and Munich Leukemia Laboratory 
provide evidence that a threshold of four or more unrelated 
abnormalities is most prognostically relevant [ 43 ,  184 ]. 
Considering the outcome of cases of AML with more 
than one cytogenetic abnormality, in which the karyotype 
includes features that in their own right would confer favor-
able or adverse risk, respectively, has led to the defi nition of 
hierarchical risk groups, which are used to inform risk-strat-
ifi ed treatment approaches (Table  40.5 ).

   Approximately half of the patients with adverse risk cyto-
genetic features have a so-called monosomal karyotype 
(MK+), as defi ned by the Dutch-Belgium Hemato-Oncology 
Cooperative (HOVON) group based on loss of an autosomal 
chromosome (i.e., excluding −Y and −X) in combination 
with at least one other autosomal monosomy (e.g., 44,XY,-
7,-18) or one or more structural abnormality [e.g., 
45,XY,inv(3)(q21q26.2),-7] [ 185 ]. Monosomal karyotypes 
almost invariably include at least one chromosomal abnor-
mality that would independently be associated with adverse 
risk. Moreover, since up to 75 % of complex karyotypes are 
hypodiploid (i.e., have ≤45 chromosomes) and some pseu-
dodiploid (46 chromosomes) and hyperdiploid complex 
karyotypes (≥47 chromosomes) also include at least one 
monosomy (Fig.  40.3 ) [ 186 ], the vast majority of patients 
with a complex karyotype are considered to have a mono-
somal karyotype. The MK+ cases have a particularly poor 
prognosis [ 43 ,  184 ,  187 ], which potentially could be 
improved by allogeneic SCT [ 188 ]. Although hitherto there 
has been little evidence that MK+ AML is biologically dis-
tinct from cases with other adverse risk cytogenetic abnor-
malities, a recent study has revealed that monosomal 
karyotype was more frequent among patients with a complex 
karyotype who also had  TP53  alterations (i.e., mutations 
and/or  TP53  gene losses) than among those who did not [ 105 ]. 
In multivariable analysis for overall survival (OS) of patients 
with a complex karyotype,  TP53  alterations constituted the 
most important prognostic factor, which outweighed other 
variables, including monosomal karyotype [ 105 ].

       Prognostic Signifi cance of Cytogenetics 
in Pediatric AML 
 Cytogenetics also comprises part of the routine workup for 
AML arising in children, although few large studies have 
considered its prognostic signifi cance in the pediatric popu-
lation. The Pediatric Oncology Group (POG) considered a 
cohort of 478 patients aged less than 21 years, reporting the 
best outcomes in those with inv(16), t(8;21) and normal 
karyotype [ 189 ]. Poorer outcome was reported in patients 
with 11q23 abnormalities and APL patients with t(15;17), 

  Figure 40.1    Characterization by FISH of AML with fusion gene for-
mation due to cryptic rearrangements. Cryptic (8;21) rearrangement in 
an AML M2 case demonstrated by FISH with  RUNX1  ( green ) and 
 RUNX1T1  ( red ) probe set (Vysis, Downers Grove, IL). Fusion signals 
are seen on the derivative 21, and  RUNX1T1  signals are diminished on 
the derivative 8 (Figure prepared by Marina Lafage-Pochitaloff, Institut 
Paoli Calmettes, Marseille. From Grimwade D. The clinical signifi -
cance of cytogenetic abnormalities in acute myeloid leukaemia. 
Baillieres Best Pract Res Clin Haematol. 2001;14:510. Reprinted with 
permission from Elsevier)       
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    Table 40.5    Revised Medical Research Council AML cytogenetic classifi cation applied in younger adults [ 43 ]   

  Risk group    Cytogenetic abnormality  

 Favorable  t(15;17)(q22;q12~q21) 
 t(8;21)(q22;q22) 
 inv(16)(p13.1q22)/t(16;16)(p13.1;q22) 

 Intermediate  Normal karyotype 
 Cytogenetic abnormalities not classifi ed as favorable or adverse 

 Adverse  In the absence of favorable risk cytogenetic abnormalities: 
   abn(3q) [excluding t(3;5)(q21~25;q31~35)]

inv(3)(q21q26.2)/t(3;3)(q21;q26.2) 
   add(5q)/del(5q), –5 
   add(7q)/del(7q), –7 
   t(11q23) [excluding t(9;11)(p21~22;q23) and t(11;19)(q23;p13)] 
   t(9;22)(q34;q11.2) 
   −17/abn(17p) 
   Complex karyotype (≥4 unrelated abnormalities other than favorable or adverse 

abnormalities) 

  Figure 40.2    Rapid diagnosis of acute promyelocyte leukemia with the 
PML-RARα fusion by PML immunostaining. In leukemic blasts from 
cases of PML-RARα-negative AML and in normal cells, PML protein 
is localized within nuclear body structures (PML nuclear bodies). In 
such cells PML antisera detect a wild-type staining pattern comprising 
fewer than 30 (typically 5–20) discrete nuclear dots, e.g., a case of 
AML M1 ( upper left panel ). Whereas in APL cases with the PML-

RARα fusion, PML nuclear bodies are disrupted, leading to a charac-
teristic microspeckled/microparticulate nuclear staining pattern (>30 
nuclear dots) with PML antisera, which detects PML-RARα and wild-
type PML proteins ( lower left panel ). Nuclear integrity is confi rmed by 
a nuclear stain or in this case by phase contrast microscopy ( right-hand 
panels ). These studies were performed with a PML polyclonal anti-
body, with FITC-conjugated secondary antibody       
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with the caveat that most of the latter group did not receive 
ATRA. The fi ndings of a more recent, similarly sized study 
(454 patients <18 years of age) published by the Berlin-
Frankfurt- Münster (BFM) group were in accordance with 
most adult series, showing the best outcomes in patients with 
inv(16), t(8;21), and t(15;17) [ 190 ]. Signifi cantly poorer out-
comes were observed in patients with −7 and 11q23 aberra-
tions [apart from t(9;11) as the sole abnormality and 
t(11;19)]. The largest study to date was conducted by the UK 
MRC group and considered the prognostic signifi cance of 22 
cytogenetically defi ned subgroups within a cohort of 729 
children aged 0–15 years [ 191 ]. In this study, in which APL 
patients were excluded, the best outcomes were observed in 
CBF AML, with 10-year overall survival rates of approxi-
mately 80 %. In contrast to the POG and BFM studies, 
patients with 11q23 abnormalities ( n  = 104) had an interme-
diate prognosis (61 % OS at 10 years), with no evidence of 
heterogeneity according to the translocation partner. While 
this study did not analyze the prognostic signifi cance of sec-
ondary aberrations accompanying 11q23 abnormalities, a 
recent large international effort identifi ed trisomy 8 as an 
independent favorable prognostic factor and trisomy 19 as an 
adverse prognostic factor in pediatric 11q23/ MLL -rearranged 
AML, whereas complex karyotype was found to be an unfa-
vorable prognostic factor in univariable analysis only [ 192 ]. 

Interestingly, in the MRC series, some of the abnormalities 
that have been associated with adverse risk in adult patients, 
i.e., −5, 3q abnormalities, and complex karyotype, were not 
predictive of a worse outcome in children. However, signifi -
cantly poorer survivals were observed in pediatric AML with 
5q abnormalities, t(6;9), −7, trisomy 13, and 12p abnormali-
ties, including translocations involving  ETV6 , with only 
36 % of patients alive after 10 years [ 191 ].  

    Prognostic Signifi cance of Cytogenetics in Older 
Adults with AML 
 The outcome of AML presenting in older adults is much 
poorer (7–15 % 5-year survival for adults >60 years), as com-
pared to when the disease presents in younger individuals 
(with cure rates of 40–45 %). Nevertheless, cytogenetics is 
still prognostic in this age group and therefore recommended 
as part of the diagnostic workup. The largest study to date 
was conducted by the MRC group, studying 1,065 patients 
(aged >55 years) treated in the AML11 trial [ 193 ]. The best 
outcome was observed in APL patients with the t(15;17) and 
CBF AML patients, with a superior CR rate (72 %) associ-
ated with low rates of resistant disease, although favorable 
risk cytogenetics only accounted for 7 % of patients in this 
age group, as compared to 24 % of younger adults [ 193 ]. 
Overall survival rates were much poorer in the older age 

  Figure 40.3    Complex karyotype containing eight chromosome abnor-
malities detected in a patient with AML, analyzed using spectral karyo-
typing (SKY). Each chromosome is represented twice, by G-banding-like 
inverted and contrast-enhanced 4′,6-diamidino-2- phenylindole (DAPI)-
stained image on the left and SKY image shown in classifi cation colors 
on the  right . This karyotype contains several chromosome abnormalities 
relatively common in AML with a complex karyotype: an unbalanced 
translocation between chromosomes 3 and 17 leading to loss of material 
from 3p and chromosome 17 ( yellow arrow ), an unbalanced transloca-
tion between chromosomes 3 and 5 resulting in partial loss of 5q ( green 
arrow ), trisomy of chromosome 8 ( blue arrow ), loss of one copy of chro-
mosome 17 ( gray arrow ), and a complex rearrangement between chro-

mosomes 10 and 21 leading to gain of material from 21q ( red arrow ). 
Also present is a complex rearrangement of chromosome 15 resulting in 
amplifi cation of 15q material ( white arrow ), abnormal chromosome 10 
( orange arrow ), and a small marker chromosome whose origin could not 
be established reliably by SKY technique ( pink arrow ). Had this case 
been analyzed using G-banding method only, the karyotype would have 
been classifi ed as monosomal because chromosome 17 appeared to be 
lost entirely, with its part translocated to chromosome 3 not being recog-
nizable without SKY. From Mrózek K. Cytogenetic, molecular genetic, 
and clinical characteristics of acute myeloid leukemia with a complex 
karyotype. Semin Oncol 2008;35(4):365–77. Reprinted with permission 
from Elsevier       
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group than those observed in younger adults with the same 
cytogenetic abnormalities (only 34 % OS at 5 years vs 
>60 %). While the relapse rate in APL patients with the 
t(15;17) was low (26 % at 5 years), the relapse rates in the 
CBF AML patients were substantially higher (>80 % relapse 
risk at 5 years), as compared to 33 % in younger patients, 
which may refl ect differences in disease biology as well being 
a consequence of less intensive therapy in older patients. 
Older patients with a complex karyotype (defi ned as fi ve or 
more abnormalities) had an extremely poor prognosis, with 
relatively few achieving CR (26 %) due to high rates of resis-
tant disease (56 %). The small proportion of elderly patients 
achieving remission almost invariably relapsed, leading to OS 
rates of only 2 % at 5 years [ 193 ]. Similar data have been 
published by other groups [ 194 – 196 ], raising the question as 
to whether elderly patients with high- risk cytogenetics might 
be most appropriately offered palliative non-intensive treat-
ment approaches or supportive care. On the other hand, recent 
preliminary data indicate that at least some patients aged 
60–70 years who achieve a CR may benefi t from reduced-
intensity allogeneic SCT [ 197 ]. Moreover, alternative, novel 
therapies are being investigated in older adults with AML 
[ 198 ]. In the MRC series, patients with normal karyotypes or 
noncomplex cytogenetic aberrations had marginally less poor 
outcomes, with 5-year survivals of 15 % and 10 %, respec-
tively. The slightly better outcome in CN-AML occurring in 
older patients may refl ect the infl uence of cases with  NPM1  
gene mutation. Most recently, the Groupe Ouest -Est d'étude 
des Leucémies Aiguës et autres Maladies du Sang 
(GOELAMS) reported, in a study involving 186 older adults 
(>60 years) with unfavorable cytogenetic abnormalities, that 
the presence of a monosomal karyotype (found in 59 %) pre-
dicted a particularly poor prognosis [ 199 ].  

    Detection of Chromosomal Aberrations by 
Molecular Testing: Fluorescence In Situ 
Hybridization 
 Although karyotype assessment provides a valuable frame-
work for design of risk-adapted treatment of AML, it has 
limitations as a means of determining the most suitable treat-
ment approach for individual patients. Indeed, molecular 
analyses can serve to further refi ne the diagnosis of AML, 
reliably identify subgroups of patients that require a specifi c 
treatment approach (e.g., molecularly targeted therapies), 
and defi ne targets for subsequent MRD assessment. Critical 
limitations of cytogenetic analysis include false-negative 
results due to sampling of residual normal BM elements and 
test failure in approximately 10 % of patients, with rates dif-
fering according to whether samples are analyzed in local or 
more remote laboratories, entailing substantial differences in 
transit time. In such cases, RT-PCR and/or FISH can be used 
to detect the presence of fusion genes corresponding to the 
favorable cytogenetic-risk group. 

 Even in AML with evaluable metaphases at diagnosis, 
patients may not necessarily be assigned to the most appro-
priate risk group on the basis of karyotype assessment alone 
due to cryptic rearrangements. Studies conducted by the 
European Working Party and UK MRC have established that 
almost 10 % of cases with morphologic APL and successful 
karyotype analysis actually lack the classical t(15;17) but 
nevertheless have an underlying  PML–RARA  fusion [ 7 ,  200 ]. 
This is most commonly the result of insertion events, in 
which chromosomes 15 and 17 are typically of normal 
appearance. Such cases share the benefi cial response to tar-
geted therapies, i.e., ATRA and ATO. This is supported by 
outcome data from the UK MRC ATRA trial, which showed 
that patients in whom  PML–RARA  was identifi ed solely by 
molecular means had a comparable outcome to those with 
t(15;17) documented by karyotype [ 200 ]. This would sug-
gest that cases of AML with cryptic rearrangement of  CBF  
genes (i.e., with cryptic  RUNX1–RUNX1T1  or  CBFB–
MYH11 ) also are likely to be biologically equivalent to and 
share the favorable prognosis of those with karyotype- 
documented t(8;21) or inv(16)/t(16;16) [ 175 ]. This supports 
the adoption of routine molecular testing for  CBF  fusions in 
AML, which is most effi ciently undertaken by RT-PCR. In 
CBF AML, testing for  KIT  mutations, which predict a poorer 
outcome, may be merited (reviewed by Döhner et al. [ 173 ]). 
Approximately 5 % of cases of CBF AML have a cryptic 
rearrangement and such cases cannot be reliably identifi ed 
on the basis of distinct morphological features [ 175 ]. Where 
evidence of CBF AML is identifi ed by RT-PCR testing in the 
absence of the typical cytogenetic lesion, the result should be 
independently confi rmed using FISH to document fusion 
gene formation, for example, as a result of an insertion event 
(Fig.  40.1 ). 

 The most appropriate strategy for molecular screening for 
fusion genes depends upon the age group of the patient, with 
CBF AML representing a greater proportion of AML arising 
in children (approximately 17 %) and younger adults 
(approximately 12 %) than in the elderly, where they com-
prise less than 5 % of cases [ 193 ]. Molecular testing for CBF 
AML enables identifi cation of additional patients informa-
tive for MRD assessment using a fusion gene marker, as well 
as distinguishing individuals who can potentially be spared 
an allogeneic SCT in fi rst CR. Apart from undertaking 
molecular analysis for the  PML–RARA  fusion in cases with 
M3/M3v morphology, screening for this abnormality also is 
merited in patients presenting with severe coagulopathy 
(hemorrhage and/or thrombosis), an APL-like immunophe-
notype, or cases with cells suggestive of APL morphology 
even if occurring in a minor population. 

 In patients lacking molecular evidence of  PML – RARA , 
CBF AML, or other favorable risk genotype (i.e.,  NPM1 -
mutated / FLT3 -ITD-negative, biallelic  CEBPA  mutation), 
FISH may prove helpful in screening for chromosomal losses 
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(e.g., −5/del(5q), −7/del(7q), −17/del(17p)) or complex pat-
terns of losses and gains characteristic of the adverse cytoge-
netic group. In addition, RT-PCR and/or FISH can be used to 
diagnose rearrangements, which may distinguish subgroups 
of patients at different risk of relapse and identify targets for 
subsequent MRD testing. This includes the detection of 
cases with 11q23/ MLL  rearrangements, as well as those with 
the  BCR–ABL1  fusion, who could benefi t from tyrosine 
kinase inhibitors. FISH and reverse transcription quantita-
tive PCR (RT-qPCR) can be used to distinguish AML cases 
with cryptic 3q abnormalities associated with overexpres-
sion of  MECOM  ( EVI1 ), which are characterized by very 
poor prognosis [ 201 ]. In addition, in children and younger 
adults, molecular analysis for the cytogenetically cryptic 
t(5;11)(q35;p15.5), which leads to the  NUP98–NSD1  fusion, 
may be clinically useful, occurring in approximately 4 % of 
pediatric AML, including 16 % of those with normal karyo-
type. These patients appear to have a poor prognosis, but 
may benefi t from allogeneic SCT [ 202 ,  203 ].  

    Detection of Mutations Implicated 
in Leukemogenesis and/or Predictive 
of Outcome: An Integrated Approach 
to Molecular Testing in AML 
 Over the last two decades, increased understanding of the 
molecular basis of AML has resulted in marked improvements 
in the risk stratifi cation of patients. In the late 1990s, the risk 
of relapse was defi ned largely in terms of pretreatment cytoge-
netics, with approximately 25 %, 60 %, and 15 % of younger 
adults falling within favorable, intermediate, and adverse risk 
groups, respectively. With refi nement of cytogenetic classifi -
cation and recognition of a wide spectrum of prognostically 
relevant molecular markers, the relative proportions of patients 
assigned to each group have markedly changed, with expan-
sion of the favorable risk group to 45 % by inclusion of cases 
with the  NPM1 -mutated/ FLT3  -ITD- negative genotype and 
with biallelic  CEBPA  mutations (Fig.  40.4 ). As recognized by 
inclusion of these patients in the ELN genetic reporting system 
[ 173 ], this is important clinically, since the outcome of these 
molecularly defi ned subtypes of AML is comparable to that of 
CBF AML (Fig.  40.5 ). Hence, they represent a further group 
of patients who can be spared routine allogeneic SCT in fi rst 
CR. Conversely, recent studies have led to better defi nition of 
patients with adverse risk cytogenetic and molecular genetic 
features, who now comprise over a third of AML arising in 
younger adults and in whom allogeneic SCT in fi rst CR is the 
favored treatment approach, if feasible.

    Taking into account the mutual exclusivity of  NPM1  muta-
tions with balanced chromosomal rearrangements or biallelic 
 CEBPA  mutations, effi cient algorithms for the diagnostic 
workup can be used to guide management of AML. However, 
it is anticipated that these algorithms will continue to evolve 
as more prognostically relevant biomarkers are identifi ed and 

further targeted therapies become available that are specifi c 
to the various molecular subtypes of disease.   

    Rationale for Minimal Residual Disease 
Monitoring 

 Relapse remains a major cause of treatment failure for 
patients with AML. Since the group of patients destined to 
relapse cannot be reliably identifi ed on the basis of pretreat-
ment characteristics, MRD testing allows more accurate tai-
loring of therapy according to individual patient requirements. 
MRD assessment may prove useful in several clinical sce-
narios. Assessment of kinetics of response relatively early in 
the treatment course using RT-qPCR (e.g., detecting  WT1  
transcripts) or fl ow cytometry provides independent prog-
nostic information, distinguishing subgroups of patients with 
different risks of relapse, with an inverse relationship 
between decline in MRD and risk of subsequent disease 
recurrence (reviewed by Grimwade et al. [ 204 ]). While this 
remains to be formally tested, patients at low risk could 
potentially be spared excessive therapy with its inherent 
additional risk of treatment-related morbidity and mortality, 
including that related to subsequent development of second-
ary MDS or AML. Conversely, the outcome of patients at 
high risk of relapse could potentially be improved with the 
administration of additional consolidation therapy, possibly 
in the form of allogeneic SCT or more novel approaches. 
MRD assessment also may be of potential value in the 
management of patients undergoing allogeneic SCT, as a 
means of determining the most suitable type of transplant, as 
well as identifying the need for additional therapy in the 
posttransplant setting. 

 Various methods have been evaluated for the detection of 
MRD, including cytogenetics, FISH, immunophenotyping, 
and molecular approaches. Cytogenetics is too insensitive 
for MRD monitoring, although it may be of interest as a 
complement to morphological assessment to determine 
remission status following induction therapy [ 205 – 207 ]. 
Although FISH is applicable in at least half of AML cases, 
the number of nuclei or metaphases available for scoring 
limits its sensitivity, and interphase FISH is affected by the 
capacity to distinguish low levels of disease from back-
ground. Even with hypermetaphase FISH, which is extremely 
labor intensive, sensitivities achieved are inferior to immun-
ophenotype or PCR-based methods, and hence, attention has 
been focused on these approaches. 

 The use of multiparameter fl ow cytometry to detect MRD 
takes advantage of differences between normal and leukemic 
BM, with the majority of AMLs characterized by an abnor-
mal pattern of markers (designated LAIP) which distin-
guishes them from their normal counterparts. The technique 
is relatively sensitive (capable of detecting one leukemic cell 
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  Figure 40.5    Outcome of younger adults with AML according to cyto-
genetic and molecular abnormalities. Overall survival for younger adults 
treated in the MRC AML10 and AML12 trials screened for  NPM1 , 
 CEBPA , and  FLT3 -ITD mutations [ 58 ,  59 ] for whom cytogenetic data 
were available. Cases were classifi ed in hierarchical fashion with 
t(15;17)(q22;q12~q21), t(8;21)(q22;q22), inv(16)(p13.1q22)/t(16;16)

(p13.1;q22), t(9;11)(p21~22;q23), t(6;9)(p23;q34), and inv(3)
(q21q26.2)/t(3;3)(q21;q26.2) at the top of the hierarchy, then  CEBPA  
biallelic mutations, and  NPM1- mutated/ FLT3 -ITD-negative,  NPM1 -
wild-type/ FLT3 -ITD-positive, and other intermediate cytogenetic 
abnormalities, complex karyotypes, and other adverse cytogenetic 
abnormalities       

  Figure 40.4    Integration of cytogenetic and molecular markers to refi ne risk groups in AML. From Smith ML, Hills RK, Grimwade D. Independent 
prognostic variables in acute myeloid leukaemia. Blood Rev 2011;25(1):39–51. Reprinted with permission from Elsevier       
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in 10 3 –10 5  normal BM cells) and has served to highlight the 
dynamic nature of disease response, which may differ 
between phenotypically distinct subclones, in which the sur-
face markers that characterize leukemic blasts at relapse in 
some instances represent only a very minor population at the 
time of diagnosis [ 177 ]. These phenomena make the use of 
fl ow cytometry to track MRD extremely challenging and 
suggest that this approach is likely to be most informative 
relatively early during the disease course, rather than during 
longitudinal testing beyond completion of consolidation 
therapy. Flow cytometry has been used to inform risk- 
stratifi ed therapy in pediatric AML [ 208 ]. Importantly, 
patients with evidence of MRD at the end of therapy, who 
otherwise have a very poor prognosis due to a high risk of 
relapse, can be salvaged by allogeneic SCT conducted in fi rst 
CR [ 209 ]. Moreover, fl ow cytometric approaches may be 
used to identify and track leukemic stem cells which may 
prove more informative in measuring response to therapy 
compared to the use of LAIPs [ 204 ]. 

 For AML characterized by chimeric fusion genes, numer-
ous early studies investigated the use of nested RT-PCR 
assays for MRD detection to improve outcome prediction. 
Achievement of molecular remission (CRm) in the BM is a 
prerequisite for disease cure in APL, prompting inclusion of 
MRD assessment in standardized response criteria in this 
subset of AML patients [ 176 ,  210 ]. Importantly, patients in 
whom  PML–RARA  fusion transcripts are detectable at the 
end of consolidation, or reappear at a later stage, are destined 
to relapse rapidly unless additional therapy is given (reviewed 
by Sanz et al. [ 176 ]). Given the signifi cant risk of fatal hem-
orrhage as a complication of clinical relapse of APL, there is 
a strong rationale for serial molecular MRD monitoring to 
identify patients with subclinical levels of leukemia, thus 
enabling early intervention to prevent progression. Studies 
conducted by the Gruppo Italiano Malattie EMatologiche 
dell’Adulto (GIMEMA) and Programa Español para el 
Tratamiento de Enfermedades Hematológicas (PETHEMA) 
suggested a benefi t for administration of preemptive therapy 
at the point of molecular relapse as compared to patients 
treated in frank hematologic relapse [ 211 ,  212 ], although 
these studies predated the availability of ATO. 

 MRD monitoring is helpful in guiding treatment of 
relapse. APL patients with persistent evidence of MRD, in 
whom harvested stem cells or BM are also PCR positive, are 
unlikely to benefi t from autologous transplant procedures, 
due to a high rate of relapse [ 213 ]. Nevertheless, if a suit-
able donor is available, such patients can potentially be 
cured by allogeneic SCT [ 214 ]. MRD assessment is also of 
value in the posttransplant setting to direct the need for 
additional therapy. While nested RT-PCR assays are still 
used by some laboratories for MRD detection in APL, they 
have been largely superseded by RT-qPCR assays, which 
afford signifi cant advantages (see below). Importantly, the 

use of a housekeeping gene to normalize results indicates 
whether there is a falling or rising trend in disease-related 
transcripts, which is critical to determine whether patients 
are responding to therapy or are destined to relapse. The 
lack of capacity of conventional endpoint assays to assess a 
trend in transcript levels was particularly problematic in 
 RUNX1–RUNX1T1 - associated  CBF leukemia, in which 
PCR positivity of patients in long-term remission limited 
test utility for clinical decision making (reviewed by Yin 
and Grimwade [ 215 ]). 

 Over the last 15 years, optimized RT-qPCR assays 
designed to detect a wide range of leukemia-specifi c tran-
scripts (e.g., fusion genes,  NPM1  mutations) have been 
established through extensive international collaborative 
efforts, such as the Europe Against Cancer (EAC) [ 216 ] 
and European LeukemiaNet programs [ 217 ]. Studies using 
such assays have signifi cantly extended those previously 
involving conventional nested RT-PCR, showing that MRD 
monitoring provides an independent prognostic factor 
among patients with a defi ned molecular lesion, who could 
not otherwise have been distinguished on the basis of pre-
treatment characteristics. The data are strongest in APL 
where MRD monitoring can be used to guide molecularly 
targeted therapies for a more tailored treatment approach. 
In the UK MRC AML15 trial, serial MRD monitoring with 
the standardized EAC assay predicted impending relapse of 
APL on the basis of a rising  PML–RARA  transcript level, 
and disease progression could be prevented in the majority 
of patients with early intervention with ATO [ 218 ]. This 
strategy led to a signifi cant reduction in the frank relapse 
rate as compared to the previous MRC AML12 trial, in 
which patients received comparable therapy, but were not 
subject to MRD monitoring. Moreover, early intervention 
with ATO in the context of subclinical disease was associ-
ated with fewer treatment- related complications as com-
pared to treatment in hematological relapse, with no 
induction of hyperleukocytosis or the associated differen-
tiation syndrome. The analysis of the MRC AML15 data 
set has shown that longitudinal MRD monitoring beyond 
the posttreatment time point to direct preemptive therapy is 
most cost-effective in high-risk patients (i.e., presenting 
WBC > 10 10 /l), associated with 10 % survival benefi t at 5 
years. However, in low-risk patients, documented to be in 
molecular remission following rapid clearance of  PML–
RARA  fusion transcripts (i.e., PCR negative in BM follow-
ing course two of ATRA + anthracycline therapy), there 
may be less clinical benefi t in routine MRD monitoring 
beyond the posttreatment time point. 

 The MRC study also demonstrated that BM is the best 
sample source for MRD monitoring in APL patients. 
Peripheral blood (PB) had a 1.5 log inferior sensitivity com-
pared to BM, thereby limiting its reliability to detect submi-
croscopic levels of disease and therefore signifi cantly 
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reducing the chance to successfully deliver preemptive ther-
apy to prevent progression to overt relapse. In order to 
develop optimal molecular monitoring schedules, apart from 
measuring the maximal sensitivity with which MRD can be 
detected in any given patient (determined by the relative 
level of expression of leukemic transcripts in AML blasts as 
defi ned at diagnosis) and establishing the most appropriate 
sample source (PB vs BM), it is important to characterize the 
kinetics of disease relapse. In APL,  PML–RARA  transcripts 
typically rise by approximately one log per month in relaps-
ing patients; therefore, taking into account the median assay 
sensitivity of approximately 1 in 10 4 , patients registered in 
the UK National Cancer Research Institute (NCRI) trials are 
monitored by BM assessments every 3 months until 36 
months post-consolidation, at which point MRD monitoring 
is discontinued (due to the low risk of subsequent relapse). 
The optimal sampling schedule for other molecularly defi ned 
subtypes of AML remains to be fi rmly established; however, 
some work has already been conducted in terms of defi ning 
the kinetics of disease relapse in CBF and  NPM1 -mutated 
AML [ 219 ].   

    Available Assays 

    Mutation Screening and Analysis 

 Many methods are available for the detection of mutations. 
The optimal testing method depends on the location and dis-
tribution of mutations within the gene of interest and the 
number of genes to be analyzed. Ideally, genomic DNA, 
RNA, and viable cells from the diagnostic specimen are 
stored for testing, once the testing needs are determined. 
Mutation analysis within the coding sequence of genes can 
be conducted using genomic DNA or complementary DNA 
(cDNA) generated from RNA, although for genes in which 
splice-site mutations have been described, genomic DNA 
may be preferable. Denaturing high-performance liquid 
chromatography (DHPLC) of PCR products from genes of 
interest has been widely used for mutation screening, fol-
lowed by sequence analysis of amplicons with an abnormal 
DHPLC pattern suggestive of a mutation. Rapid screening 
for the presence of an  NPM1  mutation can now also be 
undertaken by antibody staining of NPM1 using cytospin 
preparations of leukemic blasts, with the presence of a muta-
tion being indicated by delocalization of NPM1 to the cyto-
plasm [ 220 ]. However, the identifi cation of the specifi c 
mutation is particularly useful in  NPM1 -mutated AML, to 
allow the use of an appropriate mutation-specifi c assay to 
track MRD by RT-qPCR. Clinical tests for  CEBPA  must take 
into consideration the high GC content of the gene sequence 
and should be able to distinguish biallelic mutations, which 
predict a relatively favorable outcome [ 59 ,  60 ,  150 – 152 ]. 

Tests to detect  FLT3 -ITD should include the capacity to 
quantify the relative level of the mutant allele, because 
patients with high mutant allele ratios associated with 
acquired disomy have a particularly poor prognosis [ 57 ,  58 , 
 133 ]. Typically,  FLT3 -ITD mutations are detected by PCR 
using fl uorescently labeled primers and GeneScan analysis 
software (Applied Biosystems). A major advance has been 
provided by targeted sequencing technology, which is 
becoming increasingly available, allowing the mutational 
profi le of multiple genes to be rapidly tested in parallel with 
relatively little DNA. These assays can also provide informa-
tion on clonal architecture of AML, based on the relative 
variant allele frequencies of the different mutations.  

    RT-PCR and RT-qPCR 

 RT-PCR is widely used for the detection of leukemia- 
associated fusion transcripts, by PCR amplifi cation of 
cDNA. For diagnostic samples, a single round of PCR may 
suffi ce to detect the fusion transcript; however, to optimize 
specifi city and sensitivity, two rounds of PCR with nested 
primers may be used. Some laboratories avoid nested RT-PCR 
due to concern about increased risk of PCR contamination. 
Standardized methods for the detection of  AML- associated 
fusion transcripts by RT-PCR, most notably  PML–RARA , 
 RUNX1–RUNX1T1 ,  CBFB–MYH11 , and  BCR–ABL1 , have 
been developed by the European BIOMED1 group [ 221 ]. 

 For the detection of leukemia-associated transcripts by 
RT-qPCR for MRD monitoring, RNA is initially converted to 
cDNA using RT protocols identical to those involved in con-
ventional RT-PCR. However, in contrast to the latter tech-
nique, in which two rounds of PCR amplifi cation are routinely 
performed, RT-qPCR approaches involve only a single round 
of PCR. Importantly, as compared to nested RT-PCR, 
RT-qPCR assays are more readily standardized and less labor 
intensive and yield more reproducible results with much 
shorter turnaround times. SYBR Green I detection during 
RT-qPCR is not favored for MRD detection, given its lack of 
sensitivity or specifi city in comparison to the use of specifi c 
probes, which are, however, signifi cantly more expensive. 

 RT-qPCR methods allow measurement of leukemic tran-
scripts relative to the expression of endogenous control gene 
transcripts, which enables exact evaluation of the kinetics of 
molecular response to treatment and documentation of rising 
leukemia-associated transcripts prior to frank relapse. The 
method also allows identifi cation of poor-quality samples 
(e.g., hypocellular, delayed shipment to the laboratory) or 
problems with initial sample processing (e.g., red cell lysis), 
RNA extraction, or the RT step which could give rise to “false-
negative” results had conventional endpoint assays been used. 
Changes in leukemic target transcript level normalized to an 
endogenous control gene may be calculated on the basis of 

D. Grimwade et al.



551

differences in cycle threshold (Ct) values, provided the effi -
ciencies of the PCR reactions are comparable. Alternatively, 
normalized MRD data may be reported in terms of absolute 
copy numbers derived from plasmid standard curves run in 
parallel (reviewed by Flora and Grimwade [ 222 ]). 

 For reliable performance of RT-qPCR for MRD detection, 
testing of diagnostic material is critical to identify the opti-
mal assay to use for each patient. For MRD detection in 
 NPM1 -mutated AML, in which over 30 different mutation 
types have been described [ 153 ], a mutation-specifi c reverse 
primer can be used in conjunction with a common probe and 
forward primer, which have been extensively tested [ 155 , 
 223 ]. Variable breakpoints are observed in many balanced 
chromosomal rearrangements, e.g., t(15;17) and 
inv(16)/t(16;16) [ 216 ]. In some instances, a common primer 
and probe can be used in conjunction with a breakpoint- 
specifi c primer [ 216 ]. However, for patients with rare break-
point patterns, design of a patient-specifi c assay may be 
required for subsequent MRD testing. Apart from molecular 
characterization to defi ne the most appropriate assay for 
MRD detection, the analysis of diagnostic BM samples pro-
vides information on the maximal achievable sensitivity for 
MRD detection, based on the expression of leukemic tran-
scripts relative to the endogenous control genes in the blast 
population, which has been shown to vary markedly both 
within and between molecular subtypes of AML [ 177 ]. 
Assay sensitivity for the detection of  PML–RARA  fusion 
transcripts is typically approximately 1 in 10 4 , which is sig-
nifi cantly lower than for cases with  RUNX1–RUNX1T1  and 
 NPM1 -mutated AML, in which MRD can be detected with at 
least one log greater sensitivity. In some patients with the 
latter subtype of AML, the  NPM1 -mutated allele is so highly 
expressed that sensitivities may reach 1 in 10 6-7 .   

    Laboratory Issues 

    Transit of Samples to the Laboratory 

 A key issue in the provision of reliable molecular testing 
results relates to sample collection procedures and transit 
time to the laboratory. Heparin can potentially interfere with 
PCR, and PB or BM samples are more appropriately col-
lected in ethylenediaminetetraacetic acid (EDTA). For assays 
that involve PCR amplifi cation of genomic DNA, e.g., detec-
tion of  FLT3 -ITD/D835 mutations, relatively prolonged 
transit times are less problematic. However, for RNA-based 
assays, RT-qPCR has revealed degradation equivalent to 
approximately 0.5 log per 24 h delay in sample processing. 
Appropriate quantitation of fusion transcripts is feasible if 
endogenous control transcripts with a comparable degrada-
tion rate are amplifi ed in parallel. However, it is important to 
bear in mind that the control transcript will not correct for the 

loss in sensitivity resulting from lower transcript levels due 
to degradation. Hence, there is interest in the use of RNA- 
stabilizing agents that reduce RNA degradation during speci-
men transit, which have been most extensively evaluated in 
MRD monitoring for CML.  

    Molecular Testing Using PCR-Based Methods 

 An important concern with RT-PCR is the potential for false- 
positive results due to PCR contamination. Specifi c steps to 
avoid PCR contamination include stringent process and sam-
ple controls as described elsewhere in this book. Less well 
appreciated is the potential of false-negative results in the 
presence of rare or atypical breakpoints. False-negative 
results are also a potential problem in the presence of poor- 
quality RNA or ineffi ciency of the RT step.  

    Quality Assurance and Reporting 
of RT-qPCR Results 

 Adherence to rigorous internal quality control (QC) and par-
ticipation in external profi ciency testing (PT) programs are 
essential for provision of high-quality and reliable clinical 
results. The College of American Pathologists PT surveys 
are available for myeloid malignancy genotyping, including 
 CBFB – MYH11 ,  FLT3 -ITD and  FLT3 -TKD,  NPM1 ,  PML –
 RARA , and  RUNX1  testing. In Europe, initiatives includ-
ing the BIOMED-1, Europe Against Cancer (EAC), and 
European LeukemiaNet programs have led to improved 
standardization of methods for the detection of leukemia-
associated fusion transcripts by RT-PCR and RT-qPCR [ 216 , 
 217 ,  221 ]. These programs are important to ensure reliability 
of diagnostic molecular testing and are absolutely funda-
mental if MRD data are to be used to predict outcome and to 
modify treatment approach. 

 The EAC QC exercises have highlighted variations in per-
formance between laboratories that are ostensibly carrying 
out RT-qPCR assays according to a standardized protocol 
[ 216 ], which highlights the importance of developing and 
adhering to standard operating procedures for RT-qPCR tests 
and generating clear guidelines for reporting of RT-qPCR 
results. Such guidelines are established for the detection of 
 BCR–ABL1  transcripts for CML, with standardization efforts 
including the development of WHO reference reagents 
[ 224 ]. Ideally, RT-qPCR assays are performed in triplicate, 
so that the degree of reproducibility of individual results may 
be readily appreciated and outlying results disregarded. The 
EAC program [ 216 ] revealed that, in some instances, fusion 
gene assays yield an amplifi cation signal in one of the tripli-
cate wells of negative control samples. Given that, in many 
instances, the participating laboratories had not previously 
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amplifi ed the specifi c transcript; such results most likely 
refl ect nonspecifi c amplifi cation or cDNA carryover between 
adjacent wells. This is an intrinsic shortcoming of platforms 
using the 96-well plate format and has led to reporting of 
MRD analyses in which amplifi cation is restricted to one of 
the three wells as PCR negative (but recommending earlier 
repeat testing, should the result refl ect possible residual dis-
ease at the limits of assay detection). According to the crite-
ria established by the EAC consortium [ 216 ], PCR positivity 
is defi ned by presence of specifi c amplifi cation in at least 
two of the three replicate wells, with Ct values ≤40 (i.e., 
equivalent to at least one plasmid copy). Since PCR amplifi -
cation of primary patient samples is less effi cient than plas-
mid controls, reproducible amplifi cation at Ct values of 
40–45 occasionally can be observed in follow-up patient 
samples, which most likely indicates low- level MRD; how-
ever, these low-level positive results are of uncertain clinical 
signifi cance and again would be seen as an indication for 
earlier repeat MRD assessment.   

    Conclusions and Future Directions 

 Over the course of the last few years, next-generation 
sequencing (NGS) has led to the identifi cation of many gene 
mutations and fusions not previously identifi ed in AML [ 117 ]. 
NGS can be applied to determine which lesions are likely to 
represent initiating events in the development of AML, as 
well as to decipher the spectrum of cooperating mutations 
involved in the pathogenesis of particular molecularly defi ned 
subsets of the disease. A key challenge is to distinguish the 
“driver” mutations from “passenger” mutations in the process 
of leukemic transformation, which will require further inves-
tigation using in vitro functional assays and in vivo models. It 
is hoped that establishing the mutational profi le using high-
throughput sequencing across a large number of AML cases 
will provide insights into common pathways that act in con-
cert to induce the AML phenotype and to the development of 
new targeted therapies. For example, drugs targeting IDH 
mutations are now in clinical trial; moreover, a study that 
involved screening for interaction partners of MLL fusion 
proteins identifi ed BET proteins as potential therapeutic tar-
gets [ 225 ]. Very encouraging results have been obtained with 
BET inhibitors in established murine models of leukemia 
with  MLL  fusions, providing a strong rationale for the evalu-
ation of these compounds in early phase clinical trials in 
patients [ 225 ]. Likewise, very promising results have been 
seen using pharmacologic targeting of the lysine-specifi c 
demethylase KDM1A (also known as LSD1 or AOF2) by 
tranylcypromine analogs alone or in combination with ATRA, 
which are capable of abrogating clonogenic potential and 
inducing differentiation of both murine and human AML 
cells in vitro and in vivo [ 226 ,  227 ]. Another potential target 

for therapeutic intervention is autocrine activation of MET 
and compensatory upregulation of HGF expression [ 228 ]. 
The capacity for rapid molecular testing is crucial to identify 
patients who could benefi t from such targeted treatment 
approaches. Clinical trials involving evaluation of FLT3 
inhibitors in AML harboring  FLT3 -activating mutations or 
dasatinib in CBF leukemias with  KIT  mutations have shown 
that this is feasible. 

 AML is highly heterogeneous at the molecular level, with 
the average case harboring over ten mutations [ 117 ]. This 
degree of complexity presents a major challenge to establish 
the most informative and clinically relevant mutations; how-
ever, through advances in NGS, the analysis of extensive pan-
els of genes is feasible in a single test [ 49 ]. The Interlaboratory 
Robustness of Next-generation sequencing (IRON) study 
demonstrated high rates of concordance for mutation detec-
tion using NGS platforms (testing for mutations in  TET2 , 
 CBL , and  KRAS  genes) in leukemia samples analyzed in ten 
laboratories in eight countries [ 229 ]. As rapid sequencing 
methods become more affordable with  appropriate bioinfor-
matic methods and standards, as well as provision of consti-
tutional DNA for comparison, high-throughput sequencing 
will be used in routine clinical testing, which would allow 
leukemia-specifi c mutations to be identifi ed in any patient. 
This may help refi ne outcome prediction and inform manage-
ment. The capacity to identify a range of novel somatic muta-
tions presents a signifi cant opportunity, providing potential 
targets for MRD detection using RNA- or DNA-based real-
time quantitative PCR assays and digital PCR. Indeed, 
molecular methods may be useful to track treatment response 
in the majority of patients with AML in the future. 

 Wider availability of MRD monitoring, using molecular 
approaches in conjunction with advances in multicolor fl ow 
cytometry to defi ne LAIPs and better defi nition of the leu-
kemic stem cell population, may allow more informed deci-
sions on the use of allogeneic SCT in fi rst remission, 
distinguishing patients who are most and least likely to 
benefi t. MRD monitoring may be helpful in identifying 
patients who are unlikely to be cured without dose intensi-
fi cation, as well as sparing patients from ineffective exces-
sive therapy. In relatively favorable subsets of AML, 
deintensifi ed protocols are being explored, which could 
achieve disease cure with less treatment-related toxicity, 
lower cost, and improved quality of life. In this context, 
MRD assessment may play an important role to guide ther-
apy but also to rapidly identify those patients who need 
additional therapy to prevent disease relapse. MRD-based 
deintensifi ed treatment approaches have been widely inves-
tigated in pediatric ALL and subsequently in  PML – RARA -
positive APL, taking advantage of available molecularly 
targeted therapies, i.e., ATRA and ATO [ 111 ,  230 ,  235 ]. 
Similar strategies will hopefully be investigated in other 
subsets of AML in future clinical trials. 
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 Research developments, in terms of our understanding of 
the biology of AML and the clinical evaluation of novel tar-
geted therapies, are clearly going to have an impact on the 
range of clinical tests that will need to be developed and 
offered by molecular laboratories in the future. Indeed, the 
pathology laboratory is set to play an increasingly important 
role in optimizing and individualizing the management of 
patients with AML.     
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    Abstract  

  Acute lymphoblastic leukemia (ALL) comprises a heterogeneous group of disorders which 
originate from various important genetic lesions in B and T progenitor cells, including 
mutations that lead to stage-specifi c developmental arrest and those that impart the capacity 
for unlimited self-renewal, resulting in clonal expansion of immature progenitor cells (Pui 
et al. Lancet 371:1030–43, 2008; Pui et al. Blood 120:1165–74, 2012;    Morgolin et al. 
2011). Different B- and T-cell ALLs can be recognized according to immunologic and 
molecular criteria (Pui et al. Blood 82:343–62, 1993; Yeoh et al. Cancer Cell 1:133–43, 
2002; Pui et al. J Clin Oncol 29:551–65, 2011   ). The identifi cation of the molecular events 
underlying the process of leukemia transformation has provided not only important biologi-
cal information but also clinically signifi cant genetic markers for the identifi cation of prog-
nostically relevant ALL subgroups and for the molecular monitoring of minimal residual 
disease (MRD). For ALL, immunoglobulin ( IG ) and T-cell receptor ( TCR ) gene rearrange-
ment studies are used as markers of clonality and for MRD detection. In addition, the iden-
tifi cation of different genetic variations is used to defi ne different ALL subgroups and to 
refi ne treatment protocols tailored to the risk of relapse.  

  Keywords  

  B-lineage ALL   •   T-ALL   •   Chromosomal translocations   •   Minimal residual disease   •   Genetic 
abnormalities   •   IG and TCR gene rearrangements   •   Clonality  
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        Introduction 

 Acute lymphoblastic leukemia (ALL) comprises a heteroge-
neous group of disorders which originate from various 
important genetic lesions in B and T progenitor cells, includ-
ing mutations that lead to stage-specifi c developmental arrest 
and those that impart the capacity for unlimited self-renewal, 
resulting in clonal expansion of immature progenitor cells 
[ 1 – 3 ]   . Different B- and T-cell ALLs can be recognized 
according to immunologic and molecular criteria [ 4 – 6 ]. The 
identifi cation of the molecular events underlying the process 
of leukemia transformation has provided not only important 
biological information but also clinically signifi cant genetic 
markers for the identifi cation of prognostically relevant ALL 
subgroups and for the molecular monitoring of minimal 
residual disease (MRD). For ALL, immunoglobulin ( IG ) and 
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T-cell receptor ( TCR ) gene rearrangement studies are used as 
markers of clonality and for MRD detection. In addition, the 
identifi cation of different genetic variations is used to defi ne 
different ALL subgroups and to refi ne treatment protocols 
tailored to the risk of relapse.  

    Molecular Basis of Disease 

    IG and TCR Gene Rearrangements in ALL 

 The immune system can specifi cally recognize and distin-
guish an enormous variety of specifi c antigens and antigenic 
epitopes (at least 10 10 ). Each lymphocyte has a unique mem-
brane receptor, the immunoglobulin receptor (IG) on B lym-
phocytes and the T-cell receptor on T lymphocytes, that 
recognizes specifi c antigens [ 7 – 10 ]. 

 Rearrangements of gene segments that encode the vari-
able regions of the  IG  and  TCR  genes are responsible for the 
enormous diversity of antigen-specifi c lymphocyte recep-
tors. This great variability of  IG  and  TCR  is mediated by 
several mechanisms: (1) the number of variable (V), diver-
sity (D), and joining (J) segments (germline genome diver-
sity); (2) the number of possible V(-D)-J combinations 
(combinatory diversity); (3) deletions of nucleotides at the 
ends of rearranging V, (D), and J gene segments, as well as 
random insertion of noncoded nucleotides (N-region nucleo-
tides) between V–D and D–J segments (junctional diversity); 
and (4) somatic mutations in the V gene segments of the  IG  
genes. This last process has not been observed for  TCR  genes 
[ 7 – 11 ]. The V, (D), and J segments of B and T precursor cells 
are rearranged during their differentiation, and each lympho-
cyte, in this way, contains a specifi c V-(D-)-J combination. 
Additional variability can be generated in the junctions V–D 
and D–J through the loss of nucleotides, as well as through 
insertion of new nucleotides. Insertion of nucleotides (inser-
tion of N regions) in the junctional sites is mediated by the 
enzyme terminal deoxynucleotidyl transferase (TdT), which 
is present in the nucleus of immature B and T cells. N-region 
insertion occurs in rearranged immunoglobulin heavy chain 
genes ( IGH ), but is limited or absent in the immunoglobulin 
kappa and lambda light chain genes ( IGK  and  IGL ). 
Junctional diversity also occurs in  TCR  genes, primarily the 
T-cell receptor delta and gamma genes ( TRD  and  TRG ). The 
potential diversity introduced by the addition of N regions is 
very high and can increase the total combinatorial diversity 
to more than 10 10  for the IGH molecules, 10 12  for T-cell 
receptor alpha and beta (TRAB), and more than 10 9  for T-cell 
receptor delta and gamma (TRDG) [ 8 – 10 ]. 

 During the earliest stages of the B-cell differentiation, the 
 IGH  genes rearrange before the  IGL  genes, and of the light 
chain genes,  IGK  is the fi rst to rearrange. If the  IGK  rear-
rangement is not functional, the  IGL  gene will rearrange. 

Another type of rearrangement of the  IGH  gene that can 
occur is class switching, from IgM and IgD to IgG, IgA, or 
IgE [ 8 – 10 ,  12 ]. During the earliest stages of the differentia-
tion of T cells, the  TRD  gene is the fi rst to rearrange, followed 
immediately by rearrangement of the  TRG  gene and in many 
cells also the rearrangement of the  TRB  gene. The  TRD  gene 
can be deleted when  TRA  rearrangement occurs [ 8 – 10 ,  13 ]. 

 Because ALL is derived from a single transformed lym-
phoid precursor cell, all ALL cells of a patient should have 
the same  IG  and  TCR  gene rearrangements with identical 
junctional region sequences that can be regarded as leukemia- 
specifi c fi ngerprints. Such targets can be identifi ed at initial 
diagnosis in more than 95 % of patients with ALL by using 
various polymerase chain reaction (PCR) primer sets [ 11 , 
 14 – 17 ]. Studies of rearrangements of the  IG  genes in 
B-lineage ALL by Southern blot and PCR have shown that, 
despite an immature phenotype, more than 95 % of 
B-precursor ALL contain  IGH  rearrangements, approxi-
mately 60 % have  IGK  rearrangements or deletions, and 
approximately 20 % have  IGL  rearrangements [ 8 ,  9 ,  14 ,  18 ]. 
Cross-lineage rearrangements of the  TCR  gene also have 
been observed in approximately 90 % of B-lineage ALL 
pediatric patients [ 17 ]. Rearrangements of  TRA ,  TRB ,  TRD , 
and  TRG  are found in 46–61 %, 29–35 %, 54–80 %, and 
49–70 % of B-lineage ALL, respectively [ 19 – 25 ]. In 
B-precursor ALL, approximately 80 % of all  TRD  rearrange-
ments are due to incomplete gene rearrangements  VD2 - DD3  
and  DD2 - DD3  [ 20 ,  26 ,  27 ]. These  VD2 - DD3  rearrange-
ments also are prone to continuing rearrangements, particu-
larly with  JA  gene segments.  V2 - JA  rearrangements are 
detected in approximately 40 % of childhood B-precursor 
ALL and are rare or absent in normal lymphoid cells [ 23 ]. 

 In T-lineage ALL,  TRA ,  TRB ,  TRD , and  TRG  gene rear-
rangements have been described in 17–67 %, 85–89 %, 
68–90 %, and 90–100 % of cases, respectively [ 8 – 10 ,  18 ,  21 , 
 24 ,  25 ]. Cross-lineage  IG  gene rearrangements are not very 
common in T-lineage ALL, occurring in less than 20 % of 
cases, and involving only the  IGH  gene [ 8 – 10 ,  21 ]. 

 Cross-lineage rearrangements of the  IG  and  TCR  genes 
in non-B and non-T cells, respectively, are probably due to 
the fact that the leukemic cells originate from a less-
committed lymphoid precursor or even a more primitive 
pluripotent cell (lymphoid/myeloid), in which both  IG  and 
 TCR  genes are accessible to a common recombinase 
enzyme. Such rearrangements occur before the fi nal deter-
mination of lineage; as soon as this determination for the B, 
T, or myeloid lineage occurs, the cell adopts the lineage-
specifi c phenotype with expression or differentiation of the 
lineage-specifi c antigen, while the gene of cross lineage 
persists as an “artifact.” Due to this, rearrangements in the 
 TCR  gene are relatively common in B- precursor cell ALL; 
however, they are very rare in B-ALL and mature B-cell 
neoplasia (B-cell chronic lymphocytic leukemia, multiple 
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myeloma, and B-cell non- Hodgkin lymphoma. Similarly, 
rearrangements of  IG  genes are rare in mature T-cell neo-
plasms (T- cell chronic lymphocytic leukemia and T-cell 
non-Hodgkin lymphoma  [ 8 ,  9 ,  17 ].  

    Chromosomal and Genetic Abnormalities 
in ALL 

 The genes involved in the most frequent leukemia chromo-
somal abnormalities have been identifi ed, providing impor-
tant insights into disease pathogenesis and normal cellular 
physiology. Molecular assays for leukemias have been devel-
oped and now permit a more accurate diagnosis of the leuke-
mia subtypes with frequently recurring genetic and 
chromosomal alterations. Essentially, two types of chromo-
somal aberrations occur in ALL: alterations in the number of 
chromosomes and structural abnormalities. In childhood 
ALL, high hyperdiploidy (51–65 chromosomes) is associated 
with a favorable outcome, while hypodiploidy (fewer than 45 
chromosomes) is associated with poor prognosis. Trisomies 
of each chromosome has been observed in ALL, but the most 
common are trisomy 4, 6, 14, 17, 18, 21, and X. Combined 
trisomies between chromosomes 4 and 10 and between chro-
mosomes 10 and 17 are associated with good prognosis and 
low risk of relapse. Intrachromosomal amplifi cation of chro-
mosome 21 (iAMP21) has been identifi ed as a recurrent 
abnormality in childhood ALL and is associated with older 
children, common/pre-B immunophenotypes, low white 
blood cell (WBC) count, and poor prognosis [ 3 ,  28 – 31 ]. 

 Somatically acquired chromosomal translocations or 
inversions occur in up to 65 % of ALL. In most instances, 
the genes disrupted by these abnormalities have been identi-
fi ed, thus providing important insights into disease patho-
genesis and normal cellular physiology. Chromosomal 
trans locations have two main consequences: activation of a 
protooncogene brought under the regulation of the promoter 
and enhancer elements of another gene that normally is 
active in the leukemia progenitor cell, and creation of a 
fusion gene from two distinct genes with expression of a 
chimeric protein (Fig.  41.1 ). The products of the latter aber-
rant genes are most often transcription factors or tyrosine 
kinases [ 32 ]

   These genetic alterations have important prognostic 
implications that can be used to classify precursor lymphoid 
neoplasms and to guide the selection of therapy [ 33 ] 
(Table  41.1 ).

      Genetic Abnormalities in B-Lineage ALL 
 B-lineage ALL is the most frequent acute leukemia in chil-
dren, corresponding to 80–85 % of cases with about 80 % of 
these having cytogenetic alterations and characteristic 
genetic translocations (Table  41.2 ). The chromosomal trans-

location t(12;21)(p13;q22) results in the  ETV6 / RUNX1  
( TEL / AML1 ) fusion gene. This is a cryptic translocation, 
which cannot be detected by karyotyping. Thus, fl uorescence 
in situ hybridization (FISH) or PCR must be used for detec-
tion. It is the most common chromosomal rearrangement in 
childhood ALL, occurring in about 25 % of cases [ 34 ]; by 
contrast, it is rarely found in adult ALL (1–3 %) [ 35 ]. The 
t(12;21) translocation is almost exclusively associated with a 
young age (<10 years) and a precursor B-cell phenotype 
[ 34 ]. Both  ETV6  and  RUNX1  are important regulators of nor-
mal hematopoiesis, and are involved in other translocations 
in both lymphoid and myeloid leukemias, which suggests 

a  Dysregulation by Juxtaposition

A (Regulatory  Element) B           Oncogene

b  Gene Fusion

X Y

Novel hybrid protein X/Y with altered function

  Figure 41.1    Schematic representation of two types of gene alterations 
generated by chromosomal translocations. ( a ) A protooncogene (B) is 
activated by the promoter and enhancer elements of a distinct transloca-
tion gene partner (A, Regulatory Element). ( b ) Discrete segments of 
two different genes (X and Y) are joined as a result of a translocation, 
creating a fusion gene that encodes a chimeric protein       

   Table 41.1    WHO Classifi cation (2008) of acute lymphoblastic leuke-
mia/lymphoma   

 B lymphoblastic leukemia/lymphoma 

 B lymphoblastic leukemia/lymphoma, NOS 

 B lymphoblastic leukemia/lymphoma with recurrent genetic 
abnormalities 

   B lymphoblastic leukemia/lymphoma with t(9;22)(q34;q11.2); 
 BCR - ABL1  

   B lymphoblastic leukemia/lymphoma with t(v;11q23);  MLL  
rearranged 

   B lymphoblastic leukemia/lymphoma with t(12;21)(p13;q22); 
 ETV6 / RUNX1  ( TEL - AML1 ) 

   B lymphoblastic leukemia/lymphoma with hyperdiploidy 

   B lymphoblastic leukemia/lymphoma with hypodiploidy 

   B lymphoblastic leukemia/lymphoma with t(5;14)(q31;q32); 
 IL3 - IGH  

   B lymphoblastic leukemia/lymphoma with t(1;19)(q23;p13.3); 
 TCF3 / PBX1  ( E2A - PBX1 ) 

 T lymphoblastic leukemia/lymphoma 

    NOS  not otherwise specifi ed  
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that the resulting fusion proteins could deregulate normal 
hematopoietic development leading to leukemia [ 1 ,  31 ]. 
ETV6-RUNX1 also causes overexpression of the erythropoi-
etin receptor and activation of JAK-STAT signaling [ 36 ,  37 ]. 
The t(12;21) can be present in blood cells at birth, 5–10 years 
before the leukemia becomes evident, as demonstrated by 
studies using neonatal blood spots. The leukemias induced 
by ETV6-RUNX require a second genetic event for their 
development. The loss of function of normal TEL protein, 
through the loss of the normal  TEL  allele as observed in 
patients with t(12;21), appears to be this second event [ 1 ,  38 ].

   Whether t(12;21) is associated with a good prognosis or 
with only a marginally better outcome compared to other cyto-
genetic ALL subgroups remains controversial [ 34 ]. 
 ETV6 / RUNX1  rearrangement has been observed in about 25 % 
of relapsing cases treated within European Berlin-Frankfurt- 
Munster (BFM) group protocols. These patients tend to have a 
longer duration of remission (>2 years) compared to other 
childhood ALL cytogenetic groups; however, early relapses 
have also been observed, illustrating a heterogeneous pattern 
of clinical behavior in this group of patients [ 34 ,  39 ]. 

 The t(1;19)(q23;p13) translocation is one of the most fre-
quently observed translocations in childhood ALL, occur-
ring in approximately 25 % of pre-B cytoplasmic IG-positive 

cases and in 1 % of early pre-B cytoplasmic IG-negative 
cases. This translocation most frequently creates a fusion of 
 TCF3  ( E2A ), a helix-loop-helix (bHLH) protein-coding gene 
on chromosome 19, with  PBX1 , a homeobox-containing 
gene located on chromosome 1 [ 36 ,  37 ,  40 ]. A few molecular 
variants of the t(1;19), leading to different species of 
 TCF3 / PBX1  mRNAs, have been described [ 41 ]. Both genes 
play a critical role in lymphocyte development and alteration 
of  HOX  genes has a clear role in leukemogenesis. Although 
this translocation has been associated with a poor clinical 
outcome, the current chemotherapy protocols have improved 
prognosis for this subgroup of patients [ 31 ,  36 ,  37 ,  42 ]. 

 Another rare translocation, found in 1 % of B-precursor 
ALLs, is t(17;19)(q22;p13.3), which also involves the  TCF3  
gene but creates a fusion with the  HLF  gene, resulting in a 
chimeric transcript and protein that could contribute to leu-
kemogenesis by aberrant regulation in genes that control the 
fate of early lymphoid progenitors. This translocation has 
been associated with poor prognosis [ 3 ,  36 ,  37 ,  43 ]. 

 Abnormalities of the q23 region of chromosome 11 are 
seen with relative frequency in childhood ALL (5 %), infant 
acute leukemia (70 %), and secondary leukemias in patients 
who received topoisomerase II inhibitors (85 %). Leukemias 
with translocations involving 11q23 have an early pre-B phe-
notype and express myeloid antigens. More than 40 different 
chromosomal loci have been identifi ed as fusion partners in 
11q23 translocations. In the majority of cases, the transloca-
tion partner is chromosome 4, and less frequently chromo-
some 1, 10, or 19. At the molecular level, the t(4;11) fuses 
 MLL  at 11q23 to  AF4  at 4q21, resulting in an  MLL / AF4  chi-
meric gene.  MLL -rearranged leukemias exhibit an upregula-
tion of HOX Class I genes. The ability of MLL to regulate 
expression of the  HOX  genes suggests a role in hematopoie-
sis and also in leukemogenesis [ 36 ,  37 ]. This translocation is 
related to aggressive clinical features such as hyperleuko-
cytosis, organomegaly, frequent central nervous system 
involvement, and poor outcome [ 3 ,  6 ,  36 ,  37 ,  44 – 49 ]. 

 The t(9;22) translocation is identifi ed in 3–5 % of child-
hood ALL and approximately 25 % of adult ALL [ 47 ,  48 , 
 50 ]. This translocation creates a novel chromosome (the 
Philadelphia chromosome, Ph+) and a fusion between the 
protooncogene  ABL1  on chromosome 9 and the “breakpoint 
cluster region” gene ( BCR ) on chromosome 22. Whereas 
the  ABL1  breakpoint on chromosome 9 is consistently 
between exons a1 and a2, the  BCR  breakpoints on chro-
mosome 22 can occur in two different gene regions. The 
“minor” breakpoint cluster region (m-bcr), between exons e1 
and e2, is present in approximately 90 % of childhood 
Ph+ ALL; by contrast, a “major” breakpoint cluster region 
(M-bcr), between exons 13 and 14 or 14 and 15 (formerly 
called b2 and b3 or b3 and b4, respectively), is a usual fi nd-
ing in chronic myelogenous leukemia [ 50 ] and occasionally 
present in Ph+ ALL. The m-bcr generates a fusion protein of 

   Table 41.2    Main genetic alterations involving B-lineage ALL   

  Translocation    Involved gene(s)    Frequency  
  Pre-B cell/early pre-B cell  
 t(12;21)(p13;q22)   ETV6 / RUNX1   20–25 % 

children/1–3 % adults 

 t(1;19)(q23;p13)   TCF3 / PBX1   5 % children 

 t(4;11)(q21;q23)   AF4 / MLL   2 % 

 t(11;19)(q23;p13)   MLL / ENL   <1 % 

 t(9;11)(p21;q23)   AF9 / MLL   <1 % 

 t(9;22)(q34;q11)   ABL1 / BCR   3–5 % children/25 % 
adults 

 t(17;19)(q22;p13)   HLF / E2A   <1 % 

 t(12;v)(p12-p13;V)   ETV6  or  KIP1   5–10 % 

 Dic(9;12)
(9p11-p12;p12) 

 Unknown  1 % 

 Dic(9;20) dic(9;20)
(p11-13;q11) 

 Unknown  2 % 

 t(5;14)(q35;q32)   IL3 / IGH   <1 % 

  B-cell ALL  
 t(8;14)(q24;q32)   MYC / IGH   95 % 

 t(8;22)(q24;q11)   MYC / IGL   <5 % 

 t(2;8)(p11;q24)   IgK / MYC   <5 % 

  New recurrent abnormalities  
 Del9p   CDKN2A / B   30–35 % 

 Del9p   PAX5   30–35 % 

 iAMP21   AML1   2 % 

 CRLF2   CRLF2   5–7 % (50 % with 
Down syndrome) 

 IKZF1   IKZF1   15 % 
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190 kDa (p190), whereas the M-bcr results in a fusion pro-
tein of 210 kDa (p210) [ 47 ,  48 ,  50 – 53 ]. The presence of 
t(9;22) is associated with a high risk of treatment failure in 
children and adults with ALL. However, Ph +  childhood ALL 
is a heterogeneous disease with regard to treatment response. 
High leukocyte count, old age, and poor response to pre-
phase treatment with prednisone and intrathecal methotrex-
ate infl uence treatment outcome. Patients with a good 
prednisone response have a signifi cantly lower risk of treat-
ment failure compared to those with a poor prednisone 
response (PPR), when treated with intensive BFM protocol 
chemotherapy, whether associated with bone marrow trans-
plantation (BMT) or not. These PPR children have a clinical 
response and prognosis as poor as that of Ph +  ALL adults [ 47 , 
 48 ,  54 ]. For the treatment of these patients, s elective tyro-
sine kinase inhibitors have been used in association with 
chemotherapy and/or BMT. The use of the ABL tyrosine 
kinase inhibitor imatinib, and derivatives of second genera-
tion (e.g., nilotinib, dasatinib) has transformed the treatment 
and outcome of ALL patients with the  BCR - ABL1  fusion 
gene [ 55 ,  56 ]. 

 More recently, a group of childhood B-lineage ALLs 
termed “BCR-ABL1-like” has been described. These ALLs 
exhibit a similar gene expression profi le as that observed in 
 BCR - ABL1  positive ALL patients. This subtype represents 
up to 15 % of all B-lineage cases and is frequently associated 
with deletion or mutation of  IKZF1 . In 50 % of the cases, the 
 CRLF2  gene is rearranged, which confers a very poor prog-
nosis [ 6 ,  36 ,  37 ,  57 ,  58 ]. 

 The t(8;14)(q24;q32), involving the  MYC  gene (8q24) 
and the  IGH  locus (14q32), occurs in 85–90 % of cases of 
surface immunoglobulin positive B-cell ALL. The dysregu-
lation of  MYC  expression appears be responsible for the 
B-cell proliferation. Two other variants, t(2;8)(p11;q24) and 
t(8;22)(q24;q11), involving the  MYC  gene and  IGK  and  IGL , 
respectively, are less commonly observed [ 3 ,  29 ,  59 ,  60 ]. The 
t(5;14)(q31;q32) is an uncommon translocation, observed in 
less than 1 % of ALL patients, and results in the fusion of the 
 IGH  gene with the interleukin-3 ( IL3 ) gene. The overexpres-
sion of  IL3  appears be involved in the pathogenesis of the 
leukemia and hypereosinophilia in these patients [ 3 ]. 

 Subgenetic alterations involving genes that regulate nor-
mal B lymphoid development are identifi ed in 40 % of 
B-lineage ALL. The most commonly involved gene is  PAX5 , 
required for B-lineage maturation. Other regulating 
B-lymphoid development genes frequently involved include 
the IKAROS family of transcription factors  IKZF1 ,  IKZF2 , 
 IKZF3 , as well as  EBF1 ,  TCF3 ,  LEF1 ,  RAG1 / 2 ,  BLNK , and 
 VPREB1  [ 30 ,  57 ,  61 ]. Deletions or sequence alterations of 
the lymphoid development associated  IKZF1  gene and tumor 
suppressor gene  CDKN2A / B  have been associated with 
relapse risk, confi rming that genetic alterations detected at 
diagnosis can predict the risk of relapse [ 6 ,  36 ,  37 ,  61 ]. 

Overexpression of  CRLF2 , associated or not with corre-
sponding genomic lesions ( IGH - CRLF2 ,  P2RY8 - CRLF2  or 
the p.Phe232Cys mutation) occurs in 5–7 % of childhood 
B-lineage precursor ALL and in 50 % of individuals with 
Down syndrome and ALL. These alterations commonly are 
associated with  JAK1 / 2  mutations and, in patients who do 
not have Down syndrome, with  IKZF1  mutations and poor 
prognosis [ 6 ,  36 ,  37 ].  

    Genetic Abnormalities in T-Lineage ALL 
 T-lineage ALL accounts for approximately 15 % of all child-
hood ALL and in general is considered a high-risk category. 
This leukemia characteristically presents with chromosomal 
rearrangements involving T-cell receptor genes, proto- 
oncogenes, or transcription factor genes, or alterations of key 
genes or pathways related to T-cell lymphogenesis 
(Table  41.3 ).

   Developmental genes abnormalities have been found in 
T-lineage ALL (T-ALL) comprising the basic helix-loop-
helix (bHLH) gene family ( MYC ,  TAL1 ,  LYL1 ), the homeo-
box gene family ( HOX ) including the HOXA cluster, and the 
LIM gene family ( LMO1  and  LMO2 ). When rearranged near 
enhancers with the loci 14q11.2, 7q34-q35 or 7p15, that con-
tain the  TRA / TRD ,  TRB , and  TRG  genes, respectively, these 
regulatory genes become active and lead to dysregulated 
expression of transcription factor genes. The  TAL1  gene can 
be involved due to t(1;14)(p32,q11), which occurs in 5 % of 
childhood T-ALL, or can be affected by a submicroscopic 
interstitial deletion between the  SIL  and  TAL1 ( SCL ) genes at 
1p32. This “ TAL  deletion” occurs in 20–25 % of childhood 
T-ALL [ 3 ,  29 – 31 ,  60 ]. 

 Different T-ALL signatures, based on gene expression 
profi les, indicate that the leukemic arrest in specifi c genetic 
subgroups ( LYL1 ,  TLX1 ,  TAL1 ) occurs at particular stages of 
thymocyte development (i.e., at the pro-T, early cortical thy-
mocytes, or late cortical thymocyte stage) [ 62 – 65 ] and seems 
to comprise at least four distinct molecular-cytogenetic sub-
groups: TAL/MLO, TLX3/HOX11L2, TLX1/HOX11, and 
HOXA subgroups [ 66 ,  64 ,  65 ,  67 ,  68 ]. A fi fth subtype of 
T-ALL termed “early T precursor” (ETP) comprises approx-
imately 15 % of T-ALL and is associated with a high risk of 
relapse. Inactivating alterations that disrupt hematopoietic 
development and cause histone-modifi cation of genes are 
possible in ETP, as well as somatic activation of regulating 
cytokine receptors and RAS signaling [ 67 ,  69 ]. 

 The  TAL  deletion leads to expression of a  SIL - TAL  chime-
ric transcript, resulting from the fusion of the 5′ part of  SIL  
to the 5′ region of  TAL1 . In addition, high levels of  TAL1  
have been observed in 40–60 % of T-ALL. The aberrant 
expression of TAL1 may activate a specifi c set of target 
genes that are normally quiescent in T-cell progenitors or 
could exert a negative effect through inhibition of E2A or 
E2A-HEB heterodimers, leading to a leukemogenic effect. 

41 Acute Lymphoblastic Leukemia



566

The  LYL1  gene is involved in the t(7;19)(q34;p13) leading to 
constitutive overexpression, usually in a more immature 
T-lineage phenotype. The  MYC  gene can be translocated to a 
 TCR  locus [t(8;14)(q24;q21)] in some cases of T-ALL [ 3 , 
 29 – 31 ,  62 ]. 

 In addition to genes encoding bHLH proteins, gene rear-
rangements of the LIM gene family (encoded by  LMO1  and 
 LMO2 ) and the  TCR  loci have been described in T-ALL. The 
t(11;14)(p13;q11) ( LMO1 / TCRD ) occurs in 7–13 % of T-ALL 
and has been associated with males, high WBC count and 
extramedullary disease. The t(11;14)(p15;q11) ( LMO2 / TCRD ) 
is infrequent and found in <1 % of the cases [ 3 ,  29 ,  70 ,  71 ]. 

 Translocations involving the  HOX  genes  TLX1  ( HOX11 ) 
and  TLX3  ( HOX11L2 ), complete the list of developmental 
genes that are inappropriately placed under control of the  TCR  
loci. Activation of expression of the  HOX11  gene by chromo-
somal translocations t(10;14)(q24;q11) and t(7;10)(q34;q24) 
interferes with normal T-cell development and promotes 
malignant transformation. HOX11 expression is associated 
with a favorable prognosis in childhood T-ALL.  HOX11L2  is 

activated by t(5;14)(q35;q32) and (5;14)(q35;q11). Despite 
the fact that this fi nding has been associated with a poor prog-
nosis, this does not seem to apply in children receiving more 
intensive chemotherapy [ 3 ,  29 – 31 ,  60 ]. 

 Recurrent translocations involving the HOXA cluster 
have been described. This subgroup of T-ALL is character-
ized by elevated expression of the  HOXA  genes and includes 
 MLL  rearrangements, inv(7)(p15q34), t(10;11)(p13;q23), 
and  CALM - AF10  rearrangements as well as the cryptic 
del(9)(q34.11q34.13) deletion that results in a S ET - NUP214  
fusion product.  MLL  fusions are found in 4–8 % of 
T-ALL. The t(11;19)(q23;p13) that involves  MLL / ENL  is the 
most frequent. Other identifi ed translocations include t(6;11)
(q27;q23) ( MLL / AF6 ), t(10;11)(p13;q23) ( MLL / AF10 ), 
t(X;11)(q13;q23) ( MLL / AFX1 ), and t(4;11)(q12;q23) 
( MLL / AF4 ). T-ALL with an  MLL  fusion is characterized by 
a specifi c expression profi le with differentiation arrest in 
early stage thymocyte development [ 29 – 31 ,  60 ,  61 ,  72 ]. 

 Chromosomal translocations involving  NOTCH1 , a gene 
that regulates the normal embryologic development of 

    Table 41.3    Main genetic alterations involving T-cell ALL      

  Involved gene(s)    Frequency  
 Translocation involving T-cell receptor genes 
 t(7;10)(q34;q24) and t(10;14)(q24;q11)   TLX1  ( HOX11 )  7 % children; 31 % adults 

 t(5;14)(q35;q32)   TLX3  ( HOX11L2 )  20 % children; 13 % adults 

 inv(7)(p15q34), t(7;7)   HOXA  genes  5 % 

 t(1;14)(p32;q11) and t(1;7)(p32;q34)   TAL1   3 % 

 t(7;9)(q34;q32)   TAL2   <1 % 

 t(7;19)(q34;p13)   LYL1   <1 % 

 t(14;21)(q11.2;q22)   BHLHB1   <1 % 

 t(11;14)(p15;q11)   LMO1   2 % 

 t(11;14)(p13;q11) and t(7;11)(q35;p13)   LMO2   3 % 

 t(1;7)(p34;q34)   LCK   <1 % 

 t (7;9)(q34;q34.3),   NOTCH1   <1 % 

 t(7;12)(q34;p13) and t(12;14)(p13;q11)   CCND2   <1 % 

 Translocation involving oncogenes 
 1p32 deletion   SIL - TAL1   9–30 % 

 t(10;11)(p13;q14)   CALM - AF10   10 % 

 11q23   MLL   8 % 

 t(9;9)(q34;q34)   NUP214 - ABL1   5 % 

 t(9;14)(q34;q32)   EML1 - ABL1   <1 % 

 t(9;22)(q34;q11)   BCR - ABL1   <1 % 

 t(9;12)(p24;p13)   ETV6 - JAK2   <1 % 

 Cryptic deletions 
 9p21   P16   65 % children; 15 % adults 

 Del(6q)  Unknown  20–30 % 

 Mutations 
 Notch1   NOTCH1   50 % 

 PTEN   PTEN   17 % 

 IL7R   IL7R   7–9 % 
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T-cells and other tissues, are rare in T-ALL. In contrast, acti-
vating  NOTCH1  mutations are present in more than 50 % of 
T-cell ALLs.  NOTCH1  regulates oncogenes including the 
 MYC  and  RAS , and this is probably the mechanism by which 
aberrant NOTCH signaling causes T-ALL. This oncogenic 
mechanism is supported by experimental models, in which 
mutations of the  NOTCH1  gene can induce T-cell ALL [ 29 –
 31 ]. Small molecule inhibitors of the NOTCH pathway thus 
have the potential to induce remission in T-cell ALL [ 31 ]. 

 Cryptic deletions are common in T-ALL and may be con-
comitant with other changes. The most common cryptic 
deletion causes loss of the  INK4 / ARF  locus at 9p21, impor-
tant to cell cycle control. Del(6q) also has been observed, but 
the involved gene is unknown [ 29 ,  31 ]. Inactivating gene 
mutations in  PTEN  have been described in approximately 
17 % of pediatric T-ALL and are associated with poor prog-
nosis [ 73 ]. Somatic-gain mutations in  IL7R  have been 
observed in 7–9 % of pediatric T-ALL [ 74 ]. The main genetic 
alterations in T-ALL are summarized in Table  41.3 .    

    Indications for Testing 

 Many genetic alterations have important prognostic implica-
tions that can guide the selection of therapy. Treatment of the 
acute leukemias has progressed from uniform strategies 
devised for large groups of patients to more refi ned protocols 
tailored to the risk of relapse in discrete subgroups. Although 
routinely recorded features such as blast cell immunopheno-
type and presenting WBC count provide useful criteria for 
risk assessment, molecular genetic changes are the most sen-
sitive markers of potential leukemia aggressiveness. Hence, 
overall these are the best suited to guide treatment.  IG  and 
 TCR  gene rearrangement studies are useful for the diagnosis 
of childhood ALL, for detection of cerebrospinal involve-
ment [ 24 ,  25 ,  51 – 53 ,  75 ], and for MRD assessment because 
they occur in the vast majority of ALL patients [ 16 ,  45 ,  46 , 
 76 – 80 ]. 

 Molecular detection of chromosomal abnormalities in 
blast cells of leukemia patients has important prognostic 
implications that can guide staging and selection of treat-
ment. In addition, detection of specifi c translocations is used 
to MRD monitoring [ 81 ]. 

 The term “minimal residual disease” has been used to 
defi ne the lowest level of disease detected by conventional 
methods of analysis in patients who are in complete continu-
ous remission. At clinical presentation, the number of leuke-
mic cells is approximately 10 11 –10 12 ; if the patient is not 
treated, the clone continues to expand, and death occurs with 
approximately 10 13  leukemic cells. With cytotoxic treatment, 
the number of neoplastic cells is diminished and when less 
than 5 % of leukemic blasts are identifi ed in the bone marrow 
(BM) by conventional cytology, the patient is considered to 
be in complete remission. Thus, patients in complete remis-

sion have from zero to 10 10  leukemic cells. The detection of 
MRD, either after clinical remission was achieved or during 
treatment, can help direct adjustments to therapeutic strate-
gies and identify patients who are at higher risk of relapse 
[ 16 ,  45 ,  46 ,  76 – 80 ]. The presence of MRD at the time of 
transplantation as well as in the post transplant period are 
also powerful, independent predictors of adverse outcome 
[ 82 – 87 ].  

    Available Assays 

    Detection of Clonality by PCR 

 Monoclonality in ALL is detected by PCR amplifi cation of 
the  IG  and/or  TCR  V(D)J region, typically using consensus 
primers to conserved sequences within the framework 
regions of the V region and the D and/or J regions (Fig.  41.2 ). 
The V(D)J region varies in size and sequence across a popu-
lation of B or T cells and allows for detection of a monoclo-
nal leukemic cell population by PCR amplifi cation of a 
unique PCR product specifi c to the leukemic clone. For a 
population of nonlymphoid cells, where the  IG  and  TCR  
genes are in the germline confi guration, amplifi cation will 
not occur, due to the great distance between the closest V and 
J regions [ 8 ,  9 ,  11 ,  15 ,  17 ].

       RT-PCR for Leukemia-Specifi c Translocations 

 PCR analysis of fusion genes is based on the design of oligo-
nucleotide primers within exons at the opposite sides of the 
breakpoint fusion regions, so that the PCR product contains 
the tumor-specifi c fusion sequence. The exact breakpoint at the 
DNA level may be different from patient to patient and there-
fore diffi cult to determine. In the majority of ALL transloca-
tions, the breakpoint regions span greater than 2 kb, exceeding 
the conventional range for PCR. However, because the break-
points are mostly intronic and spliced out at the messenger 
RNA (mRNA) level, the preferred target for detection of trans-
locations is the chimeric mRNA [ 26 ]. 
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  Figure 41.2    Schematic representation of an  IGH  VDJ recombination 
region and the strategy used to amplify the N regions. Probes for the N 
regions can be used as patient- specifi c probes ( boxes  with vertical 
 arrows  above them indicate N regions)       
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 Reverse transcription-PCR (RT-PCR) requires extraction 
of total RNA or mRNA from mononuclear cells, reverse 
transcription of the RNA into complementary DNA (cDNA) 
and then PCR, followed by a method to detect the RT-PCR 
product, such as electrophoresis. The sensitivity of the 
method is specifi c for each target and can be assessed by 
amplifi cation of serial dilutions of RNA from diagnostic 
specimens or cell lines containing the specifi c translocation 
into RNA from healthy individuals who do not have the 
translocation. The presence of a very small number of abnor-
mal cells, in the range of 1 in 10 5  to 1 in 10 6 , has been con-
sistently detected using appropriate conditions [ 88 ]. This 
sensitivity is approximately 1000–10,000 times greater than 
with Southern blot analysis. A PCR test that is suffi ciently 
sensitive to detect one leukemia cell in 10 2 –10 3  normal cells 
is acceptable for diagnostic testing. A higher sensitivity of 
one leukemia cell in 10 4 –10 5  normal cells is required for 
MRD assessment during follow-up testing [ 16 ]. More than 
one primer set may need to be used to detect all fusion tran-
scripts when the translocation breakpoints can be in different 
introns of one or both of the fusion genes (Fig.  41.3 ).

       MRD Quantifi cation of IG and TCR Gene 
Rearrangements 

 Real time quantitative PCR (RT-qPCR) of  IG  and  TCR  gene 
rearrangements can be used to quantify MRD by using 
allele-specifi c oligonucleotide (ASO) probes. Sensitivities of 
one in 10 3 –10 5  (Fig.  41.4 ) are achievable with this strategy 
[ 89 – 94 ]. Although initial assays used an ASO fl uorescent 
probe to the junctional region, a more useful approach is to 

use a fl uorescent probe complementary to the germline  IGH  
and  TCR  gene segments, in combination with an ASO primer 
complementary to the junctional region [ 95 ,  96 ]. The ASO 
primer approach theoretically results in more sensitive MRD 
detection compared with the use of germline primers, 
because no competition can occur with the amplifi cation of 
similar rearrangements in normal cells. Although specifi c 
amplifi cation can be easily distinguished from incidental 
nonspecifi c amplifi cation, conditions with higher stringency 
of amplifi cation may need to be used to overcome nonspe-
cifi c amplifi cation while maintaining the effi ciency of the 
method.

       Quantifi cation of Leukemia-Specifi c 
Translocations for MRD Assessment 

 Numerous publications have demonstrated the feasibility of 
the RT-qPCR method to quantify chimeric transcripts result-
ing from chromosomal translocations that occur in ALL [ 81 , 
 91 ]. Although the principles of RT-qPCR are the same 
whether DNA or RNA is being analyzed, the RT step for 
RNA represents a major assay variable for accuracy of 
 quantifi cation and sensitivity. In fact, assays must be 
designed to correct for variations linked to differences in 
RNA input amount and, more importantly, in effi ciency (or 
inhibition) during RT. For this reason, the number of target 
gene copies has to be normalized using a ubiquitously and 
constantly expressed housekeeping gene as a reference (e.g., 
 ABL1 ,  B2M , and  PBGD ) [ 97 ]. The number of chimeric tran-
scripts are expressed in relation to the number of copies of 
the reference gene transcript.   
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  Figure 41.3    RT-PCR detection 
of different fusion transcripts 
generated by the same 
translocation. The possibility of 
different fusion transcripts 
requires the use of multiple 
primer pairs to detect fusion 
transcripts formed by 
breakpoints in different introns 
of the gene(s), depending on the 
size of the transcript       
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    Interpretation of Test Results 

    PCR for IG and TCR Gene Rearrangements 

 Leukemia-specifi c  IG  and  TCR  gene rearrangements identi-
fi ed at diagnosis can be used for MRD assessment of BM or 
peripheral blood samples during and following treatment. 
However, similar  IG  and  TCR  gene rearrangements from 
normal lymphocytes in these specimens also are amplifi ed. 
To discriminate between the leukemia-derived PCR products 
and PCR products of normal cells with rearrangements 
resulting in comparable size PCR products, the amplifi ed 
bands are subjected either to “fi ngerprint” [ 98 – 100 ] or 
homo-heteroduplex analysis [ 18 ,  101 ,  102 ]. What was tradi-
tionally called fi ngerprint analysis consists of PCR amplifi -
cation with a fl uorescent primer and analysis by capillary 
electrophoresis. Clonal amplifi cation results in a single peak, 
often in a background of polyclonal, constitutional amplifi -
cation products. The homo-heteroduplex analysis takes 
advantage of the different migration properties in a poly-
acrylamide gel of V-J rearrangements containing a few mis-
matches (heteroduplex) compared with the fully matched 
V-J junctions (homoduplex) typical of a clone. 

 A variety of  IG  and  TCR  gene rearrangements can be 
present at diagnosis in childhood B-precursor 
ALL. Oligoclonal  IGH  rearrangements have been observed 
in 30–40 % of cases and  IGK  rearrangements in 5–10 % and 
are due to VH replacements, VH-DJH junctions, or de novo 

 IGH  gene rearrangements [ 18 ,  103 – 106 ]. Oligoclonality for 
 TRB  and  TRG  gene rearrangements is thought to be rare in 
B-lineage ALL [ 107 – 109 ,  111 ]. One exception was reported 
by Szczepanski et al., who found  TRG  oligoclonality in 38 % 
of B-lineage ALLs [ 17 ]. Oligoclonality of  TRD  is frequently 
observed in incomplete rearrangements, such as  VD2DD3  or 
 DD2DD3   [ 10 ,  109 ,  110 ]. In T-lineage ALL, oligoclonality is 
rarely seen at diagnosis [ 107 ,  111 ,  24 ,  25 ]. 

 Clonal evolution, that is, different clone characteristics at 
relapse than the original clone characteristics, has been 
detected in rearrangements of both the  IG  and  TCR  genes. 
Rearrangements of the  IG  genes are particularly sensitive to 
clonal evolution, which occurs in more than 30 % of cases. 
Clonal evolution of rearranged  TCR  genes is less frequent, 
but observed in 10–25 % of cases. The likelihood of change 
in gene rearrangements seems to increase with time, but once 
they occur, further changes are not commonly observed dur-
ing additional relapses [ 17 ,  112 – 114 ]. This clonal evolution 
may be due to the emergence of a new independent clone, 
due to secondary leukemia, or due to growth of subclones 
formed by continuous and secondary rearrangements of 
these genes [ 115 – 118 ].  

    RT-PCR for Leukemia-Specifi c Translocations 

 Several potential pitfalls must be avoided to prevent false- 
positive and false-negative results with translocation RT- 

  Figure 41.4    Assessement of 
assay sensitivity by two different 
methods of a patient-specifi c  IgH  
clonotypic marker. ( a ) 
semiquantitative dot-blot 
analysis; ( b ) real-time 
quantitative PCR using Applied 
Biosystems ABI 7700       
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PCR assays. First, RNA degradation must be prevented by 
careful specimen handling, including prompt delivery to the 
laboratory and cooler temperatures. Second, a control mRNA 
from the same cDNA preparation used for amplifi cation of 
the fusion transcript should be amplifi ed to assess the integ-
rity of the RNA, the effi ciency of the RT step, and the pres-
ence of inhibitors. 

 A major concern has been raised about the clinical utility 
of RT-PCR MRD translocation testing in ALL patients 
because fusion transcripts can be detected in the hematopoi-
etic tissues of healthy individuals. Low levels of  BCR / ABL1  
transcripts have been detected in a sizable proportion of 
healthy individuals [ 119 ]. Using a two-round (nested) 
RT-PCR method, the  MLL / AF4  fusion transcript has been 
detected in the fetal liver and BM of normal infant samples 
and in 12 % of pediatric ALL with no cytogenetic or genomic 
evidence of 11q23 alterations [ 120 ]. The signifi cance of 
these fi ndings is still uncertain.  

    Molecular Detection of MRD and Clinical 
Studies 

 Sequential monitoring of MRD using sensitive and specifi c 
techniques with a detection power of one blast cell in 10 3 –
10 6  normal cells, has importantly refi ned the assessment of 
response to treatment [ 78 ,  121 ,  122 ,  89 ,  123 ,  124 ]. The 
study of MRD has drawn great interest in clinical oncology 
because of the potential for tailoring treatment and the pos-
sibility of gaining insight into the nature of a cure. Several 
parameters are critical for the interpretation of MRD stud-
ies, including the type of disease (ALL or acute myeloid 
leukemia [AML]), therapeutic context, timing of sampling, 
the target gene, sensitivity of the assay, interlaboratory stan-
dardization (particularly relevant in multicenter studies), 
the retrospective or prospective nature of the study, and the 
number of tests conducted for each patient. 

 Currently, highly sensitive and specifi c methods for MRD 
detection are available. Molecular assays have been applied 
to the identifi cation of two types of “clone-specifi c” targets 
in ALL: breakpoint fusion regions arising from chromo-
somal translocations, especially fusion transcripts generated 
by the t(9;22), t(4;11), t(1;19), and t(12;21) translocations, 
and patient-specifi c sequences refl ecting unique recombina-
tions of  IG  and  TCR  genes [ 81 ,  90 – 93 ,  139 ]. Flow cytometry, 
using fl uorescence- activated cell sorting analysis can detect 
abnormal immunophenotype patterns or combinations of 
these at diagnosis, which could distinguish leukemic cells 
from normal cells and be used to detect MRD [ 125 – 131 ]. 

 Early response to treatment, based on the rate of disap-
pearance of leukemic cells in the BM has proven to be an 
independent prognostic factor in childhood ALL and is being 

used by several groups as a criterion for the stratifi cation of 
children in risk-adapted therapy. Morphological analysis, 
although useful and applicable at any center, has proven to 
be subjective, of limited sensitivity, and imprecise for the 
assessment of early response to treatment. 

 A prerequisite for applying MRD measurements in clini-
cal studies is that the data should be available for all patients. 
In ALL, PCR-based MRD detection with  IG  and  TCR  gene 
rearrangements can be applied in more than 90 % of child-
hood and adult ALL cases. Accordingly, most of the clinical 
studies of MRD in ALL have used one of the different PCR 
approaches for the detection of  IG  and/or  TCR  gene rear-
rangements [ 16 ,  90 – 93 ]. Clinical application of MRD testing 
in the stratifi cation and treatment of ALL requires reliable, 
reproducible, and quality-assured methods, including regular 
quality assessment to ensure the reproducibility and reliabil-
ity of the MRD results [ 91 ,  92 ,  94 ,  132 ,  139 ,  93 ]. 

 MRD has been signifi cantly correlated with clinical prog-
nosis, being particularly useful in the evaluation of an early 
response and thus permitting a refi ned stratifi cation of treat-
ment for both children and adults. Stratifi cation into risk 
groups according to criteria not based on MRD has proven 
less accurate, especially for low-risk patients [ 45 ,  46 ,  133 , 
 79 ,  80 ,  90 ,  134 ,  135 ]. 

 During the initial induction treatment for ALL, the level 
of MRD is the most important independent prognostic fac-
tor regardless of age, risk group, or genetic translocations. 
The detection of high level MRD (10 -2 –10 -3 ) on day 15 or 
day 19 of induction therapy is associated with an unfavor-
able prognosis, and lower levels with excellent prognosis. 
The “very good responder” patients could be candidates for 
less intensive treatment protocols. In contrast, children and 
adults with higher levels of MRD at the end of induction 
have very poor prognosis even with more intensive treat-
ment protocols, including BMT [ 79 ,  80 ,  122 ,  136 ,  137 ,  138 –
 141 ]. Reduction or intensifi cation of treatment based on 
MRD results was investigated in different clinical trials 
[ 94 ,  139 ,  142 ]. 

 Post-remission MDR assessments at different time points 
have been assessed in several clinical trials. The most impor-
tant predictive time point for relapse in childhood ALL is the 
level of MRD measured at day 78 [ 80 ,  132 ]. The value of 
MRD detection at the end of treatment is questionable, 
because a negative result does not preclude subsequent 
relapse, thus reducing the utility of MRD detection as a crite-
rion for elective cessation of treatment [ 113 ,  114 ,  137 ,  143 ]. 

 MRD is an independent prognostic factor in relapsed 
patients and in those pre- and post-BMT [ 80 ,  82 – 87 ,  138 , 
 144 – 146 ]. Reduction of MRD levels to less then 0.1 % prior 
the BMT is thought to be necessary to achieve a better out-
come [ 82 ,  83 ,  87 ,  144 ]. Prospective studies are ongoing to 
better address these issues. 
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 RT-qPCR of fusion transcripts generated by the t(9;22), 
t(4;11), t(1;19), and t(12;21) has been used to assess MRD 
[ 26 ,  81 ,  97 ,  147 ]. In theory, these fusion transcripts represent 
ideal targets for MRD assessment because they are very spe-
cifi c and absent in normal cells. However, they are present in 
only 30–40 % of B-lineage ALL and 10–20 % of T-ALL 
[ 94 ]. In addition, due to large breakpoint regions and a high 
number of potential fusion partners (e.g.,  MLL ), fusion gene 
targets for MRD assessment are applicable only to a small 
number of patients [ 94 ]. The data reported so far have been 
controversial, leaving unanswered the question of whether 
MRD assessment based on tumor-specifi c translocations 
would help to identify patients with different outcomes 
within the same genetically defi ned subgroup and actually 
have been limited mainly to the quantitative detection of 
 BCR - ABL1  transcripts in Ph+ ALL [ 132 ]. Fusion transcripts 
almost invariably persist in chemotherapy-treated patients 
with ALL bearing the t(9;22), and detection of these tran-
scripts correlates with the high relapse rate of this disease 
subtype in both adults and children [ 47 ,  48 ]. In studies of a 
large group of children, Ph +  ALL appeared to be quite het-
erogeneous with regard to treatment response [ 54 ]. Thus, 
MRD evaluation may help to identify patients persistently 
negative for the  BCR / ABL1  fusion gene among those with 
good early responses to treatment, who can be cured with 
intensive chemotherapy alone. Absence of detectable 
 BCR / ABL1  transcripts could then be used as a surrogate 
marker to monitor in vivo response to new drugs in child-
hood Ph +  ALL [ 55 ,  56 ]. 

 Early conversion to persistently negative RT-qPCR results 
for the t(4;11) translocation involving the  MLL  and  AF4  
oncogenes (particularly after three months) are associated 
with prolonged complete clinical remission (CCR). In the 
Interfant-99 protocol, the use of patient specifi c primers in 
combination with MLL probes to detect MRD was able to 
recognize different risk groups in infant ALL [ 148 ,  149 ]. 

 In ALL patients with the t(1;19) translocation, persis-
tently negative RT-qPCR tests are a good indicator of CCR, 
but positive tests are not necessarily an accurate predictor of 
relapse, thus reducing the utility of this test for clinical deci-
sion making [ 40 ,  41 ]. Continuous monitoring with accurate 
quantifi cation may represent the most reliable approach. 

 Residual disease has been investigated in a limited num-
ber of patients with ALL carrying the t(12;21) and the results 
are controversial. Relapse was observed in cases with persis-
tently positive MRD detection at greater than one in 10 3 . 
However, relapse has been reported to occur even in patients 
with previously negative tests [ 47 ,  48 ,  150 ,  151 ]. Larger pro-
spective studies are needed to fully assess the prognostic 
value of RT-qPCR testing for the t(12;21) translocation, as 
well as its value as an overall marker for monitoring MRD in 
childhood ALL [ 47 ,  48 ,  152 ].   

    Laboratory Issues 

 Although numerous methods to monitor MRD in acute leu-
kemias have been developed in the past decade and new 
technologies are now being used, standardization and quality 
control still remain pertinent for clinical molecular testing 
in hematopathology. This is particularly true in efforts to 
assure reproducible results within multicenter international 
studies. 

 Standardization and quality control in the molecular 
approach for detection of antigen receptor gene rearrange-
ments was addressed within the BIOMED-1 and BIOMED-2 
frameworks and more recently in the EuroMRD effort, 
which developed and validated MRD strategies and pro-
vided guidelines to MRD interpretation [ 16 ,  91 ,  92 ,  94 , 
 139 ,  153 ,  11 ]. One of the major problems resides in the fact 
that each patient’s leukemia has a unique rearrangement, 
requiring the use of patient-specifi c primers and/or probes 
and individual optimization. Use of patient-specifi c assays 
represents a major challenge in uptake of this method in 
clinical molecular laboratories. In an effort to maximize 
detection of virtually all ALL patients and to prevent false- 
negative results, research PCR primers have been designed 
for multiple targets:  TRD ,  TRG , and  IGK  rearrangements, 
as well as the  SIL / TAL  rearrangement [ 16 ]. The method 
uses a total of 54 primers with ASO probes in single or 
nested PCR for target identifi cation at diagnosis, sequence 
analysis of junctional regions, and MRD detection in fol-
low-up samples. A total of 25 PCRs are performed at 
diagnosis to identify the PCR targets. This standardized 
approach allows rapid detection of clonal  IG  and  TCR  rear-
rangements in ALL with high sensitivity and high specifi c-
ity, and enables discrimination between monoclonal and 
oligoclonal gene rearrangements. The combination of the 
four PCR target types allowed PCR monitoring in more 
than 90 % of B-cell precursor ALL and 95 % of T-ALL 
cases. In the vast majority of childhood and adult ALL 
cases, two or more PCR targets were available for MRD 
monitoring. The sensitivity of detecting PCR targets 
depended at least partially on the size of the junctional 
region, with a sensitivity of one in 10 4  for most cases. To 
increase the percentage of cases successfully stratifi ed by 
MRD, newly identifi ed molecular targets have been incor-
porated. The monoclonal  VD2 - JA  rearrangements in pre-
cursor B-ALL were used as patient-specifi c targets for 
MRD detection, because they show high sensitivity and 
good stability [ 23 ]. A sensitive  TRB  RT-qPCR assay was 
developed [ 154 ] with utility for MDR studies in those 
T-ALLs in which the repertoire of  IG  and  TCR  rearrange-
ments is limited and therefore less sensitive. 

 Careful standardization and quality control of MRD tech-
niques were also the aims of the European BIOMED-1 
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Concerted Action group, with participants from laboratories 
in several European countries [ 26 ]. The fi ve most frequent, 
well defi ned ALL chromosomal aberrations with fusion gene 
transcripts were selected: t(1;19) with  E2A - PBX1 , t(4;11) 
with  MLL - AF4 , t(9;22) with  BCR - ABL1  (p190 and p210), 
t(12;21) with  ETV6 - RUNX1 , and microdeletion 1p32 with 
 SIL - TAL1 . PCR primers, positioned to amplify several dif-
ferent transcript versions, were designed according to pre-
defi ned criteria for single and nested PCR (Fig.  41.3 ). 

 The Europe Against Cancer program was established to 
achieve standardization and quality control for the RT-qPCR 
technique for detection and quantifi cation of fusion gene 
transcripts. Twenty-fi ve European laboratories in ten coun-
tries collaborated and established consensus standards for 
RT-qPCR (hydrolysis probe technology) for the main trans-
locations seen in a spectrum of hematologic malignancies, 
including ALL. A set of 12 primers and nine probes has been 
selected to cover the most frequent chimeric transcripts, with 
a threshold of detection of 100 molecules and/or a one in 10 4  
dilution [ 81 ]. This approach is anticipated to allow accurate 
quantitative measurement of fusion transcripts with an inter-
national consensus protocol for diagnosis and MRD assess-
ment in follow-up samples. 

 A representative experiment of RT-qPCR detection of the 
fusion transcript generated by the translocation t(9;22) is 
shown in Fig.  41.5 .

       Conclusions and Future Directions 

 PCR amplifi cation of fusion transcripts resulting from chro-
mosomal translocations and of  IG  and  TCR  gene rearrange-
ments has emerged as a sensitive and reproducible method to 
monitor MRD in ALL. The measure of the initial response to 
therapy in patients who have achieved complete remission 
by morphologic standards can dissect clinical heterogeneity 
within an apparently genetically homogeneous childhood 
ALL subgroup. Moreover, MRD monitoring can be applied 

to the appropriate patient subgroups for early prediction of 
impending relapses. 

 However, before any application in clinical decision mak-
ing, the value of MRD monitoring must be studied in the 
context of clinical trials. Moreover, high levels of confi dence 
in interpreting MRD results are needed to rule out false- 
positive and false-negative results, considering the problems 
and pitfalls of the current technology. In this context, the 
interpretation of MRD results that are produced by different 
studies would benefi t from international standardization. 

 MRD analysis should be incorporated in any future clini-
cal trials of ALL investigating a therapeutic question. 
Moreover, only the combination of simple and reliable MRD 
methods will allow the potential benefi ts of MRD monitor-
ing to be extended to all children with leukemia. Finally, 
genome-based technologies such as microarrays and next 
generation sequencing will help to identify new genetic 
lesions in patients who are currently thought to represent the 
same genetic subtypes of ALL but who differ in MRD clear-
ance and therapeutic response. With such new approaches, 
new specifi c markers for MRD monitoring hopefully will be 
identifi ed.     
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  Abstract  

  The mature B-cell neoplasms include numerous subtypes of B-cell leukemias and lymphomas 
(BCL), as well as plasma cell neoplasms. BCL represent 80–90 % of mature lymphoid leuke-
mias and non-Hodgkin lymphomas (NHL) in the Western world. BCL subtypes include 
numerous distinct diseases, with different biologies, natural histories, morphologic character-
istics, immunophenotypes, genetic features, prognoses, and responses to therapy. BCL also 
include the majority of immunodefi ciency-associated lymphomas. Accurate subclassifi cation 
of BCL has been a challenge for pathologists, resulting in early application of new techniques 
in molecular analysis to improve diagnostic accuracy. Today, the molecular features of BCL 
are used to aid in rendering an accurate diagnosis, to predict prognosis, to help determine 
optimal therapy, and to assess for minimal residual disease (MRD) after therapy. The molecu-
lar abnormalities in BCL have commonly been evaluated for clinical purposes, including 
those occurring in genes coding for antigen receptor (AgR) molecules and those occurring in 
oncogenes and tumor suppressor genes. This chapter will discuss current molecular testing 
methods for BCL, as well as some of the newer methods being developed for BCL.  

  Keywords  

  B-cell leukemia   •   B-cell lymphoma   •   Non-Hodgkin lymphoma   •   Molecular testing   • 
  Immunodefi ciency-associated lymphoma   •   Oncogenes   •   Tumor suppressor genes   • 
  Immunoglobulin receptor gene rearrangement  

        Introduction 

 The mature B-cell neoplasms include numerous subtypes of 
B-cell leukemias and lymphomas (BCL), as well as plasma 
cell neoplasms. BCL represent 80–90 % of mature lymphoid 
leukemias and non-Hodgkin lymphomas (NHL) in the 

Western world. BCL subtypes include numerous distinct dis-
eases, with different biologies, natural histories, morpho-
logic characteristics, immunophenotypes, genetic features, 
prognoses, and responses to therapy. BCL also include the 
majority of immunodefi ciency-associated lymphomas. The 
currently accepted subtypes of BCL are defi ned according to 
the World Health Organization (WHO) Classifi cation of 
Tumours of Haematopoietic and Lymphoid Tissues [ 1 ] and 
are listed in Table  42.1 . Accurate subclassifi cation of BCL 
has been a challenge for pathologists, resulting in early 
application of new techniques in molecular analysis to 
improve diagnostic accuracy. Today, the molecular features 
of BCL are used to aid in rendering an accurate diagnosis, to 
predict prognosis, to help determine optimal therapy, and to 
assess for minimal residual disease (MRD) after therapy. 
The molecular abnormalities in BCL have commonly been 
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evaluated for clinical purposes, including those occurring in 
genes coding for antigen receptor (AgR) molecules and 
those occurring in oncogenes and tumor suppressor genes. 
However, it must be noted that the recent development of 
techniques such as microarray gene expression profi ling, 
multiplex genetic mutation testing, and array-based compar-
ative genomic hybridization (aCGH) has resulted in a 
 signifi cant expansion of knowledge about the biology of the 
different BCL and the number of clinically important molec-
ular markers.

       Molecular Basis of Disease 

    B-Cell Antigen Receptor Genes 

 AgRs are the primary effector molecules of the adaptive 
immune system and consist of multi-subunit glycoprotein 
molecules present on all T and B lymphocytes [ 2 ]. Each lym-
phocyte has a unique antigen receptor molecule on its mem-

brane. B-cell AgRs are membrane-bound immunoglobulins 
(Ig), which include the heavy chain gene ( IGH ) at 14q32, the 
kappa light chain gene ( IGK ) at 2p11, and the lambda light 
chain gene ( IGL ) at 22q11. Each AgR gene in germline con-
fi guration consists of variable (V), joining (J), constant (C), 
and in the case of the  IGH  gene, diversity (D) regions. There 
are approximately 45 V, 23 D, and 6 J regions in the  IGH  
gene. During B cell development, one  IGH  allele undergoes 
rearrangement, with deletion of large intervening DNA seg-
ments, followed by DNA repair at the site of recombination. 
This process is mediated by recombination activating genes 
( RAG1 / 2 ) which encode RAG1/2 proteins able to induce 
breaks in double stranded DNA. DNA damage response pro-
teins then bring the separated AgR gene segments together 
and form a functional rearranged  IGH  gene [ 3 ]. AgR rear-
rangement occurs in a specifi c order: fi rst, one  IGH  D seg-
ment is fused to one J segment, then this DJ segment is fused 
with a V segment to form a functional VDJ exon that encodes 
the variable antigen recognition site of the IGH protein. 
Following  IGH  rearrangement, the fi nal product is a gene 

   Table 42.1    World Health Organization classifi cation of B-cell malignancies   

  Abbreviations used in text  

  Precursor B - cell lymphoblastic leukemia / lymphoma   Pre-B ALL/LBL 

  Mature B - cell neoplasms  
 Chronic lymphocytic leukemia/small lymphocytic lymphoma  CLL/SLL 

 B-cell prolymphocytic leukemia  PLL 

 Hairy cell leukemia  HCL 

 Lymphoplasmacytic lymphoma  LPL 

 Plasma cell myeloma/plasmacytoma  PCM 

 Splenic marginal zone lymphoma  SMZL 

 Extranodal marginal zone lymphoma of mucosa-associated lymphoid tissue  MALToma 

 Nodal marginal zone lymphoma  NMZL 

 Follicular lymphoma  FL 

 Primary cutaneous follicle center lymphoma  PCFL 

 Mantle cell lymphoma  MCL 

 Diffuse large B-cell lymphoma  DLBCL 

 Lymphomatoid granulomatosis  LyG 

 Primary mediastinal (thymic) large B-cell lymphoma  PMLBCL 

 Intravascular large B-cell lymphoma  IBCL 

 ALK positive large B-cell lymphoma  ALK-DLBCL 

 Plasmablastic lymphoma  PBL 

 Large B-cell lymphoma arising in HHV-8-associated Castleman disease  HHV-8-DLBCL 

 Primary effusion lymphoma  PEL 

 Burkitt lymphoma  BL 

 B-cell lymphoma, unclassifi able, with features intermediate between DLBCL and BL  HGBCLU 

 B-cell lymphoma, unclassifi able, with features intermediate between DLBCL and classical Hodgkin lymphoma 

  Immunodefi ciency - associated B - cell lymphoproliferative disorders  ( LPD ) 
 LPD associated with primary immune disorders 

 Lymphomas associated with HIV infection 

 Post-transplant LPD  PTLD 

 Other iatrogenic immunodefi ciency-associated LPD 
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containing one V region, one J region, one D region, and 
multiple C regions, arranged in the following order on the 
chromosome: V-(D)-J-C (Fig.  42.1 ). Ig gene rearrangement 
is an error-prone process and many attempted rearrange-
ments result in nonfunctional AgR genes. If the fi rst  IGH  
rearrangement in a cell fails, the second  IGH  allele is rear-
ranged. A single B cell may therefore have two  IGH  rear-
rangements, one nonfunctional and one functional. The  IGK  
alleles rearrange in a similar fashion, but only after the suc-
cessful rearrangement of one of the  IGH  alleles. The  IGL  
alleles rearrange in most cases only if rearrangements of the 
 IGK  genes fail and both alleles are deleted [ 4 ]. Normal B 
cells that fail to produce a functional  IGH  or light chain rear-
rangement are usually eliminated through apoptosis.

   After successful rearrangement, the Ig genes in mature B 
cells often undergo additional changes, including somatic 
hypermutation. In response to antigen exposure, somatic 
hypermutation occurs in the  IGH  V region (IGVH) of an 
already rearranged  IGH  gene in germinal center-derived B 
cells to enhance antigen affi nity of the AgR. Somatic hyper-
mutation occurs through point mutations, small insertions, 
small deletions, or some combination of these. The enzyme 
activation-induced cytidine deaminase (AID) mediates the 
process of both class-switching and somatic hypermutation. 
AID expression is upregulated in germinal centers in 
response to antigen stimuli [ 3 ,  4 ]. The term “postgerminal 
center” is used to refer to B cells that have been exposed to 
antigen in the germinal center and undergone additional 
somatic mutation of IGVH. Errors in class switch recombi-
nation, somatic hypermutation, and AID expression contrib-
ute to the pathogenesis of many B cell lymphomas [ 5 ]. 

 Structurally and genetically unique AgR rearrangements 
occur in every B cell and are exploited as markers of cell 
lineage and clonality. B cells with these unique gene rear-
rangements may undergo limited clonal expansion as a part 
of a normal immune response, but uncontrolled clonal 
expansion occurs in BCL. In this setting, the unique AgR 

rearrangement can serve as a diagnostic marker of B-cell 
clonality and a marker for detection of MRD following ther-
apy. Clonal rearrangements of  IGH  and  IGK  can be detected 
in essentially all malignancies of mature B cells, but many 
precursor B-cell malignancies will have only  IGH  rearrange-
ments, since malignant transformation occurs before rear-
rangement of the  IGK  or  IGL  genes.  

    Recurrent Cytogenetic and Molecular 
Abnormalities in BCL and Plasma Cell Myeloma 

 Many, but not all BCL are associated with characteristic 
cytogenetic or molecular abnormalities that help to establish 
an accurate primary diagnosis, have specifi c prognostic sig-
nifi cance, and/or serve as targets for MRD assessment. Most 
of the molecular abnormalities described below have been 
included under the National Comprehensive Cancer Network 
Guidelines (Version 3.2012) as “useful testing under certain 
circumstances for clarifi cation of diagnosis.” Table  42.2  pro-
vides a summary of most of the recurrent cytogenetic abnor-
malities identifi ed thus far in subtypes of BCL. This list 
illustrates the large number of potential targets for molecular 
testing, but also highlights the increasing challenge for clini-
cal laboratories to provide relevant molecular information to 
clinicians. There are many additional newly discovered 
mutations in different BCL, either not yet proven to have 
clinical relevance and/or not yet part of routine testing algo-
rithms in BCL; some of these are listed in Table  42.3  for the 
different BCL subtypes. The most clinically relevant BCL 
subtype-specifi c cytogenetic and molecular abnormalities, 
namely those with currently known diagnostic or prognostic 
signifi cance, are discussed in more detail under the individ-
ual BCL categories below. General considerations that are 
applicable to most or all BCL subtypes are discussed later in 
the sections on diagnostic and prognostic indications for 
molecular testing in BCL.

  Figure 42.1    Confi guration and rearrangement of the  IGH  gene on 
chromosome 14q32. DJ rearrangement occurs initially, followed by VD 
rearrangement. The rearrangements occur in a random fashion across B 
cells, resulting in unique rearrangement in each normal B cell. The rear-

ranged  IGH  gene contains one V H  segment (plus all the upstream V H  
segments), one D H  segment, one J H  segment (plus all the downstream J H  
segments), and the C H  segments, in that order on the chromosome       
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       Chronic Lymphocytic Leukemia/Small 
Lymphocytic Lymphoma 
 Although morphologically and immunophenotypically simi-
lar, chronic lymphocytic leukemia/small lymphocytic lym-
phoma (CLL/SLL) is quite heterogeneous genetically, with 
different molecular abnormalities resulting in different natu-
ral histories and responses to therapy. New insights into the 
biology of CLL/SLL have improved the approach to treat-

ment. Many of the relevant chromosomal abnormalities in 
CLL/SLL are not detected by karyotyping because the low 
proliferative capacity of most CLL/SLL limits the clinical 
utility of metaphase cytogenetics. The genetic abnormalities 
in CLL/SLL therefore  usually are detected by interphase 
fl uorescence in situ hybridization (FISH), which has become 
the clinical standard of care in CLL/SLL. Evaluation for 
these abnormalities is clinically indicated at diagnosis in 
most cases of CLL/SLL, because therapeutic decisions are 
affected by the molecular profi le. 

 Adverse molecular prognostic factors in CLL/SLL 
include lack of IGVH hypermutation and the presence of 
 TP53  or  ATM  gene mutations. Somatic hypermutation of 
IGVH is seen in approximately 50 % of CLL/SLL, and long- 
term progression-free and overall survival is better for 
patients with hypermutated IGVH. The explanation for this 
seems to be that unmutated CLL/SLL cells are genomically 
less stable than mutated CLL/SLL cells, are more likely to 
have acquired a  TP53  deletion at relapse than those with 
mutated IGVH, and therefore are more likely to be resistant 
to salvage chemotherapy. Patients with intact  TP53  gene 
function appear to have prolonged survival regardless of the 
extent of IGVH hypermutation [ 6 ]. Testing for IGVH hyper-
mutation requires multiple PCR analyses and gene sequenc-
ing and is performed at only a few specialty laboratories and 
academic centers. 

 The  TP53  gene deletion at 17p13.3 is identifi ed by FISH 
testing in 7–15 % of CLL/SLL cases at diagnosis (illustrated 
in Fig.  42.2 ), but is detected by karyotype at a much lower 
rate. Other types of  TP53  mutations also occur in many CLL/
SLL including missense substitutions, frameshift mutations, 
and in frame deletions, and are highly correlated with 17p 
deletion; however, some  TP53  mutations occur in the absence 
of deletion of 17p [ 7 ,  8 ].  TP53  maintains genome integrity by 
orchestrating the repair or elimination of cells with damaged 
DNA and contributes to the cytotoxicity of many anticancer 
agents. Both 17p deletion and inactivating mutations of  TP53  

      Table 42.3    Common gene mutations and deletions in B-cell lymphomas   

  MZL    CLL/SLL    MCL    FL    DLBCL–GCB    DLBCL–ABC  

  TNFAIP3  –
  A20  

  TP53    TP53    TP53    TP53    CD79B  

  NOTCH2    ATM    ATM    BCL2    BCL2    CARD11  

  NOTCH1    NOTCH1    EZH2    EZH2    MYD88  

  SF3B1    Cyclin D1    CREBBP    CREBBP    TNFAIP3  –  A20  

  FBXW7    p16    EP300    EP300    INK4A  –  ARF  

  MYD88    TNFAIP3  –  A20    MLL2    MLL2    BLIMP1  –  PRDM1  

  BIRC3    MEF2B    MEF2B    BCL6  

  SGK1  

  GNA13  

  TNFRSF14  

  See Table 42.1 for abbreviations.  

    Table 42.2    Nonrandom chromosomal abnormalities in B-cell 
malignancies   

  Lymphoma subtype  

  Nonrandom 
chromosomal 
alterations    Genes involved  

 CLL/SLL  Del 13q14 
 Trisomy 12 
 Del 11q22-23 
 Del 17p13 
 Del 6 3q27 

 Unknown 
 Unknown 
  ATM  
  TP53  

 LPL  Del 6q 
 Trisomy 4 

 MZL  t(11;18)(q21;q21) 
 t(1;14)(p22;q32) 
 t(14;18)(q32;q21) 
 t(3;14)(q32) 
 Trisomy 3 
 Trisomy 18 

  API2 – MALT1  
  BCL10 – IGH  
  IGH – MALT1  
  FOXP1  –  IGH  

 FL  t(14;18)(q32;q21)   IGH – BCL2  

 MCL  t(11;14)(q13;q32)   Cyclin D1  – IGH 

 DLBCL/BCLU  3q27 rearrangement 
 t(14;18)(q32;q21) 
 8q24 rearrangement 

 BCL6 
  IGH – BCL2  
  MYC  

 BL  t(8;14)(q24;q32) 
 t(2;8)(p11;q24) 
 t(8;22)(q24;q11) 

  MYC – IGH  
  IGLK – MYC  
  MYC – IGLL  

 PCM  t(11;14)(q13;q32) 
 t(4;14)(p16;q32) 
 t(14;16)(Q32;Q23) 
 Monosomy 13 

  Cyclin D1 – IGH  
  FGFR3+MMSET –
 IGH  
  IGH – MUM1-IRF4  

  See Table 42.1 for abbreviations.  
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  Figure 42.2    Illustrations of typical genetic abnormalities in BCL, 
detected by interphase FISH. ( a ) CLL/SLL lymphocytes with deletion 
of  TP53 . This case shows two  green ATM  (11q22.3) signals, but only 
one  red TP53  (17p13.1) signal (RGG). A normal cell would have two 
 red  and two  green  signals (RRGG), as seen in the  inset . ( b ) A centro-
meric probe (CEP12) for chromosome 12 demonstrates trisomy 12 with 
3  red  signals (RRR) in this cell from the blood of a CLL/SLL patient. A 
normal cell would have two  red  signals (RR). ( c ) A break-apart probe 
for the  MYC  gene shows a  MYC  rearrangement with a  yellow  fusion 

signal for the normal  MYC  and separate  green  and  red  signals for the 
rearranged  MYC  gene (RGY). The pattern in a normal cell with the 
break-apart probe would be two  yellow  signals (YY), shown in the 
 inset . ( d ) BCL cell with  BCL2  amplifi cation. This FISH result does not 
show the t(14;18) –  IGH  –  BCL2  fusion signals (RGYY) typical of the 
translocation. Rather, the pattern of six  red  signals for the  BCL2  gene 
with only two signals for the  IGH  gene (6R2G) is consistent with  BCL2  
amplifi cation. See Table 42.1 for abbreviations       

render patients resistant to chemotherapy [ 9 ].  TP53  dysfunction 
is associated with an adverse clinical outcome in CLL/SLL 
patients, as well as in other BCL.

   Deletions in 11q22-23 are detected by FISH in 14–20 % of 
CLL/SLL cases and are associated with inactivation of the 
ataxia telangiectasia ( ATM ) gene. The ATM protein kinase is 
involved in TP53  regulation; therefore,  ATM  deletions produce 
 TP53  dysfunction in CLL/SLL cells.  ATM  deletions most 
often are detected by FISH and are associated with a poor 
prognosis, although not as poor as that of patients with  TP53  
deletion/mutation. The addition of Rituximab  monoclonal 
antibody therapy which targets CD20 on B cells to chemo-
therapy regimens appears to overcome the poor prognosis 

conferred by the 11q deletion [ 10 ,  11 ]. Mutations in  ATM  have 
been reported in approximately 10 % of CLL/SLL cases and 
only partially correlate with deletions in 11q. Approximately 
18–30 % of cases with 11q deletion show concomitant  ATM  
mutations. The signifi cance of an  ATM  mutation in the absence 
of an 11q deletion is not well established. 

 As a single abnormality in CLL/SLL, 13q14 deletions 
convey the most favorable prognosis. CLL/SLL with 13q14 
abnormalities usually has IGVH hypermutation. Detected by 
FISH, 13q14 deletions are seen in 40–55 % of CLL/SLL 
cases and are thought to affect one or more tumor suppressor 
genes. Frequent deletions and downregulation of microRNA 
genes miR15 and miR16 at 13q14 have been described in the 

 

42 B-Cell Malignancies



584

majority of CLL/SLL cases with 13q14 deletions [ 12 ]. 13q14 
deletions are sometimes seen in other BCL, but the specifi c 
gene(s) involved may not be the same. 

 Trisomy 12 can be detected by FISH or routine karyotyp-
ing and occurs in 16–20 % of CLL/SLL cases (FISH illustra-
tion in Fig.  42.2 ). Trisomy 12 usually is associated with 
unhypermutated IGVH and has been associated with atypi-
cal CLL/SLL morphology. Patients with trisomy 12 have an 
intermediate prognosis, with a median survival exceeded 
only by patients with single 13q14 abnormalities [ 10 ,  11 ]. 

 Deletions of chromosome 6q are present in approximately 
7 % of CLL/SLL cases and can be detected by FISH. The 
majority are identifi ed at 6q21-23, with a smaller percentage 
documented at 6q25-27. Although limited, initial studies 
suggest that this class of cytogenetic abnormality is associ-
ated with an intermediate risk profi le. Incorporation of FISH 
probes for 6q in clinical practice may improve our under-
standing of this molecular abnormality in risk stratifi cation 
of patients with CLL/SLL. 

 In addition to the genetic abnormalities described above, 
exome and genome sequencing studies have identifi ed addi-
tional recurrent gene mutations in CLL/SLL (Table  42.3 ) 
including those in  SF3B1 ,  NOTCH1 , and others [ 13 ]. 
Frameshift mutations in the proline-glutamic acid-serine- 
threonine (PEST) degradation domain of  NOTCH1  are asso-
ciated with unhypermutated IGVH, trisomy 12, and a poor 
prognosis. Missense mutations in  SF3B1 , a gene involved in 
RNA splicing, are relatively common in CLL/SLL (approxi-
mately 10 %) and whereas the data are preliminary, there is 
evidence that these mutations also confer a worse clinical 
outcome [ 13 – 15 ].  

    B-Cell Prolymphocytic Leukemia 
 B-cell prolymphocytic leukemia (B-PLL) is an aggressive 
mature B-cell leukemia characterized by splenomegaly with 
minimal to no lymphadenopathy and prolymphocytes 
comprising > 55 % of circulating lymphoid cells. Complex 
karyotypes are common, as are  TP53  mutations, 13q14 
deletions, and to a lesser extent, trisomy 12. Cases with 
t(11;14)(q13;q32) are generally excluded from this category 
and considered leukemic variants of mantle cell lymphoma 
(MCL). The  MYC  gene can be overexpressed in B-PLL [ 16 ] 
and, although rare, the t(8;14)(q24;q32) translocation that 
involves  MYC  and is characteristic of Burkitt lymphoma 
(BL) has been reported in B-PLL [ 17 ,  18 ]. The signifi cance 
of  MYC  abnormalities in B-PLL is not entirely clear and 
additional study is needed to elucidate the genetic events 
underlying the pathophysiology of this disease.  

    Hairy Cell Leukemia 
 Hairy cell leukemia (HCL) is an indolent neoplasm of mature 
B cells characterized by circumferential “hairlike” projec-
tions of the B-cell cytoplasmic membrane, splenomegaly, 

diffuse marrow involvement, and peripheral cytopenias. 
The  BRAF  V600E point mutation is present in nearly all 
cases of HCL and has redefi ned a disease which previously 
had no known recurrent molecular abnormalities. The  BRAF  
V600E mutation is rare in other mature BCL [ 19 ]. The 
apparent specifi city of this mutation for HCL makes this a 
disease- defi ning mutation with clear diagnostic utility, in 
addition to possible implications for MRD detection and 
treatment.  

    Lymphoplasmacytic Lymphoma 
 In the 2008 WHO classifi cation, lymphoplasmacytic lym-
phoma (LPL) is defi ned as a B-cell neoplasm composed of a 
mixture of small lymphocytes, plasmacytoid lymphocytes, 
and plasma cells, that does not fulfi ll the criteria for any of 
the other malignancies of small B lymphocytes, i.e., a diag-
nosis of exclusion [ 1 ]. LPL includes Waldenström macro-
globulinemia (WM). There are several common cytogenetic 
abnormalities in LPL, but none are specifi c for this lym-
phoma subtype. These abnormalities include 6q deletion, 
which is seen in approximately 50 % of cases presenting in 
the bone marrow (BM), less often in cases presenting in 
lymph nodes, and may be associated with a worse prognosis 
[ 20 ]. Trisomy 4 is present in 20 % of WM [ 21 ]. The t(9;14) 
translocation previously reported in LPL has been reassessed 
and confi rmed not to be associated with LPL [ 22 ]. Gene 
expression profi ling studies using fl ow cytometric sorted 
cells have shown that WM B cells cluster with CLL/SLL B 
cells, whereas WM plasma cells segregate with plasma cell 
myeloma cells [ 23 ]. One of the upregulated genes in WM B 
cells is interleukin-6, a molecule that may be a therapeutic 
target in LPL. WM is sometimes associated with clonal 
expansions of cytotoxic T cells in the blood, which can con-
found diagnosis. These T-cell clones can be eliminated by 
chemotherapy for LPL [ 24 ]. A mutation in  MYD88  is present 
in almost all patients with WM. This mutation in  MYD88  at 
3p22.2 results in an amino acid change (L265P), and triggers 
NFKB signaling. The  MYD88  L265P mutation is absent or 
only occasionally expressed in other subtypes of non-IgM 
LPL, as well as plasma cell myelomas and marginal zone 
lymphomas [ 25 ].  

    Plasma Cell Myeloma/Plasmacytoma 
 Plasma cell myeloma (PCM) and related plasma cell neo-
plasms have two major subgroups by cytogenetic and 
molecular characteristics with some overlap. The fi rst group 
is hyperdiploid PCM, which comprises 55–60 % of cases 
and has trisomy or tetrasomy, predominantly of odd num-
bered chromosomes. The second group has chromosomal 
translocations that involve the  IGH  gene on 14q32, with a 
variety of partner genes. These translocations occur in 
approximately 50 % of PCM and the different translocations 
are sometimes associated with specifi c clinical features and 
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outcome. Most cannot be identifi ed by karyotyping, but are 
readily identifi ed by FISH studies utilizing molecular probes 
for 14q32 and its translocation partners. Translocations 
involving the  IGH  locus in PCM are believed to occur at the 
time of  isotype class switching, in contrast to other B-cell 
malignancies. 

 The t(11;14)(q13;q32) is the most common translocation, 
occurring in 20–25 % of all PCM. It involves the  CCND1  
gene and is associated with a good prognosis and long sur-
vival. PCM with the t(11;14)— CCND1 – IGH  translocation 
often show considerable morphologic and immunopheno-
typic overlap with LPL. Detection of the translocation and 
cyclin D1 protein expression by immunohistochemistry 
(IHC) are important in making the appropriate diagnosis [ 26 ]. 

 The t(4;14)(p16.3;q32) portends the worst prognosis in 
PCM and is seen in approximately 25 % of cases; it involves 
 IGH  and the fi broblast growth factor receptor-3 ( FGFR3 ) 
and  MMSET  genes at 4p16.3. The t(14;16)(q32;q23) translo-
cation involving the  MAF  gene occurs in approximately 
20 % of PCM and conveys an intermediate prognosis, as 
does the t(6;14)(p25;q32) translocation involving the 
 MUM1  gene, also known as the  IRF4  gene. 

 Progressive disease with transformation to high grade 
variants of PCM with large cell anaplastic or plasmablastic 
morphology is associated with  MYC  rearrangements [ 27 , 
 28 ],  TP53  mutations and deletions, mutations of  KRAS  and 
 NRAS , 1p deletions, and amplifi cations of 1q21 [ 29 ,  30 ]. 

 Cytogenetic abnormalities detected by karyotyping 
may show signifi cantly different clinical outcomes com-
pared to abnormalities detected by interphase FISH only 
[ 31 ]. For example, monosomy 13 detected by karyotyping 
is seen in approximately 50 % of PCM and is associated 
with poor survival, while chromosome 13 abnormalities 
detected by interphase FISH only are associated with 
intermediate survival. Multicolor FISH, also known as 
spectral karyotyping, can detect chromosomal abnormali-
ties in PCM, including deletions, amplifi cations, and rear-
rangements that are missed or cryptic by conventional 
karyotyping, such as Xp11, 8q24, 11q13, 12q13, 13q21, 
14q32, and 22q11.2 abnormalities [ 32 ]. New classifi ca-
tion systems and stratifi cation for treatment of PCM have 
been proposed due to these novel abnormalities, but fur-
ther investigation into the clinical signifi cance of this 
complex and expensive testing is needed before it can 
move into routine clinical care.  

    Marginal Zone B-Cell Lymphomas 
 The marginal zone lymphomas (MZL) are low grade B-cell 
lymphomas and include splenic marginal zone lymphoma 
(SMZL), extranodal marginal zone lymphomas of mucosa- 
associated lymphoid tissue (MALToma), and nodal marginal 
zone lymphoma (NMZL). Multiple molecular abnormalities 
occur in MZL, and MZL of different sites have different 

molecular abnormalities (Table  42.2 ). Testing for these 
abnormalities is helpful in confi rmation of primary diagnosis 
and prognosis. Diagnostic and prognostic testing for these 
molecular abnormalities usually is performed by multicolor 
FISH. 

 The most common translocation in gastric, intestinal, and 
lung MALTomas is t(11;18)(q21;q21), which occurs in 
30–50 % of cases [ 33 – 35 ]. The genes involved are the apop-
tosis inhibitor gene ( API2 ) on 11q21, a member of the 
inhibitor of apoptosis (IAP) protein family with caspase- 
inhibitory functions, and the  MALT1  gene on 18q21, encod-
ing a human paracaspase protein. The resulting  API2  –  MALT1  
chimeric transcript and fusion protein leads to inhibition of 
apoptosis and confers a survival advantage on the MZL cells. 
T(11;18)(q21;q21) is associated with worse prognosis and 
occurs most frequently in  H. pylori -positive antibiotic- 
resistant MZL or advanced gastric MZL, but not in nodal or 
splenic MZL, nor in extranodal MZL with increased large 
cells or large-cell transformation. FISH is the most sensitive 
and specifi c method for detection of this translocation; 
however, reverse transcription PCR (RT-PCR) is occasion-
ally used for detection. 

 An apoptosis regulatory molecule, BCL10, is overex-
pressed as a result of the t(1;14)(p22;q32) translocation, 
which involves  BCL10  on 1p22 and the  IGH  gene on 14q32 
[ 36 ]. Advanced MALTomas sometimes have both  API2  –
  MALT1  and  BCL10  –  IGH  translocations, and BCL10 appears 
to interact with the API2 – MALT1 fusion protein to syner-
gize activation of NFKB, suggesting that they are part of a 
common pathway. The  BCL10  –  IGH  translocation is associ-
ated with a worse prognosis in low grade MALTomas and is 
typically detected by FISH. 

 The t(14;18)(q32;q21) translocation, also detected by 
FISH, involves  IGH  on 14q32 and  MALT1  on 18q21. The 
 IGH  –  MALT1  translocation occurs in most liver MALTomas, 
as well as some cutaneous, ocular adnexal, and salivary 
MALTomas, but is rare in MALTomas of the stomach, intes-
tine, lung, thyroid, and breast, and does not occur in NMZL 
or SMZL.  IGH  –  MALT1  does not usually occur with the 
 API2  –  MALT1  translocation, but sometimes occurs with tri-
somy 3 or trisomy 18 or both [ 37 ]. The clinical signifi cance 
of this translocation is not yet established. This translocation 
should not be confused with the cytogenetically identical, 
but molecularly distinct t(14;18)(q32;q21) translocation, 
resulting in an  IGH  –  BCL2  fusion, which is associated with 
follicular lymphoma. 

 Trisomy 3 occurs in more than 50 % of low-grade MZL, 
and aCGH studies have shown gains at 3q21-23 and 3q25- 29, 
suggesting that  BCL6  is involved in some cases. Trisomy 18 
occurs in approximately 30 % of MZL. The genes involved 
are not well understood and the clinical relevance is unknown. 

 The t(3;14)(p13;q32) involving  FOXP1  on chromosome 3 
and the  IGH  gene on chromosome 14 is present in approxi-
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mately 10 % of MALTomas.  IGH  –  FOXP1  is seen most com-
monly in MZL arising in the thyroid, ocular adnexa, and skin 
and is absent in MZL from the lung and stomach. The trans-
location results in overexpression of FOXP1, is associated 
with trisomy 3, and may have a more aggressive clinical 
behavior [ 38 ,  39 ]. 

  A20  (also known as  TNFAIP3 ), found at 6q23, is a nega-
tive regulator of the  NFKB  pathway and is inactivated in a 
subset of MALTomas via mutation, methylation, or deletion 
[ 40 ].  A20  inactivation is preferentially seen in MALTomas 
arising from the ocular adnexa, salivary gland, and thyroid. 
Activating  MYD88  point mutations (L265P), identical to 
those identifi ed in the activated B-cell-like subtype of dif-
fuse large B-cell lymphoma (DLBCL), and WM have been 
reported in 9 % of MALTomas, although the clinical signifi -
cance is not yet clear [ 41 ]. Both  A20  and  MYD88  mutations 
contribute to constitutive activation of the  NFKB  pathway 
mediating cell survival and growth.  

    Follicular Lymphoma 
 Follicular lymphoma (FL) is the second most common sub-
type of NHL, accounting for approximately 22 % of cases 
[ 42 ]. FL patients demonstrate a remarkably variable clinical 
course, with some patients surviving for less than 1 year 
while others live for more than 20 years [ 43 ]. Standard 
pathologic, immunologic, and genetic analyses of FL have 
failed to identify a reliable method for prediction of progno-
sis in newly diagnosed FL patients. Gene expression profi l-
ing of a large series of FL suggests that the length of survival 
of FL patients correlates with the features of nonmalignant 
cells present in the lymphoma at diagnosis [ 44 ]. However, 
gene expression profi ling is not available yet for routine clin-
ical diagnosis and no alternative immunohistochemical algo-
rithm has yet been developed in FL. 

 The t(14;18)(q32;q21) translocation, detected in approxi-
mately 80 % of FL at the time of initial diagnosis, is the cyto-
genetic hallmark of FL and juxtaposes the  BCL2  oncogene on 
18q21 with the  IGH  gene on 14q32. Overexpression of a nor-
mal BCL2 protein results from this translocation and protects 
the cells from apoptosis. Molecular analysis for  IGH  –  BCL2  
translocation using FISH (Fig.  42.2 ) is often used for confi r-
mation of the initial diagnosis of FL in cases with equivocal 
histologic and immunologic fi ndings. Molecular testing for 
 IGH  –  BCL2  translocation by PCR in FL may be performed to 
evaluate the course of disease and the impact of therapy [ 45 , 
 46 ]. Analysis to aid in evaluation of response to therapy is 
typically performed by PCR, because FISH is not sensitive 
enough for detection of a low level of MRD in BM or blood. 
 BCL2  breakpoints occur most commonly in a 150 base pair 
(bp) span termed the major breakpoint cluster region (MBR), 
but may occur in areas of the gene called the minor break-
point cluster region (MCR) or the intermediate cluster region 

(3′MBR). The insertion of variable numbers of random extra 
nucleotides at the breakpoint junction during crossover and 
the variability of the breakpoints in the  BCL2  fusion gene and 
the six J H  fragments results in considerable variation in the 
length of PCR products when testing is performed for this 
translocation. PCR fragment length usually ranges from 120 
to 270 bp for the MBR, but occasional breakpoints as much 
as 800 bp downstream of the MBR region have been detected 
with standard MBR primers, resulting in PCR products of 
more than 1,000 bp. The clustering of breakpoints on chro-
mosome 18 and the high degree of sequence homology 
among the 3′ portions of the JH segments make the  IGH  –
  BCL2  translocation very amenable to PCR detection and a 
good PCR target for MRD detection (see section on “Minimal 
Residual Disease Detection”). 

 Histologic progression occurs in approximately 30 % of 
FL patients, but the genetic events that are involved in this 
progression are not completely defi ned. Studies of paired 
lymph node biopsy specimens derived from the same FL 
patient before and after transformation identify at least two 
mechanisms for transformation. One is associated with high 
proliferation and one with recurrent oncogenic abnormali-
ties. Mutations in  TP53  occur in 20 % of transformed FL. 
 MYC  gene expression is markedly increased in 70 % of 
transformed FL, but appears to be a surrogate marker for the 
gene expression profi ling high proliferation signature [ 47 ]. 
The frequency of  MYC  mutations and translocations in trans-
formed FL is low [ 48 ]. Copy number variability in two 
regions (1p36.22-p36.33 and 6q21-q24.3) are predictors of 
transformation risk in FL, independent of the International 
Prognostic Index (IPI) score. These prognostic features may 
be useful to identify high-risk patients as candidates for risk- 
adapted therapies [ 49 ]. 

 Genes encoding proteins involved with histone modifi ca-
tion are frequent targets of somatic hypermutation in both 
DLBCL and FL and may play an important role in B-cell 
lymphomagenesis. Both DLBCL and FL may have muta-
tions in these genes, but the frequency of mutation is highest 
in FL, with  MLL2  mutation in 89 % and  MEF2B  mutation in 
13 % of FL [ 50 ].  MLL2  encodes a histone methyltransferase 
and  MEF2b  cooperates with  CREBBP  and  EP300  to acety-
late histones.  

    Mantle Cell Lymphoma 
 Molecular testing is performed at initial diagnosis in most 
patients with MCL as the diagnosis confers a very poor prog-
nosis and mandates aggressive therapy in most cases [ 51 ]. 
Diagnostic testing targets the t(11;14)(q13;q32) transloca-
tion, which juxtaposes the  BCL1  or  CCND1  gene on chro-
mosome 11q13 with an  IGH  enhancer, resulting in 
overexpression of normal cyclin D1 protein and increased 
cell cycling. This translocation is not completely specifi c for 
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MCL, as it also occurs in many plasma cell myelomas. 
However, no diagnostic problems are caused by this overlap 
as the  CCND1  –  IGH  translocation does not occur in the 
 subtypes of BCL with which MCL shows signifi cant mor-
phologic or immunophenotypic overlap. Multiple methods 
have been used to detect the  CCND1  –  IGH  translocation, 
including karyotyping, PCR, RT-PCR for  CCND1  mRNA, 
and FISH [ 52 ]. The optimal diagnostic method has proven to 
be FISH (Fig.  42.3 ), which detects > 90 % of cases, even in 
formalin-fi xed paraffi n-embedded (FFPE) biopsy tissue. 
PCR detection is less successful because the 11q13 break-
points are widely distributed; approximately 30–50 % are 
localized to a 1 kb DNA segment called the major transloca-
tion cluster (MTC), but the remaining translocations involve 
many different sites not easily detectable by PCR analysis. 
There is little application for the PCR assay when FISH is 
faster, more specifi c, and can be performed on FFPE tissue.

   The proliferation signature by gene expression profi ling 
can identify MCL patients with the poorest prognosis [ 53 ]. 
The evaluation of Ki-67 by IHC is often used as a surrogate 
for the gene expression proliferation signature in the routine 
diagnostic workup of MCL, but is diffi cult to interpret and is 
less predictive in the intermediate range. However, a high 
level of Ki-67 expression is likely associated with poor out-
come, independent of the morphologic variant. The mitotic 
index (counting the number of mitotic fi gures/mm2) may be 
superior to Ki-67 expression [ 54 ]. Gene expression profi ling 
has identifi ed the transcription factor  SOX11  as a specifi c 
marker for MCL and IHC analysis demonstrates strong 
nuclear staining with SOX11 in > 90 % of MCL cases includ-
ing those that are cyclin D1-negative [ 55 ]. While this is 

potentially a diagnostically useful marker, the prognostic 
signifi cance remains controversial. 

  ATM  deletions like those in CLL/SLL also are seen in 
many MCL cases, and progression or aggressive clinical 
behavior in MCL is associated with  P16  and  TP53  abnor-
malities [ 56 ]. Additionally, recurrent  NOTCH1  mutations 
occur in MCL; similarly to CLL/SLL,  NOTCH1  mutations 
are associated with poor prognosis [ 57 ]. MCLs rarely have 
somatic hypermutation of IGVH.  

    Diffuse Large B-Cell Lymphoma 
 DLBCL is the most common subtype of lymphoma and this 
category of the WHO classifi cation represents another clini-
cally and biologically heterogeneous group of BCL. Over 
the past decade, promising new technologies have been 
applied to the problem of identifi cation of prognostic sub-
groups of DLBCL. Microarray gene expression profi ling has 
identifi ed three molecularly and prognostically distinct sub-
types of DLBCL: a germinal center B-cell-like DLBCL sub-
group (GCB) with a favorable prognosis; an activated 
B-cell-like DLBCL subgroup (ABC) with a poorer progno-
sis; and a favorable primary mediastinal large B-cell lym-
phoma subgroup (PMBL) [ 58 – 60 ]. 

 In addition to distinct gene expression patterns, these 
DLBCL subgroups have different cytogenetic and molecular 
abnormalities and utilize different oncogenic pathways. The 
GCB type of DLBCL derives from the germinal center 
B cell.  IGH  –  BCL2  translocations [t(14;18)] identical to 
those seen in FL are specifi c to GCB DLBCL and are not 
seen in the other DLBCL subtypes. GCB DLBCL may also 
have amplifi cation of the  REL  locus on chromosome 2p, 

  Figure 42.3    FISH analysis for the t(11;14)  CCND1  –  IGH  transloca-
tion in a mantle cell lymphoma (MCL). On the  left  is a single meta-
phase spread and on the  right  are two interphase cells, all with two 
 yellow , one  red  and one  green  signal called a dual fusion signal pattern 

(RGYY). These probes detect both derivative chromosomes resulting 
from the translocation. Both derivative chromosomes produce a  yellow  
fusion signal, whereas the normal alleles produce separate  red  and 
 green  signals       
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deletion of  PTEN  on chromosome 10, and amplifi cation of 
microRNA cluster mir-17-92 [ 61 ], as well as mutations in 
genes involved in chromatin/histone modifi cation such as 
 EZH2  and  CREBBP  [ 50 ,  62 ] (Table  42.3 ). 

 ABC DLBCL originates from a post germinal center B 
cell, has a gene expression profi le similar to that of activated 
peripheral blood B cells [ 58 ], and is characterized by consti-
tutive activation of the NFKB pathway. Mutations in  A20 , 
 MYD88  and  CARD11  are thought to contribute to deregula-
tion of the NFKB pathway [ 63 ]. Also typical of ABC DLBCL 
are trisomy 3, increased FOXP1 mRNA expression, deletion 
of chromosome 6q, deletion of the  INK4a  –  ARF  tumor sup-
pressor locus on chromosome 9, and gain or amplifi cation of 
part of chromosome 19 [ 61 ] (Table  42.3 ). 

 PMBL represents a distinct entity in the 2008 WHO clas-
sifi cation, which is more frequent in young adults and typi-
cally presents as a mediastinal mass without involvement of 
lymph nodes or BM. PMBL is thought to be derived from a 
thymic medullary B cell. The gene expression profi le more 
closely resembles that of classical Hodgkin lymphoma than 
the other subtypes of DLBCL. aCGH has demonstrated 
amplifi cation of chromosome 9p24 in up to 75 % of cases 
and 2p15 in approximately 50 % of cases. Candidate genes 
include  REL  and  BCL11A  at 2p and  JAK2 ,  PDL1 , and  PDL2  
at 9p [ 64 ].  SOCS1  mutations and upregulation of NFKB are 
also genetic hallmarks of PMBL [ 65 ]. 

 Mutations or translocations in  BCL6  (3q27) are common 
abnormalities in DLBCL, occurring in approximately 30 % 
of cases and not associated with a specifi c subgroup [ 66 ,  67 ]. 
Translocations involve both  IGH  and non  IGH  gene partners. 
The particular translocation partner may dictate the prognos-
tic signifi cance of the  BCL6  translocation, with transloca-
tions involving the  IGH  locus having a more favorable 
prognosis than those with other partner genes.  MYC  translo-
cations are present in approximately 10 % of DLBCL. In 
contrast to BL,  MYC  rearrangements in DLBCL often are 
present in the context of a complex karyotype, and in 
30–40 % of cases,  MYC  is rearranged with a non-Ig gene. 
FISH using a  MYC  break-apart probe is useful in the detec-
tion of these cases (Fig.  42.2 ).  MYC  translocations in DLBCL 
have a worse prognosis with poor response to therapy [ 68 , 
 69 ]. Of note, FISH analysis does not detect all cases with 
signifi cant expression of MYC. IHC for MYC protein identi-
fi es a subset of  MYC  FISH-negative DLBCL cases with high 
levels of MYC protein expression. These IHC-positive, 
FISH-negative cases have a very poor clinical prognosis, but 
only if there is also high expression of BCL2 protein [ 70 ,  71 ].  

   Burkitt Lymphoma 
 BL is a high grade BCL that is characteristically associated 
with the t(8;14)(q24;q32) translocation involving the  MYC  
gene on 8q24 and the  IGH  gene on 14q32 [ 72 ]. Occasional BL 
demonstrates variant t(2;8)(p11;q24) or t(8;22)(q24;q11) trans-
locations involving  MYC  and the kappa and lambda light chain 

loci, respectively [ 73 ]. These translocations result in increased 
expression of MYC and markedly increased cell proliferation. 
The site of translocation of  MYC  is reported to vary between 
sporadic and endemic BL. In endemic disease, the 8q24 break-
point occurs up to 300 kb 5′ from the coding region of the 
 MYC  gene, while sporadic BL characteristically involves a 
breakpoint in  MYC  exon 1 [ 74 ]. The site of translocation in the 
 IGH  gene also is variable, with endemic cases involving the J 
region and sporadic cases involving the C regions. The degree 
of molecular variability in these translocations is the reason 
they are not amenable to detection by standard PCR assays. 
Routine karyotyping and FISH analysis using  MYC  probes are 
successful in detecting almost all  MYC  translocations in 
BL. BL typically do not have other chromosomal abnormali-
ties. Gene expression profi ling of BL and DLBCL has identi-
fi ed typical gene signatures for BL vs DLBCL [ 75 ]. The MYC 
protein and its target genes, as well as some genes expressed 
in normal germinal center B cells are more highly expressed in 
BL than GCB DLBCL, while major histocompatibility com-
plex (MHC) class I genes and NFKB target genes are expressed 
at lower levels in BL than in DLBCL. Some of the recurrently 
mutated genes in DLBCL ( EZH2 ,  SGK1 ,  BCL2 ,  CD79B , and 
 MYD88 ) are rarely mutated in BL [ 76 ].  

   B-Cell Lymphoma, Unclassifi able, with Features 
Intermediate Between DLBCL and BL 
 A subset of B-cell lymphomas shows morphologic and immu-
nologic overlap with both BL and DLBCL. In some but not 
all of these cases, the gene expression profi le is similar to 
BL [ 75 ]. Historically, these have been called “atypical 
Burkitt” or “Burkitt-like” lymphomas, but in the 2008 WHO 
classifi cation, they were put into the category of BCL, unclas-
sifi able, with features intermediate between DLBCL and BL 
(BCLU) [ 1 ]. Unlike classical BL,  MYC  translocations in 
BCLU frequently involve a non-Ig gene partner and may 
occur in the background of a complex karyotype. Most of the 
so-called “double hit lymphomas,” defi ned by the presence of 
a  MYC  rearrangement and another genetic abnormality, most 
commonly  BCL2  gene rearrangement, are included in this 
category. However, some double hit lymphomas may be mor-
phologically and phenotypically indistinguishable from 
DLBCL or even FL. Identifi cation of double hit lymphomas 
at diagnosis is clinically important because, regardless of how 
they are subclassifi ed morphologically, double hit lympho-
mas have a particularly aggressive clinical course and are 
often refractory to conventional chemotherapeutic regimens 
used for DLBCL. In rare cases of “triple hit lymphoma,” 
 MYC ,  BCL2 , and  BCL6  are all rearranged and the clinical 
outcome is particularly dismal. FISH analysis is typically 
used at diagnosis for detection of these cytogenetic abnor-
malities, but will not detect all cases, particularly those with 
other mechanisms of overexpression of MYC. Because of the 
possible overlap with typical DLBCL, some institutions now 
routinely use a diagnostic FISH panel for detection of  MYC  
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rearrangements plus  IGH  –  BCL2  and  BCL6  rearrangements at 
the time of initial diagnosis for all new DLBCLs and BCLUs.  

   ALK-Positive Large B-Cell Lymphoma 
 ALK-positive large B-cell lymphoma (ALK-positive 
LBCL) is a rare subtype of DLBCL that is typically 
composed of a monomorphic proliferation of large, 
immunoblastic- appearing B cells. These malignant B 
cells may show plasmacytic differentiation and must be 
distinguished from plasmablastic lymphomas (PBL) and 
T- and NK-cell anaplastic large cell lymphomas. ALK-
positive LBCL is characterized by strong and homoge-
neous immunostaining with the ALK antibody, usually 
with a restricted granular cytoplasmic pattern. Despite the 
fact that they express the ALK protein, the t(2;5)(p23;q35) 
 NPM  –  ALK  translocation that is characteristic of T- and 
NK-cell anaplastic large cell lymphomas, is seen only in 
rare cases; these cases also show an unusual combined 
cytoplasmic, nuclear, and nucleolar staining pattern with 
the ALK antibody. The key genetic abnormality in ALK-
positive DLBCL is the genetic alteration of the ALK locus 
on chromosome 2, with the most frequent abnormality 
being the t(2;17)(p23;q23) –  ALK  –  CLTCL1  fusion. FISH 
analysis with the  ALK  gene break-apart probe is the typi-
cal method used to detect  ALK  –  CLTCL1  translocation 
in these lymphomas. Approximately 50 cases of ALK- 
positive DLBCL, which is not associated with immuno-
suppression or Epstein-Barr Virus (EBV), have been 
reported [ 77 ,  78 ].  

   Immunodefi ciency-Associated B-Cell 
Lymphoproliferative Disorders 
 Immunodefi ciency-associated lymphoproliferative disorders 
(LPD) are heterogeneous and arise in the clinical context of 
primary (congenital or genetic defect) or acquired immune 
defi ciency. Four types of immunodefi ciency-associated LPD 
are recognized in the current WHO classifi cation: (1) LPD 
associated with primary immune disorders (PID), (2) lympho-
mas associated with HIV infection, (3) post-transplant lym-
phoproliferative disorders (PTLD), and (4) other iatrogenic 
immunodefi ciency-associated LPD [ 1 ]. As a group, immuno-
defi ciency-associated LPD are typically of B-cell type, tend to 
occur at extranodal sites, and range from nonneoplastic pro-
liferations to aggressive malignancies [ 79 ]. Morphologically, 
they range from reactive-appearing lymphoid or plasmacytic 
hyperplasia to overt lymphoma. LPD are frequently associ-
ated with EBV infection. The disease may regress upon resto-
ration of host immune integrity, such as by withdrawal of an 
immunosuppressive medication, but the presence of lym-
phoma often requires treatment as a malignancy [ 80 ]. The 
development of B cell monoclonality and the accumulation of 
molecular alterations causing microsatellite instability, cell 
cycle dysregulation, or mutations in oncogenes, accompany 
the  progression to lymphoma [ 81 ,  82 ]. 

 EBV and human herpesvirus-8 (HHV-8) are both double- 
stranded DNA gamma herpesviruses, linked to the pathogen-
esis of multiple neoplasms arising in immunocompromised 
hosts. Common to herpesviruses, after a primarily lytic phase 
(production and release of new virions), latent infection is 
established with virus persisting in infected cells for the life of 
the host. Oncogenesis is associated with the latent phase, and 
in the case of EBV infection, different patterns of latent protein 
expression are seen in different hematolymphoid neoplasms 
[ 83 ]. Loss of T-cell antiviral immunity increases the risk of 
uncontrolled proliferation and development of LPD [ 84 ]. 
EBV is commonly implicated in LPD associated with primary 
immunodefeciency (PID) (subtypes of PID listed in Table  42.4 ). 
PID with a particular propensity for the development of EBV-
associated lymphomas include X-linked LPD, severe com-
bined immunodefi ciency, hyper IgM syndrome (CD40 ligand 
and CD40 defi ciencies), common variable immunodefi ciency, 
and Wiskott-Aldrich syndrome [ 85 ]. In patients with an EBV- 
positive LPD and no apparent cause of acquired immune defi -
ciency, an underlying primary immunodefi ciency should be 
considered, especially in the pediatric population.

         BCL in HIV-Positive Patients 
 Despite the decreasing frequency of lymphoma in HIV 
patients since the advent of highly active antiretroviral ther-
apy (HAART), there remains a 70-fold increased incidence 
of NHL in HIV-infected individuals as compared to the 
 general population [ 86 ]. Hodgkin lymphomas also are 
increasing in the HIV-infected population [ 87 ]. The fre-
quency of EBV-positivity in AIDS-related lymphomas is 
approximately 50 % overall, but varies depending on the 
type of lymphoma. Approximately 30 % of BL, 75 % of 

   Table 42.4    Primary immunodefi ciencies with increased risk of B-cell 
lymphoma   

 Immunodefi ciency subtype  Genes with mutations 
 Severe combined immunodefi ciency 
(SCID) 

  IL-2RA, RAG1/2, JAK3  

 X-linked agammaglobulinemia (XLA)   BTK  

 Common variable immune defi ciency 
(CVID) 

  ICOS  

  CD19  

  TACI  

 Hyper IgM syndrome   CD154 (CD40L)  

  CD40  

  IKK-gamma/NEMO  

  UNG  

  AID  

 Hyper IgE syndrome   STAT3  

 Familial hemophagocytic 
lymphohistiocytosis (HLH) 

  SH2D1A, XIAP, PRF1, 
MUNC13-4, STX  

 Ataxia telangiectasia (A-T)   ATM  

 Mijmegen breakage syndrome (NBS)   NMN  

 Wiskott-Aldrich syndrome (WAS)   WASP  

 Autoimmune lymphoproliferative 
syndrome (ALPS) 

  FAS/FASL  

42 B-Cell Malignancies



590

PBL, and almost 100 % of Hodgkin and primary central ner-
vous system lymphomas are EBV positive [ 79 ]. HHV-8 is 
seen in nearly all cases of multicentric Castleman disease in 
 HIV- positive patients and dual infection of tumor cells with 
EBV and HHV-8 is seen in primary effusion lymphoma 
(PEL). Interestingly, there is also an inverse relationship 
between EBER-positivity and BCL6 protein expression, 
with the theory that EBV microRNAs suppress  BCL6  tran-
scription [ 88 ,  89 ]. Chronic antigenic stimulation in HIV 
patients triggers somatic hypermutation and class switch 
recombination in B cells, increasing the chance of oncogenic 
mutations and translocations [ 5 ]. Most AIDS-related lym-
phomas are aggressive BCL (BL and DLBCL), but some 
additional lymphoma subtypes have a particular association 
with HIV infection, including PEL, PBL, and DLBCL aris-
ing in HHV8-associated Castleman disease [ 90 ]. 

 PBL is a rare, highly aggressive neoplasm defi ned as a 
diffuse proliferation of large B cells morphologically resem-
bling immunoblasts with an immunophenotype similar to 
that of plasma cells [ 91 ,  92 ]. PBL classically presents in the 
oral cavity of HIV-infected patients, though cases in immu-
nocompetent patients and extraoral manifestations are 
described [ 91 – 94 ]. EBV, most frequently latency type 1 pat-
tern, is present in 75 % of cases overall and increases to 
nearly 100 % in HIV-associated PBL of the oral cavity.  MYC  
rearrangements are the most common recurrent chromo-
somal abnormality in PBL and 85 % involve rearrangement 
with an Ig gene partner, usually  IGH . Those with  MYC  rear-
rangements are signifi cantly more likely to be EBV-positive 
(74 % vs 43 %) [ 95 ]. 

 PEL is a very rare, but highly aggressive large B-cell lym-
phoma that typically involves body cavities of HIV patients 
and is associated with HHV-8 infection. PEL is composed of 
large immunoblastic or plasmablastic cells, often with an 
immunophenotype similar to that of PBL. Approximately 
70–80 % of cases are associated with EBV; however, EBV is 
not absolutely required for the diagnosis of PEL and is likely 
only a cofactor, offering survival advantage in the HHV-8 
infected cells [ 96 ]. Mutations in the  BCL6  gene are described 
in PEL, but rearrangements involving the  CCND1 ,  BCL2 , 
and  MYC  genes have not been described [ 97 ]. 

 DLBCL arising in HHV-8-associated Castleman disease 
primarily occurs in HIV-positive patients. These lymphomas 
are sometimes referred to as plasmablastic because the cells 
morphologically resemble plasma cells but must not be con-
fused with PBL described above. Unlike PBL, the abnormal 
B cells in this entity are infected with HHV-8 rather than 
EBV. The neoplastic B cells show uniform expression of one 
Ig heavy chain (typically IgM) and are typically Ig lambda 
positive. PCR analysis for  IGH  gene rearrangements almost 
always shows a polyclonal pattern. 

 Mutational analysis of lymphomas arising in the setting 
of HIV infection shows heterogeneous molecular lesions, 
with many containing hypermutations in IGVH and muta-

tions in  BCL6  [ 97 ]. The most common molecular alteration 
in AIDS-related lymphomas is mutation of the 5′ noncoding 
region of  BCL6  [ 98 ]. Approximately 50 % of cases have at 
least one mutation involving the  PAX5 ,  RHO  –  TTF ,  PIM1 , or 
 MYC  oncogenes, and 23 % of cases show mutations in two 
or more of these genes [ 82 ].  

    Post-transplant Lymphoproliferative Disorders 
 PTLD represent a spectrum of lymphoid and plasmacytic 
proliferations arising in immunocompromised hosts after 
solid organ, BM, or peripheral blood stem cell transplant. The 
majority of PTLD arise in the fi rst year after transplant and 
the risk depends on the type of transplant, degree of immuno-
suppression, and EBV seropositivity at the time of transplant. 
PTLDs are characteristically EBV-positive and of B-cell type, 
although EBV-negative BCL and T-cell lymphomas can 
occur [ 1 ]. The morphology of PTLD varies from polymor-
phic to a monomorphic population of cells which may be 
polyclonal or monoclonal. Early lesions resemble infectious 
mononucleosis but can progress to overt lymphoma, with 
increasing numbers of large B cells. The neoplastic B cells 
commonly show a non-germinal center immunophenotype, 
with the majority having IGVH (as in CLL/SLL) but not 
somatic hypermutation [ 81 ]. Peripheral blood EBV viral 
DNA levels correlate with PTLD development; although an 
individual value cannot supplant a tissue biopsy for diagno-
sis, trends in EBV DNA levels can be used for disease moni-
toring and guiding therapy [ 99 ]. Transition from a reactive 
morphology to an overt monomorphic, monoclonal malig-
nancy is the natural history of PTLD; however, early recogni-
tion may allow alterations in immunosuppressive regimens 
and regression of disease, avoiding aggressive chemotherapy. 
Molecular abnormalities associated with progression of 
PTLD include microsatellite instability, DNA mismatch 
repair defects, accumulation of mutations in proapoptotic fac-
tors  BAX  and caspase genes and DNA repair gene  RAD50,  
aberrant somatic hypermutation, and mutations in  MYC , 
 BCL6 , and  TP53 . DNA hypermethylation has been described 
in 60 % of monomorphic PTLD [ 81 ].  

    Indications for Testing 

 Testing strategies for the molecular abnormalities of BCL are 
evolving as the number of genes important for diagnosis and 
prognosis of BCL increases. Thus, the molecular testing per-
formed to confi rm a primary diagnosis, predict BCL progno-
sis, or identify appropriate targeted therapies for subtypes of 
BCL will not be the same as testing performed for detection 
of MRD after therapy. At initial diagnosis or relapse of BCL, 
the laboratory often needs to rapidly evaluate multiple genetic 
targets, but with only a low level of assay sensitivity. This is 
in distinct contrast to testing for MRD after therapy, for which 
a very sensitive assay is needed. 
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 Several major clinical indications for molecular testing in 
BCL include: (1) to distinguish between a reactive and neo-
plastic proliferation of B cells, (2) to identify specifi c chromo-
somal abnormalities to aid in accurate subclassifi cation of 
BCL, (3) for prognosis within a BCL subtype when alternative 
therapies are related to specifi c molecular abnormalities, and 
(4) to evaluate response to therapy by molecular analysis for 
detection of MRD. When there is a need to distinguish between 
reactive and neoplastic B-cell proliferations, assays for detec-
tion of B-cell clonality are most frequently used because they 
are applicable to virtually all BCL. The  IGH  gene is the most 
common target evaluated for confi rmation of B-cell clonality 
at diagnosis. The  IGH  gene is also the most common target for 
detection of persistent BCL following therapy. 

 Because substantial morphologic and immunologic overlap 
exists between different BCL subtypes, accurate subclassifi ca-
tion by routine histologic and phenotypic evaluation alone is 
sometimes diffi cult and may require evaluation for characteris-
tic molecular abnormalities. Assays for specifi c BCL-associated 
molecular alterations have more limited clinical utility than 
clonality testing in that they are applicable to only a subset of 
BCL patients, but they often provide essential information for 
accurate subclassifi cation at diagnosis. Assessment of BCL for 
molecular features related to adverse prognosis is being per-
formed on a more frequent basis than in the past, due to an 
increased number of signifi cant molecular factors as well as the 
development of new targeted therapies. Some prognostic fac-
tors for poor outcome appear to be relevant only to a particular 
subtype of BCL, but other factors, such as  TP53  dysfunction 
and  MYC r earrangement, seem to be associated with poor 
prognosis or progressive disease in many BCL subtypes. 
Patients with BCL manifesting molecular markers of poor 
prognosis often are treated more aggressively at the time of 
initial diagnosis. The use of FISH assays for molecular evalua-
tion of BCL at diagnosis and relapse has expanded remarkably 
over the past several years and will likely continue to expand as 
new molecular probes are identifi ed. However, it must be 
stressed that the sensitivity of even the best FISH assay is not 
suffi cient for detection of MRD in treated BCL patients. MRD 
testing requires the development and implementation of stan-
dardized, sensitive, and quantitative testing. 

    Minimal Residual Disease Detection 

 In the past, assessment of therapeutic response by molecular 
testing for MRD was infrequently performed outside of clin-
ical trials. However, recent use of new therapeutic modalities 
such as monoclonal antibodies and vaccine therapies for 
treatment of BCL has resulted in improved clinical out-
comes, and multiple large prospective studies in Europe have 
clearly demonstrated the high prognostic value of MRD 
monitoring in children with acute lymphoblastic leukemia 
[ 100 ]. Molecular remissions associated with prolongation of 

progression-free and overall survival also have been seen in 
multiple clinical trials with MRD monitoring in CLL/SLL 
[ 101 – 103 ]. MRD detection is used in clinical practice for 
FL. The fi nding of a persistent positive MRD test is associ-
ated with a higher risk of disease relapse [ 104 ]. However, the 
optimal methodology and timing for detection of MRD has 
yet to be determined for all subtypes of BCL. The consensus 
for MRD detection of CLL/SLL by multicolor fl ow  cytometry 
was published in 2007, with comparison to standard fl ow 
cytometry and allele-specifi c PCR [ 105 ]. 

 In general, techniques used for MRD detection have a 
sensitivity to detect one BCL cell in 10 3 –10 5  normal cells, 
depending on the assay method. Flow cytometry analysis can 
reach a sensitivity of 1 in 10 4  and patient-specifi c PCR analy-
sis for  IGH  gene arrangements can reach a sensitivity of 1 in 
10 5  [ 106 ,  107 ]. An ideal MRD assay would be applicable to 
all patients with the disease, provide some quantifi cation of 
the target, be rapid, inexpensive, readily standardized, and 
disease-specifi c, as well as demonstrating good intralabora-
tory and interlaboratory reproducibility. In fact, current 
MRD assays lack many of these features. 

 As mentioned above, the most sensitive and specifi c 
method of testing for MRD in BCL is patient/clone-specifi c 
(allele-specifi c) PCR analysis for  IGH  gene rearrangements. 
This method takes advantage of the fi ngerprint-like sequences 
of the junctional regions of the rearranged  IGH  gene, which 
differ in length and composition for each B-cell clone.  IGH  
PCR analysis of a BCL is performed and the PCR products 
(junctional regions of the clonal  IGH  rearrangement) are then 
sequenced. The  IGH  rearrangement sequence is subsequently 
used for the design of patient-specifi c PCR primers, which are 
used in PCR assays to assess MRD. The usual target for MRD 
detection is a VH-JH rearrangement. The use of two MRD 
targets also has been recommended for reliable and sensitive 
MRD detection [ 108 ,  109 ]. In patient-specifi c  IGH  PCR, the 
background signal from polyclonal B cells does not obscure 
the clonal PCR products, resulting in signifi cantly more sensi-
tivity compared to  IGH  gene rearrangement PCR, which is 
only approximately one in 10 2  cells, and is not suffi cient for 
MRD detection [ 110 ]. The major problem, however, is that 
patient-specifi c  IGH  PCR is extremely labor-intensive and 
currently impractical for routine clinical testing. 

 Quantitative PCR (qPCR) detection of specifi c molecular 
abnormalities is useful in follow-up of patients with BCL. A 
standard curve is made from a dilution series of either a diag-
nostic lymphoma sample for patient-specifi c PCR or a cell- 
line dilution if patient-specifi c sequences are not known, and 
the amount of residual lymphoma cells relative to normal 
cells in a sample can be calculated by using this standard 
curve [ 111 ]. The qPCR method may be used with fusion gene 
translocation targets as well as the  IGH  gene, and is amenable 
to interlaboratory standardization. The determination of the 
trend in the quantitative copy numbers of residual BCL sig-
nals over time may provide important therapeutic information 
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during and after treatment of BCL patients. PCR analysis 
using patient-specifi c primers is extensively used in Europe 
for molecular monitoring of MRD in patients with precursor 
B-lymphoblastic leukemia (pre-B-ALL), treated on different 
clinical trials. In addition, the Europe Against Cancer Program 
has reported a standardized testing approach for the most 
common fusion gene transcripts in clinical trials for patients 
with ALL and BCL [ 112 ]. Optimal primer sequences and 
methods have been reported by the European BIOMED-2 
Concerted Action for detection of MRD in patients with pre-
B-ALL group. A concise review about why and how to quan-
tify MRD in ALL was published in 2007 [ 113 ]. This type of 
MRD testing is currently performed mainly in specifi c 
research laboratories for patients in BCL clinical trials, but as 
therapeutic options increase, quantitative and sensitive MRD 
testing is expected to become routine. 

 Flow cytometric analysis has largely replaced qPCR test-
ing for routine clinical analysis for MRD in CLL/SLL and 
pre-B-ALL patients, because it provides a faster turn-around- 
time and is much less labor intensive. The comparability of 
multicolor fl ow cytometry and qPCR methods for detection 
of MRD at the 10 −4  level has been demonstrated in a CLL/
SLL study, in patients treated with fl udarabine/cyclophos-
phamide or fl udarabine/cyclophosphamide/rituximab [ 101 ]. 

 Other than  IGH  PCR, the only signifi cant molecular target 
that has been used for MRD detection in BCL is the t(14;18)
(q32;q21) in FL. This testing has traditionally been performed 
on follow-up BM specimens, because the majority of FL 
patients have detectable disease in the BM at the time of initial 
diagnosis. With newer therapies that include monoclonal anti-
bodies, a molecular remission in the marrow is desirable and 
can be achieved in the majority of patients. However, although 
the durability of clinical remission correlates with the attain-
ment of molecular remission [ 114 ,  115 ], some patients with 
negative MRD in the BM after therapy have subsequent 
relapse in peripheral lymph nodes or other tissues. The clinical 
utility of this testing therefore has been called into question as 
it is clear that a negative monitoring result in BM does not 
necessarily predict progression-free survival [ 116 ]. Previously 
involved lymph nodes may serve as a reservoir of neoplastic 
cells in FL patients [ 117 ]. Additional studies are needed to 
resolve some of these questions. 

 Another issue with routine clinical testing for MRD in FL 
is the lack of test standardization across laboratories [ 118 ]. In 
older studies, nested PCR assays were used because they pro-
vide the highest level of sensitivity, detecting one FL cell in 
10 5 –10 6  normal cells. However, nested PCR assays are labor 
intensive with a high risk of PCR contamination compared 
with non-nested techniques, so standard PCR or reverse tran-
scription-qPCR (RT-qPCR) assays have been used instead. 
The analytical sensitivity of PCR and RT-qPCR assays for the 
 IGH  –  BCL2  translocation is less than that of nested PCR tech-
niques; at best, sensitivity is one positive cell in 10 4  normal 
cells [ 119 ]. The clinical relevance of the differences in sensi-
tivity between nested PCR and standard PCR analyses for FL 

is not clear. With a highly sensitive test like nested PCR, the 
analysis will detect occasional benign  IGH  –  BCL2  transloca-
tion-carrying cells that are known to exist in many unaffected 
individuals. Therefore, this assay may produce more false-
positive MRD results. A slightly less sensitive test using PCR 
or RT-qPCR may not detect these rare events but also may 
miss very low level MRD. The best compromise and optimal 
clinical approach may be the serial measurement of the  IGH  –
  BCL2  translocation by RT-qPCR to trend the quantitative lev-
els of FL cells over time.   

    Available Assays 

 Several methods are used by clinical laboratories to detect the 
known molecular abnormalities in BCL. These include PCR, 
RT-PCR, RT-qPCR, and FISH. Routine PCR testing in B-cell 
malignancies today is largely restricted to testing for B-cell 
clonality, as many of the PCR analyses for other abnormali-
ties have been supplanted by FISH assays, but some testing is 
still done for specifi c fusion transcripts [ 120 ]. There are mul-
tiple other methodologies in development, but not in general 
clinical usage yet. 

    Polymerase Chain Reaction Analyses 

 PCR amplifi cation of genomic DNA is used for detection of 
AgR rearrangements and can be used for many BCL- 
associated translocations. However, in genes with numerous 
translocation partners, such as  IGH  and  MYC , FISH is more 
effective than PCR. Translocations involving variable sites 
over an area of a chromosome too large for the typical PCR 
may be amenable to RT-PCR due to removal of the intronic 
regions that results in a smaller amplifi cation region. 
Typically, RT-PCR cannot reliably be performed on FFPE 
tissue because RNA is often degraded during tissue process-
ing. PCR using DNA as a substrate can be performed on 
fresh, frozen, and most FFPE tissue, as well as microdis-
sected and cytology specimens. PCR requires fairly small 
amounts of DNA and can be performed relatively rapidly, 
providing a clinically useful result in 1–3 days. 

  IGH  PCR amplifi es only rearranged  IGH  alleles because 
germline alleles have too great a distance between the PCR 
primer binding sites to allow for amplifi cation. PCR detection 
of IGVH rearrangements uses V- and J- region primers and 
relies on the V, D, and J segments being brought into close 
proximity during rearrangement so that the PCR reaction can 
amplify across these segments. The closest V and J segments 
are too far apart in the germline confi guration for PCR ampli-
fi cation to occur.  IGH  clonality analysis by PCR uses consen-
sus primers designed to anneal to sequences conserved across 
the multiple  IGH  V- and J-regions. For  IGH  PCR, one J-region 
primer will recognize all six J segments because there is a 
single well-conserved region among the six J regions, but 
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there is no single V-region primer that will recognize all V 
segments. V regions have three more highly conserved frame-
work regions (FR I, II, and III) and highly variable interven-
ing sequences called complementarity- determining regions 
(CDR I and II). Because the FR sequences are more con-
served across the different V regions, the V-region primers 
are designed to bind to FR sequences. The FR III region is 
closest to the J region in the rearranged state, resulting in a 
smaller PCR product than for the other FR regions. FR III- 
and J-region primers amplify the highly variable V-D junc-
tion (CDR III) and detect 60–70 % of IGVH rearrangements. 
The sequence of the FR III V-region primer also affects the 
detection rate. One interlaboratory comparison showed a dif-
ference of 55–70 % based on the specifi c sequence used for 
the V-region primer [ 121 ]. PCR amplifi cation for all three FR 
regions with a J-region consensus primer achieves a detection 
rate of 80–90 % in most BCL. 

  IGH  PCR amplifi es any rearranged  IGH  allele, producing 
a background signal from the polyclonal B cells present in a 
specimen. The polyclonal background may obscure the sig-
nal from a monoclonal B-cell population. Numerous strate-
gies are used for PCR product detection, including gel 
electrophoresis with colorimetric, fl uorescent, or chemilu-
minescent labeling. Capillary electrophoresis with fl uores-
cently labeled primers is most commonly used and provides 
slightly enhanced sensitivity and higher throughput, with 
improved resolution. 

 Standardized multiplex PCR reagents developed by the 
European BIOMED-2 collaborative study group are avail-
able commercially for AgR PCR clinical testing [ 112 ]. These 
patented reagents simultaneously amplify multiple targets in 
a single PCR reaction using multiple primer pairs to amplify 
gene targets within a single DNA sample. Primer length, 
melting temperature, and specifi city are important consider-
ations when developing a multiplex assay to ensure robust 
amplifi cation of each of the target regions. Additionally, 
primers must be screened to exclude the possibility of primer 
dimer formation and nonspecifi c amplifi cation reactions. 
The amplifi ed DNA products are designed to be different 
lengths that can be resolved by conventional gel techniques. 
The European BIOMED-2 group has published standardized 
methods for detection of clonal Ig gene and T-cell receptor 
( TR ) gene rearrangements (Table  42.5 ) [ 112 ], which has 
aided comparisons between laboratories.

       Fluorescence In Situ Hybridization 

 FISH is a very useful technique for detection of targeted 
BCL-associated chromosomal abnormalities and can detect 
both structural and numerical chromosomal abnormalities. 
Poor growth of BCL cells in culture, which is needed for 
metaphase cells for routine karyotyping, makes routine cyto-
genetics diffi cult for BCL. FISH overcomes the need for 
metaphase cells, because it can be done with either meta-

phase or interphase preparations. Genomic probes for the 
breakpoints of many different BCL translocations and for 
gene deletions are now readily available and the analyses are 
routinely performed. FISH assays are particularly useful in 
detection of chromosomal translocations in which the break-
points are widely dispersed, because FISH probes are much 
larger than probes and primers used in PCR analysis. For 
example, FISH probes can detect almost all of the  MYC  8q24 
breakpoints in the t(8;14)(q24;q32) translocations associated 
with BL. FISH also can detect some genetic abnormalities 
that cannot be detected by karyotyping.   

    Interpretation of Test Results 

 The relative ease of performing the analytical phase of AgR 
clonality testing using the BIOMED-2 multiplex PCR 
reagents and protocols [ 112 ,  120 ], has resulted in many labo-
ratories implementing the procedures. However, interpreta-
tion of the BIOMED-1 multiplex clonality test results is 
considerably more diffi cult than with previous single primer 
pair assays. Recognition of this problem in interpretation led 
to a large study by the EuroClonality Consortium to develop 
recommendations for interpretation and reporting of the 
multiplex BIOMED-2 AgR clonality assays [ 122 ]. These 
address not only the complicated types of profi les seen on 
readout systems, but also propose standardized terminology 
for the technical descriptions of the assays and for the ulti-
mate molecular conclusions reported. 

 A synopsis of the proposed EuroClonality uniform system 
for technical description is provided in Table  42.6 . Examples 
of the different patterns that can be seen in AgR clonality 
assays are shown in Fig.  42.4 . A polyclonal B-cell population 
produces multiple small peaks with a Gaussian curve pattern 

     Table 42.5    BIOMED-2 multiplex PCR for B-cell clonality [ 122 ]   

  Multiplex 
PCR tube    Expected size range (bp)  

  Common nonspecifi c 
bands (bp)  

  IGH : V H -J H   Tube A: 310–360 
 Tube B: 250–295 
 Tube C: 100–170 

 Tube A: ~85 
 Tube B: ~228 
 Tube C: ~211 

  IGH : D H -J H   Tube D: 110–290 
(D H 1/2/4/5/6-J H ) 
     390–420 (D H 3-J H ) 
 Tube E: 100–130 

 Tube D: ~350 
 Tube E: ~211 

  IGK   Tube A: 120–160 (Vκ1f/6/
Vκ7-Jκ) 
     190–210 (Vκ3f-Jκ) 
     260–300 (Vκ2f/Vκ4/

Vκ5-Jκ) 
 Tube B: 210–250 Vκ1f/6/
Vκ7-Kde 
     270–300 (Vκ3f/

intron-de) 
     350–390 (Vκ2f/Vκ4/

Vκ5-Kde) 

 Tube A: ~217 
 Tube B: ~404 

  IGL   Tube A: 140–165 
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  Figure 42.4    Examples of 
different possible patterns in 
B cell clonality assays using 
BIOMED-2 primer sets. ( a ) A 
polyclonal pattern with a 
Gaussian distribution of peaks 
is shown. ( b ) The irregular 
pattern of multiple peaks is 
interpreted as a polyclonal B 
cell population. ( c ) The single 
peak without a polyclonal 
background is interpreted as a 
monoclonal B cell population. 
( d ) The single peak with a 
polyclonal background is 
interpreted as a monoclonal B 
cell population. ( e ) An 
oligoclonal pattern is 
demonstrated by the multiple 
distributed peaks of irregular 
height       

   Table 42.6    EuroClonality system for standardized technical description of BIOMED-2 Ig or T-cell receptor multiplex PCR [ 122 ]   

  Type of profi le per tube (in duplicate)    Technical descriptions  

 No peaks but poor DNA quality  No specifi c product; poor DNA quality 

 No peaks (without background)  No specifi c product 

 Gaussian curve (with or without minor 
reproducible peaks) 

 Polyclonal or irregular polyclonal 

 One or two reproducible clonal peaks  Clonal 
 Weak clonal 
 Clonal + polyclonal background (Gaussian curve or irregular polyclonal) 

 One or two non-reproducible (clear) peaks  Pseudoclonal 

 Multiple (>2) non-reproducible peaks  Pseudoclonal 

 Multiple (>2) reproducible peaks  Multiple products (can be compatible with oligoclonal or may still be compatible with clonal) 

 Pattern not one of above  Not evaluable 
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(Fig.  42.4a ) or an irregular pattern (Fig.  42.4b ), while mono-
clonal B-cell populations typically produce one or two sharp 
peaks, with or without a polyclonal background (Fig.  42.4d  
and  42.4c , respectively). To assist with interpretation, various 
algorithms have been proposed, particularly in the USA. One 
algorithm used for determining whether a peak is monoclonal 
compared to the background polyclonal peaks is to require 
that a monoclonal peak be more than two to three times the 
height of the adjacent polyclonal peaks [ 123 ]; however, these 
criteria are clearly not useful in all cases. Application of 
these algorithms can be diffi cult, so considerable variability 
in interpretation remains. Adoption of the recommended 
EuroClonality guidelines for interpretation may improve the 
consistency of interlaboratory reporting of these assays.

       Pitfalls in Interpretation of BCL Testing 

 Molecular studies of BCL should always be interpreted in 
conjunction with routine histologic and immunophenotypic 
information and always with the knowledge of the range of 
molecular features found in normal and hyperplastic lym-
phoid populations. Interpretation in this larger clinical and 
histopathologic context will avoid erroneous interpretations 
with the potential for adverse clinical consequences. Our 
knowledge of the molecular events occurring in benign and 
malignant lymphoid populations is rapidly expanding in this 
era of genomics and proteomics, such that the interpretation 
of a particular genetic fi nding may well change as the fi eld 
evolves. There are various potential technical and biological 
pitfalls in the interpretation of molecular analyses for BCL 
that may result in false-positive or false-negative results. 

   Reproducible Nonspecifi c Bands in BIOMED-2 
Multiplex PCR Analysis 
 Accurate interpretation of multiplex PCR AgR clonality 
results requires knowledge of the location and appearance of 
certain nonspecifi c peaks/bands that have been identifi ed and 
described by the BIOMED-2/EuroClonality consortium 
(Fig.  42.5c  and Table  42.5 ) [ 122 ]. Failure to recognize these 
nonspecifi c peaks could result in generation of an erroneous 
interpretation of clonality, as they are usually reproducible 
on repeat analyses.

      Non-reproducible Clonal Bands in BIOMED-2 
Multiplex PCR Analysis 
 Factitious apparent clonal bands that do not repeat can be seen 
in AgR clonality testing (Fig.  42.5b ). To avoid misinterpreta-
tion of these non-reproducible non-clonal peaks/bands, multi-
plex PCR analyses for AgR clonality should be performed in 
duplicate [ 122 ]. Failure to recognize these non- reproducible 
non-clonal peaks by duplicate analysis could result in genera-
tion of an erroneous interpretation of clonality.  

   Molecular Abnormalities in Benign Lymphoid 
Proliferations 
 The presence of a clonal B-cell population, by itself, does 
not establish a diagnosis of B-cell malignancy. B-cell 
clones can be detected by  IGH  PCR in benign lymphoid 
hyperplasias and aberrant immune responses in the 
absence of other criteria for malignancy [ 124 – 126 ]. 
Benign B-cell clonality occurs most frequently in the set-
ting of immune defi ciencies, autoimmune diseases, and 
immunosuppression, and reinforces the critical necessity 
for interpretation of tests for B-cell clonality in conjunc-
tion with clinical, morphologic, and immunophenotypic 
information. The fact that patients with immune dysfunction 
have an increased risk of NHL, in particular BCL, further 
confounds the issue. 

 Other types of BCL-associated genetic alterations also 
have been described in benign settings and could result in a 
false interpretation of malignancy. For example, rare B cells 
carry a t(14;18)(q32;q21) –  IGH  –  BCL2  translocation in indi-
viduals without FL [ 127 – 129 ]. Nested PCR assays capable 
of detecting one  IGH  –  BCL2  translocation-carrying cell in 
10 5 –10 6  normal cells will be positive in up to half of the tis-
sue biopsies, BM aspirates, and peripheral blood specimens 
from normal individuals. To date, there is no evidence that 
these individuals are at higher risk for development of 
FL. Therefore, diagnostic tests for FL should have a lower 
sensitivity to avoid detection of the  IGH  –  BCL2  translocation 
in unaffected individuals.  

   Lineage Infi delity or Promiscuity 
 A potential pitfall in interpretation of molecular tests for 
AgR rearrangements in BCL is the occurrence of so-called 
lineage infi delity or promiscuity, which includes the rear-
rangement of the  TR  genes in BCL. This is particularly com-
mon in precursor B-cell malignancies but also may be seen 
in malignancies of mature B cells. The majority of precursor 
B-cell malignancies will have rearrangement of the  TRG  
gene, and 5–10 % of mature B-cell malignancies also show 
 TR  gene rearrangements [ 110 ,  111 ,  113 ]. This fi nding could 
lead to erroneous conclusions about cell lineage if not inter-
preted in conjunction with other clinical and laboratory 
parameters associated with the case.  

   Oligoclonality and Clonal Evolution 
 An oligoclonal pattern is defi ned as the presence of more 
bands or peaks than would be expected from a single mono-
clonal B-cell population, specifi cally, more than two repro-
ducible bands/peaks per PCR. An oligoclonal pattern can be 
seen when there is expansion of several B-cell clones in 
reactive processes or in immunocompromised individuals 
with a reduced B-cell repertoire, as well as in specimens with 
very few B-cells. Oligoclonal patterns must be interpreted 
with care. 
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 Although it is rare, occasional patients will have two sep-
arate monoclonal B-cell populations, resulting in more than 
two clonal peaks/bands. Specifi c documentation of two sepa-
rate B-cell populations by fl ow cytometry or immunopheno-

typing is required to support the interpretation of two 
monoclonal B-cell populations, i.e., a biclonal process. 

 During the course of disease in some BCL patients, the 
monoclonal population may develop additional  IGH  

  Figure 42.5    Pitfalls in interpretation of PCR assays for Ig clonality 
assessment using BIOMED-2 primer sets. ( a ) Poor sample quality. The 
patient sample shows no specifi c product in the  left panel  but the results 
are not reliable because the specimen quality control size ladder ( right 
panel ) illustrates that larger amplicons (> 200 bp) are not amplifi ed 
well. ( b ) Non-reproducible peaks. Apparent clonal peaks detected ini-

tially ( arrows  in  left panel ) were not present on repeat analysis ( right 
panel ), underscoring the benefi t of duplicate analyses. ( c ) Reproducible 
nonspecifi c peaks. Well-known, but nonspecifi c amplicons ( arrows ) are 
reproducibly detected but do not indicate clonality. Knowledge of the 
sizes of these nonspecifi c reproducible peaks is essential to avoid erro-
neous diagnoses of clonality. (See Table  42.5 )       
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 rearrangements that may alter the size of peaks/bands seen 
by  IGH  PCR (so-called clonal evolution). If  IGH  PCR is 
used for MRD testing, clonal evolution may change or elimi-
nate the diagnostic PCR band(s) and lead to false-negative 
results.  IGLK  gene rearrangements involving the kappa-
deleting element (Kde) appear to be more stable than  IGH  
gene rearrangements, possibly because they usually delete 
the two enhancers for the  IGLK  gene [ 106 ,  129 ]. However, 
these  IGLK -Kde rearrangements are present in only a minor-
ity of BCL, limiting their clinical utility.  

   Inadequate Test Sensitivity 
 Molecular assays never achieve 100 % analytical sensitiv-
ity, so a false-negative result must always be considered. 
Actual sensitivity will vary between laboratories, but a 
standard  IGH  PCR of fresh or frozen tissue will usually 
detect one clonal cell in 10 2 –10 3  normal cells.  IGH  PCR 
using FFPE tissue may have much lower sensitivity, some-
times as low as 40–60 %, and is highly subject to the condi-
tions used for tissue fi xation and processing. Every assay 
for  IGH  clonality must include appropriate sensitivity con-
trols, based on the purpose of the clonality testing for each 
case. A test sensitivity of one positive cell in 20 normal 
cells (5 %) is adequate for diagnostic or prognostic testing 
of almost all BCL, but 5 % assay sensitivity is inadequate 
for MRD assessment testing. The minimal sensitivity for a 
test offered for MRD assessment should be one positive 
cell in 10 4  normal cells, and a sensitivity of one positive cell 
in 10 5 –10 6  normal cells is achievable and desirable for 
some assays. The  IGH  AgR and  IGH  –  BCL2  PCR assays 
usually have different sensitivities, which may lead to dis-
crepant results when both tests are performed for the same 
specimen.  

   Poor Specimen Quality 
 The absence of a polyclonal Gaussian distribution of 
peaks/bands and/or a clonal signal may be due to poor 
DNA quality or a paucity of lymphoid cells in the speci-
men and should result in a check of DNA quality in the 
control PCR (Fig.  42.5a ), as well as evaluation of the T- 
and B-cell content by IHC or fl ow cytometry. The quality 
of extracted DNA or RNA is not usually a problem with 
fresh or frozen tissue or cells, if viable tissue has been 
obtained. However, poor DNA quality is a known problem 
with PCR assays of FFPE tissue which is even less suitable 
for RNA extraction and testing due to RNA degradation. 
Different fi xatives will affect the success of DNA and 
RNA extraction. Formalin fi xation allows adequate DNA 
and RNA preservation for PCR in most cases, but adequate 
DNA or RNA for PCR is diffi cult to obtain from paraffi n-
embedded tissue fi xed with mercury-based (B5), Zenker, 
or Bouin fi xatives.  

   Primer Failure 
 Clearly, the most common cause of false-negative  IGH  PCR 
results for BCL is the failure of primer binding due to 
sequence alteration of the primer binding site by somatic 
hypermutation of IGVH regions in post-germinal center 
BCL. The false-negative rate with  IGH  PCR ranges from less 
than 5 % (MCL) to greater than 50 % (MZL, FL, plasma cell 
dyscrasias). In the BCLs that give false-negative results by 
 IGH  PCR, clonality may be demonstrated on a PCR analysis 
for  IGK  rearrangements. The possibility of a false-negative 
 IGH  clonality result, particularly in post-germinal center 
BCL (FL and MZL) must always be considered in the inter-
pretation of  IGH  PCR results.  

   Unusual or Complex IGH Rearrangements 
 Occasional BCL have very complex rearrangements of  IGH  
and other associated genes that may confound standard  IGH  
PCR testing. This has been seen most frequently in FL, but 
similar genetic events undoubtedly occur with other  IGH  
translocation partners. For example, most FL have a single 
 IGH  –  BCL2  rearrangement involving one chromosome 14 
 IGH  allele, which is then unable to participate in a functional 
 IGH  rearrangement. An additional clonal rearrangement of 
the untranslocated  IGH  allele on the other chromosome 14 
usually occurs and can be detected by  IGH  PCR. However, 
occasional FL will have translocations of both  IGH  alleles to 
chromosome 18, resulting in the absence of a detectable 
clonal  IGH  rearrangement by PCR.    

    Laboratory Issues 

 Differences across clinical molecular laboratories in PCR 
testing for  IGH  rearrangements and  IGH  –  BCL2  transloca-
tions has been documented repeatedly by the profi ciency 
testing surveys of the College of American Pathologists 
[ 130 ], as well as by other, independent interlaboratory sur-
veys [ 131 ]. The reasons for the lack of reproducibility among 
laboratories are multiple and not easily overcome. Some 
strategies for PCR testing and interpretation that improve 
test performance are discussed below. 

    Use of Appropriate Controls 

 Appropriate controls for PCR tests include positive, nega-
tive, sensitivity, and no DNA reactions. Laboratories may not 
know or overestimate the diagnostic sensitivity of their  IGH  
and  IGH  –  BCL2  PCR assays if the sensitivity of the assay 
was established at the time of test validation, but sensitivity 
controls are not included in every run because the sensitivity 
may decline over time or be variable from run to run. 

42 B-Cell Malignancies



598

Interlaboratory surveys indicate that some laboratories may 
not use adequate controls. Apart from the controls mentioned 
above, an additional important PCR control, particularly 
with FFPE tissue, is the amplifi cation of a non-rearranging 
gene to document the presence of adequate DNA in the 
tested sample and the absence of inhibitors of the DNA poly-
merase, to avoid a false-negative result.  

    Amplifi cation of Duplicate Aliquots of DNA 

 Small samples or samples with few B cells may have insuf-
fi cient B cells to produce a polyclonal background. In this 
setting,  IGH  PCR may amplify rare B cells, producing a 
misleading monoclonal or oligoclonal pattern. Likewise, a 
sensitive  IGH  –  BCL2  assay capable of detecting MRD 
could also amplify a rare benign translocation-carrying 
cell, as previously discussed. Over-interpretation of a sin-
gle band or peak on  IGH  and  IGH  –  BCL2  PCR assays by 
laboratories not performing the assays in duplicate may 
cause false-positive results. With amplifi cation of duplicate 
DNA aliquots for each specimen, only clearly visible bands 
or peaks of identical size in each duplicate should be inter-
preted as a positive clonal result. Peaks/bands seen in anal-
yses of specimens containing rare B cells, or rare normal 
translocation-carrying cells, will not be replicated in both 
reactions.  

    Adherence to Strict Criteria for Interpretation 
and Reporting 

 The interpretation of assays for  IGH  rearrangements, the 
 IGH  –  BCL2  translocation, and other BCL-associated trans-
locations must be performed with caution. The interpreta-
tion of even the most commonly performed PCR assays for 
 IGH  is quite challenging. Therefore, PCR results should be 
very carefully interpreted and reported, preferentially in 
conjunction with clinical history, morphology, and immuno-
phenotyping data. Reports should clearly indicate that a 
false-negative result is a possibility. False-positive PCR 
results largely can be avoided by performing the assay in 
duplicate. Parallel analysis of BCL from different sites or 
pre- and post-treatment in a given patient will allow com-
parison of PCR product sizes, which can provide very 
helpful information for interpretation. Testing for MRD 
assessment is usually done in association with specifi c clini-
cal trials. Widespread use of the BIOMED-2 multiplex PCR 
reagents and protocols for AgR clonality testing, together 
with the adoption of the recommended EuroClonality guide-
lines for interpretation and reporting, will likely improve 
interlaboratory consistency over the next few years.   

    Conclusions and Future Directions 

 Clinical demand for genetic characterization of BCL at the 
time of primary diagnosis has intensifi ed as our understanding 
of NHL biology has increased and therapies targeting specifi c 
BCL subgroups have been developed. Today, genetic features 
of NHL are used to aid in rendering an accurate primary diag-
nosis, to predict prognosis, to evaluate for MRD during and 
after therapy, and to help determine optimal  therapy. The rapid 
acquisition of knowledge about BCL  biology and translation 
of this knowledge into targeted therapeutic strategies is occur-
ring at an unprecedented rate. New testing strategies and tech-
nologies are essential for clinical laboratories to keep up with 
the growing information on BCL obtained from research 
methods such as gene expression profi ling, aCGH, proteomics, 
and exome and genome sequencing. 

 The role of the hematopathologist is clearly changing and 
expanding. As gene expression profi ling, aCGH, and other 
genome-wide research identifi es novel genes and biologic 
mechanisms that play important roles in the therapeutic 
responsiveness and overall survival of lymphoma patients, 
clinicians are beginning to incorporate this new knowledge 
into the selection of more targeted therapies. Clinical molec-
ular laboratories today must provide input at the time of ini-
tial diagnosis and during and after treatment. Laboratories 
must ensure the proper performance of molecular tests and 
the accurate interpretation and clinical use of the results. 
Testing for initial diagnosis and prognosis for BCL is not the 
same testing needed for MRD assessment during and after 
therapy. Furthermore, the lines between classical cytogenetic 
laboratories and molecular laboratories are blurring due to 
the marked increase in the use of FISH analysis. 
Hematopathologists increasingly need to be knowledgeable 
about both lymphoma biology and different therapies for 
lymphoma, and to interact closely with clinicians to ensure 
that appropriate testing is performed and appropriately used 
for clinical decisions. 

 Clinical laboratories that perform molecular testing on 
BCL are faced with two daunting tasks. First and foremost is 
the necessity of expanding test menus to meet the increasing 
clinical demand of testing for new molecular markers for 
NHL. Expanding test menus to meet clinical needs will 
require implementation of new technologies. These technical 
advances are essential for rapid testing for a broad panel of 
relevant genes at a reasonable cost. Several approaches show 
promise for diagnostic implementation and could alleviate 
the technological bottleneck that slows down the translation 
of new molecular knowledge into clinical tests. However, the 
lack of a reasonable level of reimbursement for molecular 
testing in general is a major roadblock to successful imple-
mentation of new techniques for important new genetic 
markers in BCL. 
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 The second and equally important task is the urgent need 
for standardization of molecular testing methods to reduce 
the differences in test results and their interpretation across 
clinical molecular laboratories. Lessons learned from the 
European studies to standardize molecular testing and 
reporting for BCL are being used to standardize BCL 
molecular testing in the USA. It is likely that utilization of 
the BIOMED-2 reagents and protocols, together with the 
development of optimal profi ciency testing materials and 
consensus interpretation guidelines will make strides 
towards a comparable level of laboratory standardization of 
molecular testing in the USA.     
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    Abstract  

  Mature T-cell and natural killer (NK)-cell neoplasms account for a small proportion of non- 
Hodgkin lymphomas (NHL). Despite the fact that they are relatively uncommon, T-cell 
lymphoproliferations often are submitted to the clinical molecular laboratory for testing. 
The diagnostic need for molecular testing is because T cells do not have a defi nitive immu-
nophenotypic marker of clonality, like kappa and lambda antigen receptor immunopheno-
typing in B cells, so molecular methods can be used. A variety of molecular assays are 
available to evaluate T-cell receptor ( TR ) gene rearrangements, structural and numeric chro-
mosomal abnormalities, and viral sequences associated with mature T- and NK-cell neo-
plasms. However, many of these molecular tests, especially PCR-based  TR  gene 
rearrangement testing, have important caveats that must be considered when interpreting 
the assays. Therefore, molecular results must be considered in the context of available clini-
cal information, histology, immunophenotype, and other laboratory data for proper inter-
pretation and clinical use.  

  Keywords  

  ALK   •   BIOMED-2   •   EBV   •   HTLV-1   •   In situ hybridization   •   IRF4   •   Oligoclonal   • 
  Pseudoclonality   •   Southern blot   •   TCL     

     Molecular Basis of Disease 

 T-cell and natural killer (NK)-cell neoplasms are relatively 
rare entities, collectively accounting for approximately 12 % 
of non-Hodgkin lymphomas (NHL) [ 1 ]. Subtypes of mature 
T- and NK-cell neoplasms are defi ned according to the World 
Health Organization (WHO) classifi cation system [ 2 ], listed 
in Table  43.1 . Despite the fact that they are relatively uncom-
mon, most T-cell lymphoproliferations are assessed in the 

clinical molecular laboratory. The diagnostic need for 
molecular testing is because T cells do not have a defi nitive 
immunophenotypic marker of clonality, like kappa and 
lambda antigen receptor immunophenotyping in B cells, so 
molecular methods can be used. More specifi cally, two broad 
categories of molecular changes are used for clinical testing 
of T-cell lymphomas (TCL): T-cell receptor ( TR ) gene rear-
rangements and chromosomal alterations such as transloca-
tions, insertions, or deletions.

      TR Gene Rearrangements 

 Pluripotent bone marrow (BM) stem cells give rise to pro-
genitor T cells, which migrate to the thymus for primary 
ontogeny. There, early in T lymphocyte development  TR  genes 
undergo somatic rearrangement of germline gene sequences, 
similar to the process that occurs with immunoglobulin 
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heavy chain ( IGH ) and kappa and lambda light chain ( IGK  
and  IGL ) genes. The four  TR  genes are:  TR  delta ( TRD ) at 
chromosome 14q11,  TR  gamma ( TRG ) at 7p14,  TR  beta 
( TRB ) at 7q34, and  TR  alpha ( TRA ) at 14q11. In the germline 
confi guration,  TRD  and  TRB  contain multiple variable (V), 
diversity (D), and joining (J) region segments. The  TRG  and 
 TRA  loci do not contain D segments. Depending on the locus, 
the number of segments is 8–67 V segments, 2–3 D seg-
ments, and 4–61 J segments [ 3 ]. For  TRD  and  TRB , the 
somatic rearrangement initially involves the joining of one D 
to one J segment, followed by the joining of one V segment 
to the DJ segment (Fig.  43.1 ). For  TRG  and  TRA , the V seg-
ment is joined to the J segment. The rearrangement process 
results in the deletion of the intervening coding and noncod-
ing DNA sequences between the linked V, D, and J segments. 
Thus, the  TRD  and  TRB  gene rearrangements result in V-D-J 
juxtaposition similar to  IGH , and  TRG  and  TRA  rearrange-
ments result in V-J rearrangements similar to  IGK  and  IGL . 
In all cases, the V-(D)-J segment is joined to the downstream 
constant (C) region by mRNA splicing. The  TR  genes are 
ultimately translated into two types of receptors, which exist 
as heterodimers (αβ or γδ). Of note, the  TR  genes do not 
undergo somatic hypermutation as occurs with antigen stim-
ulation for the immunoglobulin (Ig) genes.

   The  TR  genes generally rearrange in the following order: 
 TRD ,  TRG ,  TRB , and fi nally  TRA  [ 4 ]. The  TRD  genes are 
located within the  TRA  locus, so rearrangement of  TRA  will 
result in  TRD  deletion on that allele. Also of note for clonal-

    Table 43.1    2008 WHO classifi cation of mature T- and NK-cell neo-
plasms [ 2 ]   

 T-cell prolymphocytic leukemia 

 T-cell large granular lymphocytic leukemia 

 Chronic lymphoproliferative disorders of NK cells 

 Aggressive NK-cell leukemia 

 Epstein-Barr virus (EBV) positive T-cell lymphoproliferative 
disorders of childhood 

   Systemic EBV-positive T-cell lymphoproliferative disease of 
childhood 

   Hydroa vacciniforme-like lymphoma 

 Adult T-cell leukemia/lymphoma 

 Extranodal NK/T-cell lymphoma, nasal type 

 Enteropathy-associated T-cell lymphoma 

 Hepatosplenic T-cell lymphoma 

 Subcutaneous panniculitis-like T-cell lymphoma 

 Mycosis fungoides 

 Sézary syndrome 

 Primary cutaneous CD30-positive T-cell lymphoproliferative 
disorders 

 Primary cutaneous peripheral T-cell lymphomas, rare subtypes 

   Primary cutaneous gamma-delta T-cell lymphoma 

   Primary cutaneous CD8-positive aggressive epidermotropic 
cytotoxic T-cell lymphoma 

   Primary cutaneous CD4-positive small/medium T-cell lymphoma 

 Peripheral T-cell lymphoma, NOS 

 Angioimmunoblastic T-cell lymphoma 

 Anaplastic large cell lymphoma, ALK-positive 

 Anaplastic large cell lymphoma, ALK-negative 

Vβ1 Vβ2 Vβ3 Vβn Dβ1 Jβ1 Cβ1 Dβ2 Jβ2 Cβ2

D-J rearrangement

V-DJ rearrangement

Transcription &
Splicing

  Figure 43.1    The  TRB  locus is used as an example to demonstrate the 
rearrangement of the variable (V), diversity (D), joining (J), and con-
stant (C) region gene segments. The  hashed white boxes  between the 

rearranged V-D and D-J gene segments represent variable regions of 
nucleotide deletion and addition that occur during  TR  gene 
rearrangement       
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ity assessment, this hierarchical order of rearrangements 
results in both αβ- and γδ-T cells containing  TRG  rearrange-
ments. For this and other reasons,  TRG  is commonly used for 
PCR-based clonality assessment. 

 The numerous different V, (D), and J segments present 
within each  TR  locus enable a large number of different 
V-(D)-J segments to be generated. The  TR  repertoire is fur-
ther expanded by deletion and addition of nucleotides 
between the D-J and V-D junctions by terminal deoxynucle-
otidyl transferase (TdT), and by the combinations of differ-
ent α–β or γ–δ chains. Collectively, these mechanisms 
generate extensive diversity of TRs with varying antigen 
specifi city. 

 More than 95 % of mature, circulating T cells express the 
αβ receptor. In contrast, γδ T cells are mainly found in the 
skin, spleen, gastrointestinal tract, and other extranodal 
sites, which are often sites of origin for γδ T-cell lympho-
mas. T-cell neoplasms ensue after maturation arrest at one 
of the stages of T-cell development, such as from immature 
T cells in T lymphoblastic leukemia/lymphoma, or from 
more mature T cells in peripheral TCL and mycosis fungoi-
des. Due to a common progenitor as well as some shared 
functional and immunophenotypic features, NK-cell neo-
plasms often are classifi ed with mature T-cell neoplasms. 
Since NK cells do not rearrange the  TR  genes, neoplasms 
derived from these cells do not demonstrate  TR  gene rear-
rangements. The mature T- and NK-cell neoplasms of the 
WHO classifi cation are listed in Table  43.1  [ 2 ].  

    Somatic Chromosomal Abnormalities 

 A variety of somatic structural and numeric chromosomal 
abnormalities have been observed in mature TCL, and a sub-
set of these is listed in Table  43.2 . ALK-positive anaplastic 
large cell lymphoma (ALCL), is associated with transloca-
tions involving the anaplastic lymphoma receptor tyrosine 
kinase ( ALK ) gene on chromosome 2. The most common 

 ALK  translocation is t(2;5)(p23;q35), which occurs in 
approximately 75 % of ALK-positive ALCL cases and 
results in the fusion of nucleophosmin ( NPM1 ) on chromo-
some 5 with  ALK  [ 5 ,  6 ]. The t(1;2)(q21;p23) occurs in 
approximately 15 % of ALK-positive ALCL cases and 
results in the fusion of the tropomyosin 3 ( TPM3 ) gene on 
chromosome 1 with  ALK  [ 5 ,  7 ]. The numerous other less 
common  ALK  fusion partners include  ATIC  at 2q35,  TFG  at 
3q12,  CLTC  at 17q23,  MSN  at Xq12,  TPM4  at 19p13,  MYH9  
at 22q12, and  RNF213  ( ALO17 ) at 17q25 [ 5 ,  8 ]. The various 
translocations result in the activation of ALK, which is not 
normally expressed in lymphocytes, with subsequent onco-
genic actions [ 5 ,  6 ].

   Other somatic structural chromosomal abnormalities 
commonly associated with mature TCL include an inversion 
of chromosome 14 [inv(14)(q11q32)] associated with T-cell 
prolymphocytic leukemia [ 9 ], and an isochromosome involv-
ing the long arm of chromosome 7 [i(7)(q10)] often present 
with trisomy 8 and associated with hepatosplenic TCL [ 10 ]. 
In addition, amplifi cation of oncogenes and loss of tumor 
suppressor genes can contribute to the development of 
mature TCL. As an example, gains involving the long arm of 
chromosome 9 are observed in more than half of enteropathy- 
associated TCL [ 11 ]. Likewise, loss of function of the 
 CDKN2B  ( P15 ) and  CDKN2A  ( P16 ) genes on the short arm 
of chromosome 9 due to allelic loss and aberrant promoter 
methylation occurs in mycosis fungoides and Sézary syn-
drome [ 12 ].   

    Indications for Testing 

 The diagnosis of a mature T- or NK-cell neoplasm is primar-
ily based on histology, immunophenotype, and clinical infor-
mation. For a subset of cases, distinguishing between a 
reactive and neoplastic process is diffi cult. Furthermore, in 
contrast to restricted Ig light-chain expression in mature 
B-cell lymphomas, T cells do not have a defi nitive immuno-
phenotypic marker of clonality. Therefore, detection of a 
clonal  TR  gene rearrangement can assist in classifying the 
suspected lymphoproliferation as reactive or neoplastic. Due 
to specimen and test availability, clonality assessment most 
commonly involves PCR-based analysis of the  TRG  locus, 
or less frequently the  TRB  locus. If suffi cient fresh or frozen 
neoplastic specimen is available, Southern blot analysis of 
the  TRB  locus may be considered. 

 Another potential application of  TR  gene rearrangement 
assays includes determination of clonal relatedness of mul-
tiple lesions derived from the same patient. T-cell neoplasms 
that share the same clonal origin will generally demonstrate 
identical  TR  gene rearrangement; however, ongoing and sec-
ondary rearrangements of the  TR  loci may result in alteration 

   Table 43.2    Select somatic chromosomal abnormalities associated 
with mature T-cell neoplasms   

  WHO classifi cation    Chromosomal abnormality  

 T-cell prolymphocytic leukemia  inv(14)(q11q32); 
 TRA – TCL1  

 Enteropathy-associated T-cell 
lymphoma 

 Chromosome 9q gains 

 Hepatosplenic T-cell lymphoma  i(7)(q10) 

 Primary cutaneous anaplastic large 
cell lymphoma 

  IRF4  (6p25) rearrangements 

 Anaplastic large cell lymphoma, 
ALK-positive 

 t(2;5)(p23;q35); 
 NPM1 – ALK  
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or loss of this initial  TR  rearrangement. Evolution of the  TR  
rearrangement has primarily been observed with precursor 
lymphoid neoplasms [ 13 ]. Other reported applications of  TR  
gene rearrangement assays include staging, minimal residual 
disease (MRD) monitoring, and lineage assignment, but 
most clinical assays do not have suffi cient sensitivity for the 
fi rst two applications and cross-lineage rearrangements are 
observed at a high enough rate to limit the utility of use for 
lineage assignment. 

 Although it is less commonly applied in routine clinical 
practice, demonstration of somatic chromosomal structural 
or numeric abnormalities by molecular or cytogenetic meth-
ods can assist in classifying the suspected lymphoprolifera-
tion as reactive or neoplastic. Only a few T-cell neoplasms 
are associated with specifi c chromosomal structural abnor-
malities, but these may assist with subclassifi cation. As an 
example, the t(2;5)(p23;q35) involving  NPM1  and  ALK , as 
well as other  ALK  rearrangements, are found in ALK- 
positive ALCL. More recently, data from multiple groups 
collectively indicate that  IRF4  rearrangements (Fig.  43.2 ) 
are found in 25–30 % of primary cutaneous anaplastic large 
cell lymphomas, but are uncommon in T-cell neoplasms con-
sidered in the differential diagnosis, including cutaneous 
involvement by systemic ALK-negative ALCL, lymphoma-
toid papulosis, and transformed mycosis fungoides [ 14 – 16 ]. 
Consequently, testing for  IRF4  rearrangements by fl uores-
cence in situ hybridization (FISH) may assist with the 
classifi cation of cutaneous CD30-positive T-cell lymphopro-
liferative disorders in the context of histology, immunophe-
notype, and clinical information.

   Detection of certain viruses can assist with the subclassi-
fi cation of mature T- and NK-cell neoplasms. Epstein-Barr 
virus (EBV) is strongly associated with aggressive NK-cell 
leukemia, EBV-positive T-cell lymphoproliferative disorders 
of childhood, nasal-type extranodal NK/TCL, and angioim-
munoblastic TCL [ 2 ]. In situ hybridization (ISH) for EBV- 
encoded RNA (EBER) is the preferred method of testing 
paraffi n-embedded tissue sections. In addition, the retrovirus 
human T-cell lymphotropic virus type 1 (HTLV-1) is involved 
in the pathogenesis of adult T-cell leukemia/lymphoma 
(ATLL) [ 17 ], and demonstration of HTLV-1 infection in 
ATLL cases is performed by HTLV-1 serology and PCR [ 18 ].  

    Available Assays 

 Clonality assessment is broadly available to assist in the 
classifi cation of suspected lymphoproliferative disorders. 
Likewise, other molecular methods are available for the 
detection of chromosomal abnormalities and viral sequences 
associated with mature TCL and NK-cell lymphomas. 

    PCR-Based Clonality Assessment 

 Clonality assessment is much more frequently performed by 
PCR methods in clinical practice than by Southern blot anal-
ysis. Advantages of PCR-based assays include good sensi-
tivity, short turnaround time, minimal quantity of required 
DNA, and the ability to utilize partially degraded DNA such 
as that derived from formalin-fi xed, paraffi n-embedded 
(FFPE) tissues. In addition, genomic DNA from fresh or frozen 
tissues, blood, BM, or body fl uids can be used for assessment 
of T-cell clonality.  

    PCR-Based Clonality Assessment Using TRG 

 The majority of laboratories that perform PCR-based assess-
ment of T-cell clonality examine the  TRG  locus. The  TRG  
contains nine commonly rearranged V segments, which are 
further grouped into four V gene families based on sequence 
homology, and 5 J segments [ 19 ,  20 ]. The  TRG  locus is less 
complex than the  TRB  locus, making primer design to detect 
all rearrangements simpler. Because the  TRG  locus is rear-
ranged prior to  TRB , clonal rearrangements involving  TRG  
can be detected in both αβ and γδ T cells. 

 Multiple approaches are used for PCR primer design for 
the detection of  TRG  rearrangements. Consensus V and J 
segment primers can amplify the majority of  TRG  rearrange-
ments observed in lymphoid cells [ 21 ,  22 ]. Alternatively, 
primers directed against the four Vγ families coupled with a 
group of J-region primers can be multiplexed [ 3 ,  23 ,  24 ], 

  Figure 43.2    Interphase fl uorescence in situ hybridization (FISH) 
image demonstrating rearrangement of the  IRF4  locus with an  IRF4  
break-apart probe. The  yellow arrow  points to a cell with an  IRF4  rear-
rangement with one overlapping green and red fusion signal (indicating 
a normal unrearranged  IRF4  locus) and separate red and green signals 
(indicating an abnormal rearranged  IRF4  locus) (Image provided by 
Andrew Feldman, Mayo Clinic.)       

 

J.D. Merker and D.A. Arber



607

which is currently the most common primer design for PCR- 
based detection of  TRG  rearrangements. Even with this com-
mon approach, signifi cant differences in the assays used by 
different laboratories affect assay interpretation and perfor-
mance. After PCR amplifi cation, the products can be visual-
ized by methods including capillary electrophoresis, 
heteroduplex analysis, or denaturing gradient gel electropho-
resis. Examples of two different PCR-based  TRG  assays 
using capillary electrophoresis are shown in Fig.  43.3 .

       PCR-Based Clonality Assessment Using TRB 

 Although it is less commonly examined for PCR-based 
assessment of T-cell clonality than  TRG , the  TRB  locus may 
be assessed as an adjunct or alternative to  TRG . The  TRB  

locus is signifi cantly more complex than the  TRG  locus, 
containing approximately 65 V segments, two D segments, 
and 13 J segments [ 25 ]. The most common primer set used 
for analysis of  TRB  was developed by the BIOMED-2 study 
[ 3 ] and contains 23 Vβ, two Dβ, and 13 Jβ primers divided 
among three reaction tubes. The resulting PCR products are 
examined by capillary electrophoresis or heteroduplex anal-
ysis to detect the majority of  TRB  rearrangements.  

    Southern Blot Analysis Clonality Assessment 

 Although it is much less frequently performed than the PCR- 
based assays described above, Southern blot analysis can be 
a valuable tool for diagnostically challenging lymphoprolif-
erative cases when suffi cient fresh or frozen tissue is avail-
able. In general, Southern blot analysis of  TR  loci has better 
inter-observer agreement and fewer issues with false- positive 
results than PCR-based analysis. However, most biopsies for 
suspected lymphoproliferative disorders are small and pre-
served as FFPE blocks, and thus yield neither suffi cient 
quantity nor quality of DNA for Southern blot analysis. In 
addition, Southern blot analysis is both time consuming and 
technically demanding. 

 Southern blot analysis for T-cell clonality most com-
monly examines the  TRB  locus. Although Southern blot 
analysis detects a clonal rearrangement in > 90 % of T-cell 
neoplasms, it is generally unable to detect a clonal rearrange-
ment in NK-cell or γδ T-cell neoplasms. Southern blot analy-
sis of the  TRB  locus uses a probe directed against the  TRB  
constant regions (Cβ) or probes directed against one or both 
of the  TRB  J segments (Jβ1 and Jβ2) [ 26 ]. An example of a 
 TRB  Southern blot is shown in Fig.  43.4 . Even though 
numerous rearrangements derived from T lymphocytes are 
present in a lane, only the clonal rearrangement reaches the 
detection level.

   Guidelines suggest using at least three different restriction 
enzymes for digestion of the genomic DNA [ 27 ]. The presence 
of up to two non-germline bands in at least two of the three 
digests is considered defi nitive evidence of a clonal rearrange-
ment. One or two non-germline bands in only one of the three 
digests may represent a clonally rearranged allele or a benign 
germline polymorphism, and performing digestion with an 
additional restriction endonuclease may assist in distinguishing 
between these possibilities. Only two of the three digests are 
required to demonstrate non-germline bands because one of the 
digests may have a rearrangement that is a similar size to and 
obscured by the germline band. The allowance for up to two 
rearranged bands per digest accounts for rearrangement of both 
 TRB  alleles or for the creation of a new restriction site in the 
rearranged allele within the probe region. The presence of 
more than two non-germline bands may indicate oligoclonality 
or a chromosomal abnormality, but incomplete digestion of 

a b

c d

  Figure 43.3    Examples of capillary electropherograms for PCR-based 
analysis of the  TRG  locus with two different primer sets. The assays 
show polyclonal results for a normal lymph node specimen ( a ,  b ) and 
clonal results for a T-cell neoplasm ( c ,  d ), using two different methods. 
The assay depicted in panels ( a ) and ( c ) is based on the BIOMED-2 
Concerted Action, and the resulting PCR products are distributed 
among multiple size ranges. This assay uses two multiplex reactions, 
and the results from one multiplex reaction are shown. In contrast, the 
assay depicted in ( b ) and ( d ) uses a single multiplex reaction and results 
in PCR products distributed within a single size range. The T-cell neo-
plasm specimen was derived from a patient with mycosis fungoides, 
and multiple lesions from this patient demonstrated a dominant peak at 
the size shown. Note that for illustrative purposes, the vertical axes have 
been rescaled; the dominant clonal peaks in ( c ) and ( d ) are actually 
tenfold higher than the peak of the corresponding Gaussian distribution 
in ( a ) and ( b ), respectively       
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genomic DNA or germline polymorphisms also may lead to 
multiple rearranged bands and must be excluded.  

    Detection of Chromosomal Abnormalities 

 Reverse transcription PCR (RT-PCR) and real-time quantita-
tive PCR (RT-qPCR) can be used for the detection or detection 
and quantitation, respectively, of fusion transcripts such as 
 NPM1 – ALK  found in the majority of cases of ALK- positive 
ALCL.  NPM1 – ALK  and other fusion transcripts involving 
 ALK  result in the expression of the ALK protein, which is not 
normally expressed in lymphocytes. ALK expression is a 
favorable prognostic marker, and patients with ALK-positive 
ALCL have improved overall survival compared to patients 
with ALK-negative ALCL [ 28 ,  29 ]. This association appears 
to be independent of the translocation partner [ 30 ]. 
Furthermore, up to 25 % of ALK-positive ALCL cases involve 
translocation partners other than  NPM1 , and some  NPM1 –
 ALK  translocations will not be detected by RT-PCR. For these 
and other reasons, ALK immunohistochemistry is the most 
widely used test for examining ALK expression in ALCL 
(Fig.  43.5 ). RT-PCR and RT-qPCR for  NPM1 – ALK  may pro-
vide prognostic information or allow MRD monitoring in 
select patients with ALK-positive ALCL and the  NPM1 – ALK  
fusion [ 31 ]. These sensitive methods should be used with cau-
tion in diagnostic situations because low levels of  NPM1 – ALK  
fusion transcripts have been reported in ALK-negative ALCL, 
Hodgkin lymphoma, reactive tissue, and even peripheral blood 
from healthy individuals [ 32 ,  33 ].

   FISH on fresh or FFPE tissues also can be used to detect 
 NPM1 – ALK  fusions and other  ALK  rearrangements, and 
FISH for  ALK  rearrangements correlates well with ALK 
immunohistochemistry [ 34 ]. Likewise, FISH can be per-
formed for other structural and numeric chromosomal abnor-
malities, but FISH testing for mature T- and NK-cell 
lymphomas is offered in only a few clinical laboratories.  

    Detection of Viral Sequences Associated 
with T-Cell Lymphomas 

 ISH is commonly used for the detection and localization of 
EBV in tumor cells of the various EBV-positive mature T- 
and NK-cell neoplasms, especially nasal-type extranodal 
NK/T-cell lymphoma. ISH can be performed on FFPE tis-
sue sections and identifi es EBV RNA within the nuclei of 
virtually all tumor cells. EBER RNA is most commonly 
targeted due to the very high copy number in EBV-infected 
tumor cells. PCR detection of EBV in lymphoid tissue 
specimens is less useful because the vast majority of adults 
have been infected with EBV and the assay may detect 
latently infected background B cells that are not associated 
with the tumor. 

 The diagnosis of ATLL involves the demonstration of 
HTLV-1 infection. This may be performed by HTLV-1 serol-
ogy or PCR.  

    Interpretation of PCR-Based T-Cell 
Clonality Assays 

 Interpretation of PCR-based T-cell clonality assays is a 
challenging and commonly debated area of molecular 
pathology. Interpretation is dependent on assay design and 

  Figure 43.5    Immunohistochemistry demonstrating nuclear and cyto-
plasmic ALK staining in an ALK-positive anaplastic large cell lym-
phoma secondarily involving the skin       

  Figure 43.4    Example of a  TRB  Southern blot. Three restriction 
enzymes (B,  Bam HI; E,  Eco RII; H,  Hind III) were used to digest 
genomic DNA from germline ( left panel ) and TCL ( right panel ) speci-
mens. The lymphoma specimen demonstrates one or two additional 
rearrangements ( arrows ) compared to the germline specimen with all 
three restriction enzymes       
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the method used to evaluate the PCR products. Different 
interpretive criteria are required depending on assay design 
[ 35 ]. Key features of assay design that infl uence choice of 
interpretive criteria include primer selection, multiplexing 
strategy, use of one or multiple different fl uorescently 
labeled primers, and whether the resulting PCR products 
result in a single or multiple Gaussian regions. In gel-based 
assays, interpretation as a clonal rearrangement is based on 
the fi nding of a discrete band of an appropriate size in con-
trast to a smear or ladder of bands derived from polyclonal 
T cells. With capillary electrophoresis-based assays, a wide 
variety of interpretive criteria is used, and each laboratory 
must establish and validate its own criteria for a positive 
result while considering the many issues described in this 
section. Commonly applied interpretive criteria for the 
detection of a clonal T-cell rearrangement include observing 
a reproducible peak above baseline or establishing a cutoff 
ratio based on the height of the peak in question relative to 
that of the polyclonal background [ 3 ,  36 – 38 ]. Computer-
aided algorithms also are used to identify peaks that deviate 
from the normal distribution curve [ 39 ]. Less-stringent cri-
teria can be applied with capillary electrophoresis in follow-
up specimens when the size of the expected clonal PCR 
product is known from prior testing. 

 Oligoclonal proliferations should be differentiated from 
monoclonal proliferations. The number of bands on a gel or 
prominent peaks on a capillary electrophoresis tracing nec-
essary to defi ne an oligoclonal vs monoclonal proliferation 
depends on the assay design and locus examined. In general, 
the presence of more than two bands or prominent peaks is 
considered compatible with an oligoclonal proliferation 
when examining the  TRG  locus.  

    Clonality Assay Limit of Detection 

 The limit of detection for  TR  gene rearrangements by 
Southern blot analysis has been generally reported to vary 
from 1–10 % clonal cells [ 40 ,  41 ], with 5 % representing a 
reasonable estimate in standard clinical practice [ 26 ]. The 
limit of detection for PCR-based  TR  gene rearrangement 
assays depends on the assay design, extent of polyclonal 
background, and detection method. As an example, com-
monly used primer sets developed by the BIOMED-2 study 
are reported to have limits of detection of 1–10 % when het-
eroduplex analysis is used and 0.5–5 % when capillary elec-
trophoresis is used [ 3 ]. Lower limits of detection can be 
achieved with patient-specifi c primers, in the range of 0.01–
0.001 %. However, this approach is labor and time intensive, 
and is not generally utilized for mature TCL outside of the 
research or clinical trial setting.  

    Clinical Sensitivity 

 In principle, virtually all  TR  gene rearrangements can be 
detected by Southern blot analysis if a suffi ciently large 
clonal T-cell population is present in the specimen. In prac-
tice, low tumor burden is a major cause of false-negative  TR  
Southern blot analysis of T-cell neoplasms, and consequently 
PCR-based assays have higher clinical sensitivity [ 42 ]. A 
clonal  TRG  rearrangement is detected in >90 % of mature 
T-cell neoplasms when family-specifi c V-region primers are 
used, and a clonal  TRB  rearrangement is detected in >75 % 
of mature T-cell neoplasms [ 43 – 45 ]. Rates of detection 
>95 % in fresh/frozen and FFPE tissues have been reported 
when both  TRG  and  TRB  loci are examined. False-negative 
results may occur when the family or consensus primers fail 
to effi ciently anneal to the rearranged V, D, or J segments 
due to limited homology or alteration of the targeted gene 
region caused by the rearrangement. False-negative results 
also may be attributed to primer design. As an example, the 
BIOMED-2 study did not include a Jγ1.2 (JγP) primer to 
avoid false-positive  TRG  results from canonical rearrange-
ments [ 3 ]. This J segment is used in approximately 3 % of 
T-cell neoplasms [ 46 ]. Consequently, a false-negative  TRG  
result may rarely occur if the other  TRG  allele has not rear-
ranged. Finally, specimen sampling issues may result in a 
false-negative  TR  gene rearrangement if an insuffi cient 
number of clonal T cells are present within the tested speci-
men. An appropriately trained pathologist must review and 
select the tissue for testing to ensure suffi cient abnormal 
cells are present.  

    Clinical Specifi city 

 Lack of clinical specifi city is a major limitation of PCR- 
based clonality studies, especially involving the  TR  loci. 
Clonal rearrangement of  TR  loci has been reported in a vari-
able percentage of myeloid and B-cell neoplasms as well as 
in a variety of nonneoplastic conditions. In some cases, the 
detected clonal rearrangement represents a true cross-lineage 
rearrangement within the neoplastic cell population (e.g., 
detection of a  TR  rearrangement in B lymphoblastic leuke-
mia/lymphoma [B-ALL]). In many other cases, the detected 
clonal  TR  gene rearrangement represents either a limited 
number or a restricted repertoire of T cells in the specimen. 

  TR  gene rearrangements generally should not be used for 
lineage determination due to lineage infi delity, which is the 
rearrangement of  TR  genes in non-T cells (or the rearrange-
ment of Ig genes in non-B cells). Clonal rearrangements 
involving  TRD  or  TRG  occur in approximately 10 % of acute 
myeloid leukemia cases [ 47 ,  48 ]. Cross-lineage  TR  gene 
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rearrangements are very common in B-ALL, with over half 
of cases demonstrating  TRG  rearrangements [ 49 ]. In con-
trast, cross-lineage  TR  gene rearrangements are relatively 
rare in mature B-cell neoplasms when examined by Southern 
blot analysis, generally observed in <10 % of cases [ 50 – 53 ]. 
However, a large study by the BIOMED-2 group using their 
PCR-based assays examined 369 mature B-cell neoplasms 
and identifi ed a clonal  TR  gene rearrangement in approxi-
mately 25 % of cases [ 54 ]. They noted that these cases could 
be divided into two groups based on the pattern of  TR  gene 
rearrangements. In approximately 10 % of the cases, the 
rearrangement involved a single locus and exhibited a strong 
clonal pattern, probably representing true cross-lineage rear-
rangements present within the malignant B-cell population. 
In approximately 15 % of cases,  TR  gene rearrangements 
were observed at two or more loci and exhibited a weak 
clonal pattern, probably representing a coexisting restricted 
or small T-cell population. This underscores that such weak 
bands or small peaks observed in clonality assays should be 
interpreted with caution to avoid false-positive results. 
Subsequent work further illustrates that application of more 
stringent interpretive criteria to this primer set may improve 
the clinical specifi city of the assay [ 35 ]. 

 Detection of Ig gene rearrangements in mature T-cell neo-
plasms has been observed, but generally at a lower rate than 
 TR  rearrangements in B-cell neoplasms [ 51 ,  52 ]. In a study 
of 188 mature T-cell neoplasms by the BIOMED-2 study, 
10 % demonstrated clonal Ig gene rearrangements by PCR, 
but most of these cases exhibited a weak clonal pattern prob-
ably representing a coexisting restricted or small B-cell pop-
ulation [ 44 ]. Of the different mature T-cell neoplasm 
classifi cations examined, the highest level of Ig gene rear-
rangements was found in angioimmunoblastic T-cell lym-
phoma (AITL). In this and other studies, up to one-third of 
AITL cases have clonal Ig gene rearrangements [ 44 ,  55 ]. 
Likewise, a high percentage of clonal Ig rearrangements 
have been reported in peripheral TCL, NOS with rates of 
10–35 % [ 44 ,  55 ,  56 ]. 

  TR  gene rearrangement studies are typically performed to 
distinguish monoclonal from polyclonal lymphoprolifera-
tions, but the detection of a monoclonal  TR  gene rearrange-
ment is not always indicative of malignancy.  TR  gene 
rearrangements have been reported in nonneoplastic condi-
tions. Clonal T-cell populations are observed in peripheral 
blood specimens, especially from older individuals [ 57 – 59 ]. 
Likewise, oligoclonal and clonal  TR  gene rearrangements 
occur in individuals with autoimmune disorders, viral infec-
tions, reactive lymphoproliferations, and benign cutaneous 
lesions [ 60 ,  61 ]. As an example, lymphomatoid papulosis 
(LyP), a benign primary cutaneous CD30-positive T-cell lym-
phoproliferative disorder, is associated with the development 
of a malignant lymphoma in approximately 20 % of cases [ 62 ]. 
Over 40 % of LyP cases are associated with clonally rearranged 

 TR  genes, but this is not indicative of malignancy or predictive 
of progression to lymphoma [ 63 ,  64 ]. Consequently, in LyP 
cases,  TR  gene rearrangement studies are of little value.  

    Pseudoclonality 

 Pseudoclonality refers to the artifactual detection of an 
apparently clonal or oligoclonal lymphoid population and is 
a common problem in PCR-based clonality assessment of 
certain specimen types. PCR can result in the selective 
amplifi cation of one or a limited number of  TR  gene rear-
rangements when there are a limited number of T cells. 
Small numbers of T cells and consequently pseudoclonal 
results are commonly encountered in small skin biopsy spec-
imens, needle biopsies, and B-cell malignancies with very 
high tumor burdens. Duplicate or triplicate testing of these 
specimen types often will demonstrate different size gene 
rearrangements, indicating pseudoclonality. If available, 
testing of other lesions from the patient can assist in distin-
guishing clonality from pseudoclonality. This approach 
appears to be particularly useful in distinguishing infl amma-
tory dermatoses from cutaneous TCL [ 65 ,  66 ].  

    Oligoclonality 

 Oligoclonal proliferations have a restricted  TR  gene reper-
toire and occur in processes such as antigen-stimulated 
expansion of distinct subclones, immune reconstitution, or 
immunosenescence. The number of predominant peaks or 
bands required to distinguish monoclonality from oligoclo-
nality depends on the assay and locus examined. For  TRG , the 
presence of more than two predominant peaks or bands gen-
erally is interpreted as an oligoclonal proliferation. As noted 
previously, oligoclonal proliferations are commonly observed 
in individuals with autoimmune disorders, viral infections, 
reactive lymphoproliferations, and benign cutaneous lesions 
[ 60 ]. Likewise, reduced diversity of the  TR  repertoire and  TR  
gene oligoclonality is observed in older adults and during 
immune reconstitution after chemotherapy or stem cell trans-
plantation [ 67 ,  68 ]. If selective amplifi cation of one of the 
clones occurs in these oligoclonal proliferations, the result 
may appear clonal (i.e., pseudoclonality). Replicate testing or 
testing of multiple neoplastic specimens from the same 
patient will frequently reveal different sized gene rearrange-
ments, indicating pseudoclonality in these cases. 

    PCR Products Outside of Size Range 

 In T-cell clonality assessment by PCR, bands outside the 
defi ned size range may represent true  TR  gene rearrangements, 
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but these must be distinguished from nonspecifi c PCR prod-
ucts. For size ranges established between the 5th and 95th 
percentiles, bands or peaks just outside of this size range 
likely represent true rearrangements. Likewise, signifi cantly 
oversized or undersized bands or peaks also may represent 
true rearrangements due to amplifi cation from downstream J 
segments or partial V segment deletions, respectively [ 69 ]. 
In cases in which the peaks or bands are outside of the size 
range, sequencing the potential rearrangement product 
allows defi nitive characterization.   

    Weak Clonal Results 

 Weak bands or small peaks in PCR-based  TR  gene rear-
rangement assays must be interpreted with caution to avoid 
false-positive results. Such results should be repeated to 
ensure that the results are reproducible. In addition, exami-
nation of other loci and other involved specimens from the 
same patient, as well as using an orthogonal detection 
method, can assist in determining the signifi cance of these 
weak clonal results. At this time, specifi c criteria for inter-
pretation of PCR-based clonality testing have not been uni-
versally embraced, although (as is discussed above) multiple 
approaches have been proposed. Each laboratory is required 
to design, validate, and establish interpretive criteria for their 
specifi c assay given the issues and limitations discussed in 
this section.   

    Laboratory Issues 

 Appropriate controls for PCR-based  TR  gene rearrangement 
assays include positive, negative, sensitivity, and no DNA 
template reactions. Positive controls can be derived from 
previously positive patient specimens or characterized cell 
lines [ 70 ,  71 ]. A polyclonal control is typically derived from 
tonsillar tissue processed in the same way as clinical speci-
mens. Sensitivity controls can be made by dilution of DNA 
from a positive cell line in DNA from a specimen with a 
polyclonal T-cell population, such as tonsil, to determine and 
then monitor the limit of detection of the assay. The limit of 
detection for a clonal population in a non-lymphoid back-
ground will be lower than in the presence of a polyclonal 
lymphoid background and may lead to inaccurate assess-
ment of sensitivity. Finally, no DNA template control reac-
tions, which include all PCR primers and reagents but no 
DNA, should be included to monitor for exogenous DNA or 
PCR product contamination. For Southern blot analysis, 
control germline DNA may be obtained from a variety of 
non-lymphoid cells, such as placenta [ 26 ]. 

 In many laboratories, the majority of specimens will be 
FFPE tissues. Although some DNA degradation is inherent 

to formalin fi xation, the extracted DNA is usually of suffi -
cient quality for PCR-based  TR  gene rearrangement testing. 
However, some cases, approximately 20 % of cases in one 
study [ 45 ], will not have suffi cient DNA quality for success-
ful analysis. Consequently, a non- TR  or - IG  control gene 
must be amplifi ed for each specimen to prevent a false- 
negative interpretation due to inadequate DNA quality (or 
the presence of a PCR inhibitor such as heparin). Furthermore, 
the control gene should be the same size or larger than the 
largest amplicon in the assay.  

    Conclusions and Future Directions 

 A variety of molecular pathology assays are available to 
evaluate  TR  gene rearrangements, structural and numeric 
chromosomal abnormalities, and viral sequences associated 
with mature T- and NK-cell neoplasms. In a subset of TCL, 
these molecular studies are important for disease classifi ca-
tion or determining prognosis. However, many of these 
molecular studies, especially PCR-based  TR  gene rearrange-
ment studies, have important caveats that must be considered 
during validation and subsequent clinical use and interpreta-
tion of the assays. Therefore, molecular test results must be 
considered in the context of available clinical information, 
histology, immunophenotype results, and other laboratory 
data to ensure proper clinical use of the results. 

 With the widespread application of genomic and other 
high-throughput methodologies such as massively parallel 
sequencing in the research setting, the amount of data regard-
ing the genetics underlying hematolymphoid neoplasms is 
rapidly increasing. Recurrent somatic mutations as well as 
structural chromosomal alterations have been identifi ed in 
lymphoid malignancies. Most of this work has focused on 
B-cell neoplasms, but projects involving mature T-cell neo-
plasms are underway. Recently, massively parallel sequencing 
has led to identifi cation of a recurrent translocation in ALK-
negative ALCL [ 72 ]. In addition, massively parallel sequenc-
ing strategies are being applied to analysis of  TR  loci [ 73 ], and 
clinical assays based on these methods are now in use. These 
data and new methods have the potential to improve the diag-
nosis, determination of prognosis, and ability to monitor 
response to therapy in mature T- and NK-cell neoplasms.     
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    Abstract  

  Myeloproliferative neoplasms (MPNs) and myelodysplastic syndromes (MDS) represent 
primary clonal hematopoietic disorders that affect the range of immature and maturing 
blood cell types. This chapter summarizes the distinguishing molecular and cytogenetic 
features between MDS and MPNs and the most useful clinical molecular tests. An overview 
is given on the impact of new methods, such as massively parallel sequencing, on our 
knowledge of pathogenesis. The role of minimal residual disease testing, particularly in 
MPNs, is discussed in detail.   

 Keywords  
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     Molecular Basis of Disease 

 Myeloproliferative neoplasms (MPNs) and myelodysplastic 
syndromes (MDS) represent primary clonal hematopoietic 
disorders that were among the fi rst neoplasms to be diag-
nosed and monitored using molecular methods. From the 
discovery of the Philadelphia chromosome as the causative 
genomic change in chronic myelogenous leukemia (CML) in 
1960 [ 1 ], to the recent identifi cation of a common set of 
mutations producing epigenetic modulation in both MDS 
and MPN, molecular and cytogenetic testing have been cen-
tral to the diagnosis of these neoplasms for the last 30 years. 

Most cases of MPN now have a diagnostic genetic alteration 
linked to pathogenesis (Table  44.1 ), whereas the classifi ca-
tion of MDS remains tied to blast count and hematologic 
features (Table  44.2 ), with certain genetic changes common 
to several MDS entities.

    Besides affecting the myeloid compartment of the hema-
topoietic system, MPN and MDS share many overlapping 
morphologic, genetic, and immunophenotypic features 
(Table  44.3 ), with the distinction based on the dominant 
presenting feature. MPNs have increased numbers of blood 
components due to abnormal proliferation. In contrast, 
MDS typically presents with decreased numbers of blood 
components due to ineffective hematopoiesis. An overlap 
category of myelodysplastic/myeloproliferative neoplasms 
is recognized when there are features of both entities. 
Molecular testing in MPNs has become established as the 
standard of care for diagnosis, monitoring for residual dis-
ease, establishing prognosis, and therapeutic decision mak-
ing. In MDS, the role of molecular testing is currently more 
limited with cytogenetic studies representing the primary 
modality used for subclassifi cation and prognostic stratifi -
cation. However, mutational and epigenetic studies are 
poised to become part of the routine workup of MDS in the 
near future.   
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    Indications for Testing 

    Myeloproliferative Disorders 

 Elevated white blood cells (leukocytosis), red blood cells 
(erythrocytosis), or platelets (thrombocytosis), and/or sple-
nomegaly are the hallmarks of MPNs. However, these 
changes also can represent reactive phenomena, as a mani-
festation of the normal bone marrow (BM) stress response to 
infection, trauma, or other types of injury. Because distinc-
tion of reactive and neoplastic expansions can be diffi cult on 
clinical and morphologic features, molecular and cytogenetic 

     Table 44.1    Categories of myeloproliferative neoplasms and their molecular alterations   

  Type    Cytogenetic change(s)    Genes affected    Pathway type  

 CML  t(9;22)   BCR – ABL1   TK growth 

 +8, del17p (CE)     

 PV, PMF, ET  XY/XX   JAK2   Cytokine receptors 

 +9, +1/1q (CE)     

 CEL/MPN-U  XY/XX   FIP1L1 – PDGFRA   RTK 

 t(8p11;var)   FGFR1 -various 

 CMML, MPN-U  t(5;12)(q31-q33;p12)   ETV6 – PDGFRB  

   t(5q33;var)   PDGFRB -various 

   CE  clonal evolution,  CEL  chronic eosinophilic leukemia,  CML  chronic myelogenous leukemia,  CMML  
chronic myelomonocytic leukemia,  ET  essential thrombocythemia,  MPN - U  myeloproliferative neoplasm, 
unclassifi able,  PMF  primary myelofi brosis,  PV  polycythemia vera, ( R ) TK  (receptor) tyrosine kinase  

    Table 44.2    Categories of myelodysplastic syndrome and their molec-
ular alterations   

  Type    Defi nition  

 Refractory cytopenia 
with unilineage 
dysplasia, including 
refractory anemia, 
neutropenia, and 
thrombocytopenia 

 Cytopenia and marrow morphologic 
dysplasia limited to one of the three 
primary lineages 

 Blasts: <5 % BM, <1 % blood 

 Refractory Anemia with 
ringed sideroblasts (RS) 

 Anemia, ≥15 % BM erythroid 
precursors meeting defi nition of RS 

 Blasts: <5 % BM, <1 % blood 

 Myelodysplastic 
syndrome with isolated 
del(5q) 

 Anemia, high platelet count and 
isolated deletion(s) of chromosome 5q 

 Blasts: <5 % BM, <1 % blood 

 Refractory cytopenias 
with multilineage 
dysplasia +/− RS 

 Cytopenias, morphologic dysplasia 
identifi ed in two or more lineages 

 Blasts: <5 % BM, <1 % blood 

 Refractory anemia with 
excess blasts-I 

 Cytopenias 

 Blasts: 5–9 % BM and <5 % blood 

 Refractory anemia with 
excess blasts-II 

 Cytopenias 

 Blasts: 10–19 % BM and/or >5 % 
blood, Auer rods can be present 

 Myelodysplasia, 
unclassifi able 

 Cytopenias 

 Blasts: <5 % BM, <1 % blood 

 Often used for those cases showing 
some features of myeloproliferative 
neoplasms, e.g., increased basophils, 
eosinophils, and/or fi brosis 

 Chronic myelomonocytic 
leukemia 

 1 × 10 9 /L monocytes in blood, with 
marrow dysplasia 

 Mixed disorder with more of a 
myeloproliferative pattern in some 
cases 

   BM  bone marrow  

   Table 44.3    Shared features between MDS and MPNs   

 Immunophenotypic similarities  Loss/decreased expression of 
pan-myeloid antigens 

 Aberrant upregulation of 
adhesion molecules (e.g., 
CD56) 

 Cytogenetic similarities  Acquisition of +8 with 
progression 

 Acquisition of TP53 mutations 
with progression 

 LOH/UPD involving myeloid 
regulatory loci 

 Molecular similarities  Mutations in the epigenetic 
regulators including  IDH1 , 
 IDH2 ,  TET2 , and  DNMT3A  

 Mutations in  RAS  genes and 
myeloid transcriptional 
regulators such as  ASXL1  

   LOH  loss of heterozygosity,  UPD  uniparental disomy  
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testing can lead to a defi nitive diagnosis (Table  44.1 ). The 
most common MPNs are CML, essential thrombocythemia 
(ET), polycythemia vera (PV), and primary myelofi brosis 
(PMF). These entities can have overlapping morphologic 
and clinical characteristics [ 2 ]. A variety of less common 
MPNs have been recognized in recent years and can be 
defi nitively diagnosed by the presence of characteristic cyto-
genetic or molecular changes.  

    Chronic Myelogenous Leukemia 

 Patients with CML typically present with neutrophilia and 
variable basophilia and eosinophilia. Although some 
patients are asymptomatic and diagnosed following routine 
blood work, presentations with fatigue and/or splenomegaly 
are common. Left untreated, many patients with CML even-
tually progress to an accelerated phase and then to blast cri-
sis which can be indistinguishable from acute myeloid 
leukemia (AML). 

 The medical advances made in the diagnosis and treat-
ment of CML represent some of the greatest achievements in 
molecular medicine to date. CML was the fi rst malignancy 
noted to have a defi ning genetic abnormality when the 
Philadelphia chromosome (Ph), a translocation between 
chromosomes 9 and 22, t(9;22) (q34;q11), was identifi ed [ 1 ]. 
Subsequently, the Ph chromosome was identifi ed as the 
juxtaposition of the breakpoint cluster region ( BCR ) gene on 

chromosome 22 with the Abelson tyrosine kinase ( ABL1 ) 
gene on chromosome 9 (Fig.  44.1a ), resulting in relocaliza-
tion of an altered ABL1 protein from the nucleus to the cyto-
plasm, which produces constitutive activation of the ABL 
growth signaling pathway. The  BCR – ABL1  gene fusion is 
found in all cases of CML and in about 20–30 % of adult and 
2–10 % of childhood B lymphoblastic leukemia (B-ALL) [ 3 ].

   The differential diagnosis of CML includes benign leuko-
cytosis/leukemoid reaction and the rare chronic neutrophilic 
leukemia (CNL) and its related atypical chronic myeloid leu-
kemia (aCML). Although CNL and aCML typically lack the 
basophilia associated with CML other features may be simi-
lar. In 2013, cases of CNL/aCML were shown to have a high 
frequency of activating and truncation mutations in the 
colony- stimulating factor 3 receptor gene ( CSF3R ) [ 4 ]. 

    Essential Thrombocythemia, Primary 
Myelofi brosis, and Polycythemia Vera 

 Based on clinical features, ET, PMF, and PV are closely 
related MPNs, distinguished primarily by their dominant 
presenting features and clinical course. This close clinical 
relationship was explained in 2005 when several groups 
independently identifi ed a point mutation in the  JAK2  tyro-
sine kinase gene as a recurrent abnormality in these three 
MPNs, and some cases of chronic myelomonocytic leuke-
mia (CMML). The activating  JAK2  mutation, V617F, is 

BCR

ABL1

Normal cell Cell with translocation

ba  Figure 44.1     BCR – ABL1  
gene rearrangement detected 
by fl uorescence in situ 
hybridization (FISH). 
( a ) Schematic of fusion FISH 
with orange-labeled probes 
for  ABL1  gene on 
chromosome 9 and green-
labeled probes on the  BCR  
gene on chromosome 22. 
( b ) Image from a CML cell 
showing the t(9;22)       
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detected in up to 95 % of cases of PV, and approximately 
50 % of ET and PMF cases (Table  44.4 ). A subset of PV, but 
not PMF or ET, has activating point mutations or in-frame 
duplications in exon 12 of  JAK2 . Among PMF and ET with-
out V617F, activating mutations in the thrombopoietin recep-
tor gene ( MPL ) are seen in approximately 10 % of cases. 
Because the JAK2 kinase links multiple cytokine receptors, 
including the erythropoietin receptor, the thrombopoietin 
receptor (MPL) and the granulocyte-monocyte cytokine 
colony stimulating factor receptor (CD116), these mutations 
defi ne this group of MPNs as having JAK-linked dysregu-
lated cytokine growth factor receptor pathways.

   Differences in the features and behavior of  JAK2 – MPL - 
mutated  MPNs are related to the spectrum of other coexisting 
somatic mutations in any particular case [ 5 ], to genetic poly-
morphisms in the cytokine genes of the affected individual [ 6 ], 
and to the varying gene dosage and level of expression of the 
mutated  JAK2  or  MPL . As a result of loss of heterozygosity or 
mutation of both alleles,  JAK2  V617F can be present in up to 
several copies per cell, and cases with a higher V617F allele 
burden often manifest as PV or PMF rather than as ET. In con-
trast to patients with the V617F mutation, PV patients with 
 JAK2  exon 12 mutations tend to present at a younger age, and 
with higher hematocrit, lower platelet count, and lower white 
blood cell (WBC) count. ET and PMF patients with  MPL  
mutations tend to show different patterns of clonal evolution 
than  JAK2 -mutated cases, with the common karyotypic fi nd-
ings of gains of chromosome 1 in ET with  MPL  mutations and 
chromosome 9 in PMF with  MPL  mutations [ 7 ]. Germline 
 JAK2  and  MPL  mutations continue to be discovered in fami-
lies with predisposition to the development of MPNs [ 8 ]. 

 Calreticulin gene ( CALR ) mutations occur in 50–71 % of 
ET cases, and 56–88 % of PMF cases that are negative for 
 JAK2  and  MPL  mutations [ 9 – 12 ]. These mutations include a 
variety of insertion and deletions located in exon 9 of  CALR  
that shift the translational reading frame and produce a com-
mon novel C-terminal peptide sequence. Mutated CALR 
may differentially infl uence signaling through the JAK- 
STAT pathway.  CALR  mutations are largely mutually exclu-
sive with  JAK2  and  MPL  mutations and are not found in PV, 
CML, AML, or most cases of MDS.  CALR -mutated PMF is 
prognostically distinct from  MPL - and  JAK2 -mutated MPNs 
and from those cases that lack all three mutations [ 9 – 14 ]. 

Therefore, testing for  CALR  mutations can assist in the diag-
nosis of MPN, and provide a genetic marker for monitoring 
response to therapy.   

    Myeloproliferative Neoplasms Associated 
with Eosinophilia 

 Most causes of signifi cant eosinophilia are reactive or sec-
ondary to chronic parasitic infections or due to cytokine- 
producing malignancies, particularly T-cell lymphoma, 
Hodgkin lymphoma, and some carcinomas. However, a 
group of rare MPNs present with eosinophilia and immature/
dysplastic myelopoiesis and are characterized by gene 
fusions involving a variety of growth factor genes 
(Table  44.1 ). The majority show fusion of the  FGFR1  gene 
to a variety of other genes, thereby producing ligand-inde-
pendent FGFR1 activation. Another type has a chromosome 
4 interstitial cryptic  FIP1L1 – PDGFRA  fusion that activates 
the PDFRA kinase, with the neoplasms showing dramatic 
response to imatinib treatment, similar to CML. A very rare 
 PDGFRB - translocation  syndrome produces a similar MPN 
due to fusion with  ETV6  or a variety of other partner genes.  

    Myelodysplastic/Myeloproliferative 
Neoplasms 

 The most common of the mixed myeloid disorders is CMML, 
which can present with a high WBC count resembling acute 
monocytic leukemia, or with a low WBC count associated 
with dyspoietic BM fi ndings. This variability in presentation 
underlies a heterogeneous molecular pathogenesis.  RAS  
gene mutations are identifi ed in the vast majority of cases 
with hyperproliferative presentations, and a variety of cyto-
genetic and somatic mutations, including  TET2  and  JAK2  
V617F, are seen in other cases [ 15 ].  

    Myelodysplastic Syndromes 

 Decreased numbers of WBCs (leukopenia), platelets (throm-
bocytopenia), and erythrocytes (anemia) are among the most 
common abnormal laboratory fi ndings in patients with 
MDS. In younger patients, these cytopenias often have a 
nonneoplastic etiology such as immune-mediated marrow 
suppression, autoimmune disease, acute bacterial and viral 
infections, nutritional defi ciency (e.g., B12, folate or iron), 
or toxin exposure. However, with advancing age, cytopenias 
are increasingly related to genetically mediated BM failure 
or MDS. The dysplastic changes of MDS can be superim-
posed upon other causes of marrow suppression, exacerbat-
ing the ineffective hematopoiesis. In these cases, abnormal 
blood cells show impaired maturation and are destroyed by 

   Table 44.4    Frequency of mutations in different MPNs   

  Mutation type    PV    ET    PMF    CMML  

  JAK2  V617F  95 %  50 %  40 %  5 % 

  JAK2  exon 12/13  5 %  ND  ND  <1 % 

  MPL  codon 505 or 515  ND  5 %  5 %  ND 

  KRAS – NRAS  codons 
12/13/61 

 ND  ND  <1  30–40 % 

   CMML  chronic myelomonocytic leukemia,  ET  essential thrombocythe-
mia,  MPNs  myeloproliferative neoplasms,  ND  not detected,  PMF  pri-
mary myelofi brosis,  PV  polycythemia vera  
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apoptosis before being released into the bloodstream. These 
genetically abnormal marrow components often have an 
atypical morphology (dysplasia) that can be recognized in a 
BM aspirate smear.   

    Available Assays and Laboratory Issues 

    Chronic Myelogenous Leukemia 

     BCR – ABL1  Detection 
 In CML, most of the  BCR – ABL1  translocations involve the 
major breakpoint cluster region (M-bcr) adjacent to exons 
12–16 of  BCR  (formerly called exons b1–b5) and result in 
either the e13a2 or e14a2  BCR – ABL1  gene fusions (or both 
transcripts), which encode closely related 210 kD fusion pro-
teins (p210). In contrast, in Ph chromosome- positive (Ph+) 
B-ALL, 50–65 % of the  BCR  breakpoints arise at the minor 
breakpoint cluster region (m-bcr), adjacent to exons 1 and 2 
of  BCR , with the  BCR – ABL1  transcript containing the e1a2 
junction, which is translated into the p190 BCR-ABL1 
fusion protein. Rarely, usually in CML with monocytosis 
and neutrophilia, the breakpoint occurs in the μ-BCR region 
(exons 17–20), resulting in a larger p230 fusion BCR-ABL1 
protein. 

 The  BCR – ABL1  fusion gene can be detected by several 
methods. The Ph chromosome can be visualized by conven-
tional G-banded karyotyping with a false-negative rate of 
< 10 %, which is usually related to more complex fusions 
that obscure the breakpoints involved. However, karyotyp-
ing has a low sensitivity that is not acceptable for minimal 
residual disease (MRD) monitoring given that only 20 
metaphases are usually analyzed (i.e., a maximal sensitivity 
of 5 %). 

 Fluorescence in situ hybridization (FISH) on interphase 
cells is another method to detect the  BCR – ABL1  fusion 
(Fig.  44.1 ). Dual-color, dual-fusion probes are typically used 
and can identify variant breakpoints or three-way transloca-
tions that do not result in recognizable Ph+ metaphases. 
Given an adequate sample, the false-negative rate for FISH is 
much less than 1 %. The use of FISH for MRD monitoring 
after completion of therapy is more limited given that the 
maximal sensitivity is approximately 1 % Ph+ cells, given 
that only several hundred cells are typically counted [ 16 ]. 

 Other molecular methods can be used for detecting  BCR –
 ABL1  fusions, including PCR from genomic DNA, Southern 
blotting, or northern blotting. However, the vast majority of 
clinical molecular laboratories detect the  BCR – ABL1  fusion 
gene by reverse transcription polymerase chain reaction 
(RT-PCR). Qualitative RT-PCR has been largely replaced by 
quantitative/real-time PCR (RT-qPCR) methods using an 
allele-specifi c PCR approach with primers directed sepa-
rately against the M-bcr and m-bcr regions (p210 and p190 
isoforms, respectively).  

     BCR – ABL1  RT-PCR Assay Standardization 
and the International Scale 
 Essentially all RT-qPCR  BCR – ABL1  assays normalize the 
amount of fusion transcript to the level of a control transcript 
to allow comparison across different levels of input positive 
cells. This approach also permits assessment of RNA quality, 
because low levels of the control gene likely indicate a 
degraded sample. Commonly used genes for normalization 
include  GAPDH ,  ACTB ,  BCR ,  GUSB , and  ABL1  [ 17 ]. These 
control genes are expressed at very different levels resulting 
in highly variable  BCR – ABL1  fusion to control transcript 
values. This variability between assays using different con-
trol transcripts makes comparison of results from different 
laboratories diffi cult. Additionally, laboratories use a variety 
of RNA extraction methods, different reverse transcription 
protocols, and have different reporting criteria. 

 Standardization of RT-qPCR assays has become a high 
priority because molecular milestones of  BCR – ABL1  tran-
script levels are now the basis of treatment decision-making 
for CML. The fi rst advance in standardization, led by the 
Europe Against Cancer (EAC) initiative, was the develop-
ment of well-validated RT-qPCR primers and probes, as well 
as standardized PCR conditions for  BCR – ABL1  assays [ 18 ]. 
The second effort, beginning with the European LeukemiaNet 
collaborative, developed consensus on measurement of ther-
apeutic milestones in CML (Table  44.5 ) [ 19 ]. This effort 
reached fruition in 2012 and established the International 
Scale (IS) whereby individual laboratories could adjust their 
internal  BCR – ABL1 /control transcript ratios to the molecular 
milestones based on standard calibrators [ 20 ,  21 ].

    Table 44.5    Defi nitions and therapeutic milestones for  BCR – ABL1  
disease response   

  Defi nitions  

 Complete hematologic 
response (CHR) 

 WBC count < 10 × 109/L 
Normal WBC differential 
≤1% circulating immature cells
Platelet count < 450 × 109/L 
No signs and symptoms of CML 

 Major molecular response 
(MMR) 

 >3-log reduction in  BCR – ABL1  
transcript levels (0.1 % IS) 

 Complete molecular 
response (CMR) 

 PCR negative 

 Complete cytogenetic 
response (CCyR) 

 No Ph detected 

 Partial/major cytogenetic 
response (PCyR) 

 1–35 % Ph+ cells 

  Therapeutic milestones    Suboptimal    Failure  

 3 months on therapy  Less than CHR  No HR 

 6 months  Less than PCyR  Less than CHR 

 12 months  Less than CCyR  Less than PCyR 

 Not approaching 
MMR 

 18 months  Less than MMR  Less than CCyR 

  Ph Philadelphia chromosome,  WBC  white blood cell 
 Guidelines as reported in [ 19 ]  
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       Therapy and Treatment Response Monitoring 
in CML 
 With an understanding of the molecular basis of CML, the 
design and synthesis of small molecules that could inhibit 
the kinase activity of ABL1 was attempted. This resulted in 
US Food and Drug Administration (FDA) approval of the 
kinase inhibitor imatinib mesylate (also called ST1571) in 
1999. Before the discovery of imatinib, the widely used ther-
apeutic options for CML were interferon-α with or without 
cytarabine, hydroxyurea, or allogeneic stem cell transplant 
(ASCT). With results fi rst published in 2003, the pivotal 
International Randomized Interferon vs ST1571 (IRIS) study 
established imatinib as the frontline therapy for newly diag-
nosed CML, with superior responses and compliance rates 
compared to interferon/cytarabine [ 22 ,  23 ]. Subsequently, 
second generation tyrosine kinase inhibitors (TKI) that suc-
cessfully target BCR- ABL1 were introduced, particularly 
nilotinib and dasatinib that were both approved as frontline 
therapy by the FDA in 2010. 

 Most patients with CML show excellent response to ima-
tinib, with progression-free survival rates at 5 years of 
> 90 %. However, periodic RT-qPCR  BCR – ABL1  testing 
every 3–6 months during treatment is warranted to monitor 
for primary or secondary drug resistance. In patients with 
CML, blood and BM samples show similar levels of  BCR –
 ABL1  transcript, but testing of blood is preferred due to the 
ease of collection. While receiving imatinib, most patients 
quickly show hematologic remission, defi ned as resolution 
of leukocytosis, as indicated by a WBC count below 
10 × 10 9 /L with a normal differential and ≤1 % circulating 
immature cells, a platelet count below 450 × 10 9 /L, and dis-
appearance of signs and symptoms of disease, including 
splenomegaly. On standard dose imatinib, most patients 
experience hematologic remission within 4–12 weeks. For 
those patients being monitored by karyotyping, complete 
cytogenetic response, defi ned as 0 % Ph+ metaphases when 
at least 20 cells have been examined, is usually achieved 
before 12 months. Partial (1–35 % Ph+ metaphases), and 
especially minor cytogenetic responses (36–95 % Ph+ meta-
phases) are indicative of suboptimal therapy or drug resis-
tance (Table  44.5 ). 

 The primary therapeutic endpoint for CML treatment is a 
major molecular remission (MMR) defi ned as a  BCR – ABL1 /
control transcript IS ratio below 0.1 %. This IS target was origi-
nally established by the IRIS study in which optimal response 
was defi ned as at least a three-log decrease in the  BCR –
 ABL1 / ABL1  transcript ratio from the 100 % value that was the 
median pretreatment level. With the advent of IS calibration, 
patient-specifi c responses can now be defi ned. In many patients 
on imatinib, complete molecular response can be achieved, 
such that no  BCR – ABL1  transcripts are detected with an assay 
that has a diagnostic sensitivity of at least 0.005 % (IS). 

 Optimally, MMR is achieved within 12–18 months of 
beginning a TKI. During this initial period, RT-qPCR using 
peripheral blood is recommended every 3 months, and is 
usually performed less frequently (every 6–12 months) after 
MMR is achieved. Cytogenetic testing should be performed 
at 6 months, 12 months, and possibly 18 months if Ph+ chro-
mosomes are still detected. FISH may serve as a useful sur-
rogate marker of disease level when chromosome analysis 
does not yield adequate metaphase preparations. Recent 
studies, including a follow-up on the IRIS trial, have demon-
strated that attaining MMR at earlier time points results in 
improved outcomes in CML [ 23 ,  24 ].  

    Resistance in CML and Detection of ABL1 Kinase 
Domain Mutations 
 When a patient with CML does not meet the milestones for 
optimal therapeutic response, changes to the treatment regi-
men must be considered. The fi rst step in the workup of TKI 
resistance is usually to repeat the RT-qPCR test to confi rm 
the level of residual  BCR – ABL1  transcript, followed by DNA 
sequencing of the ABL1 kinase domain to assess for the 
presence of mutations. While ABL1 kinase mutations are the 
most common cause of resistance, other  BCR – ABL1 - 
dependent  mechanisms of resistance include amplifi cation or 
additional copies of the Ph chromosome, which can be 
detected by FISH, and pharmacodynamic factors which 
inhibit drug effects. Overcoming these factors may be 
achieved by TKI dose escalation [ 25 ]. Imatinib resistance 
also can be due to  BCR – ABL1  mutation-independent mecha-
nisms (Table  44.6 ) such as clonal evolution due to  ASXL1 , 
 IZKF1 , or  RUNX1  mutations [ 29 ,  30 ],  TP53  deletion, or 
acquisition of AML-type genetic changes [ 31 ], which may 
be detected by a BM karyotyping.

   Approximately 50 % of patients displaying secondary 
TKI resistance in CML, as shown by increasing RT-qPCR 

   Table 44.6    Testing indicated for drug-resistant CML   

  Test    Findings  
  Reference/
guidelines  

 Bone marrow 
morphology 

 Increased blasts, basophils, 
fi brosis 

 [ 19 ] 

 Karyotype  Secondary genetic changes, 
especially del17p/TP53 

 [ 26 ] 

 ABL kinase domain 
sequencing 

 >70 different amino acids in 
kinase domain, lead to 
variable upregulation or 
insensitivity to kinase 
inhibition 

 [ 27 ,  28 ] 

  BCR – ABL1  FISH  Amplifi cation/extra copies of 
Philadelphia chromosome 

 [ 26 ] 

  RUNX1 ,  IZKF1 , or 
 ASXL1  mutation 
status 

 Maturation arrest with blast 
crisis 

 [ 29 ,  30 ] 

   FISH  fl uorescence in situ hybridization  
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levels after achieving MMR, will have a mutation in the 
ABL1 kinase domain [ 28 ]. More than 150 different muta-
tions involving over 60 different amino acid residues have 
been documented in the ABL1 kinase domain. However, 15 
 ABL1  mutations account for >85 % of cases [ 32 ], with muta-
tions in the T315I gatekeeper and in the P-loop domain most 
consistently associated with adverse outcomes (Fig.  44.2 ). 
The in vivo sensitivity to different kinase inhibitors is largely 
predicted by response of model cell lines harboring these 

mutations [ 33 ]. Studies of this type have identifi ed the com-
mon G250E mutation as being resistant to imatinib, but not 
to the second generation inhibitors dasatinib and nilotinib, 
whereas other mutations tend to be resistant to dasatinib but 
not nilotinib (e.g., T315A, F317L/I/V, and V299L) or to nilo-
tinib but not dasatinib (e.g., Y253H, E255K/V, and F359V/C). 
The T315I ABL1 kinase domain mutation is resistant to 
most small molecule inhibitors [ 34 ]. Patients with T315I- 
mutated CML often progress to blast phase and require che-
motherapy and ASCT, although some biologic therapies, 
such as homoharringtonine [ 35 ], and third generation kinase 
inhibitors, such as ponatinib/AP24534 [ 36 ], show promise.

   Several molecular tests detect ABL1 mutations, with the 
most common being Sanger sequencing to assess the entire 
kinase domain in one or two cycling reactions [ 27 ]. As an 
initial step, the  BCR – ABL1  fusion gene is specifi cally ampli-
fi ed (Fig.  44.2b ), because residual leukemic cells may only 
represent a small portion of leukocytes, and Sanger sequenc-
ing is not suffi ciently sensitive to detect rare mutated tran-
scripts. A more sensitive but more directed approach is to 
perform mutation-specifi c real-time PCR reactions to detect 
the most commonly observed mutations. 

 Recommendations for when to perform mutation testing 
of the ABL1 kinase domain vary between different centers. 
A conservative approach is to trigger testing whenever there 
is loss of hematologic or complete cytogenetic remission, 
unexpected cytopenias, or a greater than ten-fold rise in 
 BCR – ABL1  transcript levels above MMR [ 27 ].   

    Essential Thrombocythemia, Primary 
Myelofi brosis, and Polycythemia Vera 

 Both qualitative and quantitative methods are used to detect 
the common V617F mutation (Fig.  44.3 ), whereas Sanger 
sequencing is used to detect the less common  JAK2  exon 12 
mutations as well as mutations in  CALR ,  MPL  and  CSF3R . 
Testing for  JAK2  V617F is recommended in the initial 
workup of all suspected MPNs, along with erythropoietin 
levels for suspected PV,  BCR – ABL1  testing for all cases with 
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  Figure 44.2     ABL1  mutation in drug-resistant CML. ( a ) Schematic of 
the ABL1 kinase domain, with P-loop (P), catalytic domain (C), and 
activation domain (A) indicated. The locations of the 15 most commonly 
mutated amino acid residues are indicated. ( b ) Schematic of t(9;22) 
translocation breakpoints with a strategy for two step PCR amplifi cation 
of the  BCR – ABL1  fusion transcript, followed by amplifi cation of the 
 ABL1  tyrosine kinase (TK) domain using several primer sets ( black 
arrows ) prior to sequencing       

  Figure 44.3     JAK2  mutation detection by pyrosequencing assay. Cases with homozygous V617F mutations ( a ,  arrow  showing T allele), heterozy-
gous mutated and wild type sequences ( b , both T and G alleles), and wild type results ( c , only G allele) are illustrated       
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neutrophilia (especially if accompanied by basophilia or 
eosinophilia), and BM evaluation for suspected ET or PMF.  

 Although some therapies for  JAK2 -mutated MPNs, such 
as lenalidomide and interferon, produce selective decreases 
in the  JAK2  mutation burden, monitoring  JAK2  mutation lev-
els after therapy is not yet as routine as for CML. Quantitative 
 JAK2  testing is probably most useful for monitoring for 
relapse of MPNs after ASCT, and in monitoring of  JAK2  
kinase inhibitors [ 7 ], most of which are still investigational. 
Because pathogenic mutations in  JAK2 ,  CALR ,  MPL , and 
 CSF3R  all affect signaling through the JAK-STAT pathway 
and may all be candidates for JAK inhibitor therapies, a 
panel approach for testing has been proposed for newly diag-
nosed MPNs [ 37 ]. Advanced sequencing technologies would 
thus be an appealing approach for such multigene testing.  

    Myelodysplastic Syndrome 

    Cytogenetic Analysis for Diagnosis and Prognosis 
in MDS 
 With the exception of one distinctive cytogenetically defi ned 
entity (refractory anemia with isolated 5q-), MDS is cur-
rently classifi ed in the WHO system based on the number of 
myeloblasts and whether one or several of the myeloid, 
monocytic, erythroid, or megakaryocytic lineages are clearly 
dysplastic (Table  44.2 ). Because appreciation of morpho-
logic changes in the BM can be diffi cult, cytogenetic studies 
are always done to identify the complex genomic changes 
associated with MDS and to support the diagnosis. Recently, 
multiprobe FISH panels, which assess the presence or absence 
of common changes such as del5q/-5, del7q/-7, +8, and 
del20q, are increasingly being used to supplement karyotyp-
ing although their added value remains unclear [ 38 ,  39 ]. 

 Common and less common cytogenetic aberrations in 
MDS have been used along with hematologic criteria to 
stratify cases of MDS into low, moderate, and high risk for 
poor outcome and progression to high-grade MDS/AML 

(Table  44.7 ). The most commonly used schema is the 
International Prognostic Scoring System (IPSS), which was 
recently revised to add several additional cytogenetic changes 
(Table  44.8 ). Although FISH assays are becoming more 
common for MDS (Fig.  44.4 ), detection of these aberrations 
by FISH (especially at low percentages) rather than karyo-
type may not have the same prognostic signifi cance for the 
IPSS. Genomic microarrays provide additional gene-based 
information compared to karyotype and may soon supple-
ment conventional karyotyping in the workup of MDS [ 41 ].

         Common Somatic Mutations in MDS 
 At least half of suspected MDS cases have no cytogenetic 
abnormalities identifi ed by chromosome analysis. In such 
cases FISH panels typically detect only a few, if any, additional 
aberrations. Many of these cases will have only mild dysplasia. 
In these instances, the distinction between a reactive condition 
and MDS can be diffi cult, and may only be established after 
extensive testing and exclusion of all other possible etiologies. 
Demonstration of clonality within blood or BM cells could 
more rapidly and defi nitively offer a diagnosis of MDS. 

 Several genes that are commonly mutated in MDS have 
been identifi ed by genomic sequencing. These genes include 
 TET2 ,  IDH1 ,  IDH2 ,  ASXL1 ,  SF3B1 ,  DNMT3A ,  EZH2 , and 
 LNK  (Table  44.9 ). The mutation types vary and include 

   Table 44.7    Cytogenetic prognostic subgroups in the revised 
International Prognostic Scoring System (IPSS-R)   

  Risk group    Karyotypic fi ndings  

 Very good  del(11q), -Y 

 Good  XX/XY, del(20q), del(5q) alone and double, 
del(12p) 

 Intermediate  +8, 7q-, i(17q),+19,+21, any other single or 
double, independent clones 

 Poor  der(3)q21/q26, -7, double including 7q-, 
complex changes (3 abnormalities) 

 Very poor  complex changes (>3 abnormalities) 

  Table adapted from Ref.  40   

   Table 44.8    Criteria for scoring using the revised International Prognostic Scoring System (IPSS-R)   

  Variable  

  Score for individual parameter  

  0    1    1.5    1.5    2.5    3.5    5  

 Cytogenetic fi ndings  Very good  Good  Int  Poor  Very poor 

 % BM blasts  <5 %  5–10 %  11–30 % 

 Hemoglobin (g/dL)  ≥10  <10 

 Platelets ( x  10 9 /L)  ≥100  <100 

 ANC ( x  10 9 /L)  ≥0.8  0.8 

 Cumulative score  1  2  3  4  5 

 Very good  Good  Int  Poor  Very poor 

 Overall survival a   8.7  5.3  3.0  1.6  0.8 

   ANC  absolute neutrophil count,  BM  bone marrow,  Int  intermediate 
  a  Overall survival represents median survival in years 
 Table adapted from Ref.  40   
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  Figure 44.4     MLL  alterations in MDS and AML. ( a ) Schematic of dual 
break-apart fl uorescence in situ hybridization (FISH) strategy for  MLL  
at chromosome 11q23. A green- labeled probe is used for the 5′ exons 
of  MLL , with an orange-labeled probe for the 3′ exons with an overlap 

at exon 6. ( b ) Findings in an interphase cell in an MDS case with a split 
probe for one copy of the  MLL  gene, indicative of an  MLL  transloca-
tion. ( c ) FISH performed on a metaphase spread in a case of AML 
reveals  MLL  gene amplifi cation associated with ring chromosomes       

    Table 44.9    Divergent and common molecular pathogenesis of MPNs and MDS   

  Gene  
  Mutation % in MPNs 
(excluding CML)  

  Mutation % 
in MDS    Function  

  Growth regulators  
  JAK2   50 %, including ~100 % of PV  2–3 %  Kinase downstream of cytokine receptors 

  MPL   2–3 %  <1 %  Cytokine receptor 

  PGFRA   2 %  ns  RTK 

  PGFRB   <1 %  <1 %  RTK 

  FGFR1   1–2 %  ns  RTK 

  CBL   ns  ns  RTK negative regulator 

  Transcriptional and epigenetic regulators  
  TET2   10–30 %; 50 % of CMML, 

30 % of SM 
 25–30 %  Catalyzes conversion of 5-methylcytosine to 

5-hydroxymethylcytosine 

  IDH1 – IDH2   1–5 %  5–10 %  Isocitrate dehydrogenase; converts isocitrate 
to 2-ketoglutarate, TET2 co-regulation 

  DNMT3A   5–10 %  5–10 %  DNA cytosine methyltransferase 

  EZH2   3–7 %  5–10 %  Histone methyltransferase complex protein 

  ASXL1   3–15 %  10–15 %  Transcriptional repression of HOX genes 

   CML  chronic myelogenous leukemia,  CMML  chronic myelomonocytic leukemia,  MDS  myelodysplastic syndrome,  MPN  
myeloproliferative neoplasm,  ns  not present or insuffi cient data,  PV  polycythemia vera,  RTK  receptor tyrosine kinase inhibi-
tor,  SM  systemic mastocytosis  
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deletions, insertions, missense mutations (Fig.  44.5a ), non-
sense mutations (Fig.  44.5b ), as well as frameshift muta-
tions, and can either be clustered in hotspots or distributed 
throughout the gene. Detection of any of these mutations 
can help establish a diagnosis of MDS in patients who oth-
erwise have negative tests. The next generation of risk strati-
fi cation for MDS has begun to incorporate gene mutations 
into multivariate outcome prediction models [ 42 – 44 ].

          Conclusions and Future Directions 

 The function of many of the most frequently mutated genes 
in MDS involves the epigenetic regulation of transcriptional 
complexes involved in hematopoiesis. For these genes, muta-
tions at several different loci, such as  EZH2 ,  TET2 , and 
 DNMT3A , can be found in the same tumor. This is in contrast 
to the essentially mutually exclusive nature of mutations 
involving cytokine and growth factor genes, such as  BCR –
 ABL1  or  JAK2 . Another feature of the epigenetic class of 
genes is that they are commonly mutated in AML as well as 
in MDS and MPNs (Table  44.9 ). Taken together; these fi nd-
ings suggest that myeloid neoplasms have a shared patho-
genesis involving multifocal dysregulation of the epigenetic 
program. Given that many new classes of therapeutic agents, 
including deacetylase inhibitors and hypomethylating 
agents, target these complexes, it seems likely that detection 
of these mutations will become critical to individualizing 
therapy in both MDS and MPNs.     
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    Abstract  

  HIV-1 quantitative viral load testing and genotypic resistance testing comprise the core 
aspects of the monitoring of HIV-infected patients on a longitudinal basis. The development 
of these assays and the clinical interpretation and use of these assays has evolved over 
decades since 1996 into the current state of practice. Initial uses of viral load testing 
involved prognostication, followed by the use of viral loads as a marker of response to 
antiretroviral therapy. Qualitative viral load testing can be used for diagnosis, and proviral 
DNA assays are used in the diagnosis of HIV in newborns born to HIV-infected mothers. 
Mutations in the HIV-1 genome were determined to imply resistance or susceptibility to 
antiretroviral treatment. Genotypic resistance testing correlates these mutations with previ-
ously known drug mutations. Phenotypic testing involves the creation of a pseudoviral 
vector and its performance in the presence of different antiretroviral drugs. Issues surround-
ing these diagnostic tests, including sample types, assay characteristics, and interpretation 
of results are delineated in this chapter.  

  Keywords  

  HIV-1   •   Viral load   •   Quantitative   •   Genotypic resistance testing   •   Resistance testing     

     Description of the Pathogen 

 Human immunodefi ciency virus types 1 and 2 (HIV-1 and 
HIV-2), the causative agents of the acquired immunodefi -
ciency syndrome (AIDS), are RNA viruses belonging to the 
genus  Lentivirus  of the family  Retroviridae  [ 1 ]. The replica-
tion of all retroviruses involves reverse transcription of the 
RNA genome into a double-stranded DNA molecule, with 
subsequent integration into the host genome as proviral 
DNA. Given this replicative cycle, molecular tests used in 
the diagnosis and management of HIV-1 infection target 
either HIV-1 RNA or proviral DNA. 

 HIV-1 is classifi ed into three distinct genetic groups: M 
(major), O (outlier), and N (nonmajor and nonoutlier). 
Viruses in the M group are further divided into eight sub-
types (formerly called clades), A–G, H–K, and N–P, and at 
least 55 circulating recombinant forms (CRFs) as described 
by the Los Alamos National Laboratory based on the 
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sequence diversity within the HIV-1  gag  and  env  genes [ 1 ,  2 ]. 
The nucleotide sequence of the  env  gene may differ by as 
much as 25 % among the different subtypes, while viruses 
within the same subtype generally differ by less than 15 % 
[ 1 ]. Group M virus is found worldwide, with subtype B pre-
dominating in Europe and North America, while subtype C 
predominates in Africa and India. The genetic diversity of 
HIV-1 plays an important role in the design and interpreta-
tion of RNA viral load and genotypic resistance tests.  

    Clinical Utility 

 The uses of molecular tests in the clinical management of 
individuals with HIV-1 infection include the diagnosis of 
HIV-1 infection, and monitoring response to antiretroviral 
therapy (ART). The clinical utility of HIV-1 viral load test-
ing, which refers to the quantifi cation of HIV-1 RNA in the 
blood of infected individuals, has been well studied. Given 
the availability of commercial test kits, HIV-1 RNA viral 
load testing has become the standard of care in the clinical 
management of HIV-infected individuals. HIV-1 RNA viral 
load is a strong predictor of the rate of progression to AIDS 
that is independent of CD4 cell count and other factors. 
Regression models have shown that HIV-1 RNA viral load 
alone explains half of the variability in prediction of the 
onset of AIDS and death [ 3 ,  4 ].  

    Diagnosis of Acute HIV-1 Infection 

 HIV-1 RNA testing is useful in the diagnosis of acute HIV-1 
infection, and a qualitative RNA assay (Aptima, Gen-Probe 
Incorporated, San Diego) has been approved by the US Food 
and Drug Administration (FDA) for diagnostic use. 
Quantitative HIV-1 RNA viral load tests are not approved for 
the diagnosis of acute HIV-1 infection, and should be specifi -
cally validated by the individual laboratory for diagnosis of 
acute infection, if used for this indication. Acute HIV-1 
infection, also referred to as acute retroviral syndrome, has a 
“window period” after exposure to the virus and prior to 
seroconversion, when the ELISA and western blot tests are 
negative or indeterminate [ 5 ]. During the window period, 
patients often are symptomatic with a mononucleosis-type 
syndrome, which may include fever, fatigue, rash, lymph-
adenopathy, and oral ulcers [ 5 ]. During acute HIV-1 infec-
tion, RNA levels are very high in the peripheral blood, 
usually 10 5 –10 7  copies/ml of plasma, making viral load mea-
surement a very useful diagnostic tool; however, if an individual 
is tested within days to weeks of exposure to HIV-1, the 
RNA levels may be lower. 

 The updated algorithm for HIV diagnosis from the 
Centers for Disease Control and Prevention (CDC) will 

include initial screening with a third or fourth generation 
serologic test (HIV1/HIV2 enzyme immunoassay, EIA), fol-
lowed by an HIV1/HIV2 discriminatory test. In this algo-
rithm, if the initial EIA is positive, but the discriminatory test 
is negative, the recommended follow up is HIV-1 RNA test-
ing. The fourth generation EIA tests simultaneously detect 
both p24 antigen and HIV-1 antibody, which narrows the 
window period and yields a positive test 20 days prior to 
western blot. The third generation EIA tests detect antibody 
only and are positive approximately 15 days prior to western 
blot. The downside of using nucleic acid amplifi cation test-
ing to diagnose acute HIV-1 infection is the potential for 
false-positive results, which should be suspected if the viral 
load is <10,000 copies/ml in an individual thought to be 
acutely infected. To minimize the likelihood of reporting a 
false-positive result, an HIV1/2 EIA also should be obtained 
at the time of HIV-1 RNA testing, and repeat RNA and EIA 
testing should be obtained on all patients within 1–2 weeks. 
Requiring laboratory approval for using HIV-1 quantitative 
RNA viral load testing for diagnosis of acute HIV-1 infection 
is a prudent approach to ensure that the patient has signs 
and symptoms consistent with acute HIV-1 infection prior 
to testing. 

    Diagnosis of HIV-1 Infection in Neonates 

 Molecular tests are crucial for the diagnosis of HIV-1 infec-
tion in neonates, since all infants born to HIV-1 infected 
mothers remain seropositive into the second year of life due 
to transfer of maternal immunoglobulin G (IgG) across the 
placenta. Studies have established the utility of both qualita-
tive proviral DNA and RNA viral load testing for the diagno-
sis of HIV-1 infection in newborns [ 6 – 8 ]. Current guidelines 
for the diagnosis of neonatal HIV-1 infection recommend 
that the molecular testing be performed at ages 14–21 days, 
1–2 months, and 4–6 months, with two positive tests obtained 
separately providing confi rmation of HIV-1 infection [ 9 ]. 
Virologic testing also should be performed at birth if the 
infant is considered at high risk of HIV-1 infection (e.g., 
mother’s HIV-1 viral load not suppressed, or mother is not 
on ART).  

    Antiretroviral Therapy Initiation 
and Monitoring 

 Clinical guidelines have been established for the initiation 
of ART [ 9 ], and viral load levels are among the parameters 
used in this decision. After initiation of ART, the goal is to 
achieve the lowest RNA viral load (usually below the limit 
of detection of the assay), as this has been shown to corre-
late with better clinical and virologic outcomes [ 10 ,  11 ]. 
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The classes of antiretroviral drugs that are used in clinical 
care include: nucleoside reverse transcriptase inhibitors 
(NRTIs), non- nucleoside reverse transcriptase inhibitors 
(NNRTIs), protease inhibitors (PIs), entry inhibitors, inte-
grase inhibitors (INSTI), fusion inhibitors, and CCR5 inhib-
itors (   http://www.aidsmeds.com/        ). The current standard 
from the Department of Health and Human Services 
(DHHS) Panel on Antiretroviral Guidelines for treating 
HIV-1 infected individuals is two NRTIs in combination 
with either a PI, NNRTI, or integrase inhibitor [ 9 ]. In gen-
eral, a plasma HIV-1 RNA level should be measured at 
baseline, immediately before beginning therapy, and 
2–8 weeks after the start of therapy to determine the initial 
response [ 9 ]. In order to evaluate continued effectiveness of 
the regimen, testing should be repeated every 3–4 months.  

    Antiretroviral Therapy Regimen Selection 

 The replication cycle of HIV-1 is error prone because the 
reverse transcriptase (RT) does not have proofreading activ-
ity [ 12 ]. As a result, about one error occurs with each replica-
tive cycle. This error rate coupled with a replication rate that 
produces about one billion viral particles per day gives rise 
to a viral “quasispecies.” The virus that an individual acquires 
during transmission may be a strain of HIV-1 with multiple 
resistance mutations resulting in treatment resistance even 
prior to initiation of their own treatment with ART [ 13 ]. 
HIV-1 drug resistance also occurs in patients on ART when 
viral replication is not maximally suppressed to undetect-
able. These scenarios have led to the recommendations that 
individuals undergo HIV-1 genotypic resistance testing prior 
to initiation of therapy and with virologic failure (HIV-1 
viral load >1,000 copies/ml) while on ART [ 9 ]. 

 The clinical utility of genotypic resistance testing in the 
management of HIV-1-infected individuals has been studied 
in several clinical trials [ 14 – 16 ]. These studies demonstrated 
that genotypic resistance testing is a useful tool in selecting 
active drugs when changing ART due to virologic failure [ 9 ]. 
The two main types of HIV-1 resistance testing are genotypic 
resistance testing and phenotypic resistance testing. The 
regions of the viral genome that are sequenced for HIV-1 
genotypic testing include portions of the RT and protease 
(PR) genes, which correspond to regions with mutations 
induced in response to therapy with NRTIs, NNRTIs, and PIs. 
Typically for ART-naive individuals, sequencing of these 
regions is adequate to detect the important mutations; 
however, if the patient is on a newer drug, such as an 
INSTI, then the standard genotypic resistance testing should 
be supplemented with sequencing of the integrase gene for 
mutations related to INSTI. HIV-1 phenotypic resistance 
testing also can be performed on patients with virologic fail-
ure on ART to determine which new ART is predicted to be 
most effective. Phenotypic resistance testing is less preferred 

given the longer turnaround time and increased expense of 
this test that involves the creation of a laboratory-modifi ed 
virus containing portions of the patient’s virus that is cul-
tured in the presence of various antiretroviral drug concen-
trations. Therefore, phenotypic resistance testing is typically 
reserved for use for individuals with complex mutations 
where HIV-1 genotypic resistance testing is diffi cult to inter-
pret for prediction of drug response. 

 The class of drugs known as CCR5 inhibitors are effec-
tive in individuals if their HIV-1 uses CCR5 (and not 
CXCR4) as a co-receptor to CD4 for entry into target cells 
[ 17 ]. Prior to initiating treatment with a CCR5 inhibitor, the 
patient’s virus must be analyzed to determine whether it is 
tropic for CCR5, CXCR4, or both. A tropism assay is per-
formed and the results are used to determine whether the 
patient is a candidate for use of this drug class. If a patient’s 
virus utilizes both, or only CXCR4, the patient would not be 
a candidate for the CCR5 inhibitor class of ART.   

    Available Assays 

    Qualitative HIV-1 RNA and DNA Assays 

 The APTIMA ®  HIV-1 RNA Qualitative Assay (Genprobe, 
San Diego, CA), is the fi rst nucleic acid test US FDA- 
approved for the diagnosis of HIV-1 infection and can be 
used to diagnose neonatal HIV-1 infection and acute HIV-1 
infection, confi rm a repeatedly positive antibody screen, 
or resolve indeterminate western blots results. The test 
requires 500 μl of plasma that can be collected in EDTA, 
acid citrate dextrose, sodium citrate, or in plasma prepara-
tion tubes (PPTs). The test is manual, and amplifi es and 
detects the 5′ long terminal repeat (LTR) and pol gene of 
the HIV-1 genome. This assay detects all HIV-1 group M, 
N, and O viruses, has a limit of detection (LOD) of 30 cop-
ies/ml with a specifi city of 99.8 %. An advantage of the 
APTIMA test is detection of RNA 12 days earlier than EIA 
detection of antibody and 6 days earlier than testing for p24 
antigen (package insert). 

 Qualitative proviral DNA assays can be used primarily for 
the diagnosis of neonatal or acute HIV-1 infections. Due to 
the limited availability of commercial proviral DNA assays, 
many laboratories have developed their own tests using either 
standard or real-time amplifi cation methods. The perfor-
mance characteristics of laboratory developed assays can 
vary, and performance characteristics to consider include sen-
sitivity, specifi city, reproducibility, and the ability to detect 
non-B subtypes of HIV-1 proviral DNA. A qualitative test is 
also available that is Research Use Only by Roche, which 
detects both HIV RNA and DNA, the COBAS ®  AmpliPrep/
COBAS ®  TaqMan ®  HIV-1 Qualitative Test, version 2.0. 
This can detect HIV-1 RNA and proviral DNA in plasma, 
anticoagulated fresh whole blood, and dried blood spots.  
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    Viral Load Assays 

 Currently, six US FDA-approved tests are available for the 
quantifi cation of HIV-1 RNA from plasma specimens. These 
assays differ in their limit of detection, linear range, gene 
target, and input plasma volume (Table  45.1 ). The earliest 
available viral load tests (Amplicor Monitor and Versant 
bDNA) have essentially been replaced by the real-time quan-
titative reverse-transcriptase PCR (RT-qPCR) tests. The 
RT-qPCR assays that are approved by the US FDA offer sev-
eral advantages over the earliest available viral load assays, 
including more extensive automation, broader linear range, 
and decreased risk of carryover amplicon contamination due 
to their automation and closed tube system. The lower limit 
of quantifi cation is an important characteristic of all viral 
load assays and is defi ned as the lowest amount of nucleic 
acid that can be quantifi ed with “acceptable precision.” 
RT-qPCR tests can have a LOD as low as 20–40 copies/mL; 
this is achieved due to a larger sample input plasma volume, 
usually approximately 1 mL. The two US FDA- approved 
RT-qPCR tests have good correlation and agreement between 
viral load values, with mean/median differences in viral load 
values ranging from 0.22 to 0.56 log 10  copies/ml depending 
on the subtype of the samples [ 18 – 20 ]. On average, there is 

very good agreement between the different viral load tests, 
but caution should be used when switching viral load tests 
for management of an individual patient since the differ-
ences in viral load values may be signifi cant and could lead 
to different management decisions [ 21 ]. For example, a 
patient whose viral load becomes detectable upon switching 
tests when they were previously suppressed would be con-
sidered to have failed therapy, when in fact the change in 
viral load was due to a difference in the test sensitivity. 
Although agreement in viral load values with the different 
tests is improving, the same viral load test should be used 
when monitoring patients over time, and, if the viral load test 
is changed, then a new baseline viral load should be obtained.

   Increasing genetic diversity of HIV-1 isolates from indi-
viduals in the USA has been reported, primarily from those 
who have immigrated from Africa and Asia [ 22 ,  23 ], so 
detection of non-B subtypes is taking on increased impor-
tance. The RT-qPCR tests were intentionally designed to 
detect not only non-B subtypes but also many CRFs. The 
COBAS Taqman version 1 test measures all subtypes of 
group M and N viruses and many CRFs [ 24 ], while the 
recently approved version 2 test has improved quantifi cation 
of CRFs and of Group O virus. The Abbott RealTime test 
quantifi es all group M, N, and O viruses, and CRFs [ 25 ,  26 ]. 

   Table 45.1    US FDA-approved HIV-1 viral load tests   

  Test    Method    Target    Specimen volume   a     Range  

 Amplicor HIV-1 Monitor ®  version 1.5 
(Roche Diagnostics Indianapolis, IN) 

 RT-PCR  HIV-1  gag  gene 

  Standard  200 μl  400–750,000 copies/mL 

  Ultrasensitive  500 μl  50–100,000 copies/mL 

 COBAS ®  Amplicor HIV-1 Monitor 
version 1.5 
 (Roche Diagnostics, Indianapolis, 
IN) 

 RT-PCR  HIV-1  gag  gene 

  Standard  200 μl  400–750,000 copies/mL 

  Ultrasensitive  500 μl  50–100,000 copies/mL 

 COBAS ®  AmpliPrep/COBAS ®  
Amplicor HIV-1 Monitor version 1.5 

 RT-PCR  HIV-1  gag  gene 

  Standard  250 μl  500–1,000,000 copies/mL 

  Ultrasensitive  750 μl  50–100,000 copies/mL 

 Versant ®  HIV-1 RNA 3.0 (bDNA) 
(Siemens Healthcare Diagnostics) 

 Branched DNA  HIV-1  pol  gene  1 mL  75–500,000 copies/mL 

 COBAS ®  AmpliPrep/COBAS ®  
TaqMan ®  HIV-1 Test 
 (Roche Diagnostics, Indianapolis, 
IN) 

 RT-qPCR 

  v 1.0  HIV-1  gag  gene  1 mL  48–10,000,000 copies/mL 

  v 2.0  HIV-1  gag  gene 
and LTR 

 1 mL  20–10,000,000 copies/mL 

 RealTime Taqman ®  HIV-1 (Abbott 
Molecular) 

 RT-qPCR  HIV-1 integrase 
gene 

 1 mL  40–10,000,000 copies/mL 

   RT-PCR  reverse transcription-polymerase chain reaction,  RT-qPCR  reverse transcription-quantitative polymerase chain reaction 
  a For tests that use an automated extraction instrument (AmpliPrep and RealTime), the specimen volume listed refers to the volume 
of sample that is loaded on the instrument, which is greater than the actual volume of specimen taken through the extraction  
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Ongoing international surveillance of HIV-1 isolates ensures 
that these assays maintain their ability to detect evolving 
viral genetic diversity, which occurs because of the high 
recombination activity within the HIV-1 subtypes and 
CRFs [ 27 ]. 

 Proper collection and processing of blood samples are 
essential to ensure accurate assessment of viral load levels; 
the key is to minimize RNA degradation. For conventional 
and RT-qPCR assays, EDTA is the preferred anticoagulant for 
blood collection, and the plasma must be separated from 
blood cells within 4–6 h of collection, as delays in processing 
may lead to a falsely decreased viral load value. Plasma spec-
imens can be stored at 4 °C for several days without signifi -
cant degradation of RNA, and HIV-1 RNA has been shown to 
remain stable after three cycles of freezing (−70 °C) and 
thawing [ 28 ]. For long term storage, plasma samples should 
be frozen at or below −70 °C [ 29 ]. Vacutainer PPTs may be 
acceptable for the collection of blood specimens for viral load 
testing, but this specimen type must be validated by the indi-
vidual laboratory. The PPTs contain a gel barrier which, after 
centrifugation, physically separates plasma from the cellular 
components [ 30 ]. Whole blood collected in PPTs can be held 
at room temperature for as long as 6 h after collection and 
shipped as plasma (in the original tube) at ambient tempera-
ture or on wet or dry ice without affecting the HIV-1 viral 
load [ 31 ]. Freezing PPTs (after separating the plasma) prior to 
testing can give higher viral load values compared to those 
obtained when the plasma is separated and stored at 4 °C 
which is thought to be due to the lysis of cells releasing pro-
viral DNA as well as virions adherent to platelets [ 32 – 36 ]. 
For this reason freezing specimens in PPTs in situ is not 
recommended, although Fernandes et al. showed that it 
could be done when using the Abbott platform, and this is 
likely due to the additional centrifugation prior to testing [ 37 ]. 
The PPTs provide a closed sample collection system, which is 
a safe, convenient, and practical approach to shipping speci-
mens collected at sites remote from the laboratory. 

 Although measuring viral load in plasma is the standard 
of care in clinical practice, these tests have been adapted for 
use with other specimens, most notably serum, dried blood 
spots, cerebrospinal fl uid (CSF), seminal fl uid or semen, and 
cervical secretions. When serum specimens are used, the 
viral load is decreased approximately 50 % compared to 
plasma [ 38 ]. Both whole blood and plasma dried spots can 
be used for viral load testing; in fact, viral load levels from 
dried plasma spots are equivalent to those obtained from 
fresh frozen plasma specimens [ 39 ]. Similarly, HIV-1 RNA 
from dried whole blood spots, corrected for hematocrit 
(number of spot RNA copies per milliliter of blood)/
([100-hematocrit]/100), yields viral load results comparable 
to those obtained from plasma [ 40 ]. HIV-1 RNA in dried 
plasma spots remains stable for up to 16 days when stored at 
4 °C or ambient temperature [ 41 ]. RNA from dried blood 

spots has been shown to be stable up to 1 year at room 
temperature or cooler [ 42 ]. Viral load levels in CSF have 
been used in the evaluation of patients with AIDS dementia, 
and if virus is quantifi ed, ART that penetrates into the CSF 
compartment is chosen for treatment [ 43 ].  

    Drug Resistance Assays 

 Antiretroviral resistance can be detected using either geno-
typic or phenotypic assays. HIV-1 genotypic assays identify 
mutations or changes in the nucleotide sequence known to 
confer decreased susceptibility to antiretroviral drugs. 
Phenotypic resistance testing, on the other hand, refers to a 
viral trait or behavior resulting from the expression of a spe-
cifi c genotype. HIV-1 phenotypic assays measure viral repli-
cation in the presence of antiretroviral drugs. Results of 
phenotypic assays are typically reported as the inhibitory 
concentration of a drug that reduces in vitro HIV-1 replica-
tion by 50 % (IC 50 ). The IC 50  is usually reported as the fold 
change in IC 50  relative to a wild-type strain. A “virtual phe-
notype” is a test where the results of the genotypic assay are 
entered into a database containing matching genotypic and 
phenotypic results from thousands of clinical specimens, and 
the closest matching phenotypic results are averaged and 
reported as the virtual phenotype. Studies have demonstrated 
that the virtual phenotype is equivalent to conventional phe-
notyping for clinical decision making regarding changes in 
drug therapy. The virtual phenotype, while useful clinically, 
is not longer available [ 44 ,  45 ]. 

 Two US FDA-cleared genotypic tests are available that 
include reagents for sequencing and software programs to 
assist with sequence alignment and interpretation (Trugene 
HIV-1 Genotyping Kit and OpenGene DNA Sequencing 
System, Siemens Healthcare Diagnostics, Tarrytown, NY; 
ViroSeq HIV-1 Genotyping System, Abbott Molecular, Des 
Plaines, IL) (Table  45.2 ). Though the Trugene HIV-1 assay 
has been widely used and much of our understanding of the 
clinical utility of HIV genotypic testing has come from stud-
ies with this test, effective December 2014 Trugene HIV-1 
test is no longer available. HIV-1 RNA is extracted followed 
by reverse transcription and PCR amplifi cation of the entire 
PR gene and most of the RT gene, which are sequenced using 
automated dideoxynucleotide terminator cycle sequencing. 
The PR and RT gene sequences are analyzed by comparison 
to a reference sequence (wild type HIV-1 strain) to identify 
mutations. For patients who have been exposed to INSTI, the 
HIV-1 integrase genotype (HIV-1 Integrase Inhibitor 
Resistance by Sequencing; GeneSeq ®  for Integrase Inhibitors 
Assay) can be performed by reference laboratories, since the 
typical genotypic tests only detect mutations in the PR and 
RT genes not the integrase gene where the INSTI resistance 
mutations reside.
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   Phenotypic assays measure the ability of HIV-1 to repli-
cate in the presence of various concentrations of an antiretro-
viral drug using high-throughput automated assays based on 
recombinant DNA technology. The single commercially 
available assay, PhenoSense (Monogram Biosciences, South 
San Francisco, CA) (Table  45.2 ) amplifi es the PR and RT 
genes using RT-PCR and the amplifi ed product is inserted 
into a modifi ed HIV-1 vector which lacks RT and PR genes 
and has a luciferase reporter gene inserted into the viral 
envelope gene. Viral replication, in the presence of various 
drugs, is measured by quantifi cation of luciferase expression 
[ 46 ] and results are reported as fold-change in IC 50  compared 
to a wild-type control. Increases in IC 50  of greater than 2.5- 
fold can be reliably detected by this assay. 

 Prior to initiating therapy with a CCR5 inhibitor (maravi-
roc), the patient’s virus must be assessed for use of the CCR5 
as a co-receptor, as viruses that use CXCR4 as a co-receptor 
will not be susceptible to this drug. The commercially avail-
able Trofi le assay (Monogram Biosciences, South San 
Francisco, CA) generates pseudoviruses using full-length 
 env  genes amplifi ed from the patient’s virus. Co-receptor tro-
pism is then determined by measuring the ability of the pseu-
doviral population to infect CD4+ U87 cells that express 
either CXCR4 or CCR5. Depending on which cells are 
infected, the patient’s virus is then designated X4-tropic, 

R5-tropic, or dual-tropic [ 47 ]. Patients are candidates for a 
CCR5 inhibitor if their virus is solely CCR5-tropic. Patients 
with CCR5-tropic virus that are treated with maraviroc may 
develop resistance to the drug due to either (1) mutations that 
allow the virus to adapt and use CXCR4 co-receptors or (2) 
structural changes in the envelope of a R5-tropic virus that 
prevent the drug from being effective [ 48 ,  49 ]. 

 The currently available range of resistance testing (geno-
type and phenotype) provides clinicians with tools to better 
assess how to tailor the ART regimen, as well as determine 
whether drugs that are considered “resistant” by genotype 
may be usable in a salvage regimen after analysis by pheno-
typic testing. 

 Little data directly address specimen collection and process-
ing for HIV-1 resistance testing which are very sensitive to RNA 
degradation because the methods require the amplifi cation of a 
large portion of the 9 kilobase viral genome (1,200–1,600 base 
pairs). Current recommendations for resistance testing are to 
follow guidelines established for HIV-1 RNA viral load testing 
regarding collection, processing, and storage of specimens. 
Considering the cost of these assays and the variability of viral 
load measurements near the limit of quantifi cation, resistance 
testing is not recommended until the viral load in the plasma is 
>1,000 copies/ml. Both the Trugene and ViroSeq assays suc-
cessfully genotype non-B subtypes of HIV-1 [ 50 ].   

    Table 45.2    Available assays for resistance testing   

  Assay    Method    Comments  

 Trugene ®  HIV-1 Genotyping Kit and Open Gene DNA 
Sequencing System (Siemens Healthcare Diagnostics)* 

 Genotypic  US FDA-cleared; Detects protease and 
reverse transcriptase mutations 

 Viroseq ®  HIV-1 Genotyping System (Abbott Molecular)  Genotypic  US FDA-cleared; Detects protease and 
reverse transcriptase mutations 

 GeneSeq ®  for Reverse Transcriptase and Protease 
Inhibitors Assay (Monogram Biosciences) 

 Genotypic  Detects protease and reverse transcriptase 
mutations 

 GenoSure ®  MG (Monogram Biosciences)  Genotypic  Detects protease and reverse transcriptase 
mutations 

 HIV-1 Genotype, RT and Protease Genes (Quest 
Diagnostics Nichols Institute) 

 Genotypic  Detects protease and reverse transcriptase 
mutations 

 GeneSeq ®  for Integrase Inhibitors Assay (Monogram 
Biosciences) 

 Genotypic  Detects integrase mutations 

 HIV-1 Integrase Inhibitor Resistance by Sequencing 
(ARUP, Salt Lake City, UT) 

 Genotypic  Detects integrase mutations 

 PhenoSense ® GT (Monogram Biosciences)  Combined genotypic and 
Phenotypic 

 Detects protease and reverse transcriptase 
mutations 

 PhenoSense™ HIV (for Reverse Transcriptase and 
Protease Inhibitors) (Monogram Biosciences) 

 Phenotypic  Detects protease and reverse transcriptase 
mutations 

 PhenoSense™ for Entry Inhibitor Susceptibility 
(Monogram Biosciences) 

 Phenotypic  Measures susceptibility to entry inhibitors 
(Fuzeon ® ) 

 PhenoSense™ Integrase (Monogram Biosciences)  Phenotypic  Measures susceptibility to integrase 
inhibitors 

 Trofi le™ Co-receptor Tropism (Monogram Biosciences)  Tropism  Used prior to initiating therapy with 
maraviroc 

  *This test is no longer commercially available  
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    Interpretation 

    Qualitative HIV-1 RNA Assays 

 CDC guidelines recommend use of HIV-1 RNA testing for 
the diagnosis of HIV infection when the screening result (by 
EIA) is not confi rmed by the HIV-1/2 discriminatory test. 
This raises important issues regarding the implementation of 
the algorithm, as laboratory directors will need to determine 
whether to use plasma or serum samples, and assess if the 
same sample used for screening/discriminatory testing 
should be used for RNA testing. Testing for RNA after the 
serologic tests raises concerns of cross contamination 
between samples, as serologic testing is not routinely per-
formed with the same precautions to prevent carryover of 
RNA between samples, as is needed for molecular testing. 
An assessment of the specimen integrity, including contami-
nation prevention and storage conditions, following sero-
logic testing is needed to assess the specimen adequacy for 
RNA testing. Removing an aliquot of plasma/serum prior to 
serologic testing for RNA testing, would reduce the risk of 
cross contamination and assure proper specimen storage, but 
this would be very labor intensive, particularly for laborato-
ries with a low positivity rate, and risk misidentifi cation. 
Asking for a second specimen to be collected for RNA test-
ing requires an additional visit for the patient and may 
decrease the likelihood that testing is done, plus increases the 
turnaround time for fi nal results. Consideration of these 
issues and discussions with healthcare providers prior to 
implementation of the testing algorithm for HIV-1 diagnosis 
should increase the likelihood of a successful adoption of the 
algorithm.  

    Viral Load Assays 

 HIV-1 RNA viral load assays have become the standard of 
care for monitoring response to ART. In order to effectively 
use HIV-1 viral load assays in clinical practice, the changes 
in viral load that represent a clinically important change in 
viral replication must be defi ned. This requires knowledge of 
both viral biology and assay performance. The available 
HIV-1 viral load assays have an intra-assay variability of 
0.12–0.2 log 10  on repeated testing of individual samples 
[ 38 ,  51 ]. Biologically, HIV-1 RNA levels are fairly stable in 
individuals who are not receiving ART; the biological varia-
tion is approximately 0.3 log 10  [ 52 ]. Therefore, changes in 
HIV-1 RNA levels must exceed 0.5 log 10  (three-fold) to rep-
resent biologically relevant changes in viral replication. 
For all the viral load assays, the intra-assay variability is 
even greater near the lower limit of quantifi cation, so for 
HIV-1 RNA values less than 3 log 10  (1,000 copies/ml), 
small changes in viral load should not be overinterpreted. 

Reporting viral load levels as log 10 -transformed data may 
assist in preventing clinicians from over-interpreting small 
changes in viral load. 

 Several clinical illnesses, including herpes simplex virus 
infections, acute infections, and opportunistic infections, as 
well as vaccinations for infl uenza, tetanus, or pneumonococ-
cal infection, can lead to transient increases in HIV-1 RNA 
levels [ 53 – 55 ]. For some individuals these increases in viral 
load may be quite dramatic, even greater than 1 log 10  change; 
however, HIV-1 RNA levels usually return to baseline within 
a month of the acute event. For this reason viral load mea-
surements should be avoided during acute illness or within a 
month of vaccination. 

 False-positive results can occur with HIV-1 viral load 
assays and are attributed to carryover contamination with 
amplicons, limitations in assay chemistry, or cross- 
contamination of specimens during specimen processing. 
Carryover contamination has been essentially eliminated 
with the automated RT-qPCR tests (TaqMan and RealTime) 
since the test reaction is not open to the air after the amplifi -
cation step. An advantage of the Versant bDNA assay is that 
carryover contamination does not occur with this signal 
amplifi cation method. However, the Versant bDNA assay 
chemistry involves complex hybridization of nucleic acid 
probes which can result in nonspecifi c hybridization leading 
to false-positive results. The assay has a specifi city of 
approximately 98 % when testing specimens from HIV-1- 
negative individuals [ 56 ]. Most of the false-positive samples 
have viral load values of less than 2,000 copies/ml. 
Contamination with HIV-1 RNA during specimen process-
ing can lead to false-positive results with any of the assays, 
although this risk is reduced with the automated extraction 
systems used in the RT-qPCR tests.  

    Drug Resistance Assays 

 Interpretation of genotypic resistance testing is very complex 
and requires a detailed understanding of the genetics of resis-
tance. For many drugs, the mutations associated with 
resistance have been well characterized when used as mono-
therapy. However, when drugs are used in combination, as is 
the standard of care for HIV-1-infected individuals, interac-
tions may occur, which may increase or decrease individual 
drug effi cacy. These interactions, although they are complex, 
must be understood to accurately interpret genotypic results. 
A current and comprehensive discussion of the specifi c muta-
tions associated with each antiretroviral drug and the interac-
tions of mutations is available from a variety of sources, 
including Los Alamos National Laboratory HIV Databases 
(  http://hiv-web.lanl.gov    ), International AIDS Society-USA 
(  http://www.iasusa.org    ), and Stanford University HIV Drug 
Resistance Database (  http://hivdb.stanford.edu    ). 
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 The proper interpretation of genotypic drug resistance 
assays involves (1) identifi cation of resistance mutations and 
(2) interpretation of how these mutations alter viral suscepti-
bility to specifi c antiretroviral drugs. While establishing 
appropriate quality control guidelines for the technical aspect 
of an assay is common practice, the complex interpretation 
of HIV-1 genotyping assays represents a challenge for 
molecular pathologists. Since interpretation of genotypic 
assays is so complex and critical to patient care, FDA-cleared 
assays provide software programs that assist in base calling, 
sequence alignment, and identifi cation of the resistance 
mutations by comparing the sequence to a wild-type HIV-1 
sequence. 

 After identifying the resistance mutations, a “rules-based” 
software program is used to interpret the implications of the 
various mutations for response to different drugs. For exam-
ple, with the OpenGene system (Siemens Healthcare 
Diagnostics Inc, Tarrytown, NY), the manufacturer provides 
regular interpretation software updates which are cleared by 
the US FDA prior to release. In addition to listing the muta-
tions identifi ed in the RT and PR genes, an interpretive report 
is provided that lists each drug and provides a designation of 
either “no evidence of resistance,” “possible resistance,” 
“resistance,” or “insuffi cient evidence.” A similar approach 
is used in the ViroSeq assay (Abbott Molecular), though the 
interpretation of all mutations may not be identical for both 
systems. These rules-based interpretation systems are essen-
tial for providing clinicians with results in a user friendly 
format that is easily understood and clinically useful without 
the need for an extensive knowledge of the genetics of HIV-1 
resistance. Clinically, resistance results must be interpreted 
in the context of the treatment history of each patient, which 
usually means avoiding drugs previously used to treat the 
patient when possible. 

 Mutations in HIV-1 are reported with a specifi c nomen-
clature in which amino acids are reported using single letter 
abbreviations. The wild-type amino acid encoded by the 
nucleotide triplet is followed by the location of the muta-
tion (codon number) and then the mutant amino acid. For 
example, K103N indicates that the lysine (wild type) at 
codon 103 is replaced by an asparagine (mutant). 
Genotyping reports include a list of the mutations identifi ed 
as well as the effect of the mutations on antiretroviral drug 
susceptibility (Table  45.3 ).

   An important issue for the interpretation of HIV-1 pheno-
typic assays is defi ning the cutoff change in IC 50  that is asso-
ciated with resistance. Initially, this cutoff was established 
based on the technical performance of the assays, which is 
the increase in IC 50  that could be reliably detected when 
compared to wild-type virus. Clinically important increases 
in IC 50  have been defi ned for most drugs, and these cutoffs 
can vary with different drugs. For example, with abacavir, 
stavudine, and lopinavir, the fold change in IC 50  that is 

clinically important is 4.5, 1.7, and 10, respectively [ 57 ]. 
However, with NNRTIs, four- to ten-fold increases in IC 50  
values in therapy-naive subjects were not associated with a 
poor virologic outcome [ 58 ]. Reports of phenotypic assay 
results include not only the change in IC 50  value but also an 
interpretation of whether there is an increase or decrease in 
susceptibility compared to wild-type HIV-1. 

 The DHHS guidelines recommend genotypic resistance 
testing for individuals who are not ART-experienced [ 9 ], and 
phenotypic testing is typically reserved for those individuals 
who have resistance in all of the classes of drugs by genotyp-
ing tests. Phenotypic testing can take 1–2 weeks and is sig-
nifi cantly more expensive than genotypic testing. If both 
tests are used, it is key to remember that the results of the 
assays may not agree, as the presence of a resistance muta-
tion does not obviate its expression in a phenotypic assay. 
Interpretation of these assays depend on the patient’s drug 
regimen history, and so the genotypic and phenotypic testing 
may actually provide complementary information which 
explains the reasons for virologic failure [ 57 ]. 

 The currently available genotypic and phenotypic meth-
ods can detect a mutant virus only if it comprises at least 
20 % of the total viral population. Therefore, resistance 
testing is best used to predict failure of a regimen rather 
than ensure success, because a mutant may be present at a 

   Table 45.3    Example of a genotypic resistance report   

  Resistance associated RT mutations: A62V, K65R, A98G, 
L100I, V179D, M184V  

  Nucleoside and nucleotide RT 
inhibitors  

  Resistance interpretation  

 Abacavir (ABC)   Resistance  

 Didanosine (ddI)   Possible resistance  

 Zidovudine (AZT)  No evidence of resistance 

 Lamivudine (3TC)/emtricitabine 
(FTC) 

  Resistance  

 Stavudine (d4T)   Possible resistance  

 Tenofovir (TDF)   Resistance  

  Nonnucleoside RT inhibitors    Resistance interpretation  

 Efavirenz (EFV)   Possible resistance  

 Etravirine (ETR)   Possible resistance  

 Nevirapine (NVP)   Possible resistance  

  Resistance associated PR mutations: L10V, I13V, L63P  

  Protease inhibitors    Resistance interpretation  

 Amprenavir (APV)/fosamprenavir 
(FPV) 

 No evidence of resistance 

 Atazanavir (ATV)  No evidence of resistance 

 Darunavir + ritonavir (DRV/r)  No evidence of resistance 

 Indinavir (IDV)  No evidence of resistance 

 Lopinavir + ritonavir (LPV/r)  No evidence of resistance 

 Nelfi navir (NFV)  No evidence of resistance 

 Saquinavir + ritonavir (SQV/r)  No evidence of resistance 

 Tipranavir + ritonavir (TPV/r)  No evidence of resistance 

   RT  reverse transcriptase  
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concentration below the detection limit of the assay. 
Detection of these minor mutants is important because, in 
the presence of drug selection pressure, these minority pop-
ulations will quickly predominate. Likewise, drug selection 
pressure is required for mutations to persist, and in the 
absence of drug selection pressure the viral population can 
revert back to wild type. One study showed that this rever-
sion back to wild type can occur within weeks to months of 
withdrawing the antiretroviral drug [ 59 ]. Although the 
virus may appear susceptible to the specifi c drug, reintro-
ducing the drug will select for resistant virus again. For this 
reason, it is recommended that specimens for resistance 
testing be obtained while the patient is on ART.   

    Laboratory Issues 

 With the proven clinical utility and the availability of com-
mercial assays, HIV-1 RNA viral load testing is performed 
routinely in many clinical laboratories. The appropriate 
choice of a viral load assay will vary depending on the labo-
ratory. Issues to consider include available space, volume of 
testing, turnaround time requirements, expertise of technolo-
gists, and cost of reportable result. Each of the viral load 
assays has its strengths and weaknesses. The Amplicor 
Monitor assay has largely been replaced by the RT-qPCR 
tests due to the automation which reduces technologist time 
and the closed system which prevents carryover and 
contamination. 

 Since the initial step in some genotypic and all pheno-
typic assays involves amplifi cation of viral RNA, genetic 
fi ngerprinting programs within the resistance testing plat-
forms are a very important tool to assist the laboratory in 
detecting contamination or sample mix-up. Each sequence 
that is generated is compared to a laboratory specifi c data-
base that contains the sequences of other specimens and con-
trols. Due to the variation in the HIV-1 sequence (due to its 
frequent mutation rate), an exact or a highly similar match 
should not be present in the database unless it is an earlier 
specimen from the same patient. Identifi cation of different 
patients with highly similar sequences can be a clue to prob-
lems with contamination in the laboratory. Rarely, highly 
similar sequences may be evidence that transmission has 
occurred between two patients within a healthcare system 
and has been used for contact tracing in some contexts [ 60 ]. 
This genetic fi ngerprinting function is included in the 
Trugene System, allowing all sequenced specimens to be 
checked against the fi ngerprinting database. The ViroSeq 
system uses UTP and uracil  N -glycosylase (UNG), which is 
a very effective method to control for contamination of 
amplifi ed products. As with viral load testing, extreme care 
must be taken to avoid cross contamination of specimens 
during processing for resistance testing. 

 The College of American Pathologists (CAP) Surveys 
Program offers profi ciency testing for HIV-1 viral load mea-
surements and HIV-1 genotypic testing (for the PR and RT 
genes only), with challenges provided three times per year. A 
similar program is offered through the Quality Control for 
Molecular Diagnostics (QCMD,   http://www.qcmd.org/    ), 
which provides challenges for qualitative HIV-1 DNA test-
ing, qualitative and quantitative HIV-1 viral load testing, and 
HIV-1 genotypic resistance testing. 

 Phenotypic resistance testing, which requires culture of 
HIV-1, is not performed in clinical laboratories but is avail-
able from one commercial laboratory through Monogram 
Biosciences. 

 There are specifi c CPT codes available for HIV-1 RNA 
viral load testing as well as resistance testing. Reimbursement 
rates vary greatly from state to state and in some states may 
be below the cost of performing the tests. Adequate reim-
bursement is essential to assure access to resistance testing 
for all HIV-1 infected individuals.  

    The Future 

 The use of ART in combination with HIV-1 RNA viral load 
and drug resistance testing has revolutionized the clinical 
care for HIV-1-infected persons. Future advancements for 
these tests will likely focus on improved test performance 
and automation. The COBAS ®  AmpliPrep/COBAS ®  
TaqMan ®  HIV-1 Test is the most sensitive of the RT-qPCR 
tests with an lower limit of quantifi cation (LLOQ) of 20 cop-
ies/ml. Continued modifi cation of these tests may further 
reduce the LOD, although it is unclear how much more sen-
sitivity can be obtained with current technologies, without 
increasing the input sample volume to levels that are not 
practical. Newer technologies such as digital PCR may allow 
a further lowering of the LOD. If more sensitive tests become 
available, clinical trials will be needed to determine if 
patients with viral load values suppressed to these low levels 
(<20 copies/ml) have an improved outcome compared to 
those suppressed to 40–50 copies/ml. Current resistance test-
ing technology will not allow assessment of mutations in 
patients with viral load values below 500–1,000 copies/ml, 
making best alternative therapy selection diffi cult in this 
group. 

 Digital PCR is a new technology that is currently under 
development for the quantifi cation of infectious pathogens. 
The technology involves partitioning the reaction mixture by 
the generation of thousands of droplets, each of which is 
amplifi ed by PCR and determined to be positive or negative. 
By counting the number of positive droplets, the absolute 
concentration of virus (target nucleic acid) in the initial reac-
tion is determined. Digital PCR is still in the development 
phase, and has yet to demonstrate adequate sensitivity for 
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viral load testing. One possible role of digital PCR is to serve 
as a method to better correlate the concentrations of different 
lots of the World Health Organization (WHO) HIV-1 inter-
national standards, since digital PCR is an independent 
method to determine viral load values. 

 The advent of next-generation sequencing has allowed 
researchers to evaluate the HIV-1 quasispecies much more 
closely, evaluating variants that exist in 1–5 % of the HIV-1 
population, which is much improved over the 20 % that can 
be detected with traditional sequencing. Several research 
groups have assessed individuals failing ART and found 
that some patients had low-level resistance mutations that 
explained why the patient’s viral load was less likely to 
become undetectable on therapy [ 61 ]. This is promising 
technology, although more clinical data on outcomes in these 
individuals are needed [ 62 ], as well as determining the clini-
cal relevance of mutations found in very low concentration 
(<1 % of the quasispecies) [ 63 ]. These issues will need to be 
resolved for next-generation sequencing to be used routinely 
in the clinical laboratory. 

 One clear unmet need for the future is the development of 
viral load and resistance testing that is appropriate for use in 
resource-constrained areas. For molecular testing to be per-
formed routinely in resource-constrained laboratories, the 
test must be simple, reliable, and inexpensive. The test 
should be able to be performed without electricity or refrig-
eration. In these settings, the absolute viral load is less 
important, and viral loads in log 10  increments are acceptable. 
Besides withstanding a potentially uncontrolled storage 
environment, the test should be easy to maintain and trouble-
shoot, with appropriate quality assurance features. 
Development of microfl uidic devices that can be used in 
such settings [ 64 ,  65 ] are promising advances, but the clini-
cal implementation of these has lagged behind the technical 
development.     
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    Abstract  

  Hepatitis due to infections with hepatitis B virus (HBV) and hepatitis C virus (HCV) are 
major global public health problems. Molecular diagnostic methods are now standard of 
care for the diagnosis, management and monitoring therapy of patients with chronic hepa-
titis B and C. After a brief description of the viruses and clinical manifestations of infection, 
the clinical utility of viral load testing and genotyping for HBV and HCV are reviewed. The 
relative advantages and limitations of the commercially available methods for performing 
these tests will be compared and key laboratory issues affecting the results are highlighted. 
The chapter also provides guidance for interpretation of these test results and insight into 
future directions for molecular diagnostic testing in patients with hepatitis B and C.  
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     Introduction 

 Viral hepatitis is believed to have existed in antiquity, with 
references traced back to the fi fth century BC. Over time, 
research led to the understanding that the disease was caused 
by more than one virus. Understanding of the pathogenesis 
began with the landmark discovery of the Australia antigen, 
subsequently renamed hepatitis B surface antigen (HbsAg) 
by Blumberg and coworkers in 1965 [ 1 ]. What followed 
was a rapid growth in information about the hepatitis B 
virus (HBV), development of serologic and molecular tests 
for HBV, understanding of the natural history and pathogen-
esis of infection, development and approval of antiviral 

therapies, and, most importantly, the development of effective 
vaccines for prevention of HBV infection. 

 Although non-A, non-B hepatitis has been thought to 
have a viral etiology since 1974, the virus eluded investiga-
tors for more than a decade. In 1989, a brute force applica-
tion of molecular cloning techniques through the joint efforts 
of the Centers for Disease Control and Prevention (CDC) 
and Chiron Corporation led to the identifi cation of the hepa-
titis C virus (HCV) [ 2 ]. This discovery led rapidly to the 
development of serologic screening assays for HCV infec-
tion prior to blood donation, which dramatically reduced the 
incidence of post-transfusion chronic hepatitis. Sequencing 
of the HCV genome also provided impetus for the develop-
ment of molecular assays for detection, quantifi cation, and 
characterization of HCV. Although there has been explosive 
growth in information about this medically important virus 
since its discovery, much remains to be learned about its 
pathogenesis, treatment, and prevention. 

 The key characteristics of HBV and HCV are summa-
rized in Table  46.1 . Both viruses represent major global 
public health problems, with an estimated 350 million and 
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170 million persons chronically infected with HBV and 
HCV, respectively. Although clinical characteristics and risk 
factors for infection may give some indication of the spe-
cifi c etiology of viral hepatitis, the diagnosis is laboratory 
based. Laboratory diagnosis is based on serologic and 
molecular tests because cell culture techniques for isolation 
of HBV and HCV are not effective. This chapter reviews the 
molecular tests that are available to detect, quantify, and 
characterize HBV and HCV and how these tests can be used 
for effective diagnosis and clinical management of patients.

       Hepatitis B Virus 

    Description of the Pathogen 

 The HBV genome is a 3.2 kilobase relaxed circular, partially 
double-stranded DNA molecule. It has four partially over-
lapping open reading frames encoding the viral envelope 
(pre-S and S), nucleocapsid (precore and core), polymerase, 
and X proteins. After binding to hepatocytes, the virion is 
taken up into the cell by endocytosis and uncoated. The par-
tially double-stranded DNA genome is converted to a cova-
lently closed circular DNA (cccDNA) in the cell nucleus. 
The cccDNA is used as a template for transcription of the 

pregenomic RNA (pgRNA) and messenger RNA in the cell 
nucleus. The pgRNA moves into the host cell cytoplasm and 
serves as the template for translation of the HBV reverse 
transcriptase (RT) as well as the core protein by the cellular 
translational proteins. Concurrently, the HBV RT reverse 
transcribes the pgRNA to a new circular DNA molecule. 
Early in the replication cycle, some of the newly synthesized 
genomes will circulate back to the nucleus to maintain and 
increase the pool of cccDNA [ 3 ]. 

 Although HBV is a DNA virus, it replicates by a RT that 
lacks proofreading activity and, as a result, is prone to errors. 
The overlapping open reading frames of the genome limit 
the types of mutations that can be tolerated. However, varia-
tions in HBV sequences have been detected in almost all 
regions of the genome. Consequently, HBV exists as quasi-
species, and different patients may be infected with different 
strains and genotypes. 

 Seven phylogenetic genotypes (A through H) of HBV 
have been identifi ed, most of which have distinct geographic 
distribution. Genotypes are defi ned by intergroup divergence 
of greater than 8 % in the complete genome nucleotide 
sequence. All known genotypes have been found in the USA 
with the prevalence of A, B, C, D, and E–G being 35 %, 22 %, 
31 %, 10 %, and 2 %, respectively [ 4 ]. Recent data suggest 
that HBV genotype plays an important role in the progression 

   Table 46.1    Characteristics of hepatitis B virus and hepatitis C virus   

  Characteristic    Hepatitis B virus    Hepatitis C virus  

 Type of virus  Hepadnavirus  Hepacivirus 

 Viral genome  3.2 kb, relaxed circular, partially 
double-stranded DNA 

 9.5 kb, positive-sense, single-stranded 
RNA 

 Routes of transmission  Parenteral  Parenteral 
 Sexual  Injection drug use 
 Injection drug use  Blood products before 1990 
 Perinatal  Perinatal (infrequent) 

 Sexual (infrequent) 

 Frequency of acute icteric disease  Common in adults  Uncommon 
 Uncommon in children 

 Frequency of evolution to chronic 
disease 

 Infrequent (<10 %) in adults  Frequent (>80 %) 
 Common in children 

 Estimated number of acute infections/
year in the USA 

 185,000  38,000 

 Estimated number of chronically 
infected persons in the USA 

 1,250,000  2,700,000 

 Estimated number of chronically 
infected persons in the world 

 350,000,000  170,000,000 

 Treatment  Interferon pegylated interferon- α   Pegylated interferon- α  with: 
 Nucleoside/nucleotide analogs  Ribavirin and Protease inhibitors or 

RNA polymerase inhibitors or NS5A 
inhibitors RNA polymerase inhibitor 
and Ribavirin alone 

 Prophylaxis  Recombinant Hepatitis B vaccine  None 
 Immune globulin 

   Source : Adapted from Lauer GM, Walker BD. Hepatitis C virus infection.  N Engl J Med . 2001;345:41–52  
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of HBV-related liver disease as well as response to interferon 
alpha (IFN-α) and pegylated IFN-α; however, HBV genotyp-
ing is not necessary in routine clinical practice [ 5 ].  

    Clinical Utility 

 Serologic assays with high levels of sensitivity, specifi city, 
and reproducibility have been developed to detect HBV anti-
gens and their respective antibodies. This complicated sys-
tem of serologic markers is used for diagnosis of HBV 
infection and to defi ne the phase of infection, degree of 
infectivity, prognosis, and the patient’s immune status. The 
presence of HBV DNA in the serum is a marker of viral rep-
lication in the liver and has replaced hepatitis B e antigen 
(HBeAg) as the most sensitive marker of viral replication. 
HBeAg is the extracellular form of the hepatitis B core pro-
tein. Molecular assays to quantify blood levels HBV DNA 
are useful for the initial evaluation of HBV infections, moni-
toring of patients with chronic infections, and assessing the 
effi cacy of antiviral treatment [ 3 ,  5 ]. In addition, US blood 
donors are routinely screened for HBV DNA by qualitative 
tests to detect donors in the early stage of infection [ 6 ]. 
Antiviral resistance mutations are detected by molecular 
methods that identify known mutations associated with drug 
resistance. 

 The initial evaluation of patients found to have HBsAg in 
serum should include routine liver tests and a variety of viro-
logic tests including HBV DNA tests [ 5 ]. Chronic HBV 
infection is a disease of variable course, and establishing 
baseline laboratory values at the time of diagnosis is impor-
tant clinically for the tracking of disease progression over 
time and to evaluate candidates for liver biopsy. Monitoring 
disease activity in chronically HBV-infected patients is best 
done by measuring aminotransferase (ALT) levels at regular 
intervals in HBeAg-positive patients. However, serial HBV 
DNA testing is recommended in HBeAg-negative patients. 
The determination of serum HBV DNA levels (viral load) is 
important in the pretreatment evaluation and monitoring of 
therapeutic response in patients with chronic infection [ 5 ]. 
Currently, therapy for chronic HBV infection does not eradi-
cate the virus and has limited long-term effi cacy. The deci-
sion to treat should be based on ALT elevations, the presence 
of HBeAg or HBV DNA viral load of >2,000 IU/ml or both, 
the presence of moderate disease activity and fi brosis on 
liver biopsy, and virologic testing to exclude concurrent 
infections with hepatitis D virus (HDV), HCV, and human 
immunodefi ciency virus (HIV). The goals of treatment of 
chronic hepatitis B are to achieve sustained suppression of 
HBV replication and to prevent further progression of liver 
disease. Parameters used to indicate treatment response 
include normalization of serum ALT, decrease in serum 
HBV DNA level, and loss of HBeAg with or without detec-

tion of anti-HBeAg. Currently, eight US Federal Drug 
Administration (FDA)-approved therapies are available for 
treatment of chronic HBV infection: IFN-α, pegylated IFN-
α2a, four nucleoside analogs (NS; lamivudine, telbivudine, 
entecavir, and emtricitabine) and two nucleotide analogs 
(NT; adefovir and tenofovir). Several factors predict a favor-
able response to IFN treatment with the most important 
being high ALT and low serum HBV DNA viral load, which 
are indirect markers of immune clearance. 

 Therapy usually does not eradicate the virus because of 
the diffi culty of eliminating the covalently closed circular 
form of the HBV genome from the liver and the existence of 
extrahepatic reservoirs of HBV. Endpoints of treatment have 
traditionally been clearance of HBeAg, development of anti- 
HBe antibodies, and undetectable serum HBV DNA using 
insensitive hybridization assays with detection limits of 
approximately 10 6  genome copies/ml. Achieving these end-
points usually is accompanied by resolution of liver disease 
as evidenced by normalization of the ALT level and decreased 
histologic activity on liver biopsy. The response usually is 
sustained at long-term follow-up. Nevertheless, most 
responders continue to have detectable HBV DNA when 
sensitive nucleic acid amplifi cation tests are used. Responses 
to antiviral therapy are categorized as biochemical, viro-
logic, or histologic and as on-therapy, or sustained off- 
therapy (Table  46.2 ) [ 5 ].

   Table 46.2    Defi nitions of response and time of assessments for antiviral 
therapy for chronic hepatitis B virus (HBV) infection   

  Response defi nitions  

 Biochemical response  Decrease in serum ALT to within normal 
range 

 Virologic response  Decrease in serum HBV DNA to 
undetectable levels by nucleic acid 
amplifi cation assay, and loss of HBeAg in 
patients who were initially HBeAg 
positive 

 Primary non-response 
(NS and NT analogs 
only) 

 Decrease in serum HBV DNA by <2 
log 10  IU/ml after at least 24 weeks of 
therapy 

 Virologic relapse  Increase in serum HBV DNA of ≥1 
log 10  IU/ml after discontinuation of 
treatment by at least two tests performed 
>4 weeks apart 

 Histologic response  Decrease in histology activity index by at 
least 2 points and no worsening of fi brosis 
score compared to pretreatment biopsy 

 Complete response  Fulfi ll criteria of biochemical and 
virologic response and loss of HBsAg 

  Time of assessment defi nitions  

 On-therapy  During therapy 

 Maintained  Persists throughout the course of treatment 

 Off-therapy  At the end of a defi ned course of therapy 

 Sustained-6  6 months after discontinuation of therapy 

 Sustained-12  12 months after discontinuation of therapy 

    ALT  aminotransferase,  NS  nucleoside,  NT  nucleotide  
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   Several variations in the nucleotide sequence of HBV 
have important clinical consequences. An important muta-
tion in the S gene is a glycine-to-arginine substitution at 
codon 145 (G145R) in the conserved “a” determinant, which 
causes decreased affi nity of the HBsAg for anti-HBs anti-
bodies [ 7 ]. HBV with this mutation has been found in chil-
dren of HBsAg-positive mothers who develop HBV infection 
despite vaccination and an adequate anti-HBs antibody 
response after vaccination, as well as in liver transplant 
recipients who have recurrent infection despite administra-
tion of HBV immune globulin [ 8 ,  9 ]. These immune escape 
mutants have raised concern about vaccine effi cacy and sero-
logically silent infections. The G145R mutation has been 
reported in many countries and is responsible for 2–40 % of 
vaccine failures. Although there is diminished binding to 
anti-HBs antibodies, the vast majority of S mutants can be 
readily detected with the current generation of HBsAg tests. 
Thus, an initial concern that widespread use of HBV immune 
globulin and vaccination would result in HBV mutants that 
would escape detection in the HBsAg test was unfounded. 

 Mutations in the basal core promoter and the precore 
genes affect the synthesis of HBeAg and commonly arise 
under immune pressure [ 10 ]. The most common basal core 
promoter mutation has a dual change of A to T at nucleotide 
(nt) 1,762 (T1762) and G to A at nt 1,764 (A1764) that 
diminishes the amount of mRNA and hence HBeAg secre-
tion [ 11 ]. The predominant precore mutation is a G to A 
change at nt 1,896 (A1896), which leads to premature termi-
nation of the precore protein at codon 28, thus preventing the 
production of HBeAg [ 12 ]. The A1896 mutation is infre-
quent in North America and Western Europe but is geograph-
ically widespread. This geographic variability in frequency 
is related to the predominant genotypes in a  geographic 
region because the mutation is found only in genotypes B, C, 
D, and E. 

 The A1896 mutation was fi rst reported in patients with 
chronic active hepatitis or fulminant hepatitis. However, the 
A1896 mutation also can be present in asymptomatic carri-
ers and viruses with this mutation replicate no more effi -
ciently than wild-type HBV. Thus, the pathophysiologic 
signifi cance of this mutation is unclear [ 13 ]. However, the 
clinical picture of persistent HBV replication and active liver 
disease in HBeAg-negative patients appears to be increas-
ingly prevalent, and in some regions the A1896-mutant virus 
may be more prevalent than wild-type virus. 

 Therapy for chronic hepatitis B requires long courses of 
treatment with NS or NT analogs. A major concern with 
long-term therapy is the development of antiviral resistance. 
The rate at which resistant mutants are selected is related to 
pretreatment serum HBV DNA viral load, rapidity of viral 
suppression, duration of treatment, and prior antiviral expo-
sure. The incidence of genotypic resistance also varies with 
the sensitivity of the methods used to detect resistance 

mutations and the patient population tested. The defi nitions 
of terms used to describe resistance to NS and NT analogs 
are summarized in Table  46.3  [ 5 ].

   Typically, when a patient experiences a virologic break-
through, HBV resistance genotyping should be performed. The 
standardized nomenclature of HBV antiviral resistance muta-
tions is shown Table  46.4  [ 3 ,  14 ,  15 ]. No HBV mutations are 
associated with resistance to IFN-α or pegylated IFN-α2a.

       Available Assays 

    HBV DNA Detection and Quantifi cation 
 The commercially available tests for quantifi cation of HBV 
DNA in serum and plasma are listed in Table  46.5 . These 
tests employ either branched DNA or real-time PCR for 

   Table 46.3    Defi nitions of terms used to describe antiviral resistance of 
HBV   

  Term    Defi nition  

 Virologic breakthrough  Increase in serum HBV DNA >1 log 10  
above nadir after achieving a 
virologic response during continued 
treatment 

 Viral rebound  Increase in serum HBV DNA 
>20,000 IU/ml or above pretreatment 
level after achieving a virologic 
response during continued treatment 

 Biochemical breakthrough  Increase in ALT above upper limit of 
normal after achieving normalization 
during continued treatment 

 Genotypic resistance  Detection of mutations that have been 
shown in vitro to confer resistance to 
drug being administered 

 Phenotypic resistance  In vitro confi rmation that a mutation 
decreases the susceptibility to the 
drug as demonstrated by an increase 
in the inhibitory concentration 

   ALT  aminotransferase  

    Table 46.4    Antiviral agents and the HBV mutations associated with 
resistance   

  Antiviral agent    Description of agent  
  Mutations associated with 
resistance  

 Lamivudine  Nucleoside analog 
(cytidine) 

 (L180M + M204V/I/S), 
A181V/T, S202G/I 

 Telbivudine  Nucleoside analog 
(dTTP) 

 M204I, A181T/V 

 Entecavir  Nucleoside analog 
(2-deoxyguanosine) 

 T184S/C/G/A/I/L/F/M, 
S202G/C/I, M250V/I/L 

 Emtricitabine  Nucleoside analog 
(cytidine) 

 M204V/I 

 Adefovir  Nucleotide analog 
(dATP) 

 A181V/T, N236T 

 Tenofovir  Nucleotide analog 
(dATP) 

 A194T, N236T, A181V/T 
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amplifi cation and differ in their limits of detection and 
dynamic ranges. The COBAS Taqman (Roche Diagnostics, 
Indianapolis, IN) and the real- time (Abbott Laboratories, 
Abbott Park, IL) HBV tests are approved for in vitro diag-
nostic use by the US FDA. The others are available as 
research use only (RUO) kits or analyte specifi c reagents 
(ASRs). All of the quantitative HBV DNA test formats have 
been used in monitoring the status of HBV infection before 
and after treatment.

   Qualitative assays for detection of HBV DNA in blood 
donations are produced by Gen-Probe Inc. (San Mateo, CA) 
(using transcription- mediated amplifi cation) and Roche 
Diagnostics (using PCR) with limits of detection of 11 IU/ml 
and 15 IU/ml, respectively. However, the value of nucleic 
acid testing compared to serology for HBV screening of 
blood donors remains controversial and has not been univer-
sally adopted [ 6 ].  

    HBV Genotyping 
 Two commercial HBV genotyping systems are available as 
RUO kits. Innogenetics Inc. (Alpharetta, CA) offers three dif-
ferent line probe assays for HBV phylogenetic genotyping, 
detection of precore mutations, and detection of all relevant 
lamivudine, emtricitabine, telbivudine, adefovir, and entecavir 
resistance mutations as well as known compensatory muta-
tions [ 16 ,  17 ]. All assays use PCR to amplify portions of the 
relevant genes to produce a biotinylated product. The PCR 
products are denatured and hybridized to a series of informa-
tive probes immobilized on a nitrocellulose strip. The hybrids 
are visualized on the strip after addition of streptavidin–alka-
line phosphatase and colorimetric substrate. The mutations are 
identifi ed by the colored patterns of PCR product hybridiza-
tion to the probes. The line probe assays typically have better 
sensitivity for detection of sequence variants than direct 
Sanger sequencing.     

    Interpretation of Test Results 

 A major dilemma in the interpretation of serum HBV viral 
load results is what values should be used to defi ne treatment 
indications and response. Because HBV DNA may persist in 
individuals who have serological recovery from acute infec-
tion, low levels may not be associated with progressive liver 
disease and viral clearance is an unrealistic treatment end-
point. An arbitrary value of 20,000 IU/ml (>10 5  copies/ml) 
was chosen as a diagnostic criterion for chronic hepatitis B at 
the 2000 NIH conference [ 18 ]. However, progressive liver 
disease can be found in individuals with lower levels. In 
addition, wide fl uctuations in HBV viral load from undetect-
able to >2 million IU/ml are observed in some patients with 
chronic hepatitis B [ 19 ,  20 ]. Consequently, serial monitoring 
is more important than reliance on a single cutoff value in 
determining prognosis and the need for treatment. 

 The fi rst manifestation of antiviral resistance is an increase 
in HBV viral load >1 log 10  from nadir during treatment in a 
patient who had an initial virologic response. Virologic break-
throughs often are related to therapy noncompliance, so com-
pliance should be assessed before testing for genotypic 
resistance. HBV viral load levels tend to be low  initially 
because antiviral-resistant mutants have decreased replica-
tion fi tness. However, compensatory mutations that can 
restore replication fi tness often emerge during continued ther-
apy leading to progressive increases in HBV viral load fol-
lowed by biochemical breakthrough. Antiviral resistant 
mutations can be detected months to years prior to biochemi-
cal breakthrough. Thus early detection of these mutations can 
prevent hepatitis fl ares and liver decompensation. Cross- 
resistance mutations do occur that limit future treatment 
options and multidrug-resistant mutants in patients who have 
received sequential monotherapies have been described [ 21 ].  

    Laboratory Issues 

 A World Health Organization (WHO) international HBV 
standard was created in 2001 in response to the recognized 
need to standardize HBV DNA quantifi cation assays [ 22 ]. The 
WHO HBV standard is a high-titer, genotype A virus preparation 
(code 97/746) which was assigned a potency of 10 6  IU/ml. 
A second standard (code 97/750) was established in 2006 and 
is quantitatively equivalent to the fi rst standard. The standard 
established that 1 IU was equivalent to 5.4 genome equivalents 
by testing the pooled material with a range of commercially avail-
able and laboratory-developed tests. However, despite the avail-
ability of HBV DNA standards, the various quantitative assays 
usually have different conversion factors for copies to IU/ml, 
which may refl ect their different amplifi cation and detection 
chemistries. Laboratories should report HBV viral load test 
results in IU/ml as both log 10  transformed and arithmetic values. 

   Table 46.5    Commercial assays for quantifi cation of HBV DNA   

  Assay (manufacturer)    Method    Dynamic range  

 COBAS Taqman HBV 
test (Roche Diagnostics, 
Indianapolis, IN) a  

 Real-
time PCR 

 1.7 × 10 2 –8.5 × 10 8  copies/ml b  

 Real-time HBV (Abbott 
Laboratories, Abbott 
Park, IL) a  

 Real-
time PCR 

 1.0 × 10 1 –1 × 10 9  IU/ml 

 Versant HBV DNA 
(Siemens Corp., 
Washington, DC) 

 Branched 
DNA 

 3.3 × 10 3 –1 × 10 8  copies/ml 

 Artus HBV PCR 
(Qiagen, Valencia, CA) 

 Real-
time PCR 

 2 × 10 2 –1 × 10 8  IU/ml 

 Affi gene HBV 
Trender (Cepheid, 
Sunnyvale, CA) 

 Real-
time PCR 

 1.7 × 10 2 –1.7 × 10 8  IU/ml 

   a US FDA-cleared 
  b COBAS Ampliprep/COBAS Taqman test v2.0 dynamic range is 
54–1.1 × 10 8  copies/ml  
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 As with any viral load test, some of the variability in 
quantifi cation may be attributable to sample processing. 
Either serum or plasma can be used for most tests. Whole 
blood should be centrifuged within 6 h of collection and the 
serum or plasma removed from the cells. Short-term storage 
of serum or plasma is safe at refrigerator temperatures 
(4 °C). Freezing at temperatures ≤20 °C is recommended 
for long- term storage of samples. 

 The standardized nomenclature for reporting of HBV 
antiviral resistance mutations shown Table  46.4  should be 
used when resistance genotyping is performed. The inability 
of genotyping assays to detect minor populations of circulat-
ing HBV is a signifi cant technical issue. In general, direct 
sequencing is limited to resolution of populations which are 
≥20 % of the viral population. HBV is included in the hepa-
titis viral load profi ciency testing surveys available from the 
College of American Pathologists.  

    Future Directions 

 Molecular assays for quantifi cation and genotyping of HBV 
will become more fully integrated in the testing strategies for 
the diagnosis and management of patients with chronic hepati-
tis B. Clinical practice guidelines now refl ect the importance of 
HBV viral load and genotyping tests in improving patient out-
comes and this is likely to create more demand for these tests. 
The current generation of real-time PCR viral load assays 
meets the clinical needs and development and adoption of the 
WHO international standard has improved the agreement 
between results of different assays. Improved HBV treatment 
will depend on development of better laboratory tools for 
assessing genotypic resistance. Genotyping beyond individual 
mutation detection to a more comprehensive genomic analysis 
to predict fi tness and other polymutational phenotypes, and 
detection of minor resistant populations will be possible with 
next-generation sequencing methods [ 22 ,  24 ].   

    Hepatitis C Virus 

    Description of the Pathogen 

 HCV is an RNA virus with a positive-sense, single-stranded 
genome of approximately 9,500 nt encoding a single poly-
protein of about 3,000 amino acids. The long open reading 
frame is fl anked at each end by short untranslated regions 
(UTR). The genome structure is most similar to viruses of 
the family  Flaviviridae , which includes many of the 
arthropod- borne viruses. As in other fl aviviruses, the three 
N-terminal proteins of HCV (core, envelope 1 [E1], and 
envelope 2 [E2]) are probably structural and the four 
C-terminal proteins (nonstructural 2, 3, 4, and 5) are thought 

to function in viral replication. HCV is classifi ed within the 
family  Flaviviridae  in its own genus,  Hepacivirus . 

 The 5′ UTR is a highly conserved region of 341 nt and 
has a complex secondary structure. It contains an internal 
ribosome entry site and is important in the translation of the 
long open reading frame. The 3′ UTR contains a short region 
that varies in sequence and length, followed by a polypy-
rimidine stretch of variable length, and fi nally a highly con-
served sequence of 98 nt, which constitutes the terminus of 
the genome. The function of the 3′ UTR is not known but is 
thought to be essential for viral replication. 

 The E1 and E2 regions of HCV are the most variable 
regions within the genome at both the nucleotide and amino 
acid levels. Two regions in E2, called hypervariable regions 
1 and 2 (HVR1 and HRV2, respectively), show extreme 
sequence variability, which is thought to result from selec-
tive pressure by antiviral antibodies. E2 also contains the 
binding site for CD81, one of the putative cell receptors or 
coreceptors for HCV. 

 The nonstructural regions 2 (NS2) and 3 (NS3) contain a 
zinc-dependent autoprotease that cleaves the polyprotein at 
the NS2-NS3 junction. The aminoterminal portion of the 
NS3 protein also is a serine protease that cleaves the poly-
protein at several sites. The carboxyterminal portion of the 
NS3 protein has helicase activity, which is important for 
HCV replication. The NS4A protein is a cofactor for NS3 
serine protease. The NS5B region encodes the RNA- 
dependent RNA polymerase, which replicates the viral 
genome. A region in NS5A has been linked to IFN-α 
response and therefore is called the IFN-α-sensitivity deter-
mining region (ISDR). 

    HCV Genotypes 
 The fi rst complete HCV genome sequence was reported by 
Choo et al. in 1991 [ 25 ]. As additional genome sequences 
from isolates from different parts of the world were deter-
mined and compared, it was evident that HCV exists as dis-
tinct genotypes with as much as 35 % sequence diversity 
over the whole viral genome [ 26 ]. Much of the early litera-
ture on genotyping is confusing because investigators devel-
oped and used their own classifi cation schemes. However, a 
consensus nomenclature system was developed in 1994. In 
this system, the genotypes are numbered using Arabic 
numerals in order of their discovery, and the more closely 
related strains within some types are designated as subtypes 
with lowercase letters. The complex of genetic variants 
found within an individual isolate is termed the “quasispe-
cies.” The quasispecies results from the accumulation of 
mutations that occur during viral replication in the host. 

 The genotype and subtype assignments and nomenclature 
rules for HCV have recently been updated [ 27 ]. Seven major 
genotypes and 67 subtype of HCV are now recognized with 
another 20 provisional subtypes. HCV strains belonging to 
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different genotypes differ at 30–35 % of nucleotides and 
those that belong to the same subtype differ at <15 % of 
nucleotides at the genome level. 

 HCV genotypes 1, 2, and 3 are found throughout the 
world, but there are clear differences in their distribution 
[ 28 ]. HCV subtypes 1a, 1b, 2a, 2b, 2c, and 3a are responsi-
ble for more than 90 % of infections in North and South 
America, Europe, and Japan. In the USA, type 1 accounts 
for approximately 70 % of the infections with equal distri-
bution between subtypes 1a and 1b. In Japan, subtype 1b 
causes more than 70 % of HCV infections. Although sub-
types 2a and 2b have wide distributions in North America, 
Europe, and Japan, subtype 2c is widespread in a region of 
northern Italy. HCV subtype 3a is common among intrave-
nous drug users in the USA and Europe. The other subtypes 
of genotype 3 are common in Nepal, Bangladesh, India, and 
Pakistan. Genotype 4 is prevalent in North Africa and the 
Middle East, and genotypes 5 and 6 are limited to South 
Africa and Hong Kong, respectively [ 29 ]. Subtype 4a con-
stitutes the majority of infections in Egypt, and this and 
other subtypes of genotype 4 are found in Zaire and Gabon. 
Subtype 5a is predominant in South Africa, where some 
reports indicate that it is responsible for more than 50 % of 
infections. Subtype 6a infections are common in Hong 
Kong. To date, only 2 genotype 7 infections has been 
reported in patients from Central Africa [ 30 ]. 

 The retrospective nature of most of the genotype studies 
has not allowed determination of the role of genotype as a 
risk factor for disease progression nor separation of genotype 
from other known risk factors for severe disease, such as 
older age at infection, male gender, alcohol consumption, 
and concurrent viral infection. However, in two prospective 
studies, viral genotype did not correlate with disease pro-
gression [ 31 ,  32 ].   

    Clinical Utility 

    HCV RNA Detection and Quantifi cation 
 Detection of HCV RNA in serum or plasma by nucleic acid 
amplifi cation methods is important for confi rming the diag-
nosis of HCV, distinguishing active from resolved infection, 
assessing the virologic response to therapy, and screening 
the blood supply. These tests are incorporated into diagnostic 
algorithms for hepatitis C proposed by the CDC [ 33 ], 
American Association for the Study of Liver Diseases [ 34 ], 
and National Academy of Clinical Biochemistry [ 35 ]. 

 The detection of HCV RNA in the plasma or serum is the 
earliest marker of infection, appearing 1–2 weeks after infec-
tion and weeks before elevation of liver enzyme levels or the 
appearance of anti-HCV antibodies. Approximately 80 % of 
individuals infected with HCV will be chronically infected 
with the virus. In antibody-positive individuals, HCV 

RNA tests can distinguish active from resolved infections. 
In patients with a high pretest probability of infection, a 
positive serologic screening test is usually confi rmed with a 
test for HCV RNA rather than the recombinant immunoblot 
assay (RIBA). This strategy is cost-effective and more infor-
mative than using the RIBA to confi rm positive antibody 
screening tests in a diagnostic setting [ 36 ]. However, with 
the discontinuation of the HCV RIBA by the manufacturer in 
2012, all reactive HCV antibody screening tests should be 
followed by US FDA-approved HCV RNA testing [ 37 ]. 

 HCV RNA testing also is helpful for the diagnosis of 
infection in infants born to HCV-infected mothers due to per-
sistence of maternal antibody, and in immunocompromised 
or debilitated patients who may have blunted serologic 
responses. An HCV RNA test also should be used for patients 
suspected of having an acute infection and in patients with 
hepatitis of no identifi able cause. 

 HCV RNA tests are the most reliable means of identifying 
patients with active HCV infection. A negative HCV RNA 
test in a serologically positive individual may indicate that 
the infection has resolved or that the viremia is intermittent. 
Up to 15 % of chronically infected individuals have intermit-
tent viremia and, as a result, a single negative HCV RNA 
determination may not be suffi cient to exclude active infec-
tion when the index of clinical suspicion is high [ 38 ]. In 
these individuals a second specimen should be collected and 
tested. 

 The use of anti-HCV antibody tests to screen the blood 
supply has dramatically reduced the risk of transfusion- 
associated HCV infection in developed countries. The risk in 
the USA from blood that is negative for anti-HCV antibodies 
is less than 1 in 103,000 transfused units [ 39 ]. To drive the 
risk of infection from transfusion even lower, blood donor 
pools currently are tested for the presence of HCV RNA 
[ 40 ]. The serologic screening tests for HCV have a 70-day 
window period of seronegativity, and antigen detection tests 
are not yet available for blood product screening. HCV RNA 
testing is estimated to reduce the detection window by 
25 days and reduce the number of transfused infectious units 
from 116 to 32 per year [ 41 ]. 

 Assays for the detection and quantifi cation of HCV core 
antigen in serum have recently been commercially devel-
oped but are not yet US FDA-cleared for diagnostic use 
(Ortho Clinical Diagnostics, Rochester, NY; Bio-Rad, 
Hercules, CA; and Abbott Laboratories, Abbott Park, IL) 
[ 42 – 46 ]. These tests signifi cantly shorten the serologically 
silent window period using seroconversion panels, and their 
performance correlates closely with RNA detection tests in 
blood donors. However, the analytical sensitivity is less 
than most RNA tests, at approximately 10,000 IU/ml. The 
analytical sensitivity of the core antigen test is too high to be 
used in the monitoring of late events during and after treat-
ment. Antigen detection may represent a cost-effective 
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alternative to HCV RNA testing to distinguish active from 
resolved infections in resource-poor settings. 

 HCV viral load testing is useful in pretreatment evalua-
tions of patients being considered for therapy, since a viral 
load of less 600,000 IU/ml is one of several predictors of 
achieving a sustained virologic response [ 47 ,  48 ]. Other fac-
tors associated with achieving a sustained response to ther-
apy include the absence of cirrhosis, age < 40 years, female 
gender, white race, viral genotype 2 or 3, and presence of C 
or T at position rs12979860 near the gene for lambda IFN 3 
( IL28B ) [ 49 ,  50 ]. 

 HCV viral load does not predict disease progression and 
is not associated with severity of liver disease [ 51 ]. This is in 
sharp contrast to HIV-1, in which the viral load is the princi-
pal factor determining the rate of disease progression. 
Monitoring HCV viral load in untreated patients is not war-
ranted and should be discouraged. Until recently, the stan-
dard therapy for patients with chronic HCV infection was 
pegylated IFN-α in combination with ribavirin administered 
for either 48 weeks for HCV genotype 1, 4, 5, and 6 infec-
tions, or for 24 weeks for HCV genotype 2 and 3 infections. 
Sustained virologic response (SVR) rates were attained in 
40–50 % of patients with genotype 1 and in 80 % or more of 
those with genotype 2 and 3 infections. SVR is defi ned as the 
absence of detectable HCV RNA in plasma or serum as 
determined with a test that has a limit of detection of ≤50 IU/
ml and is considered a virologic cure. 

 The fi rst direct acting antivirals (DAA) for treatment of 
hepatitis C were approved by the US FDA in 2011. Both are 

NS3/4A serine protease inhibitors, boceprevir (BOC) 
(Merck, Kenilworth, NJ) and telaprevir (TVR) (Vertex, 
Boston, MA). These DAA agents are used in combination 
with pegylated IFN-α and ribavirin. Triple therapy for geno-
type 1 infections has led to approximately a 30 % increase in 
SVR over the previous standard of care therapy in all patient 
subgroups. Limited phase 2 testing has shown that TVR also 
has activity against genotype 2 infections but not against 
genotype 3 infections. BOC appears to have activity against 
both genotypes 2 and 3 infections. However, neither drug 
should be used to treat patients with genotype 2 and 3 infec-
tions [ 52 ]. 

 The algorithms for monitoring HCV viral load in patients 
receiving triple therapy and the stopping rules are shown in 
Fig.  46.1  [ 52 ]. The important time points for response- guided 
therapy are at 8, 12, and 24 weeks for BOC and 4, 12, and 
24 weeks for TVR. Treatment with all three drugs should be 
stopped if HCV RNA level is >100 IU/ml at week 12 or 
detectable at week 24 for BOC triple therapy and if HCV 
RNA level is >1,000 IU/ml at weeks 4 or 12 and/or detect-
able at week 24 with TVR.

   The goal of treatment is a SVR, defi ned as no detectable 
HCV RNA in serum or plasma by a highly sensitive assay 
(limit of detection ≤10–15 IU/ml) 6 months after the end of 
treatment. Patients who achieve a SVR have little or no 
chance of virologic relapse of their disease. 

 In 2013, two more potent DAAs were approved by the US 
FDA: sofosbuvir (Gilead Sciences, Inc., Foster City, CA), a 
NS5B polymerase inhibitor [ 53 ], and simeprevir (Johnson & 

Eligible anti-HCV positive patient

Determine HCV VL and GT

Liver biopsy suggested No or only 
portal fibrosis

Consider no treatment
More than portal fibrosis 

or Treat with pegIFN plus RBV; 
Add TPV for 1st 12 weeks

Treat with pegIFN plus RBV; 
Add BOC after 4 weeks

CirrhosisNo cirrhosis No cirrhosis

Continue Rx for 
48 weeks

Determine HCV VL at weeks
8, 12, and 24

If HCV RNA undetectable at 
weeks 8 and 24, consider 

28 weeks of total Rx 

If HCV RNA >100 IU/ml at week 12 or 
detectable at week 24 discontinue Rx

Determine HCV VL at weeks
4, 12, and 24

If HCV RNA undetectable at 
weeks 4 and 12, consider 

24 weeks of total Rx 

If HCV RNA >1,000 IU/ml at weeks 4 or 12 
and/or detectable at week 24 discontinue Rx 

  Figure 46.1    Triple therapy 
algorithms for treatment-
naive patients with chronic 
HCV genotype 1 infections. 
Stopping rules in  red  
(Adapted from Ref.  53 ).  BOC  
boceprevir,  GT  genotype,  IU  
international units,  pegIFN  
pegylated interferon-α,  RBV  
ribavirin,  Rx  treatment,  TVP  
telaprevir,  VL  viral load       
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Johnson, New Brunswick, NJ), a second generation protease 
inhibitor [ 54 ]. Sofosbuvir was approved in combination with 
pegylated IFN-α and ribavirin for treatment of genotypes 1 
and 4 and in combination with ribavirin alone for genotypes 2 
and 3. Simeprevir was approved by the US FDA for treatment 
of genotype 1 infections in combination with pegylated IFN-α 
and ribavirin, but only for patients with genotype 1 who have 
not failed therapy with fi rst generation protease inhibitors. 

 Monitoring of on-treatment viral load levels does not 
affect management decisions with a sosobuvir-based reg-
imen since treatment failure is almost exclusively due to 
relapse [ 53 ]. However, given the expense of the drugs 
and the potential risk of viral resistance with inappropri-
ate use, viral load testing at week 4 and end of treatment 
at either week 12 or 24 depending on the regimen seems 
prudent. 

 Viral load levels should be determined at weeks 4, 12, and 
24 to assess treatment response and for stopping rules in 
patients treated with simeprevir, pegylated IFN-α, and riba-
virin. Discontinuation is warranted for patients who are 
unlikely to achieve a SVR based on the on-treatment viro-
logic response. If HCV RNA level is >25 IU/ml at week 4, 
the entire regimen should be discontinued. If the HCV RNA 
level is >25 IU/ml at week 12 or 24 after the simeprevir has 
been completed, the pegylated IFN-α and ribavirin should be 
discontinued [ 54 ]. 

 Numerous other DAAs have been developed and are cur-
rently in clinical trials. These include NS3/4A protease 
inhibitors, NS5B polymerase inhibitors, and inhibitors of 
host cell proteins required for HCV replication. The most 
current recommendations for all aspects of HCV treatment 
can be found at   http://www.hcvguidelines.org    /.  

    HCV Genotyping 
 Sequence analysis of variable regions of the HCV genome 
has been used to investigate outbreaks of infection and to 
study modes of transmission. Two large outbreaks of infec-
tion associated with contaminated lots of anti-rhesus D 
immunoglobulin (anti-D) in Ireland and Germany were 
investigated using molecular typing [ 55 ,  56 ]. In both stud-
ies, sequence analysis showed that the HCV infecting the 
women was the same as that found in the implicated batches 
of anti- D. In another report, sequencing part of the NS3 
region provided evidence of patient-to-patient transmission 
during colonoscopy [ 57 ]. Sequence analysis also has been 
used as part of investigations of HCV infections associated 
with blood transfusions. In addition, molecular genotyping 
has been used to study vertical and sexual transmission of 
HCV [ 58 – 61 ]. 

 Although a number of baseline factors are predictive of 
response to treatment of chronic hepatitis C infection, HCV 
genotype is a strong and consistent predictor for achieving a 
SVR to pegylated IFN-α and ribavirin. In the large clinical 
trials of combination therapy with pegylated IFN-α and riba-

virin, only 30 % of patients infected with genotype 1 had a 
SVR compared to 65 % of patients infected with genotypes 
2 or 3 [ 47 ,  48 ]. 

 Several studies focused on the identifi cation of isolates 
within a genotype with different responses to IFN, and led to 
the defi nition of the ISDR. For example, Enomoto et al. 
found that genotype 1b isolates in Japan identical to the 
HCV-J prototype strain within the carboxyterminal part of 
the NS5A protein were resistant to IFN [ 62 ]. In contrast, 
patients infected with genotype 1b strains with mutations 
within this region had a better response to IFN. This region 
of amino acids 2,209–2,248 in the NS5A protein is the 
ISDR. The same group recently confi rmed and extended 
their observations. They found that sustained response rates 
correlated with the number of mutations in the ISDR with a 
larger group of patients and identifi ed the mutation sites 
within the ISDR that were signifi cantly associated with sus-
tained response [ 63 ]. Although these results have been con-
fi rmed for Japanese isolates, in studies of patients from other 
countries the majority of IFN-sensitive isolates showed no or 
only a few mutations in the ISDR [ 64 ,  65 ]. The reasons for 
the different fi ndings are not clear but may involve racial, 
virologic, or other factors. 

 The determination of HCV subtypes has no clinical rele-
vance in patients treated with IFN and ribavirin, while differ-
ent treatment durations based on viral load kinetics are 
recommended for patients with different HCV genotypes. 
However, the emergence of resistant variants and virologic 
breakthrough were more common in patients infected with 
HCV subtype 1a than 1b when treated with TVR triple ther-
apy [ 66 ]. HCV subtyping may play a role in helping to select 
treatment regimens and predict the development of resis-
tance to DAA drugs. In addition, triple therapy with a prote-
ase inhibitor is not recommended for patients infected with 
genotypes 2 and 3. 

 Antiviral-resistance mutations that cluster around the cat-
alytic site of the NS3/4A serine protease emerge during pro-
tease inhibitor therapy and are associated with failure and 
relapse [ 52 ]. Similar resistant variants are detected in both 
BOC- and TVR-treated patients, suggesting that cross- 
resistance occurs with these protease inhibitors. Also 
antiviral- resistant variants are found in about 5 % of patients 
prior to treatment, but do not appear to impact response to 
either protease inhibitor. Currently there is no role for antivi-
ral resistance genotyping at baseline or during treatment 
with the protease inhibitors [ 67 ]. 

 Several mutations in the NS3/4A protease are associated 
with reduced susceptibility to simeprevir. One of the most 
common and clinically relevant mutations is the substitution 
Q80K. This mutation may be present at baseline in approxi-
mately 30 % of patients with genotype 1a and is associated 
with lower SVR rates. For patients with genotype 1a, Q80K 
mutation testing is recommended and patients with this vari-
ant should be offered other treatment options [ 68 ].  
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    IL28B Genotyping 
 Human genome wide association studies identifi ed multiple 
single nucleotide polymorphisms (SNPs) in a region 3 kilo-
bases upstream of the human INF-λ-3 or  interleukin - 28B  
( IL28B ) gene on chromosome 19 that are associated with 
spontaneous clearance of HCV infection and treatment 
response to pegylated IFN-α and ribavirin. A SNP at position 
rs129779860 T/C is associated with an approximately two-
fold change in response to treatment in both patients of 
European and African ancestry. Because the favorable C/C 
genotype is in substantially greater frequency than the unfa-
vorable T/T genotype in European than in African popula-
tions, this genetic polymorphism also explains approximately 
half the difference in response rates between the two popula-
tions [ 69 ]. The C/C genotype also strongly enhances sponta-
neous HCV clearance in a natural history setting among 
individuals of both European and African ancestry [ 70 ]. 

 A second SNP in the same region of  IL28 , rs80999117 
T/G, has been implicated in both treatment-induced viral 
clearance rates and spontaneous clearance of HCV infection 
in Japanese, Australian, and Swiss populations [ 71 ,  72 ]. The 
rs129779860 and rs80999117 polymorphisms are approxi-
mately 4,000 base pairs apart and show high levels of link-
age disequilibrium, resulting in distinct haplotypes in the 
studied populations. INF-λ-3 is a type III IFN that shares 
many characteristics with IFN-α, a type I IFN. However, 
INF-λ-3 has less antiviral activity against HCV than IFN-α, 
but the unique INF-λ-3 receptor is more liver cell-specifi c 
than the IFN-α receptor. 

 The predictive value of rs129779860 IL28B  genotyping 
for a SVR to treatment with pegylated IFN-α and ribavirin is 
superior to baseline viral load, HCV, fi brosis stage, age, and 
gender, and is higher for HCV genotype 1 than for genotypes 
2 or 3. The IL28B C/C genotype is also a robust pretreatment 
predictor of a SVR to protease inhibitor triple therapy. 
However, as new more potent direct acting antiviral agents 
are developed,  IL28B  genotype will discriminate responders 
and non-responders less well. Currently there are no US 
FDA-cleared tests for  IL28B  genotyping.   

    Available Assays 

 Many test kits for detection or quantifi cation of HCV RNA 
are commercially available. These tests are based on tradi-
tional reverse transcription-polymerase chain reaction 
(RT-PCR), transcription-mediated amplifi cation (TMA), 
branched-DNA (bDNA) assay, or, most recently, real-time 
RT-PCR methods. 

    Qualitative Detection HCV Assays 
 Two US FDA-approved qualitative HCV RNA test kits are 
available for diagnostic use: the Amplicor HCV test v2.0 
(Roche Diagnostics) and the Versant HCV RNA qualitative 

test (Siemens Corp.). The Amplicor HCV test v2.0 is based 
on RT-PCR amplifi cation of a portion of the 5′ UTR and has 
an analytical sensitivity of 50 IU/ml [ 73 ]. The test incorpo-
rates an internal control to detect PCR inhibitors and deoxy-
uridine triphosphate (dUTP) and uracil-N-glycosylase in the 
reaction mixture to prevent false positives due to amplicon 
carryover. The test is available in two formats, a manual 
microwell plate assay and a semiautomated assay designed 
for the COBAS instrument. The performance characteristics 
of the Amplicor HCV tests are well established [ 74 ]. 

 The Versant HCV RNA qualitative test also targets the 5′ 
UTR but uses TMA to amplify the targeted region. The ana-
lytical sensitivity of the Versant HCV RNA assay is 5 IU/ml. 
The increase in analytical sensitivity over the Amplicor tests 
is due in part to the larger sample volume (500 μl vs 200 μl) 
and the use of a specifi c target capture step to isolate HCV 
RNA rather than total RNA precipitation. This test also uses 
an internal control RNA to detect the presence of amplifi ca-
tion inhibitors. 

 The Versant HCV RNA assay can detect residual serum 
HCV RNA in some patients with no detectable HCV RNA 
determined by the Amplicor v2.0 assay at the end of treat-
ment with IFN and who subsequently have a virologic 
relapse [ 75 ,  76 ]. However, this difference was not observed 
with end-of-treatment samples from patients treated with 
pegylated IFN-α [ 77 ]. The two qualitative HCV RNA assays 
demonstrate excellent concordance with specimens submit-
ted for HCV diagnosis [ 78 ]. The difference in analytical sen-
sitivity between the two tests does not result in any 
meaningful difference in clinical sensitivity when the tests 
are used diagnostically, because typically patients with 
chronic hepatitis C infection to present for initial evaluation 
with very high viral loads. 

 The Procleix HIV-1/HCV test (Gen-Probe Inc.) also uses 
TMA technology and is approved by the US FDA for the 
screening of blood products [ 79 ]. The Ampliscreen HCV 
RNA test v2.0 is an RT-PCR assay (Roche Diagnostics) 
designed for blood screening that is based on the Amplicor 
HCV test. Both assays have analytical sensitivities of less 
than 50 IU/ml.  

    Quantitative HCV Assays 
 Several assays are commercially available for quantifi cation 
of HCV RNA levels in patients. These assays use conven-
tional RT-PCR, bDNA, or real-time RT-PCR to amplify the 
HCV RNA. Most clinical laboratories use one of the US 
FDA-approved real-time RT-PCR (RT-qPCR) assays for 
determining HCV viral loads. The Amplicor HCV Monitor 
test v2.0 (Roche Diagnostics) is a quantitative RT-PCR assay 
that amplifi es the same target region as the qualitative 
Amplicor HCV test. The assay uses an internal quantifi cation 
standard to calculate the amount of HCV RNA in a sample. 
The assay has a sensitivity of 600 IU/ml and a 2.9 log 10  
dynamic range. Specimens with values greater than the 
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upper limit of quantifi cation (500,000 IU/ml) can be diluted 
100-fold and retested as recommended by the manufacturer. 
The Amplicor HCV Monitor test is available in both manual 
microwell plate and semiautomated COBAS instrument 
(Roche Diagnostics) formats. 

 The Versant HCV RNA Assay v3.0 (Gen-Probe, Inc.) uses 
bDNA technology. The sensitivity of the Versant HCV RNA 
Assay v3.0 is 615 IU/ml, with a 4.1 log 10  dynamic range. A 
number of changes to the design of the v3.0 test improved 
both the sensitivity and specifi city over the v2.0 test. These 
include an increased number of capture probes, improved 
probe design, the use of non-natural synthetic nucleotides in 
detection probes, and redesigned label extenders. The System 
340 bDNA analyzer (Gen-Probe, Inc.) automates all incuba-
tions, wash steps, readings, and data analysis. The instru-
ment can process two 96-microwell plates per run. 

 Overall, the results of the Versant HCV RNA Assay 
v3.0 and the Amplicor HCV Monitor Test v2.0 have been 
found to be in substantial agreement [ 80 ,  81 ]. The results 
of the Amplicor Monitor test are reported as IU/ml and 
those of the Versant assay are reported as either copies/ml 
or IU/ml. Both tests have minimal HCV genotype bias and 
have similar analytical sensitivities. The Versant results 
tend to be more precise than the Amplicor Monitor results, 
but the Amplicor Monitor test is better able to discriminate 
low-positive from negative specimens. The Versant assay 
has a much greater dynamic range than the Amplicor 
Monitor test; however, a pretest sample dilution permits 
quantifi cation of high viral load specimens by the Amplicor 
Monitor test. The throughput and level of automation are 
much greater with the Versant assay than with the Amplicor 
Monitor test. 

 The two US FDA-approved RT-qPCR assays for HCV 
viral load both amplify 5′UTR sequences but employ differ-
ent amplicon detection probes. The probe in the Abbott 

RealTime HCV assay (Abbott Laboratories) is labeled with 
a 5′ fl uorophore and a 3′ quencher. In the unhybridized state 
the probe assumes a random coil confi guration that keeps the 
quencher in close proximity to the fl uorophores and inhibits 
fl uorescence. Upon hybridization to the target sequence the 
fl uorophore and quencher are separated and fl uorescent sig-
nal is produced. Reduced genotype bias is achieved by 
annealing the probe to the target at a relatively low tempera-
ture that permits probe binding despite mismatches between 
the probe and the target. Quantifi cation is performed using 
an internal calibrator. The assay has a very low limit of 
detection (12 IU/ml) and quantifi cation (12 IU/ml), and a 7 
log 10  dynamic range [ 82 ]. 

 The Roche RT-qPCR assays (Roche Diagnostics) employ 
5′ exonuclease probes from which the fl uorophore and 
quencher are released as the probe is hydrolyzed by the 
action of the  Taq Man DNA polymerase as it extends the 
primer during amplifi cation. The assays are calibrated exter-
nally by the manufacturer and lot specifi c calibration coeffi -
cients are used by the system software to calculate the HCV 
RNA concentrations. An internal quantifi cation standard is 
added prior to nucleic acid extraction to correct for the pres-
ence of any amplifi cation inhibitors that may be present in 
the samples. The earlier versions of these assays had signifi -
cant genotype bias, particularly with regard to genotype 4 
[ 83 – 85 ]. The second versions of these assays were modifi ed 
to improve genotype inclusivity by using a smaller sample 
input volume and redesigning the primer set [ 86 ]. The man-
ual and fully automated versions of the assay differ in their 
limits of quantifi cation and dynamic ranges (Table  46.6 ).

   RT-qPCR assays have broader dynamic ranges than con-
ventional RT-PCR and bDNA assays and limits of detection 
that are comparable to the available qualitative assays. 
Diagnostic testing and therapeutic monitoring therefore can 
be performed with a single test, greatly simplifying nucleic 

   Table 46.6    Commercial HCV RNA tests   

  Test (company)    Method  
  Lower limit of 
detection (IU/ml)    Dynamic range  

  Qualitative  

 Amplicor HCV Test v2.0 (Roche Diagnostics, Indianapolis, IN) a   RT-PCR  50  NA 

 Versant HCV RNA Assay (Siemens Corp., Washington, DC) a   TMA  5  NA 

 Ampliscreen HCV Test v2.0 (Roche Diagnostics) a   RT-PCR  <50  NA 

 Procleix HIV-1/HCV Assay (Gen-Probe, Inc., San Mateo, CA) a   TMA  <50  NA 

  Quantitative  

 Amplicor HCV Monitor Test v2.0 (Roche Diagnostics)  RT-PCR  600  600–5 × 10 5  

 Versant HCV RNA Assay v3.0 (Siemens Corp.) a   bDNA  615  615–7.7 × 10 6  

 CobasTaqMan HCV with High Pure System (Roche Diagnostics) a   Real-time RT-PCR  15  25–3 × 10 8  

 CobasAmpliPrep/Cobas Taqman (Roche Diagnostics) a   Real-time RT-PCR  18  43–6.9 × 10 7  

 RealTime HCV (Abbott Laboratories, Abbott Park, IL) a   Real-time RT-PCR  12  12–1 × 10 8  

   NA  not applicable 
  a US FDA-approved tests  
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acid testing. If conventional RT-PCR or bDNA assays are 
used, then an additional more sensitive qualitative test is 
needed to adequately assess treatment response. The pack-
age inserts for the protease inhibitors BOC and TVR include 
statements that an HCV assay with a lower limit of quantifi -
cation ≤25 IU/ml should be used to monitor response to 
therapy.  

    HCV Genotyping Assays 
 A variety of laboratory-developed and commercial assays 
are used for HCV genotyping. The methods include nucleic 
acid sequencing, reverse hybridization, subtype-specifi c 
PCR, DNA fragment length polymorphism, heteroduplex 
mobility analysis, melting curve analysis, and serologic 
genotyping. Currently there is only one US FDA-approved 
HCV genotyping assay, the Abbott RealTime HCV Genotype 
II assay (Abbott Laboratories). 

 A commercially available reverse hybridization line 
probe assay is the most commonly used method for genotyp-
ing HCV among clinical laboratories participating in the 
HCV profi ciency-testing surveys of the College of American 
Pathologists. This reverse hybridization assay was developed 
by Innogenetics and is now marketed as the Versant HCV 
Genotype 2.0 Assay (Siemens Corp.). In this line probe assay 
(LiPA), biotinylated PCR products from the 5′ UTR and core 
regions of the HCV genome are hybridized under stringent 
conditions with oligonucleotide probes attached to a nitro-
cellulose strip: 19 type- and subtype-specifi c probes interro-
gate the 5′UTR and an additional three probes interrogate the 
core region. The core region probes were added to provide 
better discrimination of subtypes 1a and 1b and genotype 6 
[ 87 ]. Hybridized PCR products are detected with a 
streptavidin- alkaline phosphatase conjugate. The pattern of 
reactive lines defi nes the genotype and in some cases the 
subtype. The second-generation assay discriminates among 
genotypes 1a, 1b, 2a/c, 2b, 3a, 3b, 3c, 3k, 4a/c/d, 4b, 4e, 4h, 
5a, and 6a/b. The results from the Versant HCV Genotype 
2.0 Assay correlate well with results obtained by direct 
sequencing assays of the 5′ UTR and other genes at the gen-
otype level and at distinguishing subtypes 1a and 1b, but 
may not be able to adequately identify the other subtypes 
[ 88 ]. Mixed genotype infections can be recognized as 
unusual patterns of hybridization signals. However, the LiPA 
requires a considerable amount of amplicon for typing, and 
the assay may regularly fail when the viral load is less than 
10 4  copies/ml. 

 A DNA enzyme immunoassay (Sorin Biomedica, Irvine, 
CA) for HCV genotyping is based on hybridization of dena-
tured amplicon from the core region to genotype-specifi c 
probes that are bound to the wells of a microtiter plate. Mouse 
monoclonal antibodies to double-stranded DNA are used to 
detect the hybrids. The results of the DNA enzyme immuno-
assay were highly concordant with the results of other geno-
typing methods in two evaluations [ 89 ,  90 ]. 

 Sequence analysis of amplifi ed subgenomic sequences is 
the most defi nitive way to genotype HCV strains. Genotyping 
schemes based on sequencing variable genes such as E1, C, 
and NS5B provide enough resolution to determine types and 
subtypes [ 29 ,  91 ]. The 5′ UTR is too highly conserved to 
discriminate all subtypes reliably. Genotyping methods tar-
geting highly variable regions have higher failure rates due 
to primer mismatches and failed amplifi cation reactions. 
Sequencing reactions can be performed directly on PCR 
products or on cloned amplicons. Mixed infections with 
multiple genotypes may be missed by sequence analysis. 
Defi nitive detection of mixed infections requires analysis of 
a large number of clones. Cloning may, however, emphasize 
artifactual nucleotide substitutions introduced by the DNA 
polymerase during amplifi cation or by selection during the 
cloning procedure, and is generally not practical for the clin-
ical laboratory.   

 The practice of using sequence analysis of a single subge-
nomic region for HCV genotyping has been challenged by 
the description of naturally occurring intergenotypic recom-
binants of two HCV genotypes [ 92 – 95 ]. The recombinant 
forms have been detected in patients in Russia (genotypes 2k 
and 1b), Vietnam (genotypes 2 and 6), and France (geno-
types 2 and 5), as well as in experimentally infected chim-
panzees (genotypes 1a and 1b). 

 A novel HCV genotyping method using a solid phase 
electrochemical array was developed by GenMark 
Diagnostics (Carlsbad, CA). The method uses sequence 
specifi c capture of a PCR amplicon from the HCV 5′UTR 
by surface-bound oligonucleotide capture probes formed 
within a preassembled monolayer with electrochemical 
detection using ferrocene-labeled oligonucleotide signal 
probes. High concordance between the GenMark and LiPA 
HCV genotyping (Siemens Corp.) tests were observed at 
the HCV genotype level; however, there were minor dis-
crepancies in genotype 1 subtype identifi cations by the two 
tests due to differences in the regions of the HCV genome 
interrogated [ 96 ]. 

 Laboratory-developed methods also are used to genotype 
HCV, including subtype-specifi c PCR [ 26 ], primer-specifi c 
and mispair extension analysis [ 97 ], nested restriction site- 
specifi c PCR [ 98 ], restriction fragment length polymorphism 
[ 99 ], heteroduplex mobility analysis [ 100 ], and melting-
curve analysis with fl uorescence resonance energy transfer 
probes [ 101 ,  102 ].   

    Interpretation of Test Results 

 The presence of HCV RNA in serum or plasma defi nes active 
infection, and HCV RNA is usually detectable within the 
fi rst week after exposure. However, a single negative HCV 
RNA test result does not exclude the possibility of active 
infection because viremia may be intermittent in some 
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chronically infected patients [ 103 ]. An HCV RNA test may 
be the only evidence of infection in individuals with false- 
negative antibody tests. False-negative HCV antibody tests 
can occur in HIV-1 infected individuals, patients undergoing 
hemodialysis, and patients with HCV-associated essential 
mixed cryoglobulinemia [ 104 – 106 ]. 

 A negative HCV RNA test at the completion of therapy 
defi nes an end-of-treatment response (ETR), and a negative 
test 6 months after the completion of therapy defi nes a 
SVR. The test used to assess these treatment endpoints must 
have an analytical sensitivity or lower limit of detection of 
≤10–15 IU/ml because the use of less sensitive tests can lead 
to misidentifi cation of responders [ 107 ,  108 ]. 

 HCV RNA quantitation is useful in planning duration of 
therapy and in predicting the likelihood of response to treat-
ment. Patients with high HCV RNA levels tend to respond 
less well to IFN and ribavirin, but lengthening the course of 
therapy from 24 to 48 weeks more than doubles the response 
rate. Patients with viral loads greater than 600,000 IU/ml are 
considered to have high HCV RNA levels. HCV viral load 
does not predict disease progression, is not correlated with 
disease severity, and, consequently, should not be routinely 
monitored in untreated patients. Viral load testing can be 
used in an early assessment of viral kinetics in patients 
undergoing treatment with IFN and ribavirin. Patients who 
fail to achieve at least a 2 log 10  decline in viral load after 
12 weeks of treatment have little chance of an SVR and ther-
apy should be discontinued. Viral genotyping helps inform 
the choice of therapy, predict the outcome of therapy and 
determine its duration as described above (Fig.  46.1 ). No 
association between genotype and disease progression or 
severity has been proven, so genotyping should be reserved 
for those patients being considered for treatment.  

    Laboratory Issues 

 The use of internal controls increases the confi dence in nega-
tive HCV RNA test results and eliminates concerns that the 
test is falsely negative because of the presence of amplifi ca-
tion inhibitors in the sample or poor recovery of the viral 
RNA. False-negative HCV RNA results also may occur if the 
specimen was not processed or stored appropriately due to 
the lability of the viral RNA. Serum or plasma should be 
separated from the cellular components of blood within 6 h 
of collection to avoid signifi cant loss of HCV RNA. Once 
separated, the sample is stable for 3 days at 4 °C. Storage for 
longer periods should be at −70 °C. 

 False-positive HCV RNA tests can result from contami-
nation of the sample with HCV target RNA or amplicon. 
However, widespread use of real-time PCR methods which 
combine target amplifi cation and detection in a single tube 
has eliminated amplicon contamination as potential source 
of false-positive test results. 

 HCV RNA tests should be used for follow-up of low- 
positive HCV antibody screening tests if the RIBA is not 
available. Only the qualitative HCV RNA tests are US FDA 
approved for diagnosis but are not widely available in clinical 
laboratories. Although the quantitative tests are not intended 
for diagnostic use, the newer real-time PCR-based assays have 
similar sensitivity as the qualitative tests and should work well 
to diagnose both acute and chronic HCV infections. 

 Much has been written about the lack of agreement and the 
genotype bias of early commercially available versions of the 
HCV quantitative assays. The development the WHO First 
International HCV RNA standard and its acceptance by the 
manufacturers of these assays as a calibrator was a signifi cant 
advance in HCV RNA quantifi cation [ 109 ]. However, despite 
the implementation of an international standard, HCV RNA 
measurements are not equivalent between the different assays 
[ 85 ,  110 ]. Therefore, patients should be tested with the same 
assay during the course of their treatment to minimize the poten-
tial for patient management errors [ 111 ]. The major sources of 
this variability are differences in genotype bias between the 
assays and the fact that the WHO standard is an imperfect stan-
dard. Its value was derived from a consensus concentration 
obtained by diverse viral load assays in numerous laboratories 
rather than by an independent chemical method. 

 The widespread use of tests not cleared by the US FDA 
for HCV genotyping has placed an increased burden on clin-
ical laboratories to verify the performance characteristics of 
these tests prior to clinical use. When validating HCV geno-
typing tests, laboratories should take advantage of the pub-
lished evaluations and commercially available genotype 
panels to streamline the verifi cation process. 

 The College of American Pathologists has a well- 
established profi ciency testing program for laboratories 
performing tests for detection, quantifi cation, and character-
ization of HCV RNA. These surveys have shown a steady 
improvement in the performance of laboratories over time 
that probably refl ects progress in both the available technol-
ogies and laboratory practices.  

    Future Directions 

 Although the incidence of new HCV infections in the USA is 
declining, the number of individuals infected for more than 
20 years who are at risk for serious complications is expected 
to increase until about the year 2015. In the 23 years since 
the discovery of HCV, the major route of transmission 
through blood transfusion has all but been eliminated, 
improvements in therapy have resulted in better response 
rates, and molecular tests have proven invaluable in the diag-
nosis and management of patients with HCV. 

 The CDC has expanded its previous recommendations for 
prevention and control of HCV infection to include antibody 
screening all persons born between 1945 and 1965. 
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Consequently, more infected individuals will be identifi ed 
and many will be candidates for therapy. Several new classes 
of direct acting antiviral agents for HCV infection will be 
available soon, further increasing the number of candidates 
for therapy [ 112 ]. As new testing guidelines and therapies 
evolve, the number of molecular tests performed will increase 
and the test menu may change to include not only HCV viral 
load testing and taxonomic genotyping but analysis of muta-
tions leading to antiviral resistance and predicting patients’ 
responses to therapy. Refer to the website   http://www.
hcvguidelines.org/     for the latest recommendations. On the 
technology front, next-generation sequencing will become 
increasingly important in the analysis virus populations with 
applications in epidemiology, viral evolution, and antiviral 
resistance testing.      
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      Viral Infections in Transplant Recipients       
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    Abstract  

  Viruses are major opportunistic pathogens that cause signifi cant morbidity and mortality 
after transplantation. They do not only cause direct clinical illness, but have indirect 
effects that increase the risk of graft failure and mortality. The clinical presentation of 
viral infections is very nonspecifi c, and hence, the role of the clinical laboratory is 
essential in confi rming diagnosis. There have been remarkable improvements in the lab-
oratory diagnosis and monitoring of viral infections, with the evolution from conven-
tional culture methods to more sensitive molecular assays. A number of nucleic 
acid-based detection assays are currently used in clinical practice for the diagnosis, sur-
veillance, and monitoring of viral infections in transplant patients. Some have the ability 
to quantify viral load, which is useful for differentiating latent from active infection, for 
differentiating mild from potentially severe disease, and for monitoring therapeutic 
response. 

 The majority of molecular tests for viral diagnosis in transplantation lack standardiza-
tion, and their clinical uses across different testing sites have been diffi cult. Variability in 
specimen type, nucleic acid extraction methods, target sequence, limit of detection, and 
quantitative and calibration standard are some of the reasons for varying viral load reports 
from different assays. This lack of standardization not only complicates management of 
individual patients, but also hampers the development of consensus interpretive and treat-
ment guidelines. This book chapter discusses the clinical application of molecular tests for 
the diagnosis of adenovirus, BK virus, parvovirus B19, cytomegalovirus, Epstein Barr 
virus, and the other members of the herpes virus family.  
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     Introduction 

 Transplantation is a standard treatment modality for many 
end-stage clinical illnesses that would otherwise be fatal. 
The use of immunosuppressive drugs, which are essential to 
prevent and treat graft rejection after solid organ transplanta-
tion (SOT) and graft-vs-host disease (GVHD) after alloge-
neic hematopoietic stem cell transplantation (HSCT), 
increases the risk of opportunistic infections. 
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    Table 47.1    Clinical utility of molecular diagnostic tests for viruses in transplantation   

  Clinical use    General assay characteristics    Specifi c clinical applications  

 Diagnosis  Rapid turnaround time thereby facilitating targeted 
antiviral therapy 

 Highly specifi c for the pathogen of interest 
 More sensitive than conventional methods such as 

culture 
 High sensitivity may detect latent virus: viral 

quantifi cation or detection of viral RNA may aid in 
the differentiation of replicating from latent virus 

 Nucleic acid tests for adenovirus, BK virus, 
parvovirus B19, herpes simplex virus, varicella 
zoster virus, cytomegalovirus, Epstein Barr virus, 
and other herpesviruses are sensitive and rapid 
methods for confi rming clinical suspicion of 
specifi c viral diseases 

 Surveillance  Guide initiation of preemptive therapy strategy 
 Identifi es patients at high risk of clinical disease 

(risk stratifi cation) 
 Identifi es patients at high risk of treatment failure 

and relapse (prognosis) 

 Surveillance for cytomegalovirus infection by 
nucleic acid testing guides the initiation of 
antiviral treatment prior to the onset of clinical 
disease 

 Surveillance for BK virus in kidney transplant 
recipients identifi es infection prior to the onset of 
nephropathy, thereby allowing preemptive 
reduction in immunosuppression as treatment 

 Surveillance for Epstein Barr virus infection 
identifi es patients at high risk of post-transplant 
lymphoproliferative disease 

 High cytomegalovirus and Epstein Barr virus viral 
loads indicate high risk of clinical disease, 
although widely applicable viral thresholds have 
been diffi cult to defi ne due to lack of assay 
standardization 

 Monitor treatment responses  Guide the duration of antiviral therapy 
 Early indicator of risk of treatment failure 
 Early indicator of disease relapse 
 Early indicator of the emergence of resistant viruses 

 Treatment of cytomegalovirus disease is generally 
continued until the virus is undetectable by a 
sensitive PCR test 

 Viral load testing for cytomegalovirus, Epstein Barr 
virus, and BK virus generally decline following 
initiation of a successful treatment strategy 

 Rise in cytomegalovirus, Epstein Barr virus, and BK 
virus viral load during treatment indicates relapse, 
an over-immunosuppressed state, or the possible 
emergence of drug resistance 

 Viruses are major opportunistic pathogens that cause 
signifi cant morbidity and mortality after SOT and HSCT [ 1 ]. 
Viruses not only cause clinical syndromes directly, but also 
have indirect effects that increase the risk of graft failure 
and mortality [ 1 ]. The clinical presentation of viral diseases 
in transplant recipients can be classic or atypical with non-
specifi c manifestations. Hence, the role of the clinical labo-
ratory is essential in confi rming clinical suspicions of viral 
infection [ 2 ]. In this regard, the last decade has seen 
 remarkable improvements in the laboratory diagnosis and 
monitoring of viral infections. Test methods have evolved 
(and continue to evolve) from conventional culture methods 
to more sensitive molecular assays. Conventional methods 
have slow turnaround time and poor sensitivity, while 
molecular tests, which rely on the detection of viral nucleic 
acids, provide rapid turnaround time and improved 
sensitivity. 

 A number of nucleic acid-based detection assays (also 
known as nucleic acid tests [NATs]) are currently used in 

clinical practice for the diagnosis, surveillance, and monitor-
ing of viral infections in transplant patients, but the most 
widely used are based on the polymerase chain reaction 
(PCR) (Table  47.1 ) [ 2 ]. Other molecular methods used in the 
clinical laboratory are based on RNA amplifi cation (nucleic 
acid sequence based amplifi cation and transcription- 
mediated amplifi cation) and on signal amplifi cation. Some 
NATs quantify the amount of virus in a sample (defi ned as 
the viral load), which is useful for differentiating latent from 
active infection, for differentiating mild from potentially 
severe disease, and for monitoring therapeutic response.

   The increased sensitivity of molecular tests for viral detec-
tion has posed an important challenge in differentiating active 
from latent infection. A number of viruses that cause clinical 
disease in transplant recipients exist in a latent state, and there 
is concern that highly sensitive molecular assays may detect 
nucleic acid from such latent, non-replicating viruses in the 
absence of active disease. If not interpreted in the proper clin-
ical context, this may lead to unnecessary treatment. 
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 The majority of molecular tests for viral diagnosis in trans-
plantation lack standardization, and their clinical use across 
different testing sites has been diffi cult, if not impossible [ 3 , 
 4 ]. Most viral laboratory-developed tests (LDTs) do not use 
international standards, and hence, the performance character-
istics vary widely and the results are not directly comparable. 
Variability in specimen type (plasma, whole blood, or periph-
eral blood leukocytes), nucleic acid extraction methods, target 
sequence, limit of detection, and quantitative standard are just 
some of the reasons why values obtained from different LDTs 
are not directly comparable (Table  47.2 ). This lack of stan-
dardization not only complicates management of individual 
patients, but also hampers the development of consensus inter-
pretive and treatment guidelines.

   This chapter discusses the clinical application of molecu-
lar tests for the diagnosis of viral infections in transplant 
recipients. Although many viruses can infect transplant recip-
ients, this chapter will focus on more commonly encountered 
pathogens, including adenovirus, BK virus (BKV), parvovi-
rus B19, cytomegalovirus (CMV), Epstein Barr virus (EBV), 
and the other members of the herpes virus family.  

    Adenovirus 

    Description of Pathogen and Clinical Utility 
of Testing 

 Adenoviruses are a family of 57 immunologically distinct, 
non-enveloped, double-stranded DNA viruses that cause a 
variety of clinical syndromes in humans [ 5 ,  6 ]. Each adeno-
virus serotype, termed groups A through G, is associated 
with a distinct clinical illness, which in immunocompetent 
hosts can manifest as self-limited respiratory, gastrointesti-
nal, or conjunctival disease [ 5 ]. Infection with adenovirus 
occurs throughout the year, although a predominance of 
cases is observed during fall and winter months [ 7 ]. 
Adenovirus infections occur most commonly in children, 

those living in close quarters, and immunocompromised 
patients including transplant recipients [ 5 ]. 

 The incidence of adenovirus infection after transplantation 
is estimated at 5–15 % of patients [ 8 ,  9 ]. In a large prospec-
tive study of 263 adult SOT recipients, adenovirus DNA was 
detected in the blood of 7.2 % of patients during the fi rst year 
after transplantation [ 8 ]. However, this study may have 
underestimated the true incidence of adenoviral disease since 
it did not capture localized and non- viremic infections. 
Children have a higher incidence of adenoviral infection 
compared to adult patients. Adenovirus was detected in 10 % 
of 484 pediatric liver recipients [ 10 ], compared to only 5.8 % 
of 191 adult liver recipients [ 11 ]. In a cohort of pediatric 
allogeneic HSCT recipients, the probability of developing 
adenovirus infection was 12.3 % [ 12 ], while the incidence 
was 2.5 % in adult allogeneic HSCT recipients [ 13 ]. 

 Adenovirus infection after transplantation may or may 
not be associated with clinical symptoms [ 5 ]. The clinical 
manifestations, rate, and severity of infection may vary 
based on immunosuppression level, the type of SOT or 
HSCT, and the time to onset since transplantation [ 5 ]. Since 
immunosuppression is most intense during the early period 
after transplantation, clinical disease is most often seen 
during the fi rst 3 months after transplantation [ 5 ]. In a pro-
spective study, 60 % of SOT patients with adenovirus DNA 
detectable in blood after transplantation had no clinical 
symptoms [ 8 ]. For the remaining 40 % of SOT patients, 
symptoms were related to gastrointestinal and respiratory 
tract infections [ 8 ]. Nonspecifi c symptom of fever also was 
observed in SOT recipients. In liver transplant recipients, 
infection with adenovirus serotype 5 was associated with 
hepatitis while serotypes 1 and 2 were associated with 
pneumonia [ 10 ,  11 ]. Adenovirus may involve the allograft, 
which can manifest as allograft dysfunction and may be 
mistaken for rejection. Adenoviral pneumonia may contrib-
ute to bronchiolitis obliterans, graft loss, or even death in 
lung transplant patients [ 14 ]. Adenovirus infection can 
cause hemorrhagic cystitis and graft dysfunction after kid-
ney transplantation [ 15 ]. In highly immunosuppressed 
patients, such as allogeneic stem cell transplant recipients, 
adenovirus infection may manifest as disseminated disease 
with involvement of the liver, gastrointestinal tract, and 
lungs [ 12 ]. Adenovirus infection is reported as one of the 
most signifi cant risk factors for death in allogeneic HSCT 
recipients [ 12 ].  

    Available Assays and Interpretation of Results 

 The gold standard for the diagnosis of invasive adenoviral 
disease is histological evaluation of a tissue specimen [ 5 ], 
which demonstrates typical cytopathic inclusions known as 
“smudge cells.” The presence of adenovirus within the tissue 

      Table 47.2    Factors contributing to the variability in viral 
load reporting among different laboratories   

 Assay platform 

 Clinical specimen type 

 Pipetting technique 

 Nucleic acid extraction method 

 Molecular amplifi cation target gene 

 Probes 

 Detection method 

 Frequency of assay calibration 

 Quantitative calibrator 

 Number of amplifi cation cycles for PCR-based methods 
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sample may be confi rmed through the use of immunohisto-
chemistry or in situ hybridization. Less invasive approaches 
to diagnosis are (1) antigen detection, (2) culture, and (3) 
molecular assays using blood and other fl uids from affected 
organs. A single diagnostic test may not be able to detect all 
adenovirus serotypes. Enzyme immunoassays (EIAs) are 
typically the basis of rapid antigen detection kits. Rapid anti-
gen detection kits are commercially available but their per-
formance characteristics in the transplant population have 
not been rigorously studied. Moreover, while most EIAs can 
detect serotypes associated with ocular or gastrointestinal 
disease, they are not able to detect all adenovirus types and 
some have been associated with a low sensitivity of detection 
[ 5 ]. Rapid detection of adenovirus also can be done by 
immunofl uorescence, using either polyclonal or monoclonal 
antibodies [ 5 ]. Culture techniques suffer from prolonged 
turnaround time. Although time to detection has improved 
with the introduction of the shell vial assay [ 5 ], sensitivity 
remains an issue. 

    PCR Tests for the Detection of Adenovirus 
 Nucleic acid detection using PCR has emerged as the pre-
ferred diagnostic tool for identifi cation of adenoviral infec-
tions in transplant recipients [ 16 ]. Adenovirus PCR testing 
is generally more sensitive than culture-based methods [ 17 ]. 
In a study of HSCT recipients, adenovirus NAT had a higher 
sensitivity compared to viral culture and antigen detection 
[ 18 ,  19 ]. Numerous molecular assays are available, includ-
ing commercial reagents and LDTs, with widely variable 
performance characteristics. The assay performance differ-
ences are (at least in part) dependent on the specimen type, 
primers used, and extraction method, among other factors. 
Whole blood, plasma, stool, urine, respiratory secretions 
(e.g., bronchoalveolar lavage), and other body fl uids have 
been used. Comparability of tests is complicated by the fact 
that very few are cleared by the US Federal Drug 
Administration (FDA) for clinical in vitro diagnostic use. 
Some qualitative assays are US FDA cleared, but only for 
use with respiratory samples. Compounding the problem is 
the lack of internationally standardized quantitative calibra-
tors. Many NATs will not detect all adenovirus serotypes, 
although a few have been developed to detect all known 
adenovirus serotypes [ 17 ,  20 ]. Some multiplex PCR systems 
include adenovirus in a test for simultaneous detection of 
many respiratory viruses [ 21 ]. However, multiplexed PCR 
can reduce the sensitivity of viral detection. Some of the 
broadly multiplexed viral tests have diminished sensitivity 
for adenovirus compared to adenovirus- specifi c tests. 
The large number of adenovirus serotypes and their genetic 
heterogeneity can complicate adequate validation of these 
assays. Hence, verifi cation of NAT assay performance 
should include a wide variety of adenovirus serotypes, with 
assessment of both sensitivity and quantitative accuracy.  

    Quantitative Adenovirus Tests 
 Quantitative NAT for adenovirus can be used for risk stratifi -
cation and prognostication [ 16 ,  18 ,  19 ]. Serial surveillance 
of the blood for adenovirus DNA in transplant recipients 
may identify the infection prior to the onset of clinical ill-
ness. Detection of adenoviral DNA in asymptomatic patients 
can allow for preemptive therapy for patients with a high risk 
of progression to clinical disease, such as those with high 
viral load, severe lymphopenia, and receiving intense immu-
nosuppression for GVHD or allograft rejection [ 16 ]. Recent 
guidelines have recommended serial adenovirus surveillance 
of blood of high-risk allogeneic HSCT recipients to identify 
and predict the onset of invasive adenoviral disease [ 9 ,  17 ]; 
however, the clinical utility of this approach remains uncertain 
[ 22 ]. In one prospective study of 97 allogeneic HSCT recipients, 
surveillance of the blood identifi ed adenovirus in fi ve 
patients (5 % incidence, including one with a very high viral 
load), although this did not have an impact on the clinical 
outcome of these patients [ 23 ]. 

 Some groups have even demonstrated the clinical utility of 
quantitative adenovirus PCR surveillance of stool samples to 
predict subsequent adenovirus viremia [ 16 ,  20 ]. In these stud-
ies, the detection of high levels of adenoviral DNA in the 
stool preceded the onset of viremia by at least 11 days [ 16 ,  18 , 
 20 ]. The incidence of viremia was 73 % for those with 
>1 × 10 6  copies of adenovirus DNA per gram of stool, while 
patients with lower values did not develop adenoviral viremia 
[ 20 ]. Serial stool surveillance predicted invasive adenoviral 
disease with 100 % sensitivity and 83 % specifi city [ 20 ]. 

 Adenovirus may be shed asymptomatically for prolonged 
periods of time, and thus, recovery of adenovirus from urine, 
upper respiratory secretions, or stool sites by culture does 
not necessarily confi rm adenovirus as the cause of a specifi c 
disease [ 24 ,  25 ]. Indeed, the detection of adenovirus in one 
site, such as the urine alone, has poor predictive value and, 
therefore is not recommended for routine surveillance. 
However, the detection of adenovirus at two or more sites is 
highly predictive of invasive disease [ 24 ,  25 ]. Quantitation of 
viral load may help differentiate true infection from subclini-
cal shedding, although the viral load threshold for discrimi-
nating a clinically relevant infection is not defi ned due to a 
lack of studies using standardized assays. 

 Quantitative adenovirus NAT can be used for monitoring 
treatment response. Treatment of established adenovirus dis-
ease consists of cautious reduction of immunosuppression 
and supportive care. There is no US FDA-approved antiviral 
drug for the treatment of established adenoviral disease, 
although cidofovir (CDV) has been used most frequently [ 5 ]. 
Treatment responses may be monitored by quantitative ade-
novirus PCR. Failure of the viral load to decline by 1 log 
within 2 weeks of treatment, or a persistent rise in viral load 
has been associated with mortality [ 26 ]. Generally, a higher 
adenoviral DNA level in the blood is associated with poor 
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prognosis and a higher rate of treatment failure [ 6 ]. In a study 
of 27 adult allogeneic HSCT recipients, the peak adenovirus 
DNA load was signifi cantly higher among seven patients 
who died of adenovirus disease compared to those without 
adenovirus-related death (1 × 10 8  vs 3 × 10 5 ;  p  < 0.001) [ 6 ].    

    BK Virus 

    Description of Pathogen and Clinical Utility 
of Testing 

 BKV is a non-enveloped, double-stranded DNA virus that 
belongs to the family  Polyomaviridae , together with JC virus 
(JCV) [ 27 ]. Both BKV and JCV are named by the initials of 
the patients from which the viruses were originally identi-
fi ed. Primary BKV infection is common during childhood 
and is typically asymptomatic. More than 90 % of adults 
have serologic evidence of past BKV infection. BKV is 
transmitted through oral or respiratory routes. After primary 
infection, BKV remains latent in urothelial cells and leuko-
cytes [ 27 ]. Reactivation of latent virus resulting in asymp-
tomatic urinary shedding may occur in up to 10 % of healthy 
individuals [ 27 ]. 

 In transplant recipients, BKV reactivation is more com-
mon and may lead to cytopathic changes in the urothelium. 
BKV viruria has been detected in up to 40 % of kidney trans-
plant recipients and up to 75 % of allogeneic HSCT recipi-
ents [ 27 ]. The vast majority of BKV viruria in transplant 
recipients is subclinical, but kidney transplant and HSCT 
patients with viruria at very high levels may have clinical 
manifestations [ 28 – 31 ]. High levels of urinary tract BKV 
replication may result in sloughing of altered epithelial cells 
with nuclear inclusions (known as “decoy cells”), which are 
excreted in the urine and may be detected by urine cytologic 
examination [ 32 ,  33 ]. Infl ammation elicited by necrosis and 
denudation of the tubular basement membrane is followed 
by infi ltration of lymphocytes, tubular atrophy, and fi brosis. 
In the absence of therapeutic intervention, approximately 
30–50 % of kidney transplant patients with high-level BKV 
viruria progress to viremia and end organ disease. 

 The two major clinical syndromes associated with BKV 
after transplantation are BKV-associated nephropathy 
(BKAN; in kidney transplant recipients) [ 29 ,  34 ,  35 ] and 
hemorrhagic cystitis (primarily in allogeneic HSCT recipi-
ents) [ 28 ,  36 ]. BKAN occurs in 1–10 % of kidney transplant 
recipients, while recipients of other solid organ allografts 
rarely develop BKAN. BKAN is most commonly manifested 
by a rise in serum creatinine with corresponding renal histo-
pathologic fi ndings of varying severity, including infl amma-
tion, tubular atrophy, and fi brosis, together with viral 
inclusions that can be identifi ed by electron microscopy, 
immunohistochemistry, or in situ hybridization. Hemorrhagic 

cystitis, often of late onset, affects 5–15 % of allogeneic 
HSCT patients [ 37 ]. Occurring in the post-engraftment 
period, hemorrhagic cystitis may be characterized by abdom-
inal pain, dysuria, frequent micturition, and microscopic or 
gross hematuria [ 28 ,  37 ]. Severe hematuria leading to clot 
formation, ureteral obstruction, and renal failure has been 
reported. The other diseases associated with BKV infection 
are ureteric stenosis, pneumonitis, and hemophagocytic syn-
drome [ 27 ]. 

 Antiviral drug treatment is not established for BKAN or 
for hemorrhagic cystitis [ 27 ]. Cidofovir has been used anec-
dotally for the treatment of BKV infection in transplant 
patients [ 27 ], although data to convincingly support this 
antiviral therapy in transplant patients is not available. A 
randomized controlled clinical trial comparing CDV to pla-
cebo for the treatment of BKAN has been halted due to poor 
enrollment of study subjects. In the absence of the proven 
effectiveness of antiviral therapy, reduction in immunosup-
pressive therapy is regarded as the fi rst line of treatment 
[ 27 ], since the pathogenesis of BKAN involves an imbal-
ance between BKV replication and BKV-specifi c immune 
control.  

    Available Assays and Interpretation of Results 

    Histopathology for BKV 
 Histopathology is the gold standard for diagnosis of BKAN 
[ 38 ]. Early and accurate diagnosis of BKAN is essential to 
prevent graft failure. However, often no clear clinical symp-
toms of BKV infection are present, and the only clinical sign 
may be a gradual rise in serum creatinine. Histopathology of 
allograft biopsy specimens with BKAN shows extensive 
viral cytopathic effect, necrosis of the cells of the tubules and 
collecting ducts, and varying degrees of interstitial infl am-
mation [ 38 ]. The pathology is focal and patchy, and, thus, 
this invasive procedure may yield false-negative results due 
to sampling error [ 32 ]. Likewise, in HSCT patients with late 
onset hemorrhagic cystitis, a biopsy of the bladder epithe-
lium is needed to demonstrate the potential role of BKV 
infection [ 37 ]. 

 A noninvasive alternative for diagnosis of BKV infection 
is to examine the urine for the presence of decoy cells, which 
contain characteristic intracellular viral inclusion bodies 
[ 39 ]. Identifi cation of decoy cells confi rms active BKV rep-
lication, but this fi nding is not highly specifi c for BKAN or 
hemorrhagic cystitis. Several studies have demonstrated that 
the sensitivity of urinary decoy cell detection in kidney trans-
plant recipients with BKAN is modest (and comparatively 
less than molecular methods). In one study, urine decoy cell 
detection had 25 % sensitivity and 84 % specifi city in identi-
fying four patients with BKAN among a cohort of 114 
 kidney transplant patients [ 39 ]; the corresponding positive 
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predictive value for concurrent BKAN was only 5 % and the 
negative predictive value was 97 % [ 39 ]. Decoy cell detec-
tion has been used to support the diagnosis of late-onset 
hemorrhagic cystitis due to BKV in HSCT recipients, but 
this is nonspecifi c, since decoy cells can be detected in other 
viral infections, such as adenovirus, and may be confused 
with malignancy [ 37 ].  

    Molecular Tests for BKV 
 Molecular tests are the most common method for diagnosis 
of BKV infection in kidney transplant recipients. Diagnosis 
of active BKV infection is most commonly achieved using 
quantitative PCR (qPCR) for BKV DNA, which has been 
demonstrated to have better predictive value than urinary 
decoy cell detection for the diagnosis of BKAN. BKV qPCR 
can be performed using urine or blood samples of transplant 
recipients, with urine samples providing higher sensitivity 
and blood samples providing higher specifi city for probable 
BKAN. A positive relationship between BKV DNA levels in 
blood and impairment of renal allograft function has been 
shown, suggesting that viremic patients are at high risk for 
BKAN [ 27 ]. 

 BKV viral load in the blood and urine has been demon-
strated to be signifi cantly higher in patients with biopsy- 
proven BKAN compared to those without BKAN [ 34 ]. In a 
study of 78 kidney transplant recipients, including ten 
patients who developed BKV viremia at a median of 23 
weeks after transplantation, the mean BKV viral load in 
plasma was signifi cantly higher in the fi ve patients with 
BKAN than patients without histologic evidence of 
nephropathy (2 × 10 4  copies/ml vs 2 × 10 3  copies/ml, respec-
tively;  p  < 0.001) [ 40 ]. Furthermore, the plasma BKV level 
increased over time to as high as 1 × 10 7  copies/ml in all 
patients who developed BKAN. BKV plasma viral load had 
100 % sensitivity, 88 % specifi city, 50 % positive predictive 
value, and 100 % negative predictive value for histologi-
cally proven BKAN [ 39 ,  40 ]. In another study, a BKV vire-
mia threshold of >1.6 × 10 4  copies/ml had 100 % sensitivity, 
96 % specifi city, 50 % positive predictive value, and 100 % 
negative predictive value of diagnosing BKAN [ 39 ]. In this 
same study, a BKV viruria threshold of >2.5 × 10 7  copies/ml 
had 100 % sensitivity, 92 % specifi city, 31 % positive pre-
dictive value, and 100 % negative predictive value for diag-
nosis of BKAN [ 39 ]. 

 Molecular assays are the most common method for diag-
nosis of BKV infection in allogeneic HSCT recipients with 
hemorrhagic cystitis. BKV often is considered in the differ-
ential diagnosis of late onset hemorrhagic cystitis in HSCT 
recipients. The optimal test for detecting BKV in the urine is 
PCR for viral DNA. However, demonstrating BKV DNA by 
PCR alone has low specifi city since even healthy individuals 
and HSCT recipients without hemorrhagic cystitis may shed 
and excrete BKV DNA in the urine. To improve the specifi city, 

other features of reactivated BKV should be demonstrated 
including high peak BKV DNA (usually in the range higher 
than 10 9 –10 10  copies/ml or greater, a three log rise in BKV 
viral load from baseline that coincides with the onset of late 
onset hemorrhagic cystitis, or the presence of signifi cant 
BKV viremia (usually higher than 10 4  copies/ml) [ 37 ]. If 
BKV DNA is not demonstrated by PCR in patients with 
hemorrhagic cystitis with decoy cells, other viral etiologies 
should be considered, such as adenovirus and CMV. 

 Molecular tests are the most common method for screen-
ing kidney transplant patients for BKV infection. The results 
of prospective studies indicate that BKV replication, as mea-
sured by BKV DNA qPCR tests of the urine, precedes BKV 
viremia by a median of 4 weeks [ 29 ,  30 ], and histologically 
proven BKAN by a median of 12 weeks [ 29 ]. Current guidelines 
recommend screening kidney transplant recipients for BKV 
infection by urine and/or plasma BKV qPCR at least once 
every 3 months during the fi rst 2 years after transplantation 
[ 27 ,  41 ], and then annually until the fi fth year after transplan-
tation [ 27 ,  41 ]. In high-risk individuals, such as those who 
received intense immunosuppression for the treatment of 
acute rejection, other experts recommend monthly screening 
during the fi rst 6 months after kidney transplantation [ 27 , 
 41 ]. Using this strategy, at least 80–90 % of patients who 
develop BKAN can be identifi ed before signifi cant histopa-
thology and functional renal impairment occurs [ 27 ,  41 ]. All 
patients with high-level urinary BKV viral load (>10 7  copies/
mL) should have follow-up plasma BKV viral load testing 
[ 27 ,  41 ]. In patients with sustained plasma BKV viral load of 
>10 4  log 10 copies/ml for more than 3 weeks, a presumptive 
diagnosis of BKAN is made [ 27 ,  30 ]. The positive predictive 
value for BKAN in patients with high-level urinary BKV 
viral loads (>10 7  copies/ml or decoy cells) persisting for 
more than 2 months [ 30 ,  31 ,  35 ], or plasma BKV viral loads 
of >10 4  copies/ml is more than 50 % [ 27 ,  41 ]. Moreover, in 
patients with allograft dysfunction, the positive predictive 
value of plasma BKV viral load may exceed 90 % [ 42 ]. If 
defi nitive diagnosis of BKAN is sought in patients with sug-
gestive urine and blood BKV viral loads, allograft biopsy 
and histopathology may be performed. 

 Molecular tests can be used to monitor response to treat-
ment. BKV viral load testing is used for monitoring the 
response to antiviral therapy or reduction of immunosup-
pressive therapy in patients with BKV infection and disease 
[ 27 ,  41 ,  42 ]. An effective treatment response following 
reduction in immunosuppression, treatment with CDV or 
lefl unomide, or allograft nephrectomy in kidney transplant 
recipients with BKAN is indicated by a decline in BKV viral 
load in the blood and urine, although the rate of decline over 
time is not uniform or defi ned [ 27 ,  41 ,  42 ]. A similar decline 
in BKV viral load should be seen following CDV or 
 lefl unomide therapy in HSCT recipients with late onset hem-
orrhagic cystitis [ 37 ]. 
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 The caveat in the clinical utility of molecular tests for the 
diagnosis and monitoring of BKV-associated disease is the 
lack of standardization (Table  47.2 ). The performance of 
these LDTs can vary widely due to differences in the speci-
men type used (for blood samples: whole blood or plasma; 
for urine samples: cell pellets, supernatants, or resuspended 
urine samples), the methodology, and the limits of detection, 
among others. Methodologies vary widely in terms of nucleic 
acid extraction, molecular amplifi cation target gene (large T 
gene or VP-1 gene), quantitative calibrators, and detection 
reagents [ 43 ]. As a result, values obtained by different LDTs 
may not be comparable, which makes development of inter-
pretive clinical guidelines diffi cult. The planned establish-
ment of a WHO international quantitative standard for BKV 
should dramatically improve test standardization and may 
have a substantial impact on our ability to monitor and treat 
patients in a more uniform manner.    

    The Herpes Viruses 

    Cytomegalovirus 

    Description of Pathogen and Clinical Utility 
of Testing 
 Cytomegalovirus (CMV), a large, enveloped, double- 
stranded DNA virus belonging to the  Betaherpesvirinae  sub-
family, is the most common herpes infection in SOT and 
HSCT recipients [ 44 ,  45 ]. A ubiquitous infection in humans, 
about 60–80 % of adults have serologic evidence of previous 
CMV infection [ 46 – 49 ]. Primary CMV infection may occur 
during infancy, preschool age, or sexually active years. 
Primary CMV infection in immunocompetent individuals 
often has a subclinical presentation, although it also may 
manifest with an infectious mononucleosis-like illness char-
acterized by fever and lymphadenopathy. After the resolu-
tion of the primary infection, CMV becomes latent in various 
cells, with episodic subclinical reactivation throughout life 
that is controlled by a functioning immune system [ 46 – 49 ]. 
In transplant recipients, however, CMV reactivation and 
infection may result in a potentially severe clinical illness. 

 Transplant recipients may acquire CMV as a primary 
infection, reactivation, or reinfection (or superinfection) with 
a new strain [ 46 – 48 ]. Primary CMV infection occurs when a 
CMV-seronegative transplant candidate receives an allograft, 
hematopoietic stem cells, or blood products from a CMV- 
seropositive donor (CMV D+/R− transplant) [ 46 – 48 ]. 
Primary CMV infection is often characterized by severe 
 illness due to the inability of immunosuppressed transplant 
patients to mount an effective immune response. Reactivation 
CMV infection occurs in a CMV-seropositive transplant 
recipient (CMV R+) when endogenous latent virus reacti-
vates from latency. Reactivation of CMV often is associated 

with milder clinical illness among SOT recipients. However, 
reactivation of CMV may lead to severe and recurrent dis-
ease for allogeneic HSCT CMV R+ patients, especially if 
they receive hematopoietic stem cells from a CMV- 
seronegative donor (CMV D−). Reinfection or superinfec-
tion occurs when a CMV R+ patient receives an allograft 
from a CMV D+, and the infection is due to donor- transmitted 
virus. Genetic analysis demonstrates that the majority of 
CMV infection in CMV D+/R+ patients originates from 
donor-transmitted virus [ 50 ]. 

 The clinical manifestations of CMV disease after trans-
plantation can be classifi ed either as CMV syndrome or tis-
sue invasive disease. CMV syndrome, which occurs in 
approximately 70 % of CMV disease cases, is characterized 
by fever, arthralgias, and myelosuppression [ 47 – 49 ]. In 30 % 
of cases, CMV disease presents with end-organ involvement, 
such as interstitial pneumonia, hepatitis, esophagitis, gastri-
tis, colitis, and rarely chorioretinitis [ 47 – 49 ]. In addition, 
CMV is associated with numerous indirect effects such as 
increased risk of allograft rejection, graft failure, and con-
comitant opportunistic infections due to bacteria, viruses, or 
fungi [ 47 – 49 ]. 

 The incidence and severity of CMV disease in transplant 
recipients is infl uenced by the type of organ transplant, CMV 
status of the donor and recipient, and the overall level of 
immunosuppression [ 47 – 49 ]. The highest risk groups are 
lung and intestinal transplant recipients and allogeneic 
HSCT recipients, especially those who receive a haploidenti-
cal transplant and cells from unrelated donors. Individuals 
with no preexisting CMV-specifi c immunity, such as CMV 
D+/R− SOT patients, are at highest risk of CMV disease. 
CMV R+ patients who received allogeneic HSCT from a 
CMV D− are at high risk of CMV disease due to the lack of 
CMV-specifi c immunity in the transplanted hematopoietic 
stem cells. Symptomatic disease may occur in any transplant 
patient if there is severe suppression of the immune system, 
such as following treatment of rejection or GVHD. 

 Due to the negative impact of CMV disease on transplant 
outcome, prevention is a key component in the management 
of all SOT and HSCT recipients [ 45 ,  51 ]. The two approaches 
used to prevent CMV disease in transplant patients are anti-
viral prophylaxis and preemptive therapy. Antiviral prophy-
laxis is accomplished by the administration of antiviral 
drugs, most commonly oral valganciclovir, for a defi ned 
period of time to all patients at risk for CMV disease [ 45 , 
 51 ]. The major disadvantage of this approach is delayed- 
onset CMV disease, which occurs in high risk CMV D+/
R− SOT patients after they complete antiviral prophylaxis 
[ 52 ]. In preemptive  therapy, transplant recipients are moni-
tored using CMV PCR or antigenemia tests to detect early 
CMV replication; and antiviral treatment, usually valganci-
clovir or intravenous ganciclovir (GCV), is administered as 
soon as viremia or antigenemia is detected but prior to the 
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onset of clinical symptoms [ 53 ]. The strategy of preemptive 
therapy is dependent on the availability of CMV NAT or 
antigenemia assays to guide treatment decisions (see discus-
sion below) [ 2 ].   

    Available Assays and Interpretation of Results 
    Histopathology and Serology 
 Laboratory tests are essential to confi rm the clinical suspicion 
of CMV disease in transplant patients. Histopathology with 
or without immunohistochemistry or in situ hybridization 
may be required to confi rm tissue-invasive CMV disease. 
Because of the impaired and delayed ability of transplant 
patients to mount an effective immune response, CMV sero-
logic testing to demonstrate IgM and IgG antibodies against 
CMV is rarely useful for the diagnosis of CMV  disease after 
transplantation. Instead, serologic testing is used mainly prior 
to transplantation for CMV disease risk stratifi cation. 
Depending on the donor and recipient CMV immune status, 
patients may be classifi ed as high risk (e.g., CMV D+/R− 
SOT recipients) or low risk (CMV D−/R− patients) [ 45 ].  

    Viral Culture 
 Viral culture is a highly specifi c method that confi rms the 
clinical suspicion of CMV disease. Viral culture can be done 
of blood and other body fl uids such as respiratory secretions 
and cerebrospinal fl uid (CSF). Viral culture of urine speci-
mens is of low sensitivity and specifi city for active CMV 
disease, since it often indicates urinary shedding, and there-
fore is not recommended for routine use in adult transplant 
recipients [ 2 ,  45 ,  51 ]. While viral culture of blood is highly 
specifi c and predictive of CMV disease and its severity, its 
major drawbacks are poor sensitivity and slow turnaround 
time [ 2 ]. The turnaround time for conventional culture results 
is between 2 and 3 weeks, thereby rarely affecting clinical 
care. The rapid centrifugation shell vial method has reduced 
the time for virus detection, with results obtained in 24–48 h, 
but this method still lacks sensitivity (compared to antigen-
emia or molecular techniques) [ 2 ]. Because of this, viral 
blood culture is no longer commonly used in clinical prac-
tice, although it remains helpful for end-organ viral detection 
in respiratory secretions and tissue samples.  

    CMV Antigenemia Tests 
 Antigenemia assays are based on detection of CMV proteins 
such as pp65 in peripheral leukocytes [ 2 ]. CMV antigenemia 
was used by many transplant centers for CMV surveillance 
and diagnosis because it is much more sensitive than viral 
culture [ 45 ]. Numerous studies have demonstrated the clini-
cal utility of CMV antigenemia assays for rapid diagnosis of 
CMV disease, for surveillance of patients at high risk of 
infection (and to guide preemptive therapy), and for monitor-
ing treatment response [ 54 ,  55 ]. However, the antigenemia 
assay is a labor-intensive test and lacks standardization. 

Since it relies on the presence of peripheral leukocytes, the 
assay must be performed within a relatively short period 
after sample collection and prior to leukocyte degradation in 
clinical samples [ 2 ]. The reliance on leukocytes may limit 
the applicability of the CMV antigenemia test in certain 
patient populations such as those with leukopenia, including 
HSCT recipients.  

    Molecular Tests for CMV Detection and Quantitation 
 Molecular testing methods have revolutionized the labora-
tory diagnosis of CMV disease in transplant recipients [ 2 ]. 
Laboratories have increasingly relied on NAT for CMV 
detection and quantitation, with the vast majority of CMV 
NAT being LDTs [ 56 ]. Commercial primers and probes are 
available as analyte specifi c reagents (ASRs). Most qualita-
tive NATs that detect CMV DNA are diffi cult to interpret due 
to the potential detection of latent virus. Hence, the vast 
majority of CMV NATs rely on quantitative viral DNA 
detection [ 2 ,  56 ]. Assays that target RNA are more specifi c 
for active viral infection, although they suffer from modest 
sensitivity [ 57 ]. 

 As with other quantitative assays described in this chapter, 
the major drawback to quantitative CMV NAT was the lack of 
standardization until recently [ 2 ,  3 ]. A wide range of factors 
may affect the performance characteristics of CMV NATs, 
including result accuracy and precision (Table  47.2 ). 
Difference in specimen type (i.e., whole blood, plasma, 
serum, leukocytes) is a common contributor to assay perfor-
mance variability between laboratories. For example, NATs 
using whole blood are more sensitive than use of plasma sam-
ples, especially at lower viral load values, but less specifi c 
[ 58 ]. Nucleic acid extraction methods (e.g., manual vs auto-
mated, or liquid phase, magnetic bead or silica membrane/
column), molecular amplifi cation target gene (DNA poly-
merase gene, glycoprotein B gene, immediate early gene, 
major immediate early gene, or other CMV genes), and 
primer sequences and detection reagents (commercial vs non-
commercial), quantitative calibrators (Roche, Acrometrix, 
Advanced Biotechnologies, and Qiagen), number of PCR 
cycles, and the range and limits of detection are some of the 
other factors that cause variability in the results of CMV 
NATs [ 43 ]. For example, the mean CMV viral load reported 
by laboratories that used Roche calibrators (4.32 log 10) was 
signifi cantly lower than those that utilized Acrometrix 
(4.87 log 10,  p  = 0.0003), ABI (5.06 log 10,  p  < 0.0001), and 
Qiagen (5.03 log 10,  p  < 0.0001) calibrators [ 43 ]. Result vari-
ability using Roche calibrators were lower compared to 
Acrometrix and ABI calibrators [ 43 ]. Accordingly, the results 
of CMV NATs vary widely and are not directly comparable. 
The lack of standardization among the various CMV NATs 
was highlighted by a paper comparing the results of samples 
sent to 33 different laboratories across North America and 
Europe [ 3 ]. In this study, wide inter-assay variability in viral 
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load was reported by the participating laboratories [ 3 ]. For 
example, one sample had a four-log difference in viral load 
reported from two laboratories [ 3 ]. 

 In 2011, the World Health Organization developed an 
international quantitative CMV standard, with the goals of 
adoption by commercial manufacturers and individual labo-
ratories for CMV NATs. The COBAS Ampliprep/COBAS 
Taqman CMV test (Roche) has been calibrated according to 
this international standard, and was approved by the US FDA 
for viral load monitoring of SOT patients with CMV disease 
[ 59 ]. This specifi c CMV test has a limit of detection of 
137 IU/ml up to 9.1 × 10 6  IU/ml [ 56 ,  59 ]. Reporting of all 
quantitative CMV results in international units (IU) should 
allow portability of results (comparable results achieved irre-
spective of laboratory or method), assisting in care of indi-
vidual patients and in the effort to develop uniform guidelines 
for treatment [ 56 ]. 

 CMV NATs are the most commonly used method to 
establish the diagnosis of CMV disease in transplant recipi-
ents [ 45 ,  56 ]. Numerous studies established the clinical 
utility of LDTs and commercially available quantitative 
PCR assays for the diagnosis of CMV disease in transplant 
patients [ 45 ,  47 ,  48 ,  51 ,  60 ,  61 ]. Generally, transplant 
patients with CMV disease have higher viral load values 
than those with asymptomatic infection [ 53 ]. For example, 
a single- center study demonstrated that compared to those 
without detectable viremia, the risk of CMV disease is 
increased 50-fold in liver transplant recipients with viral 
loads greater than 2,860 copies/10 6  peripheral blood leuko-
cytes [ 53 ]. However, the specifi c quantitative thresholds to 
signify clinically relevant disease from asymptomatic 
infection have been diffi cult to defi ne, largely due to the 
lack of assay standardization noted above. Numerous 
authors have suggested that quantitative viral threshold 
values associated with active disease vary depending on the 
sample type (plasma vs whole blood vs leukocytes), type of 
transplant (lung vs kidney, and SOT vs HSCT), the overall 
net state of immunosuppression (T-cell depleted vs non 
T-cell depleted), whether CMV infection is primary vs 
reactivation, and the assay used for detection, among other 
factors. Moreover, there may be cases of compartmental-
ized (or localized) tissue-invasive CMV disease that have 
no detectable level of viremia. In these cases, demonstra-
tion of CMV in tissue by histopathology may be required 
[ 47 ,  48 ,  53 ]. 

 CMV NATs are useful in predicting the risk of CMV dis-
ease in transplant recipients [ 45 ,  56 ]. Using CMV PCR 
assays, transplant patients are monitored for evidence of 
CMV replication so that antiviral therapy can be adminis-
tered prior to the development of clinical symptoms [ 53 ,  62 ]. 
This is the principle behind the “preemptive therapy” 
approach to CMV disease prevention, which is the most com-
mon strategy for the prevention of CMV disease in allogeneic 

HSCT recipients. Preemptive therapy also can be used in 
SOT recipients at moderate risk of CMV disease, such as 
CMV R+ kidney and liver transplant recipients. Using this 
approach, blood samples for CMV detection are collected at 
least once weekly during the fi rst 12 weeks (or 100 days) 
after transplantation; some centers may monitor highest risk 
allogeneic HSCT recipients more frequently (e.g., twice 
weekly). Early studies evaluating the clinical utility of qual-
itative CMV PCR using cell-based samples demonstrated 
high sensitivity, poor specifi city, and poor positive predic-
tive value [ 2 ]. 

 Several more contemporary approaches have been devel-
oped to improve the clinical specifi city of CMV NAT, includ-
ing the use of quantitative PCR assays, detection of CMV 
DNA in plasma (instead of leukocytes), and detection of 
CMV messenger RNA (mRNA) rather than DNA. Detection 
of CMV DNA in plasma rather than in leukocytes provides 
better correlation with clinical disease [ 2 ]. Quantitative 
CMV NAT methods have the potential to defi ne a viral 
threshold that distinguishes asymptomatic infection from 
active CMV disease. For example, in a single center study 
that evaluated 97 liver transplant recipients by quantitative 
CMV PCR testing, a viral load threshold between 2,000 and 
5,000 copies/ml of plasma was defi ned as the optimal cut off 
for predicting CMV disease with a sensitivity of 86 %, speci-
fi city of 87 %, positive predictive value of 64 % and a nega-
tive predictive value of 96 % [ 62 ]. However, for reasons 
discussed above, the lack of assay standardization has lim-
ited the generation of a viral load threshold that is widely 
applicable across populations and laboratories. 

 CMV viral load testing is useful in assessing therapeutic 
response in patients with CMV disease [ 45 ,  56 ]. Three anti-
viral drugs are US FDA-approved for the treatment of CMV 
disease: GCV, CDV, and foscarnet (phosphonoformic acid 
[FOS]); of these three, GCV is the most widely used in clini-
cal practice. Current guidelines recommend that the duration 
of treatment of CMV disease should be guided by the clini-
cal resolution of symptoms and clearance of the virus from 
the blood [ 44 ,  45 ]. Accordingly, CMV viral load testing is 
performed weekly to document virologic response and clear-
ance during antiviral treatment. Several studies have reported 
> 90 % or about one log reduction in viral load during the 
fi rst 1–2 weeks after initiation of antiviral therapy in the vast 
majority of patients [ 63 ,  64 ]. In a minority of patients, the 
viral load decline may be delayed for up to 2 weeks. 
Moreover, the rate of viral load decline varies by individual 
patient, as infl uenced by the underlying  immunosuppression, 
preexisting virus-specifi c immunity, and potentially viral 
strain variation [ 65 ,  66 ]. Patients with low pretreatment viral 
loads will generally achieve an undetectable viral load sooner 
than those with high pretreatment viral loads [ 59 ,  64 ]; hence, 
more prolonged antiviral therapy generally is given for 
patients with higher initial viral loads. Thus, molecular tests 
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allow an individualized approach to management. In general, 
antiviral therapy is continued until the CMV viral load is 
below the limit of detection [ 51 ,  59 ]. Discontinuation of anti-
viral treatment in patients with detectable viremia is a risk 
factor for CMV disease relapse [ 67 ]. However, an overly 
sensitive CMV viral load test may lead to over-treatment if 
the assay can detect “non-clinically relevant” virus [ 61 ]. 

 CMV viral load testing is a useful marker of CMV dis-
ease relapse. The optimal duration of antiviral treatment for 
CMV infection and disease, as discussed above, should be 
individualized based on clinical and virologic resolution of 
infection. Hence, sequential monitoring of CMV viral load 
after initiation of therapy allows the identifi cation of 
patients at risk of recurrent infection. Up to 30 % of trans-
plant patients treated for CMV infection and disease will 
develop relapse of viremia or clinical symptoms after dis-
continuation of antiviral therapy. In clinical practice, CMV 
relapse is heralded by the reappearance of CMV DNA in 
the blood following initial successful viral load suppres-
sion. Patients generally are monitored by CMV viral load 
testing weekly for up to 4 weeks following an antiviral 
treatment course to monitor for relapse. Retreatment with 
intravenous GCV or oral valganciclovir is generally effec-
tive for treatment of relapse. 

 CMV relapse is most common in patients with severe 
immunosuppression and without CMV-specifi c immunity. 
Early laboratory predictors of CMV relapse are a high peak 
CMV viral load and a slow rate of decline in CMV viral load 
(also known as viral decay) [ 62 ,  68 ,  69 ]. In a study of 52 
SOT recipients with CMV disease who were monitored with 
the Amplicor CMV Monitor test (Roche) [ 68 ,  69 ], the time 
to clearance of CMV DNA from plasma was 33.8 days in the 
12 patients with relapsing CMV disease compared to 
17.2 days in the group without recurrent disease ( p  = 0.002). 
The viral load half-life with treatment was 8.8 days com-
pared to 3.2 days ( p  = 0.001) in the group with and without 
recurrent disease, respectively [ 62 ]. Moreover, those with 
very high pretreatment viral load values had higher risk of 
CMV relapse [ 67 ]. In a prospective study of 24 SOT patients 
with CMV infection or disease who received a 14-day course 
of IV GCV, the CMV viral load prior to the initiation of anti-
viral therapy was statistically higher in eight patients who 
had CMV relapse compared to the 14 who did not relapse 
(80,150 copies/10 6  leukocytes vs 5,500 copies/10 6  leuko-
cytes, respectively,  p  = 0.007) [ 67 ]. As discussed above, 
transplant patients who discontinue antiviral therapy with 
ongoing viremia have a higher risk of clinical relapse, com-
pared to those who have attained viral load suppression, even 
if they have resolution of clinical symptoms [ 67 ]. In this 
study, those who had CMV infection relapse had a detectable 
viral load at the end of treatment (mean 18,800 copies/10 6  
leukocytes), while viral load was undetectable in the non- 
relapsing group [ 67 ].  

    CMV Drug Resistance Testing 
 Failure of viral load to decline to an undetectable level, or a 
rise in viral load after an initial decline, following initiation 
of antiviral therapy suggests potential drug resistance [ 45 , 
 51 ,  70 ]. Risk factors for CMV drug resistance are (1) pro-
longed exposure to antiviral drugs, (2) severe immunosup-
pression, (3) lack of CMV-specifi c immunity (i.e., CMV D+/
R−), and (4) suboptimal antiviral drug concentrations [ 45 , 
 51 ,  70 ]. Fortunately, resistance to GCV and other drugs is 
uncommon, with rates estimated at less than 5 % of all CMV 
disease cases [ 45 ,  51 ,  70 ]. 

 CMV drug resistance can be confi rmed by either pheno-
typic or molecular (genotypic) testing [ 71 ]. Phenotypic 
assays rely on analysis of growth characteristics of viral iso-
lates in the presence of different concentrations of antiviral 
drugs and therefore require viable virus. Phenotypic assays 
are biologically more relevant for detection of drug resis-
tance. However, phenotypic assays are labor intensive with 
subjective test result interpretation, and require at least 1 
month to obtain results, which is generally not timely for 
clinical care. 

 Molecular assays can detect the presence of nucleotide 
sequence changes associated with drug resistance [ 71 ]. 
Genotypic results generally correlate with clinical drug 
resistance and provide rapid results that can guide clinical 
therapeutic selection. Drug resistance is indicated by muta-
tions in the UL97 gene (which encodes viral kinase) and/or 
the UL54 gene (which encodes the CMV DNA polymerase) 
[ 71 ]. UL97 mutations are more common and confer resis-
tance to GCV, while UL54 mutations are less common but 
confer resistance to any or all of the three anti-CMV drugs 
(GCV, FOS, and CDV). GCV resistance mutations are most 
frequently mapped to the UL97 gene within codons 460 and 
520 and either point mutations or deletions within the codon 
range 590–607 [ 71 ]. One caveat for genotypic assays is the 
presence of some normal baseline sequence variability in the 
UL97 and UL54 genes in drug-sensitive CMV strains [ 71 ].    

    Epstein Barr Virus 

    Description of Pathogen and Clinical Utility 
of Testing 
 EBV is an oncogenic gamma-herpesvirus that causes B-cell 
proliferation in humans [ 72 ]. A common infection in humans, 
EBV frequently is acquired by exposure to infected body fl u-
ids, such as saliva. In healthy individuals, primary EBV 
infection can be asymptomatic or can cause infectious mono-
nucleosis, which is characterized by fever, sore throat, and 
lymphadenopathy. Following primary infection, EBV estab-
lishes lifelong latency in various organs which serve as res-
ervoirs and vehicles for transmission to susceptible 
EBV-seronegative transplant recipients. 
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 EBV infection after transplantation can occur either as a 
primary infection (in an EBV-seronegative transplant recipi-
ent who received an organ from an EBV-positive donor) or as 
a reactivation infection (in EBV-seropositive transplant 
recipients). EBV infection can manifest as an asymptomatic 
infection or as post-transplant lymphoproliferative disorder 
(PTLD) [ 72 ]. The term PTLD encompasses a heterogeneous 
spectrum of lymphoproliferative disorders, typically of B cell 
origin, from benign reactive hyperplasia to mononucleosis- 
like illness and fulminant non-Hodgkin lymphoma. The 
EBV genome is found in >90 % of B-cell origin PTLD, espe-
cially during the fi rst 2 years after transplantation [ 72 ]. In 
contrast, a large number of late-onset PTLD (those occurring 
2 or more years after transplantation) may be EBV-negative 
and may not involve B cells. The median time to the develop-
ment of PTLD in SOT patients is 6 months, whereas in 
HSCT patients, signs and symptoms could appear within 
70–90 days after transplantation. The clinical features of 
PTLD are similar in both SOT and HSCT patients. 

 The incidence of EBV-induced PTLD varies widely from 
0.8 % – 20 % depending on the EBV donor and recipient pre-
transplant immune status, type of SOT or HSCT, patient age, 
and the type of immunosuppression [ 72 ]. The highest risk 
factor for PTLD after transplantation is primary EBV infec-
tion [ 72 ,  73 ]. Hence, an EBV-naive and seronegative trans-
plant recipient who receives an organ allograft from an 
EBV-seropositive donor (referred to as EBV D+/R−) is at 
highest risk of PTLD [ 72 ,  73 ]. Children are at high risk of 
PTLD likely due to a lack of prior EBV immunity [ 74 ]. 
Primary EBV infection in an EBV D+/R− transplant patient 
generally leads to massive B cell proliferation [ 73 ]. Mutant 
cells that are produced during massive B cell proliferation 
may not be eliminated optimally in patients with severe 
immunosuppression and ineffective T cell function, resulting 
in progression to PTLD [ 72 ]. This risk is augmented in the 
presence of CMV disease and the use of lymphocyte-deplet-
ing immunosuppressive drugs for treatment of rejection after 
SOT [ 75 ]. Because of the role of T cells in EBV control, 
allogeneic HSCT recipients who received T cell-depleted 
grafts, and those receiving intense immunosuppression for 
GVHD are at highest risk of developing PTLD [ 76 ].  

    Available Assays and Interpretation of Results 
   Histopathology for EBV 
 The defi nitive diagnosis of PTLD is established by histopa-
thology [ 72 ]. A variety of special studies are used to comple-
ment the histopathologic diagnosis of PTLD, including 
immunophenotyping by fl ow cytometry, immunohistochemi-
cal stains, and molecular tests [ 72 ]. Documenting the presence 
of EBV-specifi c nucleic acids in the affected tissues estab-
lishes the diagnosis of EBV-associated PTLD, and suggests 
the role of EBV infection in the pathogenesis of PTLD. In this 

regard, in situ hybridization that targets the EBV-encoded 
small nuclear RNA is the preferred approach and is more sen-
sitive for detecting EBV-infected cells than in situ hybridiza-
tion directly targeting EBV DNA [ 72 ].  

   Serology for EBV 
 The challenge for clinicians and the clinical laboratory is to 
predict patients that are at highest risk of developing 
PTLD. Serology may be performed to demonstrate IgM and 
IgG antibodies to viral capsid antigen (VCA) or antibody to the 
Epstein Barr nuclear antigen (EBNA) [ 72 ]. The most important 
role of EBV serology in transplantation is the pre- transplant 
assessment of donor and recipient EBV immune status by sero-
logic testing for PTLD risk stratifi cation [ 72 ]. The presence of 
anti-VCA IgM antibody and the absence of EBNA antibody 
suggest acute or recent infection, and this may indicate 
increased risk of developing PTLD in a transplant recipient. 
Serology, however, is generally unreliable as a diagnostic tool 
for either PTLD or primary EBV infection in immunocompro-
mised patients due to delayed or absent humoral immune 
responses. Moreover, transplant patients often receive blood 
products, and the passive transfer of antibodies may render 
EBV IgG antibody assays diffi cult to interpret [ 72 ].  

   Molecular Tests for Detection of EBV 
 EBV PCR testing is the most common test to diagnose EBV 
infection after transplantation. A multitude of EBV PCR 
LDTs and commercial tests have been developed over the 
past decade, and have been used clinically to quantitatively 
detect active EBV infection in the post-transplant setting [ 77 , 
 78 ]. Generally, EBV PCR can be used (1) to demonstrate the 
presence of EBV infection in patients with PTLD [ 72 ,  77 , 
 78 ], (2) for surveillance of EBV replication in high-risk EBV 
D+/R− transplant patients [ 72 ,  77 ,  78 ], and (3) for surveil-
lance of treatment effi cacy in EBV-associated PTLD [ 72 ,  77 ]. 

 The optimal approach for utilization of quantitative EBV 
PCR assays remains uncertain [ 77 ]. As with other quantita-
tive molecular tests, the lack of assay standardization is one 
of the major impediments to optimal use of EBV viral load 
in the clinical care of transplant patients [ 77 ]. While there 
has been remarkable progress in the development of various 
EBV PCR assays, their clinical utility and comparability has 
been hampered by the lack of an international reference stan-
dard [ 77 ]. Moreover, differences in nucleic acid extraction 
methods (liquid phase, magnetic beads, or silica membrane/
column), quantitative calibrators (Qiagen, Roche, Abbott, 
Acrometrix, or Advanced Biotechnologies), detection 
reagents (commercial or noncommercial reagents), and 
molecular amplifi cation target gene (EBNA gene, DNA 
polymerase gene, or LMP-1 gene) are among some of the 
factors that contribute to the widely variable EBV viral load 
results obtained with different assays [ 43 ]. Because of these 
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variables, commercial and LDT EBV PCR assays are not 
standardized and cannot be directly compared. 

 In turn, no interpretative guidelines exist, nor are there 
clinically relevant EBV viral load thresholds to guide man-
agement of EBV infection and PTLD across centers. One 
large study that compared 28 laboratories in Europe and 
North America showed wide interlaboratory variation in 
detection and reporting of EBV viral load values from the 
same specimen [ 4 ]. Signifi cant and extreme interlaboratory 
variability exists in both qualitative and quantitative 
EBV PCR results, raising questions regarding the validity of 
interinstitutional result comparison in the absence of formal 
cross-referencing of assays between institutions [ 4 ,  43 ]. In 
contrast, within most laboratories, intralaboratory result 
reproducibility and result linearity are reasonable. Hence, 
trends in the EBV viral load of patients over time using the 
same assay are a more useful test compared to single values 
or compared to serial testing performed at multiple institu-
tions [ 4 ,  77 ]. There are now efforts to harmonize commercial 
and LDTs with the recent introduction of an international 
calibration standard for EBV PCR tests. 

 The optimal sample for EBV PCR testing is not defi ned, 
and this further contributes to the variability of results 
between assays performed in different laboratories 
(Table  47.2 ). Some laboratories prefer whole blood while 
others use plasma, serum, or lymphocytes [ 4 ,  77 ]. Detecting 
EBV in other body fl uids may be useful in specifi c situations, 
such as the demonstration of EBV DNA in the CSF of a 
patient with PTLD involving the central nervous system [ 79 , 
 80 ], or in bronchoalveolar lavage fl uid of a patient with PTLD 
involving the lungs [ 77 ]. Cell-containing samples such as 
whole blood and lymphocytes are generally more sensitive 
compared to plasma and serum, but may more often contain 
latent EBV. EBV viral load testing using plasma improves 
specifi city for the diagnosis of EBV-positive PTLD, while not 
signifi cantly lowering sensitivity relative to assessments in 
cell-containing blood compartments [ 4 ,  77 ]. In the absence of 
widely accepted treatment thresholds (due to lack of assay 
standardization), serial detection using quantitative methods 
may afford the greatest clinical predictive value. 

 PTLD may be heralded several weeks before clinical 
symptoms by the presence of EBV infection in peripheral 
blood [ 72 ]. Based on this natural history, EBV qPCR testing 
has been used in the clinical setting to detect EBV infection 
in high-risk transplant patients, including EBV D+/R− and 
pediatric transplant recipients [ 72 ]. The frequency for moni-
toring patients is not standardized. Weekly monitoring may 
be used during the early post-transplant period. Monthly 
monitoring for EBV infection may be used during the fi rst 
year since most EBV disease will occur during this period 
[ 72 ]. Demonstration of EBV DNA in the blood should trig-
ger a reduction in immunosuppression (as fi rst-line treatment 

of EBV infection and possible PTLD) and evaluation for 
PTLD [ 72 ]. In one study of a cohort of 1,131 SOT and HSCT 
patients, 66 (5.6 %) patients developed PTLD [ 78 ]. PTLD 
developed in 53 of 376 patients (14 %) who had at least one 
positive EBV PCR in a whole blood sample, compared to 13 
of 755 patients (2 %) who had repeatedly negative samples 
[ 78 ]. The risk of PTLD was directly correlated with the 
degree of viremia, with PTLD occurring in 11 % of patients 
with EBV PCR viral loads between 10 3  and 10 5  copies/ml, 
compared to 37 % of patients with EBV viral loads higher 
than 10 5  copies/ml of whole blood [ 78 ]. 

 As a result of wide variability in assay methods, no consen-
sus threshold for prediction of EBV-positive PTLD has been 
defi ned. In general, however, a low EBV viral load that may be 
observed even in healthy EBV-seropositive transplant recipients 
can be clinically relevant in EBV D+/R− transplant recipients. 
In contrast, a high or increasing EBV viral load should trigger 
evaluation for possible PTLD in all transplant recipients. 
Screening for EBV by qPCR should permit early diagnosis of 
PTLD that will then allow institution of a therapeutic strategy, 
which typically consists of reductions in immunosuppression 
and the administration of anti-CD20 monoclonal antibodies 
(Rituximab). Cytotoxic chemotherapy is reserved for estab-
lished PTLD that does not respond to initial reduction in immu-
nosuppression and anti- CD20 monoclonal antibody therapy.    

    Herpes Simplex Virus Types 1 and 2 

    Description of Pathogen and Clinical Utility 
of Testing 
 The alpha-herpesviruses, herpes simplex virus types 1 and 2 
(HSV-1, HSV-2), are important causes of mucocutaneous ill-
ness, aseptic lymphocytic meningitis, encephalitis, fulmi-
nant hepatitis, and disseminated disease in humans [ 81 ]. 
Classically associated with oro-labial ulcerative diseases, 
HSV-1 infection is acquired early in life. The prevalence of 
HSV-1 infection increases with age, reaching 80 % by 60 
years of age [ 82 ]. HSV-2 infection, which is associated with 
genital herpes, occurs less frequently. The prevalence of 
HSV-2 infection increases with sexual activity and age, and 
reaches 26.3 % by 49 years of age [ 83 ]. 

 Following primary infection, HSV-1 and HSV-2 establish 
latency in dorsal nerve root ganglia. Periodic HSV-1 and HSV-2 
reactivation from latency occurs throughout life with clinical 
and subclinical manifestations. The majority of HSV infections 
in transplant recipients result from reactivation of latent virus, 
especially during the early post-transplant period and during 
periods of severe immunosuppression [ 81 ]. In some cases, pri-
mary HSV infection may be acquired from the transplanted 
organ (donor-transmitted HSV) [ 84 ] or acquired naturally as a 
result of intimate contacts during the post-transplant period. 
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 The most common clinical manifestations of HSV dis-
ease after transplantation, whether primary infection or reac-
tivation, are oro-labial, genital, or perianal disease [ 81 ,  85 ]. 
Classically, HSV lesions are vesicular or ulcerative and 
localized. In severe cases, particularly among highly immu-
nocompromised transplant patients, HSV infection can dis-
seminate to develop organ-invasive manifestations such as 
hepatitis [ 81 ]. Fever, leukopenia, and hepatitis are the most 
common presenting signs and symptoms of disseminated 
disease [ 81 ]. CNS involvement may occur in the form of 
encephalitis or meningitis. HSV reactivation occurs most 
commonly during the fi rst month after transplantation [ 81 ]. 
Hence, standard clinical practice is prophylactic treatment of 
transplant recipients with antiviral therapy (usually with acy-
clovir, valacyclovir, or valganciclovir) during the fi rst 4–6 
weeks after transplantation [ 81 ]. Thereafter, risk of HSV dis-
ease decreases dramatically, though it remains higher than 
that in immunocompetent hosts. 

 The clinical presentation of mucocutaneous HSV disease 
in transplant recipients is often typical, with vesicles and 
ulcers, such that the diagnosis may be made on clinical crite-
ria. Occasionally, clinical manifestations may be atypical, 
and other pathogens may be suspected. In these cases, clini-
cal laboratory confi rmation of HSV infection is helpful. The 
clinical laboratory is also helpful in the diagnosis of invasive 
HSV disease, such as those with suspected CNS involvement 
and those with herpes hepatitis.  

    Available Assays and Interpretation of Results 
 The laboratory methods available for the diagnosis of HSV 
infection are (1) direct fl uorescent antibody (DFA) testing of 
mucocutaneous lesions, bronchoalveolar lavage, and other 
samples, (2) histopathology of biopsy specimens, (3) sero-
logic testing, (4) viral culture, and (5) HSV PCR testing. 

    Direct Fluorescent Antibody Testing for HSV 
 Serologic detection of HSV antibodies is rarely useful for 
diagnosing acute HSV infection in transplant recipients since 
HSV seropositivity is very common, and generation of anti-
bodies during primary HSV infection may be delayed due to 
the effects of immunosuppression. HSV antigens can be 
detected on scrapings of ulcerative mucocutaneous lesions 
by immunofl uorescent microscopy. The Tzanck smear, 
which demonstrates viral cytopathic effects, can be done on 
scrapings obtained from herpetic ulcers. However, the 
Tzanck smear is not very specifi c for HSV since similar fi nd-
ings can be demonstrated in other herpes virus infections.  

    Viral Culture for HSV Identifi cation 
 Viral culture of the vesicular fl uid is very sensitive for the 
diagnosis of HSV disease since vesicles typically contain 
very high concentrations of HSV during the fi rst 48 h of 

 clinical disease. Indeed, viral culture is a reference standard 
for HSV detection in body fl uids, although it has now been 
largely supplanted by HSV PCR as the diagnostic test of 
choice for CSF specimens [ 86 ]. HSV PCR is increasingly 
used, but has not supplanted viral culture for the detection of 
HSV in body fl uids other than CSF [ 87 ].  

    Molecular Tests for HSV 
 HSV PCR assays provide high sensitivity and specifi city, and 
a more rapid turnaround time compared to culture [ 87 – 89 ]. 
In one study that compared HSV PCR to viral culture in 200 
dermal, ocular, and genital samples, HSV PCR detected the 
virus in 88 samples whereas the shell vial culture was posi-
tive only in 69 samples [ 87 ]; there were 19 samples that were 
detected by HSV PCR alone while no sample was positive 
by viral culture alone [ 87 ]. Molecular assays can be opti-
mized to distinguish HSV-1 from HSV-2, which is important 
epidemiologically and for patient counseling regarding dis-
ease acquisition [ 89 ]. HSV PCR can be multiplexed for the 
detection of other viruses that may present similarly with 
vesicular lesions such as VZV. In one study, HSV and VZV 
were co-detected in 1.3 % of dermal, ocular, and genital 
specimens over 8 years [ 90 ]. 

 HSV PCR is especially useful for identifying HSV in blood 
or other sterile fl uids, as viral cultures have poor sensitivity in 
detecting HSV in these samples. If disseminated disease is 
suspected in transplant patients, detection of HSV by PCR in 
any blood compartment will confi rm the clinical suspicion, 
and signifi es a poor prognosis [ 91 ]. Histopathology with 
immunocytochemistry for HSV may be needed to document 
tissue-invasive disease in patients suspected to have fulminant 
herpes hepatitis, although in these cases, the HSV PCR of a 
blood specimen will almost certainly be diagnostic [ 92 ]. 

 Quantifi cation of HSV in a clinical sample, such as the CSF, 
genital secretions, or blood, has been suggested as a prognostic 
indicator of severity of infection and as a guide for duration of 
treatment. In one study, the quantity of HSV DNA in cervico-
vaginal secretions was directly correlated with the signs and 
symptoms of HSV disease [ 93 ]. Likewise, there was a strong 
correlation between HSV viral load and the presence of histo-
pathologically proven HSV esophagitis [ 94 ]; in this study, an 
HSV viral load in the blood greater than 2.5 × 10 4  copies had 
83 % sensitivity and 100 % specifi city for a diagnosis of HSV 
esophagitis. A signifi cant association between initial HSV viral 
load and the duration of treatment course was demonstrated in 
a study of patients with HSV encephalitis [ 95 ]; hence, quantita-
tive HSV PCR may assist in the monitoring of response to anti-
viral therapy in these patients [ 96 ]. However, HSV PCR tests in 
clinical use are predominantly qualitative assays (i.e., reported 
as positive or negative); and the potential value and optimal use 
of viral load testing in guiding clinical decisions, while promis-
ing, remains uncertain.    
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    Varicella Zoster Virus 

    Description of Pathogen and Clinical Utility 
of Testing 
 Varicella zoster virus (VZV) is a highly infectious alpha- 
herpesvirus that causes “chickenpox” during primary infec-
tion. VZV primary infection is characterized by fever, other 
constitutional symptoms, and a vesicular, pruritic, widely 
disseminated rash that starts on the face and spreads down 
the trunk. The distinctive feature of VZV infection is the 
evolution of the rash so that papules, vesicles, and crusted 
lesions may all be seen at the same time. Moreover, the rash 
typically spares the palms and the soles. Primary infection is 
typically a self-limited illness in the immunocompetent 
patient. However, primary VZV infection may infrequently 
lead to hepatitis, pneumonitis, encephalitis, retinal necrosis, 
and purpura fulminans [ 97 ]. 

 Following primary infection, VZV establishes latency in 
cranial nerve and dorsal root ganglia. Latent VZV can reac-
tivate later in life as herpes zoster (known as shingles), which 
is characterized by a vesicular exanthem with a dermatomal 
distribution [ 98 ]. Some patients, especially those who are 
immunocompromised, such as transplant patients, may 
develop severe, disseminated zoster. These cases may include 
visceral involvement [ 98 ], such as fulminant hepatitis [ 99 ]. 
Cutaneous lesions may become secondarily infected with 
bacteria, and patients with herpes zoster may have long-term 
sequelae, including painful and debilitating postherpetic 
neuralgia [ 98 ]. 

 VZV infection in transplant recipients is mainly due to 
reactivation, since the vast majority of older adults are sero-
positive for VZV due to childhood infection. Children also 
are typically vaccinated against VZV using live-attenuated 
virus vaccine, and possess vaccine-induced immunity. 
Accordingly, over 90 % of transplant recipients are seroposi-
tive and have immunity against VZV. VZV reactivation, 
which manifests as mono- or multi-dermatomal herpes zos-
ter, occurs in approximately 8–11 % of transplant patients 
[ 98 ]. The peak incidence of herpes zoster occurs during the 
fi rst year after SOT or allogeneic HSCT [ 98 ]. While the 
majority of herpes zoster remains localized to one or a few 
adjacent dermatomes, severely immunocompromised trans-
plant patients may have disseminated disease with visceral 
involvement [ 98 ], including fulminant VZV hepatitis [ 100 ]. 

 Since the vast majority of patients are immune to VZV 
prior to transplantation, primary VZV infection is rarely 
seen after transplantation. Chickenpox, however, may be 
seen in unvaccinated pediatric transplant recipients and in 
the minority of adults who are VZV-seronegative. The clini-
cal manifestations of VZV infection in these patients are 
typical but can be especially severe, sometimes with vis-
ceral involvement [ 98 ]. 

 The diagnosis of primary VZV infection and herpes 
 zoster is usually clinical due to their classic clinical presenta-
tion. However, transplant patients may have atypical 
presentations or may have disseminated zoster that can 
mimic other disease states. Therefore, in transplant patients 
who may develop rash from a multitude of other infectious 
and noninfectious causes, laboratory testing for VZV can be 
an important tool to establish a defi nitive diagnosis.  

    Available Assays and Interpretation of Results 
 For the defi nitive diagnosis of VZV infection and herpes zos-
ter, rapid DFA or PCR diagnostic assays are preferred [ 101 ]. 
PCR is currently the most sensitive test for the detection of 
VZV and may be used for detecting VZV in vesicle fl uid, 
blood (in case of suspected disseminated or tissue-invasive 
disease), other body fl uids such as CSF, or tissues [ 102 ]. 
Most of the assays are LDTs and provide qualitative results, 
although some clinical laboratories offer VZV quantifi cation 
tests [ 101 ,  102 ]. The potential clinical applications of quan-
titative VZV PCR assays include prognosis of disease sever-
ity (higher viral load is associated with more severe disease) 
and in guiding treatment strategies (higher viral load may 
require a more intensifi ed and longer duration of treatment). 
However, these potential applications have not been widely 
utilized in clinical practice. Some VZV PCR assays have 
been incorporated into multiplexed PCR tests for viral ill-
nesses [ 103 ]. Viral culture is much less sensitive than PCR 
and has a slower turnaround time [ 98 ]. Serologic testing is 
rarely helpful in the diagnosis of VZV infection and herpes 
zoster in transplant recipients [ 98 ].   

    Human Herpesviruses 6 and 7 

    Description of Pathogens and Clinical Utility 
of Testing 
 Human herpesvirus 6 (HHV-6) and 7 (HHV-7) are lympho-
tropic β-herpesviruses that infect the majority of humans 
during the fi rst few years of life [ 104 ,  105 ]. Primary HHV-6 
and HHV-7 infections may be asymptomatic or manifest 
clinically as a febrile illness associated with rash, diarrhea, 
respiratory symptoms, or seizures [ 106 ]. HHV-6 is com-
prised of two different variants, HHV-6A and HHV-6B 
[ 107 ]. HHV-6B is responsible for the majority of docu-
mented primary infections in children [ 106 ]. Primary HHV-6 
and HHV-7 infections result in lifelong latency in mononu-
clear cells [ 107 ]. In less than 1 % of infected individuals, 
HHV-6 persistence occurs as a result of the integration of the 
virus into the host chromosome [ 108 ]. 

 HHV-6 and HHV-7 infections occur either as primary 
infections or reactivations in transplant recipients [ 104 –
 106 ]. The reported rates of HHV-6 infection after transplan-
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tation have varied widely from 20 – 55 %, while HHV-7 
infection has been reported in up to 46 % of transplant 
patients [ 104 ,  106 ]. Because the virus exists in latent form 
in >95 % of adults, the vast majority of post-transplant 
infections are due to reactivation of latent virus. Reactivation 
of both viruses occurs relatively early, generally within the 
fi rst 2–4 weeks after transplantation [ 104 ,  106 ]. Primary 
HHV-6 and HHV-7 infections occur rarely, and are seen 
mainly among HHV-6 and HHV-7 seronegative children 
who may have acquired the infection from seropositive 
donors or as a result of natural transmission in the commu-
nity [ 104 ,  106 ]. 

 While HHV-6 and HHV-7 reactivations are common, 
clinical disease associated with these viruses is uncommon, 
and hence, routine surveillance in transplant recipients is not 
recommended [ 105 ]. There have only been a few sporadic 
cases of symptomatic HHV-7 infection reported, including 
patients presenting with fever, myelitis, and myelosuppres-
sion [ 106 ]. Clinical disease due to HHV-6 occurs in only 1 % 
of transplant patients, and most reported cases have been due 
to HHV-6B [ 104 ,  106 ]. In a study of 200 liver transplant 
recipients, HHV-6 infection was demonstrated by PCR in 
51 % of patients at a median of 27 days after transplantation 
[ 68 ,  69 ]. However, HHV-6 associated disease was docu-
mented only in two patients (incidence, 1 %) [ 68 ,  69 ]. HHV-6 
may manifest as a febrile syndrome accompanied by some 
degree of bone marrow suppression, an illness similar to 
CMV infection [ 104 ,  106 ]. HHV-6 also has been reported as 
a cause of febrile dermatosis, hepatitis, gastroduodenitis, 
colitis, pneumonitis, and encephalitis after transplantation 
[ 104 ,  106 ]. HHV-6 infection in liver or renal transplant 
patients is an independent risk factor for CMV disease [ 109 ]. 
CMV viral load was signifi cantly higher in HHV-6 positive 
patients compared to those without HHV-6 infection (median 
viral load 1,560 copies/ml vs undetectable, respectively; 
 p  < 0.001). An increase in HHV-6 viral load was signifi cantly 
associated with the development of opportunistic infections, 
including invasive fungal disease [ 109 ].  

    Available Assays and Interpretation of Results 
 Clinical laboratory tests available for the detection of HHV-6 
and HHV-7 infection are serology, culture, antigen detection, 
histopathology with immunohistochemistry, and PCR tests 
[ 104 – 106 ]. Among them, PCR testing with the use of LDTs 
has emerged as the diagnostic method of choice in transplant 
recipients [ 104 – 106 ]. In contrast, HHV-6 and HHV-7 IgM 
and IgG may identify acute or previous infections, but sero-
logic testing is not routinely performed in clinical practice 
due to poor sensitivity and specifi city in identifying acute 
infection in transplant patients with impaired ability to 
mount an effective immune response. Moreover, high serop-
revalence rates limit the potential utility of serology in the 

diagnosis of acute HHV-6 or HHV-7 disease after transplan-
tation. Viral culture for these agents is not typically per-
formed in clinical laboratories. 

 Molecular methods using LDTs are preferred for detec-
tion of HHV-6 or HHV-7 in active disease (Table  47.1 ) 
[ 104 – 106 ]. HHV-6 and HHV-7 PCR can be performed using 
whole blood, plasma, peripheral blood leukocytes, or other 
body fl uids such as CSF and bronchoalveolar lavage fl uid 
[ 104 ,  106 ]. PCR of peripheral blood mononuclear cells is 
the most sensitive technique for detecting these viruses, but 
the use of this specimen type may not distinguish latent 
from active infection. To increase specifi city for active 
infection, quantitative PCR is preferred over qualitative 
assays. In addition, methods that utilize noncellular sam-
ples (such as plasma) or those that detect mRNA may 
increase specifi city for active HHV-6 or HHV-7 infection 
[ 104 ,  106 ]. A clinically relevant viral load threshold has 
been diffi cult to defi ne due to lack of standardized assays, 
but a level of more than 1,000 copies/ml has been demon-
strated in one study to be associated with mortality after 
allogeneic HSCT [ 110 ]. 

 Surveillance for HHV-6 and HHV-7 by PCR is not rou-
tinely performed nor recommended after transplantation 
because of the low rate of clinical disease and the high rate of 
subclinical viral reactivations [ 104 ,  106 ]. The role of HHV-6 
and HHV-7 PCR is in the diagnosis of active infection and in 
guiding antiviral treatment responses [ 104 ,  106 ]. A decline 
in HHV-6 and HHV-7 viral load should be anticipated during 
effective therapies with GCV, CDV, or foscarnet. 

 The interpretation of HHV-6 PCR results should consider 
the potential detection of chromosomally integrated HHV-6 
[ 111 ,  112 ]. In approximately 1 % of individuals, HHV-6 
latency exists in the form of chromosomal integration, and 
hence, every nucleated cell in the body will have detectable 
HHV-6 DNA. In a cohort of 548 liver transplant patients, 
chromosomally integrated HHV-6 was detected in seven 
patients (1.3 %) [ 111 ]. When HHV-6 is chromosomally inte-
grated in germ cells (eggs or sperm), the viral genome is 
inherited in a Mendelian pattern [ 112 ]. Accordingly, clinical 
samples containing nucleated cells will always have detect-
able HHV-6 DNA, but without discernible clinical effect. 
Patients with chromosomally integrated HHV-6 are charac-
terized by extremely high levels of HHV-6 DNA in whole 
blood [ 112 ]. In a consensus report, chromosomally inte-
grated HHV-6 should be suspected when the viral load 
exceeds 5.5 logs in whole blood [ 112 ]. Such high levels have 
been mistaken as active infection and have led to unneces-
sary antiviral treatment. Chromosomally integrated HHV-6 
can be confi rmed by demonstrating persistently elevated lev-
els on subsequent serial testing, the presence of one viral 
DNA per nucleated cell, and testing of hair follicle samples 
for HHV-6 [ 112 ].   
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    Human Herpesvirus 8 

    Description of Pathogen and Clinical Utility 
of Testing 
 Human herpesvirus 8 (HHV-8) is a gamma-herpesvirus that 
primarily infects CD19+ B cells and endothelial-derived 
spindle cells [ 109 ,  113 ]. Primary HHV-8 infection in immu-
nocompetent individuals is associated with mild nonspecifi c 
symptoms of diarrhea, fatigue, rash, and lymphadenopathy 
[ 109 ]. In immunocompromised individuals, however, HHV-8 
is associated with neoplastic diseases. Unlike most of the 
human herpes viruses, HHV-8 infection is geographically 
restricted [ 114 ]. Hence, seroprevalence rates vary widely by 
geographic region with estimates of 0–5 % in North America, 
northern Europe, and Asia, 5–20 % in the Mediterranean and 
Middle East, and >50 % in parts of Africa [ 114 ]. 

 HHV-8 is the etiologic agent of Kaposi’s sarcoma (KS), a 
multicentric neoplasm of lymphatic endothelium-derived cells, 
which manifests clinically in individuals with compromised 
immunity as multifocal progressive mucocutaneous lesions 
with dissemination to the visceral organs, including trans-
planted allografts [ 114 ]. Other less common malignant dis-
eases associated with HHV-8 are primary effusion lymphoma 
(PEL) and Castleman’s disease (CD) [ 114 ]. HHV-8 has been 
reported as a potential cause of bone marrow suppression and 
monoclonal gammopathy after transplantation [ 114 ]. 

 HHV-8 disease may occur in the transplant setting either 
as a primary infection in HHV-8 seronegative recipients of 
allografts from HHV-8 seropositive donors [ 115 – 117 ] or as a 
secondary reactivation of endogenous latent HHV-8 [ 118 ]. 
The incidences of these clinical diseases mirror the geo-
graphic distribution of the virus. Hence, the incidence of KS 
after transplantation is as low as 0.5 % among transplant 
recipients from North America, Asia, and northern Europe to 
as high as 28 % among HHV-8 seropositive transplant recipi-
ents from the Middle East [ 114 ]. The median time to the 
onset of KS is 30 months after transplantation [ 114 ]. 

 Risk factors for HHV-8-associated disease, specifi cally 
KS, include older age, male gender, and residence or expo-
sure in an HHV-8 endemic area. For example, in Saudi 
Arabia, KS was the most common tumor in kidney trans-
plant recipients [ 119 ]. Both pre-transplant HHV-8 seronega-
tivity and seropositivity have been associated with the 
development of KS, suggesting that both primary HHV-8 
infection and reactivation can result in clinical disease [ 114 ]. 
Because control of HHV-8 infection is mediated by T cells, 
the intensity of pharmacologic immunosuppression and the 
use of anti-lymphocyte agents may play a role in HHV-8 
pathogenesis after transplantation [ 120 ]. HHV-8 T-cell 
responses were notably absent in transplant patients at the 
onset of KS, and these responses were restored following 
reduction in immunosuppression, which coincided clinically 
with remission of KS [ 120 ]. Sirolimus may have a protective 
role against KS, potentially due to antiproliferative effects. 

There have been reports of KS regression following a change 
in the immunosuppressive regimen from cyclosporine to the 
mTOR inhibitor sirolimus [ 114 ].  

    Available Assays and Interpretation of Results 
 HHV-8 infection can be diagnosed serologically or by 
molecular testing [ 114 ,  121 ]. Demonstration of HHV-8 sero-
conversion or an IgM response can indicate acute HHV-8 
infection, but the clinical utility of this in the transplant set-
ting is limited [ 114 ]. Serological assays are non-standardized 
and methodologies are directed against different antigens 
[ 121 ]. Accordingly, the sensitivity of serology is highly vari-
able and ranges from < 80 % – > 90 % [ 121 ,  122 ]. As noted 
previously in this chapter, the utility of serologic testing is 
also severely limited in the post- transplant setting. In some 
centers located in endemic regions, HHV-8 serological 
screening of the donors and recipients may be done to strat-
ify the risk of HHV-8 infection and clinical disease after 
transplantation. 

 HHV-8 PCR testing offers high sensitivity and specifi city 
for detecting active HHV-8 infection [ 114 ]. Quantifi cation of 
HHV-8 viral load in clinical samples has the potential utility of 
predicting subsequent occurrence of KS [ 114 ,  123 ,  124 ]. In a 
case study of a liver transplant patient who developed KS, ret-
rospective analysis of clinical specimens indicated that HHV-8 
was detected in the serum more than 3 months prior to KS 
onset [ 124 ]. HHV-8 viral load testing can be used to monitor 
patients with KS and assess their response to therapy [ 114 , 
 125 – 127 ]. For example, HHV-8 viral load peaked at the time of 
diagnosis and declined to undetectable levels during treatment 
of KS [ 128 ]. HHV-8 viremia was associated with the stage and 
progression of KS, and hence, quantifi cation of HHV-8 DNA 
load could be a useful tool for monitoring transplant patients 
with KS [ 114 ,  121 ,  125 ,  126 ]. In a cross-sectional study of 43 
patients who developed KS after transplantation, progression 
of the disease was associated with higher viral load, defi ned as 
>1,000 copies/μg of DNA [ 126 ]. 

 The diagnosis of KS requires histopathology to demon-
strate the pathognomonic fi ndings of spindle-shaped cells 
with vascular channels lined by abnormal endothelial cells 
[ 105 ]. Immunohistochemistry using monoclonal antibodies 
against HHV-8 antigens or in situ hybridization can be a use-
ful adjunct to demonstrate the presence of HHV-8 in KS and 
other angiogenic proliferative diseases [ 105 ,  114 ,  129 ].   

    Parvovirus B19 

    Description of Pathogen and Clinical Utility 
of Testing 

 Parvovirus B19 is a small, single-stranded, linear, non- 
enveloped, DNA virus that commonly infects humans. Most 
people are infected between the ages of 5 and 15 years [ 130 ]. 
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Up to 80 % of older adults have antibodies against parvovi-
rus B19 [ 131 ]. The virus is primarily spread person-to- 
person by infected respiratory droplets. However, vertical 
transmission and transmission via blood products and organ 
transplantation has been reported [ 131 ]. During active infec-
tion, the virus replicates most effi ciently and preferentially in 
human erythrocyte precursors. Infection appears to confer 
lifelong immunity among immunocompetent individuals, 
although reinfection is possible. Parvovirus B19 can persist 
in the bone marrow and other tissues, supporting reactivation 
as a mechanism for disease after transplantation [ 132 ]. 

 Parvovirus B19 infection can be either symptomatic or 
asymptomatic depending on the patient’s age and immuno-
logic status [ 130 ]. Nonspecifi c fl u-like symptoms may occur 
during primary infection, but distinctive clinical entities 
attributed to parvovirus B19 infection have been well-
described in immunocompetent and immunocompromised 
hosts, including erythema infectiosum, hydrops fetalis, poly-
arthralgia syndrome, and aplastic anemia [ 130 ]. Parvovirus 
B19 occurs in < 1–2 % of transplant recipients [ 131 ]. 
However, some studies have reported that up to 30 % of 
organ transplant recipients develop parvovirus B19 viremia, 
with or without clinical manifestations [ 133 ]. In transplant 
recipients, the most common presentation of parvovirus B19 
infection is recurrent and progressive aplastic anemia, which 
is reported in 99 % of all cases in the literature [ 134 ]. Fever, 
arthralgia, and rash were observed in 25 %, 7 %, and 6 % of 
patients, respectively [ 134 ].  

    Available Assays and Interpretation of Results 

 Parvovirus B19 infection should be specifi cally suspected in 
transplant recipients with otherwise unexplained anemia. 
Diagnostic testing can be performed by serology or direct 
viral detection in clinical specimens, such as blood, bone 
marrow, and organ biopsies or resections (i.e., liver, lung, or 
kidney). In immunocompromised patients, parvovirus B19 
serology may not be reliable due to inadequate or delayed 
antibody-mediated immune response [ 134 ]. In one study, 
parvovirus B19 IgM antibody was present in only 75 % of 
transplant recipients at the time of disease onset [ 134 ]. 

 Molecular testing offers higher sensitivity and specifi city 
for the detection of parvovirus B19 infection compared to 
serologic testing, although all tests are LDTs [ 134 ]. The pos-
itive predictive value of a positive parvovirus B19 PCR test 
for the diagnosis of parvovirus B19 disease in an immuno-
compromised host with red cell aplasia is high. Hence, the 
detection of parvovirus B19 by PCR is highly suggestive of 
the diagnosis in a patient with unexplained anemia after 
transplantation [ 134 ]. In contrast, the detection of parvovirus 
B19 DNA in an asymptomatic patient with no anemia is of 
questionable signifi cance, and likely represents subclinical 
reactivation. Most molecular assays are qualitative tests and 

detect low-level parvovirus B19 that characteristically 
 persists long after the clinical resolution of the illness. 
Parvovirus B19 DNA can be detected by PCR in the serum 
of some patients for a prolonged period after acute infection 
[ 134 ]. Thus, a positive parvovirus B19 PCR test must be 
carefully interpreted in the context of the clinical setting and 
other laboratory test results. 

 Confi rmation of parvovirus B19 disease may require bone 
marrow examination [ 131 ]. The classic bone marrow fi nd-
ings include overall hypercellularity, the presence of giant 
pronormoblasts with fi nely granulated cytoplasm and glassy 
intranuclear inclusions with a clear central halo (lantern 
cells), and the absence of late normoblasts. Histopathologic 
fi ndings can be complemented by in situ hybridization or 
immunohistochemical staining to demonstrate the presence 
of parvovirus B19 in the bone marrow [ 131 ]. While these 
histopathologic fi ndings are characteristic of parvovirus B19 
disease, PCR testing may be performed to demonstrate the 
presence of the virus in the bone marrow [ 134 ].  

    Laboratory Issues and Future Directions 

 Clinical laboratories face many challenges with viral testing 
in transplant and other severely immunocompromised 
patients. These challenges encompass virtually every aspect 
of testing and stem not only from the wide number of viruses 
and their classic and atypical clinical presentations, but also 
from a lack of consensus regarding optimal testing practices 
and result interpretation, a near absence of US FDA-cleared, 
standardized assays, and a scarcity of material for test valida-
tion and profi ciency testing. 

 Important considerations for viral testing in the transplant 
setting include optimal specimen type, collection (technique 
and frequency), preservation, and storage depending on the 
potential viral infection, the clinical question being asked 
(surveillance, diagnosis, or treatment response), and the site 
of potential involvement. Assay selection, required perfor-
mance characteristics, and test interpretation are interrelated 
to these issues. However, the literature for many or most rel-
evant viral pathogens remains clouded by a lack of standard-
ization. In the absence of commercially available, automated 
test kits, test results can vary tremendously, particularly 
between different laboratories. Even with the recent avail-
ability of quantitative standards for some viruses, unan-
swered questions remain related to the clinical use of 
standardized results, and unifi ed quantitative treatment 
thresholds have not yet been developed. Most laboratories 
with transplant programs must develop both the appropriate 
viral LDTs as well as the interpretive guidelines for their 
patient populations. Further complicating clinical viral test-
ing is that most of these viruses have a high rate of latency in 
the general population. Detection may not correspond to dis-
ease or risk of progression. Risk stratifi cation using viral 
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load results may be based on factors such as underlying dis-
ease, transplant type, graft relatedness, presence of GVHD, 
and the degree of immune suppression. However, an absence 
of clear, uniform interpretive guidelines may lead to ques-
tions of appropriate test utilization, both from clinical utility 
and cost perspectives. 

 Despite substantial challenges, progress in understanding 
the clinical usefulness of viral testing in the transplant setting 
has been impressive. A growing body of literature supports 
the use of aggressive, quantitative surveillance to reduce mor-
bidity and mortality due to CMV and other viruses. The num-
ber of published viral genome, primer, and probe sequences 
has mushroomed, as has the number of available platforms 
and amplifi cation chemistries. The recent introduction of 
international quantitative standards for CMV and EBV prom-
ises to allow some degree of normalization between assays 
and laboratories. Such standardization should spill over to 
other viruses such as BKV, adenovirus, and others. In their 
absence, those involved in such testing must navigate an 
increasingly complex landscape to select and properly inter-
pret the methods best suited to improving care of their trans-
plant patient populations and patient care settings.      
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 Introduction 

 Viral infections of the central nervous system (CNS) are rela-
tively infrequent and usually result in a benign, self- limiting 
disease [ 1 – 4 ]. However, in a small percentage of cases, these 
infections can have extremely serious consequences that 
result in a spectrum of permanent neurologic sequelae or 
death. Viral agents gain access to the CNS by either neuronal 
or hematogenous spread, and infections can occur at many 
sites throughout the CNS including the spinal cord, lepto-
meninges, dorsal nerve roots, nerves, and brain parenchyma. 
Viral CNS infections are classifi ed clinically as either menin-

gitis or encephalitis, although a close interrelationship exists 
between the two disease states [ 1 – 4 ]. Host factors (age, sex, 
immune status, genetic differences) and viral factors (sero-
type, receptor preference, cell tropism, viral load) in concert 
with geographic and seasonal factors contribute to the poten-
tial for the development of CNS disease [ 1 – 4 ].  

    Epidemiology of Viral CNS Disease 

 Viral meningitis, meningoencephalitis, and encephalitis fre-
quently occur in epidemics and as seasonal outbreaks (late 
spring through autumn) in temperate climates, and account 
for the majority of viral CNS infections [ 1 – 4 ]. The most 
common viral agents responsible for CNS disease are listed 
in Table  48.1 . In the USA and in countries that immunize 
against mumps, enteroviruses account for approximately 
80–92 % of all cases of meningitis in which a causative agent 
is identifi ed [ 3 – 6 ]. In addition, the recently characterized 
human parechoviruses are the agents of a portion of viral 
meningitides whose etiology was previously unrecognized 
[ 5 ,  6 ]. In countries that do not immunize against mumps, 
mumps virus accounts for up to 30 % of viral meningitis 
cases [ 7 ]. Arthropod-borne viruses (arboviruses) (Table  48.2 ) 
account for the majority of the remaining cases of meningitis 
in the USA [ 8 – 10 ].
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   Table 48.1    Primary viral agents causing central nervous system disease   

 Herpesviruses  Herpes simplex 1 and 2 

 Varicella-zoster 

 Epstein-Barr 

 Cytomegalovirus 

 Human herpesvirus 6 

 Enteroviruses  Poliovirus 

 Coxsackievirus 

 Echovirus 

 Numbered enteroviruses 

 Parechoviruses  Human parechovirus 1–14 

 Arboviruses  See Table  48.2  

 Childhood illness associated  Measles 

 Mumps 

 Rubella 

 Rabies   

 Vesicular stomatitis virus     

 JC polyoma virus 

 Human immunodefi ciency virus 
type 1 

     Table 48.2    Arthropod-borne viruses (arboviruses) and endemic areas   

  Family    Genus    Virus  
  Predominant 
regions  

  Togaviridae    Alphavirus   Eastern equine  Eastern, southern 
USA; Canada; 
Central, South 
America 

 Western 
equine 

 Western, central 
USA; Central, 
South America 

 Venezuelan 
equine 

 Central, South 
America; eastern, 
western USA 

  Flaviviridae    Flavivirus   St Louis  USA; South 
America 

 Powassan  Canada; USA; 
Russia 

 Tick-borne  Central Europe; 
Russia 

 Japanese  Asia; Russia; 
India; Sri Lanka 

 Murray Valley  USA 

 West Nile  North America; 
Europe; Middle 
East; Africa; Asia; 
Australia; Oceania 

  Bunyaviridae    Bunyavirus   California 
group a  

 California; upper 
Midwest; West 
Virginia; Virginia; 
Kentucky; 
Tennessee; 

 North Carolina; 
Alabama 

  Reoviridae    Coltivirus   Colorado tick 
fever 

 Western mountain 
USA 

   a La Crosse, Cache Valley, Jamestown Canyon, and Snowshoe hare  

    Encephalitis occurs at a lower frequency than meningitis, 
with arboviruses being the leading cause both worldwide and 
in the USA [ 8 – 10 ]. Flaviviruses and alphaviruses are the most 
frequent arboviruses causing encephalitis and are responsible 
for the majority of mosquito and tick-borne encephalitis that 
cause epidemic and endemic disease in Asia, Europe, and the 
Americas [ 8 – 10 ]. Case fatality rates vary greatly, ranging 
from 5–70 %. Human immunodefi ciency virus (HIV) and 
rabies virus (genus  Lyssavirus ) are other important causes of 
encephalitis worldwide [ 1 ,  2 ]. Herpes simplex virus (HSV) 
CNS infections affect all ages, occur at all times of the year, 
and have the highest encephalitis mortality rate in the USA 
[ 1 – 4 ]. In a small number of cases, childhood viral diseases 
including rubella, measles, varicella- zoster virus (VZV), 
mumps, and human herpes virus 6 (HHV-6) can progress to 
neurologic disease during primary infection or with viral 
reactivation (VZV and HHV-6). Cytomegalovirus (CMV) 
[ 11 – 13 ] and JC polyomavirus (JCV) [ 14 ] are responsible for 
encephalitides in immunocompromised patients. 

    Overview of Diagnostic Testing for Viral CNS 
Disease 

 Traditionally, the diagnosis of viral CNS infection has been 
based on laboratory fi ndings in conjunction with patient his-
tory, clinical manifestations, and geographic and epidemio-
logic factors [ 1 – 4 ,  8 ,  9 ]. The diagnosis of viral encephalitis 
requires supplemental tests, including lumbar puncture, 
radiographic imaging such as computed tomography (CT) 
scans and magnetic resonance imaging (MRI) studies, and in 
some cases brain biopsy. 

 In general, patients with viral meningitis typically have a 
cerebrospinal fl uid (CSF) pleocytosis with 10–500 leuko-
cytes/mm 3 , a slightly elevated protein (<100 mg/dL), and a 
glucose level greater than 40 % of a simultaneously drawn 
serum sample [ 1 ,  2 ]. However, there can be a tremendous 
range of values that often overlap with those indicative of 
bacterial meningitis. Patients with viral meningitis or 
encephalitis may or may not have a CSF pleocytosis [ 15 ]. 
Therefore, normal CSF cell counts should not be used as a 
sole exclusion criterion for both diagnosis and determining 
which samples should be tested by molecular methods for 
viral pathogens. CSF glucose levels can be normal or low, as 
seen with bacterial meningitis. Encephalitis can lead to hem-
orrhagic necrosis with elevated protein levels and the pres-
ence of red blood cells. 

 Negative cultures for bacterial, fungal, and mycobacterial 
pathogens can aid in the diagnosis of viral CNS infections 
but can take several weeks for defi nitive results. However, 
bacterial cultures may be falsely negative if patients have 
been treated with antibiotics prior to sample collection. 
Traditionally, the identifi cation of the specifi c virus relied on 
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viral culture, serologic detection of virus-specifi c IgM and 
IgG antibodies (either systemic or intrathecal), or both [ 3 ,  4 , 
 16 – 18 ]. However, the ability to isolate the virus is highly 
dependent on the viral species, time of sample collection, 
sample handling and processing, and prior treatment of the 
patient with antiviral agents. In only approximately 10–16 % 
of viral meningitis cases is the causative agent identifi ed 
using viral culture [ 3 ,  4 ,  7 ,  16 – 19 ]. Serologic diagnosis can 
be made from serum in certain cases as early as 5 days after 
infection with the development of specifi c IgM antibodies, 
but often takes weeks to demonstrate a diagnostic rise in IgG 
antibody titers between acute and convalescent serum sam-
ples [ 3 ,  4 ,  14 ,  16 – 18 ,  20 ,  22 ]. Some patients with West Nile 
viral infections have detectable IgM antibodies in the serum 
for up to 500 days after infection, making the distinction 
between recent and past infection diffi cult [ 22 ]. In addition, 
immune status of the patient can affect the development of 
virus-specifi c antibodies. Since CNS infection may compro-
mise the integrity of the blood–brain barrier, interpretation of 
CSF serology can be problematic. 

 Currently, molecular amplifi cation methods that detect 
viral pathogens in CSF play a critical role in the rapid and 
accurate diagnosis of viral CNS infections [ 16 ,  18 ,  19 ]. This 
approach has largely abrogated the need for brain biopsy for 
the diagnosis of encephalitis and, in cases where biopsy is 
needed, can be used to detect viral pathogens in tissue speci-
mens. In most cases, CSF is easily obtained, especially com-
pared to brain biopsy. CSF should be stored frozen, preferably 
at ≤70 °C, to maintain the stability of viral nucleic acids. 
Isolation of the nucleic acids is achieved using a variety of 
extraction methods (described in Chap.   2    ) that also remove 
amplifi cation inhibitors and neutralize any DNases or 
RNases present in the sample. The volume of CSF required 
can vary signifi cantly and is dependent on the viral target, 
relative levels of virus present in the CSF, and the sensitivity 
of the testing method. 

 Results from molecular tests can be available within 24 h 
and possibly as soon as 2 h for applications utilizing real- 
time PCR technologies that incorporate amplifi cation and 
detection in one step. This is in contrast to viral culture and 
serology, which can require up to 28 days for a fi nal result. In 
the case of enteroviral infections, rapid detection of this 
pathogen has been shown to direct the selection of appropri-
ate therapy, decrease the number of patients unnecessarily 
placed on empiric antibiotic therapy, shorten length of hospi-
talization, and save medical costs [ 23 – 26 ]. Overall, molecu-
lar amplifi cation assays are highly sensitive and, depending 
on the virus and amplifi cation target, can detect as low as one 
viral particle per reaction. High assay specifi city is obtained 
by gene-specifi c targeting and often is signifi cantly more 
sensitive and specifi c than serologic testing, which can dem-
onstrate cross-reactivity among related viruses. Multiplex 
assays offer the versatility of screening for several pathogens 

in one test. Quantitative assays are useful for differentiating 
active from latent infection for herpesviruses and for moni-
toring response to antiviral therapy. 

 The last decade has seen a signifi cant increase in the 
availability of commercially developed systems, assays, and 
reagents for molecular detection of viral infections. 
Table  48.3  lists the currently available US Food and Drug 
Administration (FDA)-cleared systems/assays and a repre-
sentative selection of commercially available analyte- specifi c 
reagents (ASRs) that can be used in laboratory-developed 
tests (LDTs). This is not intended to be an exhaustive list, but 
represents several that are available in the US market. In 
addition, many types of reagents and kits are available from 
other manufacturers, including many that are Conformité 
Européenné (CE)-marked and not available in the USA.

   This chapter reviews the advances in the molecular testing 
for the most common causes of viral meningitis and encephali-
tis, including the enteroviruses, herpesviruses, and arboviruses. 
In addition, viruses affecting persons with immune suppres-
sion, including human immunodefi ciency virus type 1 (HIV-1), 
JCV, and CMV are briefl y discussed.   

    Enteroviruses and Parechoviruses 

    Epidemiology and Disease 
 Human enteroviruses are small, nonenveloped, single- 
stranded RNA viruses that are distributed into seven species 
(human enteroviruses A, B, C, and D and human rhinovi-
ruses A, B, and C) of the Picornaviridae family (  www.picor-
naviridae.com    ; accessed June 2014). The non-polio 
enteroviruses, including the coxsackieviruses, echoviruses, 
and numbered enteroviruses, are responsible for approxi-
mately 50 million infections per year in the USA and possi-
bly more than a billion worldwide [ 4 ,  27 ,  28 ]. Enteroviruses 
cause an array of illnesses in both adults and children, includ-
ing respiratory, ocular, cardiac, gastrointestinal, and neuro-
logic diseases, as well as skin and oral eruptions [ 27 ,  28 ]. In 
the neonate, enteroviruses can cause a sepsis-like picture or 
meningoencephalitis, which can be severe. Outside the neo-
natal period, children under 5 years of age appear to be the 
most susceptible to infection, partly due to a lack of acquired 
immunity and poor hygienic habits. Encephalitis is uncom-
mon and meningitis is rarely associated with complicated 
disease and poor clinical outcome; enteroviral meningitis 
may be more severe in adults than in children. Although 
enteroviral infections can occur year-round, the majority of 
the infections in temperate climates occur during the sum-
mer through autumn months. 

 Human parechoviruses are related but molecularly dis-
tinct members of the  Picornaviridae  that were originally 
classifi ed as additional serotypes of enteroviruses (echovirus 
22 and 23) because of similarities in clinical and laboratory 
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characteristics [ 6 ]. However, parechovirus has now been 
established as its own genus based on extensive molecular 
studies. Increased surveillance and molecular phylogenetic 
studies have identifi ed 16 distinct types [ 6 ]. The epidemiol-
ogy and clinical presentation of parechovirus infection over-
lap with enteroviruses. While neonates and young children 
are primarily affected by both viruses, parechovirus infec-
tions in persons over age 10 have rarely been reported [ 6 ].  

    Laboratory Diagnosis 
 Many enteroviruses can be cultured in human and primate 
cell lines [ 27 ]. No single cell line is optimal for all enterovi-
ral types, and therefore several different cell lines susceptible 
to enteroviral infection typically are used for clinical testing. 
Viral CSF culture has a sensitivity of approximately 
65–75 %, in part because of the lability of the virus and pos-
sible low levels in the CSF. Furthermore, not all enteroviral 
serotypes are able to be recovered in tissue culture, including 
several coxsackievirus A strains that require mouse inocula-
tion for detection. Isolation of enteroviruses in culture can 

take 3–8 days and therefore is generally not rapid enough to 
affect either treatment options or length of hospitalization, 
resulting in unnecessary antibiotic therapy until bacterial 
CSF cultures are negative at 48–72 h. Several serologic 
assays can be used to diagnose enteroviral infections, but are 
not clinically useful because they can be cross-reactive, non-
specifi c, and diffi cult to interpret due to the extended incuba-
tion and prodromal periods found with many enteroviral 
illnesses. In addition, culture of parechoviruses is also diffi -
cult, so the detection of both enteroviruses and parechovi-
ruses is primarily performed using molecular methods.  

    Molecular Tests 
 To increase the sensitivity of enterovirus detection and to 
reduce the diagnostic turnaround time, molecular tests have 
been developed [ 19 ,  24 ,  29 – 36 ]. The molecular testing meth-
ods utilize either reverse transcription-polymerase chain 
reaction (RT-PCR) amplifi cation combined with enzyme- 
linked immunosorbent assay (ELISA) [ 24 ,  29 ,  31 – 34 ,  36 ], 
real-time RT-PCR [ 35 ], or nucleic acid sequence-based 

        Table 48.3    Commercial molecular assays and reagents available in the USA for detection of relevant viral agents   

  Target    Manufacturer    Test name    Method  

  US FDA-cleared   a    for CSF  
 Enterovirus (EN)  bioMérieux, Inc.  NucliSENS EasyQ Enterovirus  Real-time NASBA 

 Cepheid  Xpert EV  Real-time PCR 

 Herpes simplex virus  Focus Diagnostics  Simplexa HSV 1 and 2  Scorpion probes, real-time PCR 

  Analyte-specifi c reagents   b   
 Cytomegalovirus (CMV)  Epoch Biosciences/Nanogen  CMV primers and probes  MGB Alert, real-time PCR 

 EraGen Biosciences  CMV primers ASR  Multicode bases, real-time PCR 

 Focus Diagnostics  Simplexa CMV ASR  Scorpion probes, real-time PCR 

 bioMérieux/Argene  Herpes Generic Consensus and 
Identifi cation Assays 

 Hybridization probes, PCR 

 Enterovirus (EV)  Epoch Biosciences/Nanogen  Enterovirus  MGB Alert, real-time PCR 

 EraGen Biosciences  Enterovirus primers ASR  Multicode bases, real-time PCR 

 Focus Diagnostics  Simplexa Enterovirus ASR  Scorpion probes, real-time PCR 

 Herpes simplex virus (HSV)  Cepheid  HSV 1 and 2  TaqMan hydrolysis probes, 
real-time PCR 

 Epoch Biosciences/Nanogen  HSV 1 and 2  MGB Alert, real-time PCR 

 EraGen Biosciences  HSV primers ASR  Multicode bases, real-time PCR 

 Roche Diagnostics  HSV 1 and 2 ASR  FRET probes, real-time PCR 

 bioMérieux/Argene  Herpes Generic Consensus and 
Identifi cation Assays 

 Hybridization probes, PCR 

 Human herpes virus 6 (HHV-6)  bioMérieux/Argene  Herpes Generic Consensus and 
Identifi cation Assays 

 Hybridization probes, PCR 

 Varicella-zoster virus (VZV)  EraGen Biosciences  VZV primers ASR  Multicode bases, real-time PCR 

 Focus Diagnostics  Simplexa VZV 1 and 2 ASR  Scorpion probes, real-time PCR 

 bioMérieux/Argene  Herpes Generic Consensus and 
Identifi cation Assays 

 Hybridization probes, PCR 

   ASR  analyte-specifi c reagents, CSF cerebrospinal fl uid,  FRET  fl uorescence resonance energy transfer,  MGB  minor groove binder,  NASBA  nucleic 
acid sequence-based amplifi cation, PCR poymerase chain reaction 
  a   www.amp.org    , accessed Jan 2012 

  b Not US FDA-cleared for diagnosis of CNS infections  
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amplifi cation (NASBA) combined with molecular beacon 
technology [ 30 ]. The assays utilize primer sequences selected 
from the conserved 5′ untranslated region (5′ UTR) of the 
enteroviral genome. Sequence variations are present in this 
region, and the scope of detection of the various enteroviral 
serotypes is dependent on primer sequence selection [ 24 , 
 29 – 36 ]. Since different serotypes circulate in distinct areas 
of the world, assays should be validated using local clinical 
isolates and reference strains known to be endemic in the 
region. Overall, enterovirus molecular tests are highly sensi-
tive, some detecting the majority of enteroviral isolates at as 
low as 0.1 tissue culture infectious dose 50 (TCID50) [ 24 , 
 29 – 36 ]. The molecular enterovirus tests are generally very 
specifi c, but have been shown to cross-react with rhinovirus 
[ 29 ,  35 ]. The signifi cance of this cross-reactivity is discussed 
later in this chapter. 

 The availability of commercial reagents for molecular 
detection of enteroviruses has increased substantially in 
recent years. Two systems for the detection of enteroviruses 
from CSF samples are US FDA-cleared: Xpert EV (Cepheid, 
Sunnyvale, CA; 2007) and NucliSENS EasyQ Enterovirus 
(bioMérieux, Durham, NC; 2008) (Table  48.3 ). Cepheid’s 
Xpert platform is a closed, integrated extraction and real- 
time amplifi cation and detection system using TaqMan 
hydrolysis probe chemistry. This platform is capable of sin-
gle unit testing, with a total testing time of approximately 
1.5 h. bioMérieux’s NucliSENS EasyQ system is based on 
NASBA isothermal RNA amplifi cation with real-time target 
detection using molecular beacons, with a total testing time 
of 5 h. Both assays target 5′ UTR of the enterovirus genome. 

 A representative list of ASRs available commercially 
is presented in Table  48.3 . These ASRs can be used on 
different amplification and detection platforms, provid-
ing flexibility for the design of LDTs. Analytical assess-
ments of the Xpert assay have demonstrated very good 
performance characteristics. In a multicenter study com-
paring Xpert to a combined standard of clinical and labo-
ratory data to define true infection, Xpert demonstrated 
94.7 % sensitivity and 100 % specificity, with an overall 
accuracy of 98.6 % [ 37 ]. When used in a point of care test 
setting to maximize clinical impact of the results, Xpert 
also performed well (100 % sensitivity, 98.9 % specific-
ity) for samples for which a result was obtained [ 38 ]. 
However, the authors reported a 16 % invalid rate for 
Xpert EV on initial testing, and these samples were not 
included in the calculations of performance. This invalid 
rate was similar to an 8 % rate from a previous study that 
assessed the performance of Xpert during routine use 
[ 39 ]. These authors reported that the invalid rate could be 
reduced by sample dilution or a single freeze–thaw with-
out impacting the assay performance characteristics. 

 Although US FDA-cleared in 2008, comparatively fewer 
studies have been published evaluating the performance of 

the EasyQ system (bioMérieux). One study conducted by 
Landry et al. prior to US FDA clearance of this system 
compared an early version of the real-time NASBA assay 
to the original NASBA assay combined with electrochemi-
luminescence (ECL) detection of enterovirus in CSF and 
stool samples [ 30 ]. The real-time NASBA assay was 91 % 
sensitive and 100 % specifi c compared to NASBA-ECL 
upon initial testing of 160 samples, with an indeterminate 
rate of 2.5 %. A more recent report assessing the CE-marked 
version of the real-time NASBA EasyQ assay demonstrated 
a 90 % sensitivity and 100 % specifi city compared to an 
LDT using a conventional RT-PCR method [ 40 ]. Marlowe 
et al. evaluated the Xpert assay compared to both the EasyQ 
assay and a TaqMan-based LDT, with 25/25 positive sam-
ples detected by Xpert, 24/25 detected by the LDT, and 
21/25 detected by EasyQ [ 41 ]. These authors also showed 
an initial 7.2 % (10/138) invalid rate for Xpert EV, which 
was attributed to a single lot of reagents, with eight of ten 
resolved upon repeat testing with a new reagent lot. 

 CE-marked assays for the detection of enteroviruses 
in CSF are available from bioMérieux/Argene Biosoft 
(Varilhes, France). Enterovirus Consensus Assay utilizes 
RT-PCR and stair primer technology that was designed 
to overcome the problems associated with sequence 
divergence in the primer- binding regions, thus ensuring 
the detection of all enteroviral serotypes [ 29 ]. The assay 
was shown to be more sensitive than assays using the 
original Rotbart [ 32 ,  33 ] and Zoll [ 36 ] primers, and only 
exhibited cross-reactivity with rhinovirus type 3. Studies 
have determined that the sensitivity of the assay is <0.4 
TCID50 and can detect approximately six RNA copies 
per input reaction. 

 Implementation of molecular testing for enteroviruses 
into routine use can positively impact the management of 
patients with suspected meningitis. Multiple studies have 
shown shorter duration of hospitalization, decreased use of 
inappropriate antibiotics, reduced ordering of ancillary lab-
oratory tests, and overall decreases in health-care costs 
when enterovirus results are rapidly available [ 23 – 26 ]. 
These benefi ts have the potential to be maximized with sys-
tems such as Xpert, and should continue to improve with 
the increased development of more on-demand, near-
patient platforms. 

 Molecular detection of parechoviruses has been limited to 
the use of RT-PCR LDTs in a limited number of clinical lab-
oratories. Similar to assays for detection of enteroviruses, 
most assays for the detection of parechoviruses target the 5′ 
UTR, with recently described assays capable of detecting all 
known parechovirus types [ 42 ]. Several studies which have 
retrospectively analyzed stored CSF specimens have demon-
strated an overall prevalence for parechoviruses of 2–3 % in 
CNS infections, but prevalence in individual years can vary 
widely from 0–10 % [ 6 ,  43 – 46 ].  
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    Herpesviruses 

 The herpesviruses, including herpes simplex virus types 1 
and 2 (HSV-1, HSV-2), VZV, CMV, and HHV-6, are large 
(150–200 nm), enveloped viruses with a linear, double- 
stranded DNA genome packaged in an icosahedral capsid. 
These viruses cause a broad spectrum of viral CNS disease 
including meningitis, encephalitis, meningoencephalitis, 
myelitis, and polyradiculitis [ 1 ,  2 ]. Epstein-Barr virus (EBV) 
DNA has been detected in virtually all AIDS-related cases of 
primary CNS lymphomas [ 47 ]. CMV is discussed briefl y 
under diseases associated with immunosuppression and in 
detail in Chap.   47    . The role of HHV-7 in CNS disease remains 
unclear.   

    Herpes Simplex Virus 

    Epidemiology and Disease 
 HSV-2 is the usual cause of HSV meningitis and accounts 
for approximately 1–5 % of all cases of viral meningitis and 
4–6 % of cases of viral encephalitis overall (adult and pedi-
atric) [ 1 – 4 ,  48 ,  49 ]. The clinical course of the disease usually 
is self-limiting and generally not associated with permanent 
neurological damage. HSV-2 also causes Mollaret’s menin-
gitis, a benign recurrent meningitis [ 50 ]. 

 HSV-1 is responsible for the majority of HSV-
associated encephalitis and for 10–20 % (approximately 
1,250 cases per year in the USA) of all viral encephalitis 
cases (adult and pediatric). Approximately 30 % are pri-
mary HSV-1 infections, and the remaining cases are due to 
HSV reactivation. In contrast to HSV meningitis, HSV 
encephalitis can be a devastating disease, resulting in per-
sistent focal neurologic disease due to damage to one or 
both temporal lobes [ 1 – 4 ,  48 ,  49 ]. Encephalitis occurs in 
approximately 60–75 % of babies with disseminated HSV 
disease, and the mortality rate for cases of HSV-2 enceph-
alitis can be as high as 80 %  without appropriate antiviral 
therapy [ 51 ].  

    Diagnosis 
 CSF viral cultures are positive only in approximately 15 % 
of HSV meningitis cases due to primary infection and, with 
the exception of neonatal infection, are rarely positive in 
cases of HSV encephalitis [ 1 – 3 ,  32 ,  33 ,  48 ,  49 ,  51 ]. 
Traditionally, the diagnosis of HSV encephalitis was depen-
dent on obtaining tissue by brain biopsy for viral culture, 
electron microscopy, immunohistochemical staining, and the 
demonstration of intrathecal production of HSV-specifi c 
antibodies [ 1 – 3 ,  16 – 18 ,  49 ,  51 ]. 

 Over the last decade, studies comparing HSV CSF PCR 
with brain biopsy and/or intrathecal HSV-specifi c antibody 
production for the diagnosis of HSV CNS infections have 

demonstrated sensitivities and specifi cities ranging from 
96–98 % and 96–99 %, respectively [ 16 ,  51 – 53 ]. HSV PCR 
can identify infected persons who fail to either seroconvert 
with primary infection or demonstrate signifi cant rises in 
antibody titers after reactivation. Finally, HSV PCR can aid 
in differentiating HSV antibody increases due to active HSV 
CNS infection from reactivation in persons with concomitant 
CNS disease not related to HSV. Another advantage of PCR 
assays for diagnosis of HSV encephalitis is that the assay sen-
sitivity remains high (95 %) up to approximately 1 week after 
initiating therapy [ 52 ]. However, CSF samples collected early 
after symptom onset may be negative in some patients with 
HSV CNS disease, so repeating the lumbar puncture and 
HSV PCR testing is recommended in such cases when HSV 
infection is strongly suspected [ 54 ]. Caution should be exer-
cised if using CSF PCR for test of cure since DNA can be 
slow to clear from the CSF (as many as 21 % of CSF speci-
mens can remain PCR positive for more than 15 days after 
successful completion of therapy) [ 52 ]. Although HSV viral 
loads are not correlated with prognosis [ 55 ,  56 ], persistent 
detection of HSV in the CSF of neonates with encephalitis 
has been shown to be a poor prognostic indicator [ 56 ,  57 ].   

    Varicella-Zoster Virus 

    Epidemiology and Disease 
 The most common manifestation of VZV resulting from pri-
mary infection is chickenpox and generally occurs in early 
childhood [ 58 ]. VZV-associated neurologic syndromes 
include acute cerebellar ataxia, diffuse or focal encephalitis, 
meningitis, transverse myelitis, and Reye syndrome [ 1 ,  2 ,  58 ]. 
Herpes zoster (also known as shingles), resulting from the 
reactivation of latent VZV infection, occurs in approximately 
20 % of immunocompetent persons (generally 45 years or 
older) and the incidence is approximately 15 % higher in per-
sons with immunosuppression [ 58 ,  59 ]. In a small percentage 
of all zoster cases, severe complications can occur, including 
meningitis, encephalitis, myelitis, Ramsay Hunt syndrome, 
Guillain-Barre syndrome, and contralateral hemiplegia [ 58 –
 60 ]. Ocular manifestations are more common in reactivation 
disease, such as herpes zoster opthalmicus and acute retinal 
necrosis, especially in immunocompromised individuals and 
those not treated with antiviral therapy [ 61 ,  62 ]. Interestingly, 
concomitant herpes zoster rash may only be present in less 
than half of patients with VZV CNS disease [ 63 ].  

    Diagnosis 
 Studies have demonstrated that the recovery of VZV in cul-
ture is poor (20 % positive), as is serologic diagnosis (48 % 
positive) [ 64 ]. Antigen detection by immunofl uorescent 
staining improves detection from vesicular lesions (82 % 
positive), whereas PCR was the most sensitive, with a 
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detection rate of approximately 95 % [ 64 ]. Based on 
improved detection with PCR assays, VZV accounts for 
6–30 % of all herpesviruses detected from CSF [ 20 ,  21 , 
 64 – 71 ]. However, results need to be interpreted cautiously 
since VZV DNA has been detected in CSF without overt dis-
ease, particularly in immunosuppressed individuals.   

    Human Herpes Virus 6 

    Epidemiology and Disease 
 HHV-6 is generally acquired early in life and is manifested 
as exanthem subitum (more commonly known as roseola), or 
as a non-exanthemous febrile illness, sometimes accompa-
nied by severe neurologic manifestations, including febrile 
seizures, meningitis, meningoencephalitis, and encephalitis 
[ 72 ]. Detection of HHV-6 in children with febrile seizures is 
important for identifying children with a potential for the 
recurrence of seizure episodes due to ongoing HHV-6 infec-
tion. Immunocompromised patients can manifest severe 
HHV-6 reactivation infections, including encephalitis [ 72 ].  

    Diagnosis 
 Culture confi rmation of HHV-6 infection is not routinely per-
formed in clinical virology laboratories due to the complexity 
of the testing, which requires purifi cation and culture of patient 
lymphocytes or co-cultivation of activated patient lympho-
cytes and activated human umbilical cord blood lymphocytes 
[ 72 ]. Serologic confi rmation of the disease depends on the 
detection of IgM in primary infection or conversion from 
either a negative to a positive IgG antibody response or a four-
fold or greater rise in IgG antibody titer [ 72 ]. However, anti-
body titers can be diffi cult to interpret for several reasons: IgM 
antibodies may not develop in some children, can be positive 
with HHV-6 reactivation, and can remain positive for extended 
periods of time; and signifi cant rises in HHV-6- specifi c IgG 
antibody titers can be found during infections with other her-
pesviruses. The detection of HHV-6 DNA in the CNS by PCR 
can support the diagnosis; however, in a percentage of cases, 
HHV-6 DNA can be found in normal brain tissue and in the 
CSF of children without evidence of CNS disease [ 72 ]. 
Although rare, chromosomal integration of HHV-6 can com-
plicate the interpretation of positive molecular tests from body 
fl uids, and may result in the misdiagnosis of acute CNS infec-
tion [ 73 ]. Quantitative methods may be more accurate for cor-
relating the presence of HHV-6 with active disease [ 74 ,  75 ].  

    Molecular Tests for Herpesviruses 

 Comparisons of the sensitivity of HSV PCR to viral culture, 
antibody detection, and direct immunofl uorescence assays 
have clearly established the utility of PCR as a fi rst-line diag-

nostic test in the clinical laboratory [ 7 ,  16 ,  18 ,  19 ]. Most 
PCR assays are applicable to the majority of conventional or 
real-time PCR instruments. The assays for herpesviruses use 
different primer sets targeting a number of genes including: 
DNA polymerase gene (HSV-1, HSV-2, CMV, EBV, VZV, 
HHV-6); UL42, glycoprotein B (gB), glycoprotein D (gD), 
or thymidine kinase (TK) genes (HSV); genes 28 and 29 
(VZV); and major capsid protein, U89/U90 (HHV-6). 
Identifi cation of the specifi c herpesvirus is achieved using 
either traditional methods, including the use of species- 
specifi c primers, hybridization with species specifi c probes, 
agarose gel electrophoresis, restriction enzyme analysis, 
ELISA-based colorimetric detection methods [ 20 ,  21 ,  64 , 
 66 – 68 ,  70 ], or fl uorescent probe technologies that permit 
real-time detection [ 65 ,  69 ,  71 ]. One commercial assay has 
been US FDA-cleared for the detection of herpesviruses in 
CSF (Table  48.3 , Simplexa™ HSV 1 and 2 Direct Kit, Focus 
Diagnostics, Cypress, CA). Two assays are US FDA-cleared 
for the detection of HSV from oral and anogenital lesions: 
the Multicode—RTx HSV 1 and 2 kit (EraGen Biosciences, 
Madison, WI) and the IsoAmp HSV assay (Biohelix, 
Beverly, MA). A third assay is US FDA-cleared for the 
detection of HSV from anogenital lesions: the BD 
ProbeTec™ Herpes Simplex Viruses (HSV 1 and 2) Q  x   
Assay (Becton Dickinson, Sparks, MD). None of these US 
FDA-cleared HSV tests for lesions should be used for the 
diagnosis of HSV CNS infections. 

 Several commercial test kits or ASRs are available for the 
detection of herpesviruses in CSF (Table  48.3 ). Roche 
Diagnostics (Indianapolis, IN) has developed ASRs for 
CMV, HSV-1, HSV-2, VZV, and EBV identifi cation using 
the LightCycler instrument [ 65 ,  69 ,  71 ]. A single-tube ampli-
fi cation and detection step allows the identifi cation of both 
HSV-1 and HSV-2 and the differentiation of subtype by 
melting-curve analysis [ 65 ]. The manufacturer's claim of 
sensitivity is approximately 12.5 copies or 2.5–6.3 genome 
equivalents per reaction. 

 ASRs for several herpesviruses are available from 
Cepheid (Sunnyvale, CA), Epoch Biosciences/Nanogen 
(Bothell, WA), EraGen Biosciences (Madison, WI), and 
Focus Diagnostics (Cypress, CA). Although not available for 
sale in the USA, Artus Biotech (Artus GmbH, Hamburg, 
Germany) has CE-marked systems and assays for the detec-
tion of herpesviruses. Easy artus  HSV 1 and 2, EBV, VZV, 
and CMV PCR kits are approved for use with BioRobot EZ1 
DSP for specimen extraction, and LightCycler (Roche), ABI 
PRISM 700 and 7900HT SDS (Applied Biosystems Foster 
City, CA), and the Rotor-Gene 3000 (Corbett Research, San 
Francisco, CA) for amplifi cation and detection. Real-time 
PCR for the same viruses can be accomplished using the 
 artus  Herpes Virus LC-PCR kits. Assays with these reagents 
have been optimized for use on the LightCycler (Roche) with 
manufacturer-claimed limits of detection (copies/PCR) of 
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5.0 for HSV-1 and -2, 28.9 for EBV, 4.0 for VZV, and 4.9 for 
CMV. Assessments of clinical and analytical performance of 
the commercially available reagents has been limited; how-
ever, a recent study evaluating the performance of ASRs 
from Cepheid, EraGen, and Roche for the detection of 
HSV-1 and -2 from pediatric CSF samples demonstrated 
comparable clinical and analytical sensitivities among the 
assays [ 76 ]. 

 Multiplex assays that can simultaneously screen for the six 
major herpesviruses (HSV-1, HSV-2, CMV, VZV, EBV, and 
HHV-6) offer some distinct advantages including the identifi -
cation of a herpesvirus that may not have been considered in 
the original diagnosis and the detection of co- infections in the 
CNS [ 77 ]. However, caution must be used in determining the 
signifi cance of detecting more than one herpesvirus because 
low level reactivation may occur in the presence of immune 
suppression due to the primary infection. 

 Several LDTs targeting herpesviruses have been validated 
for CSF specimens and/or brain tissue using either traditional 
or real-time PCR methods [ 16 ,  21 ,  65 – 71 ]. Herpes Generic 
Consensus kit (bioMérieux/Argene Biosoft, Varilhes, France) 
uses the same stair primer technology as in their enterovirus 
assay to compensate for sequence divergence in the primer 
binding regions of the six herpesviruses [ 66 ]. After PCR 
amplifi cation and generic colorimetric detection of the her-
pesvirus, the Herpes Identifi cation Hybridoma well kit 
(bioMérieux/Argene Biosoft, Varilhes, France) is used to 
identify the specifi c herpesvirus present. All primers, probes, 
an internal control, external controls, and all PCR reagents, 
with the exception of amplifi cation enzyme, are provided in 
the test kit. Assay sensitivity varies between 5–50 copies per 
PCR reaction, with EBV being the least sensitive. This assay 
is available as a research use only (RUO) kit in the USA and 
is CE-marked kit outside of the USA. 

 Microarray-based technology offers the opportunity to 
expand the detection capabilities of multiplex real-time PCR 
assays, and has been applied to the development of LDTs 
[ 78 ] and commercially available assays [ 79 ] for detection of 
viral CNS infections. Clart Entherpex kit (Genomica, 
Coslada, Spain) is a CE-marked multiplex real-time PCR 
DNA microarray allowing the simultaneous detection of 
HSV-1 and -2, VZV, CMV, EBV, HHV-6, HHV-7, HHV-8, 
and human enteroviruses in CSF, and has demonstrated simi-
lar clinical and analytical sensitivity compared to single- 
endpoint PCR for detection of these viral targets [ 79 ].   

    Arboviruses 

    Epidemiology and Disease 
 Alphaviruses, fl aviviruses, and bunyaviruses are responsible 
for the majority of the arboviral encephalopathies (Table  48.2 ) 
and are found throughout the world [ 1 ,  2 ,  10 ]. Arboviruses 
have an RNA genome, with the exception of African Swine 

Fever Virus which has a DNA genome. The arboviral 
encephalitides are zoonotic, and transmission of the viruses 
occurs between susceptible amplifi er vertebrate hosts (such 
as birds, squirrels, and chipmunks) via blood feeding arthro-
pods (including mosquitoes, psychodids, ticks, and cerato-
pogonids). Peak incidence occurs in summer and continues 
through the fall months when arthropods are most active, but 
cases can continue to occur in the winter months in warmer 
regions. Humans, horses, and domestic animals can develop 
a clinical illness, with the majority of human arboviral infec-
tions being either asymptomatic or manifesting as a fl u-like 
self-limiting illness. Arboviruses can occasionally enter the 
brain by mechanisms not clearly understood, with produc-
tive infection of brain cells occurring, resulting in encephali-
tis, often with a fatal outcome or permanent neurologic 
damage in the affected individual [ 1 ,  2 ,  10 ]. 

 The mosquito-borne viruses were fi rst discovered in the 
1930s [ 10 ]. Until 1999 and the emergence of West Nile virus 
(WNV) in Queens, New York [ 80 ], the most important cause 
of epidemic and endemic encephalitis in the USA was St 
Louis encephalitis virus (SLE), which is found throughout 
the lower 48 states. From 1964 to 2009, confi rmed cases of 
SLE averaged approximately 100 cases per year, and over 
4,500 cases of neuroinvasive disease have been reported to 
the Centers for Disease Control and Prevention (CDC; 
Atlanta, GA) since 1964 [ 8 ]. Less than 1 % of the SLE cases 
are clinically apparent, with a case fatality rate of 5–25 % for 
symptomatic persons [ 8 ]. 

 Since the initial outbreak in 1999, WNV has migrated 
across the USA, and through 2011 all but two states (Alaska 
and Hawaii) have reported bird, mosquito, vertebrate, or 
human cases [ 8 ,  9 ]. WNV is responsible for neuroinvasive 
disease (encephalitis and meningitis) and what is termed 
West Nile fever, which is typically less severe and does not 
show signs of neuroinvasion [ 80 ]. Through 2014, over 
18,000 cases of neuroinvasive WNV infections with over 
1,200 deaths have been reported to the CDC [ 8 ,  9 ]. 
Approximately one in 150 WNV cases progress to meningi-
tis or encephalitis, which is the most common neurological 
manifestation. Case fatality rates remain constant at approxi-
mately 10 %, with advanced age being the most important 
risk factor for death [ 8 – 10 ]. In addition, WNV has been 
transmitted to persons receiving either transfusions or trans-
planted organs from asymptomatic donors infected with 
WNV [ 9 ,  80 ,  81 ]. Phylogenetic analysis has shown that 
WNV can be separated into two lineages [ 82 ], with lineage 2 
being associated with recent outbreaks in Europe. 

 La Crosse virus is found in several midwestern and mid-
Atlantic states, and an average of 80–100 cases are reported 
per year, usually in children under the age of 16 years. Since 
1964, eastern equine encephalitis virus and western equine 
encephalitis virus have been responsible for 270 and 639 
cases, respectively [ 8 ]. In the northern USA, Powassan virus 
is a minor cause of encephalitis and is transmitted by ticks 
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[ 8 ]. Japanese encephalitis virus, found mainly in Asia and 
the Pacifi c, is the leading cause of encephalitis worldwide, 
with more than 45,000 cases reported annually [ 1 ,  2 ,  10 ]. 
Venezuelan encephalitis virus remains the third most com-
mon cause of equine encephalitides and the most common 
cause of epidemic encephalitis in Central and South America 
[ 1 ,  2 ,  10 ].  

    Diagnosis 
 By the time persons present with encephalitic symptoms, the 
viremic phase of the disease often has ceased and infected 
persons have developed serum and intrathecal IgM or IgG 
antibodies or both [ 10 ,  80 ]. Since IgM antibodies do not 
cross the blood–brain barrier, the identifi cation of virus- 
specifi c IgM antibodies in the CSF is strongly suggestive of 
CNS infection. A variety of assays, including hemagglutina-
tion inhibition, complement fi xation, plaque reduction neu-
tralization test (PRNT), IgM antibody capture ELISA 
(MAC-ELISA), IgG antibody ELISA, indirect immunofl uo-
rescence (IFA), and antigen capture ELISA, have been useful 
in the identifi cation of arboviral infections [ 10 ,  20 ,  80 ,  83 ]. 
The identifi cation of virus-specifi c IgM antibodies or the 
demonstration of a four-fold or greater rise in neutralizing 
IgG antibodies in either CSF or serum is achieved by PRNT 
using multiple arboviruses. Commercially available MAC- 
ELISAs are more reliable, rapid, and reproducible compared 
to LDTs [ 20 ,  80 ,  83 ]. In persons with immunosuppressive 
disorders or who are very early in the course of the infection, 
antibody titers can be negative and the diagnosis is depen-
dent on isolation of the virus. However, due to the transient 
nature of the viremic stage and probably low levels of virus 
in the CSF and serum, virus isolation using cell culture gen-
erally has been unsuccessful and not practical for most clini-
cal laboratories. 

 Although serological confi rmation of disease remains the 
gold standard, molecular tests are important for identifying 
early infection prior to seroconversion, infection in trans-
plant tissues and blood [ 80 ,  81 ], infection in immunocom-
promised patients, and confi rmation of a clinical diagnosis 
[ 80 ,  84 – 87 ]. A positive result with a nucleic acid amplifi ca-
tion assay is diagnostic of an arboviral infection; however, a 
negative result does not exclude the possibility of an arbovi-
ral infection. For example, up to 55 % of CSF samples and 
only approximately 10 % of serum samples are positive 
using a molecular test in patients with serologically con-
fi rmed cases of WNV disease [ 80 ]. Nevertheless, the molec-
ular detection of arboviral nucleic acids is standard for 
vector-borne disease surveillance studies and control pro-
grams [ 80 ,  84 – 86 ,  88 ] and for monitoring both the blood 
supply and transplantation tissues [ 80 ,  81 ].  

    Molecular Tests 
 Several assays using traditional RT-PCR, nested RT-PCR, 
real-time RT-PCR, and NASBA combined with either ECL 

or molecular beacon detection have been developed for the 
identifi cation of arboviral infections [ 80 ,  84 – 88 ]. Assay 
methods are highly sensitive, specifi c, and rapid, with 
results available in as little as 2 h for real-time RT-PCR and 
NASBA molecular beacon assays. Primers usually target 
the NS1, NS3, NS5, and 3′ NC regions of the genomes of 
the fl aviviruses. Primer-probe sets may be virus specifi c 
[ 84 – 86 ], or universal primers can be used for the detection 
of all fl aviviruses [ 87 ]. Although commercially available 
reagents are limited for the molecular detection of WNV in 
Europe, there are none available in the USA. Furthermore, 
profi ciency testing (PT) performed with early versions of 
commercial tests and LDTs showed good performance in 
the ability to detect WNV lineage 1, but an inability of more 
than 40 % of participating laboratories to detect lineage 2 
[ 89 ]. Although the performance in detecting lineage 2 
improved slightly in a recent assessment [ 90 ], one-third of 
testing laboratories were unable to detect both lineages. 
Accommodations for sequence variation must be incorpo-
rated into assay design to ensure the optimal detection of 
both WNV lineages 1 and 2.   

    Viral Agents Associated 
with Immunosuppression 

    Cytomegalovirus 

    Epidemiology and Disease 
 CMV is an enveloped, double-stranded DNA virus with par-
ticles ranging in diameter from 120–200 nm. CMV disease 
may be due to primary infection but generally is related to 
CMV reactivation in association with progressive immune 
defi ciency [ 11 – 13 ]. Neurological syndromes associated with 
CMV include peripheral neuropathy, ventriculoencephalitis, 
myelitis/polyradiculopathy, and diffuse micronodular 
encephalitis with dementia [ 11 – 13 ].  

    Diagnosis 
 The presumptive diagnosis of CMV CNS disease has been 
based primarily on clinical presentation, serologic testing, 
neuroradiologic studies including CT scan and MRI, CSF 
chemistries, and the magnitude and types of CSF pleocytosis 
[ 11 – 13 ]. CSF viral culture is positive in only approximately 
50 % of patients with CMV CNS disease, and culture is rela-
tively slow, requiring 1–4 weeks for a fi nal result [ 11 – 13 ].  

    Molecular Tests 
 Molecular methods are used to more accurately and rapidly 
detect CMV in patients with active CMV CNS disease [ 91 ]. 
The detection of CMV DNA by PCR in CSF of acquired 
immunodefi ciency syndrome (AIDS) patients was highly 
sensitive (100 % negative predictive value for CNS disease) 
but did not always correlate with active CMV CNS disease 
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(68.4 % positive predictive value for CNS disease) [ 91 ]. 
Sensitive qualitative PCR may detect non-replicating virus, 
which could clearly limit the use of these tests in the differ-
entiation of asymptomatic infection from active CNS dis-
ease. Quantitative PCR assays with established cut-off values 
for differentiating infection from active disease may provide 
a superior alternative to qualitative PCR. For example, CSF 
from AIDS patients with autopsy-proven CMV encephalitis 
had a median value of 3,333 CMV genomes/10 5  cells com-
pared to a median value of 125 CMV genomes/10 5  cells for 
AIDS patients with neurologic symptoms not related to 
CMV, and a median value of 19 CMV genomes/10 5  cells for 
HIV-1 seronegative controls [ 91 ]. High levels of cellular 
CMV correlated with marked histopathologic changes in 
AIDS patients. Additional studies are necessary to determine 
the level of CMV DNA that would be considered indicative 
of active CNS disease. 

 Several manufacturers produce commercially available 
ASRs for real-time PCR-based detection and quantifi cation 
of CMV DNA from a variety of clinical specimen types 
(Table  48.3 ). A different approach, used in both transplant 
recipients and HIV-1-infected persons for diagnosing active 
disease vs asymptomatic CMV infection, is based on detec-
tion of CMV mRNA transcripts (immediate-early and early, 
UL83, pp150, and pp67 gene transcripts) [ 91 ,  92 ]. Although 
commercial assays are not available, CMV transcript detec-
tion can be a useful target for the differentiation of active 
infection from latent infection. The detection of pp67 mRNA 
in CSF is most accurate for the diagnosis of active CMV 
CNS disease (100 % positive predictive value [PPV], 97 % 
negative predictive value [NPV]), when compared to viral 
culture (100 % PPV, 82.7 % NPV) and qualitative DNA PCR 
(68.4 % PPV, 100 % NPV) [ 92 ]. In addition to diagnostic 
utility, quantitative PCR and pp67 mRNA assays have been 
effective for monitoring response to therapy for CMV infec-
tions [ 91 ].   

    Human JC Polyomavirus 

    Epidemiology and Disease 
 Human JCV is a small (40 nm) nonenveloped DNA virus 
with an icosahedral capsid. Primary infection with human 
JCV generally occurs early in life, is usually asymptomatic, 
and results in a latent infection of both renal tissues and B 
lymphocytes [ 14 ]. Reactivation occurs during cell-mediated 
immune defi ciency and can lead to progressive multifocal 
leukoencephalopathy (PML), a rapidly evolving severe 
demyelinating disease of the CNS that is usually fatal. This 
disease is primarily but not exclusively seen in patients with 
AIDS and, prior to the era of highly active antiretroviral ther-
apy (HAART), was a serious cause of infection in 2–10 % of 
AIDS patients. A review of cases over a 10-year period also 

showed that approximately 20 % of non- AIDS patients with 
PML had hematologic malignancies or were bone marrow 
transplant recipients [ 93 ].  

    Diagnosis 
 The diagnosis of PML can be diffi cult, is generally presump-
tive, and typically based on recognition of characteristic 
multifocal white matter lesions using imaging techniques 
(CT or MRI) in patients manifesting subacute neurologic 
defi cits. Although laboratory tools such as serology, virus 
isolation, and electron microscopy have been used to aid in 
diagnosis [ 14 ], these tests have had limited utility due to 
poor specifi city (serology), labor intensiveness (cell culture), 
or impracticality (EM). Histopathologic analysis of brain 
biopsies often has been required to confi rm the diagnosis and 
remains the gold standard for diagnosis [ 94 ].  

    Molecular Tests 
 Several PCR-based strategies have been used for detection of 
JCV in CSF for the diagnosis of PML and to monitor patients 
with AIDS who achieved a PML remission as a result of 
HAART [ 14 ,  95 – 97 ]. Testing has been performed using 
unique or sequential CSF samples, with assays using single 
or nested PCR combined with conventional or real-time 
detection technologies. Primers target different noncoding 
and coding (VP1, VP2, small T-antigen, large T-antigen) 
regions, often with variable results, presumably due to the 
large amount of sequence variation within the various sub-
types of JCV [ 14 ]. PCR detection of all JCV genotypes can 
be improved if primers that target the more conserved regions 
of the genome or degenerate primers are used; however, care 
must be taken in assay design to prevent cross-reaction with 
other polyomaviruses. PCR assays have a rate of detection of 
JCV in CSF from patients with PML ranged from 30–89.5 % 
[ 95 – 97 ]. Specifi city of PCR for identifying viral isolates of 
JCV was 100 %, while specifi city for the diagnosis of con-
fi rmed PML was generally about 95 % [ 95 – 97 ]. However, in 
patients with PML on HAART, the sensitivity of PCR for 
detection of JCV in CSF is considerably lower than in 
patients with PML not on HAART [ 98 ]. In summary, CSF 
examination for JCV DNA was shown to be useful for con-
fi rming the diagnosis of PML. However, a negative test does 
not exclude the possibility of PML and brain biopsy is neces-
sary to confi rm such cases.    

    Human Immunodefi ciency Virus 

 Human immunodeficiency viruses are enveloped, plus- 
stranded RNA retroviruses. Early in the course of infec-
tion, HIV-1 enters the CNS [ 99 ,  100 ]. A complex 
interaction between the virus and host immune responses 
leads to neurological damage that is manifested by several 
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syndromes including meningitis, encephalitis, peripheral 
neuropathies, and AIDS dementia complex (ADC) 
[ 99 ,  100 ]. 

    Molecular Tests 
 High HIV-1 RNA levels in CSF correlate with an increased 
incidence of ADC and with the presence of cerebral atro-
phy [ 99 ]. Most persons with high CSF viral load have con-
comitant high plasma viral load. However, there are 
patients on HAART with either low-level or undetectable 
plasma viral load (<50 copies/ml) who have signs of neu-
rologic disease and high CSF viral load (>50,000 copies/
ml). Suppression of plasma viral load does not always cor-
respond with HIV-1 suppression in other body compart-
ments, and the monitoring of such compartments may be 
indicated in certain clinical situations. Therefore, when 
neurological symptoms are evident, measurement of 
HIV-1 RNA levels in the CSF becomes important. 
Detectable viral load in the CSF can affect the selection of 
HAART, since not all drugs penetrate the CSF to the same 
degree. In addition, due to the large overlap of neurologi-
cal symptoms associated with the AIDS-related neurologi-
cal disorders, such as CMV encephalopathies and PML, 
CSF viral load can aid in the differential diagnosis of ADC 
[ 92 ]. The measurement of CSF viral load, using commer-
cially available methods described in Chap.   45    , can be per-
formed once the laboratory has validated this off-label 
sample type.  

    Interpretation of Results 
 The enhanced performance of molecular assays compared 
to conventional methods has signifi cantly improved diagno-
sis of viral CNS infections, and detection of specifi c viral 
nucleic acid targets in the CSF most often represents true 
positive results. Potential scenarios for false-positive results 
could include analytical cross-reactivity of primers/probes 
due to homology between related viruses. Assays for the 
detection of enteroviruses can cross-react with some rhino-
virus types, which provides challenges in the interpretation 
of results from respiratory specimens, but should not impact 
interpretation of CSF results because rhinoviruses are not 
CNS pathogens. Clinical false-positive results may also 
occur in the detection of CMV nucleic acid in the CSF 
which may represent latent rather than reactivated infection. 
As mentioned above, quantitative or viral mRNA-targeted 
assays may be more useful than DNA-targeted qualitative 
assays in identifying reactivation. False-negative molecular 
results are possible and can be due to analytical factors 
related to specimen quality and integrity (collection, trans-
port, storage). In addition, assay limitations due to mutation 
or sequence variation should be recognized, and processes 
for assessing and monitoring these components of assay 
performance over time should be included in the laborato-

ry’s quality assurance program. Furthermore, timing of 
specimen collection (within the fi rst week of an arboviral 
infection), and prior therapy (impact of HAART in detec-
tion of JCV) must be considered in interpreting negative 
results.  

    Laboratory Issues 
 A major limitation in the use of molecular assays for the 
diagnosis of viral CNS infections is the relative lack of 
US FDA-cleared options available for US laboratories. 
Although several assays/systems have recently reached 
the market, these have been limited to the detection of 
enteroviral infections. Due to the extreme diffi culty in 
performing clinical trials of an appropriate scope to obtain 
US FDA clearance, it is unlikely that US FDA-cleared 
products for other targets in the CSF (notably HSV) will 
be available in the near future. This will compel laborato-
ries either to verify alternative specimen types on cur-
rently available US FDA-cleared assays or utilize ASRs 
or LDTs, both of which may limit widespread utilization 
of the technology. In addition, the number and diversity of 
commercially available PT panels has not kept pace with 
the growth in utilization of molecular assays for the diag-
nosis of CNS infections. Regulatory compliance through 
the use of in-house PT panels or specimen exchange pro-
grams causes additional challenges to the laboratory. 
Finally, operational attention in the design of the labora-
tory, including when, where, and on which platforms cer-
tain assays are being performed, also needs to be taken 
into consideration. For example, separation by time, loca-
tion, and potentially even platforms for extraction, ampli-
fi cation and detection steps, as well as CSF samples and 
lesion samples submitted for detection of HSV. Lesion 
samples are a high volume specimen type, generally con-
tain a high viral titer, and demonstrate high positivity 
rates for most laboratories. These factors can present an 
unwanted, but controllable opportunity for environmental 
cross-contamination of CSF samples.   

    Conclusions and Future Directions 

 Currently, the application of molecular testing for the detec-
tion of clinically relevant viral CNS infections is considered 
an essential component in standard of care clinical testing for 
many viral infections. For certain viral pathogens, such as 
HSV and enteroviruses, molecular tests are considered the 
new gold standard. For other viruses, correlation of molecu-
lar results with other laboratory fi ndings, such as serologic 
status, clinical presentation, and patient management is still 
an active area of study. Nevertheless, molecular tests are 
rapid, accurate and signifi cantly impact patient management 
and outcome. The selection of the best method or target must 
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be carefully considered, as variations in both can affect the 
overall performance of the assays. In certain cases, where 
latent viruses may be detected, quantitative assays or assays 
that target mRNA rather than DNA may provide more useful 
clinical correlation for CNS disease. Laboratories must thor-
oughly evaluate and validate the tests, continue to monitor 
technical performance, and maintain strict environmental 
precautions to prevent cross-contamination of samples. 
Standardization of test methods, cooperative participation in 
PT programs, and support by the laboratory community for 
the development of commutable molecular standards will 
improve performance and correlation of intralaboratory and 
interlaboratory results.     
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    Abstract  

  Molecular techniques have revolutionized the detection and identifi cation of microorgan-
isms. Real-time PCR has allowed for the rapid and accurate detection of MRSA, VRE, and 
group B  Streptococcus . The identifi cation of diffi cult and slow-growing organisms has been 
expedited by sequence-based methods such as 16S rRNA gene sequencing. Rapid identifi -
cation of organisms and detection of resistance markers directly from positive blood culture 
bottles has become a reality. Finally, a transformation is taking place with the introduction 
of MALDI-TOF into clinical laboratories that promises to improve the accuracy and speed 
of bacterial and fungal identifi cations by days. The advantages of these methodologies and 
their associated clinical applications, along with their inherent pitfalls and problems, are 
elucidated in this chapter.  
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     Introduction 

 As the general population ages, the incidence of chronic con-
ditions rises, the prevalence of antimicrobial resistance 
increases, and emerging pathogens arise, the laboratory diag-
nosis of infectious diseases has evolved and become more 
complex. As the complexity of diagnostic microbiology has 
increased, so have the methods employed to detect infectious 
agents. The implementation of molecular technology in the 

clinical microbiology laboratory in some cases has 
 augmented traditional methods, such as culture and serology, 
while in other circumstances it has completely replaced tradi-
tional methods. For routine bacteriology (i.e., blood cultures, 
urine cultures, and respiratory cultures), culture has remained 
the gold standard primarily based on a lower cost and the 
potential complex nature of infections. However, in situations 
where low quantities of the pathogen may be present, the 
patient may have received antibiotics prior to specimen col-
lection, the etiologic agent may require unusual culture con-
ditions, or a more rapid turnaround time is needed, molecular 
testing approaches are particularly benefi cial. 

 Currently, the optimal use of molecular techniques in 
microbiology resides with specimens in which a limited 
number of pathogenic organisms are sought (i.e., detection 
of methicillin-resistant  Staphylococcus aureus  from nares 
or vancomycin-resistant  Enterococcus  from rectal swabs) 
and in cases where the enhanced sensitivity, decreased 
turnaround time, and/or patient impact of molecular 
 methods outweighs the increased cost to the laboratory 
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(i.e., molecular identifi cation of organisms directly from 
positive blood cultures). A particularly exciting transition 
in clinical microbiology is the use of mass spectrometry 
(MS) for the identifi cation of a wide spectrum of bacterial 
and fungal organisms as well as the detection of antimicro-
bial resistance. This chapter discusses the most common 
molecular methods and their applications in clinical bacte-
riology laboratories, including the associated advantages 
and disadvantages.  

    Bacterial Identifi cation 

    Probe Hybridization 

 The molecular methods used for the identifi cation of bacte-
rial organisms cultured from patient specimens include direct 
probe hybridization and sequencing. Direct probe hybridiza-
tion can be used for culture confi rmation as well as direct 
detection of organisms from clinical material. Both nucleic 
acid probes and peptide nucleic acid (PNA) probes are com-
mercially available. 

 Probes are single-stranded oligonucleotides that vary in 
size from 20 base pairs (bp) to a few kilobases, but are gener-
ally less than 50 bp. Probe specifi city is defi ned by the 
nucleic acid sequence of the probe. Bacterial identifi cation 
using probes to 16S rRNA or 23S rRNA are commonly used 
due to the relatively high copy number of rRNAs in bacteria 
which increases the sensitivity of direct detection. Further, 
rRNA sequences contain conserved regions in addition to 
hypervariable regions allowing for the level of identifi cation 
to be varied depending on the probe sequence. Commercially 
available probes for culture confi rmation include Group B 
 Streptococcus ,  Listeria monocytogenes ,  Neisseria gonor-
rhoeae ,  Staphylococcus aureus ,  Streptococcus pneumoniae , 
and several mycobacteria including  M. tuberculosis  (Hologic, 
San Diego, CA). In addition, probes for direct detection of 
group A  Streptococcus  from throat swabs are available 
(Hologic). Although more expensive than conventional culture 
and identifi cation methods, probe-based detection and iden-
tifi cation methods have moderately increased sensitivity and 
specifi city and decreased turnaround time [ 1 ]. However, both 
false-negative and false-positive results may occur. Bacterial 
strains may possess polymorphisms that prevent probe 
hybridization [ 2 ,  3 ] or different strains may contain similar 
sequences that result in cross-reactivity [ 4 ,  5 ]. Additional 
disadvantages of probe hybridization methods are the limited 
number of commercial probes and the inability to probe clin-
ical specimens directly. 

 In situ hybridization (ISH) allows for the detection of 
nucleic acid sequences in cells or tissues fi xed to glass slides. 
Probes, which can be DNA, RNA, or PNA, are typically 
short (15–30 bps) allowing for easier penetration and access 

to the target sequence. Both colorimetric and fl uorescent ISH 
(FISH) probes are used in histopathology and clinical micro-
biology. Advantages of ISH in histopathology are the ability 
to evaluate the host tissue response and identifi cation of the 
specifi c cells containing the infectious agent(s). In addition, 
“non-culturable” or diffi cult to culture organisms can be 
detected by ISH, i.e.,  Tropheryma whipplei  for Whipple’s 
disease. Disadvantages include autofl uorescence by some 
microorganisms (including  Pseudomonas ,  Legionella , many 
yeasts, and molds), specifi city and reliability of certain probe 
sequences, insuffi cient probe penetration of sample material, 
secondary structure of target sequence, low target content, 
and photobleaching [ 6 ]. 

 In clinical microbiology, the direct identifi cation of 
microbial organisms in patient samples or cultures often 
is determined using commercial PNA-FISH probes 
(AdvanDx, Woburn, MA). PNA probes have a neutral pep-
tide-like backbone, as opposed to the negatively charged 
sugar–phosphate backbone of DNA probes [ 7 ]. However, 
like DNA probes, PNA probes hybridize to DNA and RNA 
in a sequence-specifi c manner and can be fl uorescently 
labeled for ease of detection. Reported advantages of PNA 
probes include stronger and faster hybridization, discrimi-
nation of one bp difference, resistance to nucleases and 
proteases, survival under stringent conditions (e.g., high 
temperature) that allow for access to regions with second-
ary structure, and increased hydrophobicity that allows for 
penetration of cell membranes during ISH [ 7 ]. Commercial 
PNA probes include many multi-labeled probe kits for 
the discrimination of morphologically similar organisms 
including  Staphylococcus aureus /coagulase-negative 
 Staphy lococcus ,  Enterococcus faecalis /other enterococci, 
 Escherichia coli / Pseudomonas aeruginosa , gram-negative 
rods ( E. coli ,  P. aeruginosa ,  Klebsiella pneumoniae ), 
yeast ( C. albicans / parapsilosis ,  C. tropicalis , and  C. 
glabrata / krusei ), and Group B  Streptococcus  (AdvanDx, 
Inc., Woburn, MA). PNA-FISH probes are used by clinical 
laboratories for the identifi cation of organisms from posi-
tive blood culture bottles in less than 2.5 h, which has a 
signifi cant positive impact on patient care and institutional 
cost savings [ 8 – 11 ].  

    Sequencing 

 In many larger laboratories, sequencing is used to rapidly 
and accurately identify organisms. Sequencing is more rapid 
than conventional methods, but initial growth of an isolate is 
still required prior to sequencing. Ideal applications of 
sequencing for organism identifi cation include 
 Mycobacterium  spp., aerobic actinomycetes including 
 Nocardia  spp., select anaerobes and gram-positive bacteria, 
which are organisms that are typically slow-growing or dif-
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fi cult to identify by routine methods. Sequencing can also be 
used to identify organisms that cannot be cultured because 
they are inherently diffi cult to grow or as a result of antibi-
otic therapy. In this situation, sequencing would need to be 
performed directly from the clinical specimen, but this 
 practice must be used with caution and only for specimens 
from sterile sites. A substantial body of evidence exists for 
direct sequencing from explanted heart valves for the identi-
fi cation of organisms causing endocarditis [ 12 ,  13 ]. 

 Many bacterial genome regions are used for sequence- 
based identifi cation in clinical laboratories, but the 16S 
rRNA gene is the most common target. The 16S rRNA gene 
encodes for the highly conserved rRNA associated with the 
small subunit of the ribosome and is often used for taxo-
nomic purposes and species identifi cation. While 16S rRNA 
is highly conserved among bacteria, nucleotide variations 
unique to each species are concentrated in specifi c regions. 
The entire gene is 1,550 bp including the conserved and vari-
able regions, but discriminatory sequence can generally be 
obtained using 500 bp [ 14 ]. Universal primers complemen-
tary to the conserved regions on either side of the variable 
region permit amplifi cation from all bacterial species and the 
resulting amplicon contains unique sequence for identifi ca-
tion. Commercial research use only kits are available for 
sequencing of 16S rRNA (MicroSeq; Applied Biosystems) 
(Thermo Fisher Scientifi c, Waltham, MA), but many clinical 
laboratories use laboratory-developed protocols. Notably, 
some organisms are identical by 16S rDNA sequencing (e.g., 
 M. chelonae  and  M. abscessus ,  S. pneumoniae  and  S. mitis ). 
However, some of the identical organisms by 16S rDNA 
sequencing can be differentiated by sequencing other genes, 
such as those of the internal transcribed space (ITS) region, 
 rpoB ,  secA , or  hsp65  [ 15 – 17 ]. 

 Sequence results are more robust than conventional culture 
methods because they are less subjective if a comprehensive 

and accurate database is used for sequence comparison. 
Analysis of the sequence data involves evaluating the quality 
of the sequence obtained and subsequent comparison of the 
sequence with known sequences through public and/or 
commercial databases, such as NCBI GenBank, MicroSeq, 
Integrated Database Network System (SmartGene, Raleigh, 
NC), or RipSeq (Isentio, Palo Alto, CA). Once an isolate is 
growing in culture, the entire procedure can be done in about 
1.5 work days. Beyond the relatively long time to result com-
pared to mass spectrometry, other limitations are the quality of 
public databases or the expense of access to curated databases, 
and the similarity of 16S rRNA sequences of some organisms.  

    Mass Spectrometry 

 A major advancement in bacterial identifi cation is the rou-
tine use of mass spectrometry (MS) in clinical microbiology 
laboratories [ 18 ]. Traditionally, bacterial identifi cation is 
achieved by performing a number of biochemical reactions 
to identify the unique combination of phenotypic properties 
that are specifi c to a particular microorganism. Originally 
performed individually, these phenotypic tests have been 
streamlined and are now performed on automated instru-
ments. Although automated systems have reduced the time 
to identifi cation relative to traditional methods, there is still 
room for improvement. 

 The use of MS to identify organisms was fi rst described in 
the mid-1970s [ 19 ], but not until the advent of using matrix 
assisted MS was the reliability and reproducibility suffi cient 
for clinical applications [ 20 ]. The type of MS most com-
monly used in clinical microbiology is  M atrix  A ssisted  L aser 
 D esorption/ I onization  T ime  O f  F light (MALDI-TOF) 
MS. As illustrated in Fig.  49.1 , the core of MALDI-TOF MS 
for bacterial identifi cation is that differences in DNA lead to 

A = S. aureus
B = E. coli

Organism A

1 2 3 4 5

Organism B

  Figure 49.1    Schematic of MALDI-TOF mass spectrometry for dif-
ferentiation of two organisms (A and B). Differences in DNA ( 1 ) 
encode for different protein products ( 2 ) which are differentially frag-

mented under laser excitation ( 3 ). These fragmented proteins produce 
organism-specifi c spectra ( 4 ), which are compared against a reference 
database of spectra ( 5 ) for organism identifi cation       
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differences in the protein composition of an organism, and 
the differences in protein composition can be resolved by 
MALDI-TOF MS. The technology works by using the laser 
to create a cloud of ions to which a current is applied and 
released into a fl ight chamber. The ions are generated from 
the bacterial isolate that has been smeared onto a target slide 
and overlaid with a matrix solution (typically α-cyano-4- 
hydroxycinnamic acid). The matrix solution is critical for 
even distribution of the laser energy, generation of primarily 
singly charged ions, and reproducible results. The process of 
using smeared bacterial isolates is often referred to as whole 
cell or intact cell MS (WCMS or ICMS) [ 21 ,  22 ]. As the ions 
travel through the fl ight chamber they are separated accord-
ing to their size and charge, with the smallest and most 
highly charged particles moving fastest through the chamber. 
The ions strike a detector at the end of the chamber, and a 
spectrum is generated that provides the relative quantity of 
ions of a particular mass–charge ratio. These spectra are 
algorithmically compared to a reference database with iden-
tity and confi dence values assigned.

   Much like 16S rRNA gene sequencing, the strength of this 
application relies on a robust reference database for compari-
son [ 18 ]. Several studies have shown that identifi cation rates 
signifi cantly increase after database augmentation [ 23 – 25 ]. 
Also, much as quality sequence reads are necessary for iden-
tifi cation, high quality spectra are a must for good reference 
matching and identifi cation. Ideal spectra for identifi cation 
typically consist of proteins in the 2–20 kDa range, which is 
rich in ribosomal and other cytoplasmic proteins. Obtaining 
quality spectra using WCMS can be diffi cult with organisms 
such as mycobacteria, fi lamentous fungi, and yeasts, due to 
their rigid cell walls [ 18 ,  26 ]. Therefore, these organisms 
must undergo an additional extraction step to make the inter-
nal cellular proteins more accessible for ionization. The most 
basic extraction step is to apply a formic acid solution to the 
smeared spot and allow it to dry before adding the matrix 
solution. Higher order bacteria, such as mycobacteria and 
 Nocardia  spp., and fi lamentous fungi require a more rigorous 
extraction, typically involving bead beating, formic acid, and 
acetonitrile treatments [ 27 ]. In  general, MALDI-TOF MS 
performs well, typically identifying >90 % of routine organ-
isms to the correct species [ 18 ,  28 ,  29 ]. Two MALDI-TOF 
MS platforms currently are used in clinical microbiology 
laboratories: the MALDI Biotyper (Bruker Daltronics, 
Billerica, MA) and VITEK MS (bioMerieux, Durham, NC) 
each offering FDA-cleared databases. Additional develop-
ments in MALDI-TOF MS for the clinical microbiology lab-
oratory include detection of antimicrobial resistance and 
direct pathogen detection from blood cultures (see below). 

 Another emerging technology for the identifi cation of 
microorganisms is the use of PCR electrospray-ionization 
mass spectrometry (ESI/MS). This methodology uses 
 conserved primers to generate PCR amplicons directly from 

a specimen source as well as MS to generate an approxima-
tion of the base content of the amplicons. This information is 
unique enough to develop spectral signatures for different 
organisms. These spectra are then compared to a database 
which provides likely identifi cations based on the primer sets 
used as well as the relative abundance of the organism(s) 
identifi ed [ 30 ]. PCR ESI/MS has several advantages: (1) 
direct detection of a wide variety of potential pathogens 
(viruses, bacteria, and fungi) from specimens; (2) more rapid 
and cost-effective testing compared to sequencing technolo-
gies such as next-generation sequencing; and (3) to provide 
information outside the constraints of array- based technolo-
gies such as only being able to query a limited number of 
predefi ned organisms [ 30 ]. In fact, this technology can be 
used in pathogen discovery as new pathogens will not be 
identifi ed but will group with similar known organisms. This 
was done successfully during the Sudden Acute Respiratory 
Syndrome (SARS) pandemic [ 31 ]. Still, as with all new tech-
nologies, work remains to be done to optimize the process 
for routine clinical use including further optimization of 
extraction methods as well as the development of additional 
primer sets.   

    Antimicrobial Resistance Detection 

 The increased emphasis on faster turnaround times for results 
combined with availability of more targeted therapeutics has 
created a niche for rapid molecular detection of resistance 
determinants in clinical microbiology laboratories. 
Antimicrobial resistance can be detected by probe hybridiza-
tion, nucleic acid amplifi cation (NAA) technologies such as 
PCR, and sequencing. However, the use of molecular meth-
ods to detect microbial resistance is not without its limita-
tions. Multifactorial resistance mechanisms, polyclonal or 
polymicrobial infections, phenotypic synergism, and 
unknown genotype–phenotype relationships can prevent 
accurate determination of resistance using molecular 
methods. 

    Amplifi cation Methods 

    Methicillin-Resistant  Staphylococcus aureus  
 The most established application of molecular bacterial 
resistance testing is the detection of methicillin-resistant 
 Staphylococcus aureus  (MRSA). Resistance to methicillin in 
staphylococci is almost exclusively caused by a single mech-
anism, the alteration of the penicillin binding protein PBP2 
to the conformer PBP2a. This change is mediated by a well- 
defi ned genetic component, the  mecA  gene. The altered PBP2a 
has a lower affi nity for methicillin and other penicillinase- 
stable β-lactams such that resistance is  conferred. 
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Traditional detection methods include chromogenic agars, 
oxacillin screening agars, and traditional disk diffusion for 
cefoxitin and minimum inhibitory concentration testing for 
oxacillin. These methods require 12–24 h of incubation. 
Decreasing the time to differentiate methicillin-susceptible 
staphylococcus aureus (MSSA) and MRSA by use of either 
protein-based methods (PBP2a latex; Oxoid, Cambridge, 
UK) or molecular methods for the detection of the  mecA  
gene (see below) is associated with improved patient out-
comes and institutional cost savings [ 9 ,  32 ].  

    Vancomycin-Resistant  Enterococcus  
 First detected nearly 30 years after the introduction of vanco-
mycin, vancomycin-resistant enterococci (VRE) developed 
in part due to increasing use of vancomycin for  Clostridium 
diffi cile  colitis and MRSA infections [ 33 ,  34 ]. Vancomycin 
acts by blocking the transglycosylation and transpeptidation 
steps of cell wall biosynthesis. The resistance phenotype is 
based on lowering the affi nity of vancomycin for its target 
peptidoglycan precursors and is encoded by the  van  genes. 
High-level resistance (MIC, ≥64 μg/ml) is encoded  vanA  
and  vanB  which are typically found on transposons, or the 
chromosomally associated  vanD , and is generally found in 
 Enterococcus faecium  and  Enterococcus faecalis  [ 35 – 37 ]. 
Also chromosomally encoded are the  vanC  genes of 
 Enterococcus gallinarum ,  Enterococcus casselifl avus , and 
 Enterococcus fl avescens , which are associated with low- level 
resistance (MIC, 2–32 μg/ml). Because  vanA  and  vanB  tend 
to reside on mobile elements and confer high-level resistance, 
detection of enterococci containing these resistance determi-
nants is critical for effective infection control measures. 

 Although numerous laboratory-developed NAA assays 
and commercial analyte specifi c reagents (ASRs) are avail-
able, only a few assays for the molecular detection of VRE 
from rectal sites are cleared by the US Food and Drug 
Administration (FDA) (Xpert  vanA  test, Cepheid, Sunnyvale, 
CA; BD GeneOhm VanR, Becton Dickinson, Sparks, MD; 
and IMDX VanR, Intelligent Medical Devices, Beverly, 
MA). Although VRE in the USA and Europe most com-
monly contains  vanA ,  vanB  should also be considered due to 
its lower but signifi cant prevalence. The main advantages to 
the molecular detection of VRE are increased sensitivity, 
increased specifi city (exclusion of  vanC  mediated resis-
tance), and decreased time-to-result [ 38 – 40 ].  

     Mycobacterium tuberculosis  
 Although resistance to antituberculosis drugs is not a new 
phenomenon, new methods have been developed to identify 
resistant strains. Due to the slow growth of  M. tuberculosis  
(TB), molecular techniques are well suited to not only detect 
TB directly from patient specimens but also screen for resis-
tance (see Chap.   53    ). Several test kits have been CE-marked 
for clinical use in Europe. These include the Genotype 

MTBDR system (Hain Lifescience, Germany), the 
Innogenetics INNO-LiPA Rif.TB (Gent, Belgium), and the 
Xpert MTB/RIF cartridge for the Cepheid GeneXpert plat-
form, with the latter also receiving FDA clearance. All the 
systems detect rifampin resistance as it is the most common 
resistance found among the fi rst-line TB drugs. In addition, 
rifampin resistance can be a marker for multidrug-resistant 
(MDR) TB in geographic regions with endemic MDR-TB 
[ 41 ]. Rifampin resistance is determined by analyzing the 
 rpoB  gene for specifi c mutations in the 81 bp rifampin resis-
tance determining region using hybridization probes [ 42 ]. 
The Genotype MTBDR system also determines isoniazid 
resistance by screening the  katG  and  inhA  genes [ 43 ,  44 ]. An 
expanded Genotype MTBDRsl panel adds detection of resis-
tance to fl uoroquinolones, aminoglycosides, and ethambutol. 
Additional information on mycobacterial detection and 
resistance can be found in Chap.   53    .   

    Mass Spectrometry 

 Much like the revolutionary impact on bacterial identifi ca-
tions, MS will likely impact resistance testing. Preliminary 
studies have demonstrated the rapid identifi cation of MRSA, 
extended spectrum beta lactamase (ESBL) organisms, and 
carbapenemase-producing organisms by MALDI-TOF 
MS. Resistant organisms can be identifi ed in two ways using 
MS. Similar to genetic approaches, resistant organisms can 
be identifi ed by the presence or absence of characteristic 
mass peaks. This approach has been most widely used in the 
identifi cation of MRSA by MS, though there are confl icting 
reports as to its effectiveness [ 45 – 47 ]. The other approach to 
identifying resistant organisms using MS is to apply a pheno-
typic approach such as measurement of substrate modifi ca-
tion. For example, to determine the presence of a microbial 
carbapenemase, a carbapenem and test organism can be co- 
incubated followed by MS detection of native carbapenem 
drug peaks and/or peaks of its hydrolyzed products in the 
supernatant [ 48 ,  49 ]. Although this approach only detects 
resistance mechanisms that modify the substrate, it has the 
distinct advantage of looking for a phenotype instead of a par-
ticular resistance determinant. This can be especially useful 
in the cases of ESBLs and carbapenemases which have many 
genetic determinants that cause the same phenotype [ 50 ].   

    Specifi c Applications 

     Staphylococcus aureus /MRSA 

 Screening patients for MRSA nasal colonization is a central 
strategy for preventing the spread of this organism in health 
care settings. The reference method used to accurately detect 
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resistance due to altered PBP2 in  S. aureus  is NAA and 
detection of the  mecA  gene. Conventional and real-time PCR 
have been used to detect  mecA  both on bacterial isolates and 
directly on patient specimens. However, direct specimen 
testing has limitations, often including a lower positive 
 predictive value than conventional methods based on the 
possible co-detection of MSSA and methicillin-resistant 
coagulase-negative staphylococci [ 51 ,  52 ]. Manufacturers 
have circumvented this problem through the detection of the 
SCC mec-orf  junction in the  S. aureus  genome. However, 
strains that contain the SCC mec  cassette but have a non- 
functional or deleted  mecA  (so-called “ mecA -dropouts”) will 
be falsely positive. In addition, MRSA strains that carry 
 mecC , a  mecA  homologue, will be falsely negative in these 
assays, though the prevalence of these strains is still low 
[ 53 ]. Several FDA-cleared molecular assays are available for 
the detection of MRSA with or without MSSA detection 
from nasal swabs and clinical specimens, such as positive 
blood cultures and swabs obtained from skin and soft tissue 
infections (Table  49.1 ). NAA detection of MRSA is at least 
equal in sensitivity to culture-based methods, but has the 
advantage of offering a faster turnaround time, which, when 
combined with appropriate infection control interventions, 
may signifi cantly decrease hospital costs by decreasing 
the number of health-care-associated MRSA infections [ 54 ].

       Group B  Streptococcus  ( S. agalactiae ) 

 Although the incidence of Group B  Streptococcus  (GBS) 
neonatal disease has been declining since the 1990s due to 
enhanced prevention efforts, it is still the leading infectious 
cause of morbidity and mortality in neonates in the USA. In 
2002, the Centers for Disease Control and Prevention (CDC), 

with the American College of Obstetricians and Gynecologists 
and the American Academy of Pediatrics, fi rst published 
guidelines to perform vaginal–rectal screening of all preg-
nant women at 35–37 weeks gestation. Women who are col-
onized should be given intrapartum prophylactic treatment. 
Thus, accurate GBS results are critical to ensure appropriate 
antibiotic administration. Additionally, if a woman’s GBS 
colonization status is not known due to lack of prenatal care 
or premature delivery, she should receive prophylactic anti-
biotics based on risk assessment, specifi cally for gestation 
less than 37 weeks, membrane rupture more than 18 h prior 
to delivery, or a fever of greater than 38 °C [ 55 ]. Since anti-
biotic administration is not without risks to the mother and 
newborn, intrapartum rapid molecular tests for GBS coloni-
zation are benefi cial. 

 The fi rst molecular technique used for routine GBS 
screening was direct probe hybridization either to colonies 
or swab-inoculated Lim broth. Although this provided the 
advantage of decreased turnaround time and reduced tech-
nologist time [ 56 ], it is not cost-effective for routine 
antepartum screening. Further development of molecular 
technologies in GBS detection has resulted in seven 
FDA- cleared molecular tests (Table  49.2 ) and numerous 
laboratory- developed tests (LDTs). Notably, the BD 
GeneOhm StrepB test (BD GeneOhm Sciences, San Diego, 
CA) and the Cepheid Smart GBS and Xpert GBS offer detec-
tion of GBS directly from rectovaginal swabs for antepartum 
or intrapartum detection of GBS colonization. FDA-cleared 
in 2006, Xpert GBS performed on the GeneXpert (Cepheid) 
is a moderate- complexity test that is self-contained from 
extraction to result. This technology makes random access 
testing for intrapartum screening feasible. Given that approx-
imately 10 % of women with negative cultures at 35–37 
weeks’ gestation are GBS positive at the time of delivery [ 57 ], 

   Table 49.1    FDA-cleared molecular tests for the detection of methicillin-resistant  Staphylococcus aureus  (MRSA) directly 
from patient specimens   

  Test name    Manufacturer  
  Organism(s) 
detected    Specimen types    References  

  Screening tests  

 GeneOhm MRSA ACP  BD Diagnostics  MRSA  Nasal swab  [ 77 ] 

 IDI-MRSA  BD Diagnostics  MRSA  Nasal swab  [ 78 – 81 ] 

 LightCycler MRSA Advanced  Roche Molecular 
Diagnostics 

 MRSA  Nasal swab  [ 82 ] 

 NucliSens EasyQ MRSA  bioMérieux  MRSA  Nasal swab  – 

 Xpert MRSA  Cepheid  MRSA  Nasal swab  [ 79 ,  83 ] 

 Xpert SA Nasal Complete  Cepheid  MRSA/SA  Nasal swab  [ 84 ] 

  Diagnostic tests  

 GeneOhm StaphSR  BD Diagnostics  MRSA  Positive blood cultures  [ 85 ,  86 ] 

 Filmarray BCID  BioFire  MRSA/SA  Positive blood culture bottles  [ 101 ] 

 Verigene BC-GP Nucleic Acid  Nanosphere  Positive blood cultures  [ 87 – 89 ] 

 Xpert MRSA/SA BC  Cepheid  MRSA/SA  Positive blood cultures  [ 90 – 92 ] 

 Xpert MRSA/SA SSTI  Cepheid  MRSA/SA  Skin/soft tissue swabs  [ 92 ,  93 ] 
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intrapartum testing is the most accurate test for colonization 
at the time of delivery. As an intrapartum screening test at 
one institution, the Xpert GBS had a sensitivity of 95.8 % 
and specifi city of 64.5 %, whereas the antenatal culture was 
83.3 % sensitive and 80.6 % specifi c, when intrapartum cul-
ture was used as the gold standard [ 58 ]. In a multicenter 
study of the IDI-StrepB assay (BD GeneOhm), when intra-
partum culture was the gold standard, molecular detection at 
the time of labor was 94 % sensitive and 95.9 % specifi c 
[ 59 ]. Relative to either the sensitivity of antenatal cultures 
(54 %) or risk factor analysis (42 %), the sensitivity of the 
IDI-StrepB assay was superior [ 59 ]. The advantage in all 
these applications is the decreased turnaround time relative 
to culture in the intrapartum setting. Additional data regard-
ing the sensitivity and specifi city of molecular tests for GBS 
detection is shown in Table  49.2 .

       Sepsis 

 The use of molecular methods for the diagnosis of sepsis has 
been a challenging endeavor. Only one FDA-approved test is 
available for the identifi cation of potential pathogens directly 
from blood obtained from septic patients, and this test is lim-
ited to candidemia. The gold standard remains automated 
blood cultures, and this reference method may be diffi cult to 
match owing to the large amount of blood that is cultured 
(typically 40 ml). Nonetheless, research use only products 
are available for direct testing of blood. Roche Molecular 
Systems SeptiFast (Branchburg, NJ) uses multiplex real-
time PCR and melt curve analysis, while the Molzym 
SepsiTest (Bremen, Germany) uses multiplex PCR followed 

by sequencing, and the SIRS-Lab Vyoo (Jena, Germany) 
uses multiplex PCR followed by gel electrophoresis. These 
products vary in both the organisms and the resistance deter-
minants detected, as well as analytical performance charac-
teristics [ 60 – 64 ]. In general, these products suffer from both 
a lack of sensitivity and specifi city, as well as requiring addi-
tional optimization before routine clinical use is possible. 

 Other shortcomings of NAA-based diagnosis of sepsis 
include the inconclusive clinical signifi cance of the detection 
of pathogen DNA in the blood stream and the inability to 
obtain full antimicrobial susceptibility results [ 62 ]. However, 
blood culture is an imperfect reference method, suffering 
from a number of limitations including a prolonged time to 
pathogen identifi cation, effects of variable blood volume, 
and lack of growth for fastidious pathogens or in the pres-
ence of prior antimicrobial therapy [ 62 ]. One limitation that 
can be addressed by molecular methods is the time to defi ni-
tive identifi cation. 

 A number of commercial molecular testing products are 
available for the identifi cation of organisms and resistant 
determinants directly from positive blood culture bottles. 
This approach takes advantage of the culture amplifi cation of 
bacteria from blood while adding molecular methods to 
lessen the time to identifi cation. FDA-cleared tests for use 
directly with positive blood culture bottles include AdvanDx 
PNA-FISH (Woburn, MA), Cepheid (Sunnyvale, CA), 
Biofi re FilmArray BC-ID (Salt Lake City, UT) and 
Nanosphere BC-GP and BC-GN panels (Northbrook, IL). 
The molecular targets for each of these products are listed in 
Table  49.3 . The use of MALDI-TOF MS in direct pathogen 
detection directly from positive blood cultures also is being 
investigated [ 65 ,  66 ]. Recent data show identifi cation rates of 

    Table 49.2    FDA-cleared molecular tests for detection of group B  Streptococcus    

  Test name    Manufacturer    Methodology    Specimen tested    Sensitivity   a     Specifi city   a     References  

 BD Max GBS  BD GeneOhm  Real-time PCR  Enrichment broth, 
antepartum swabs 

 95 %*  96.7 %*  [ 94 ] 

 Strep B 
(IDI-Strep B) 

 BD GeneOhm  Real-time PCR  Direct swab, 
antepartum and 
intrapartum 

 94 %* 
 86.8–95 % 

 96 %* 
 92.5–99.1 % 

 [ 59 ,  95 – 97 ] 

 Smart GBS  Cepheid  Real-time PCR  Direct swab, 
antepartum and 
intrapartum 

 81.6–98.7 %* 
 98.6–100 % 

 90.4–96.3 %* 
 90.4–100 % 

 [ 98 ,  99 ] 

 Xpert GBS  Cepheid  Real-time PCR  Direct swab, 
antepartum and 
intrapartum 

 88.6 %* 
 83.3–98.5 % 

 96.7 %* 
 64.5–99.6 % 

 [ 58 ,  100 ] 

 Illumigene GBS  Meridian 
Bioscience 

 Loop-mediated 
isothermal 
amplifi cation 

 Enrichment broth of 
antepartum swabs 

 97.4 %*  92.3 %*  [ 102 ] 

 Group B 
AccuProbe 

 Gen-Probe  Hybridization 
Protection Assay 

 Enrichment broth or 
cultured isolate 

 97.7 %* 
 86.5–95.6 % 

 99.1 %* 
 97.5–100 % 

 [ 56 ,  97 ,  101 ] 

 GBS PNA FISH  AdvanDx  Fluorescent in situ 
hybridization 

 Enrichment broth of 
antepartum swabs 

 89.2 %* 
 98.4 % 

 98.1 %* 
 100 % 

 [ 99 ] 

   a Sensitivities and specifi cities were calculated using culture as the gold standard and vary depending on whether used for antepartum or intrapar-
tum screening in the cited reference. Package insert data are indicated by an asterisk (*)  
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approximately 85 %, while reducing time to identifi cation by 
more than a day [ 67 ]. Several studies have demonstrated the 
cost-effectiveness of utilizing rapid detection of organisms 
from positive blood culture bottles [ 8 ,  9 ,  11 ].

        Molecular Epidemiology 

 Pulsed fi eld gel electrophoresis (PFGE) is the gold standard 
for molecular epidemiology studies of the majority of organ-
isms [ 68 ]. In brief, bacterial cells are immobilized in agarose 
and subjected to proteolytic degradation followed by restric-
tion endonuclease digestion. The resulting genomic frag-
ments are separated by PFGE which allows for better 
resolution of high molecular weight products [ 69 ]. PFGE is 

a critical tool for infection control and public health special-
ties, as a proven reproducible method to show strain related-
ness and identify outbreaks. Other common approaches to 
molecular epidemiology include amplifi ed fragment length 
polymorphism (AFLP) analysis and multi locus sequence 
typing (MLST) [ 70 ]. AFLP analysis is based on the same 
theory as PFGE: differences in DNA sequence can be identi-
fi ed by differences in restriction endonuclease patterns. The 
major difference between AFLP analysis and PFGE is that 
PFGE looks at the entire genome of an organism, while 
AFLP analysis emphasizes regions of the genome known to 
have high rates of polymorphisms. MLST analysis is done 
by amplifying and sequencing a small set of known house-
keeping genes (usually 7–14) that have a standard rate of 
genetic variability. 

   Table 49.3    FDA-cleared molecular tests for identifi cation of potential pathogens from positive blood culture bottles   

  Test name    Manufacturer    Methodology    Organisms detected    Resistance detected  

 AdvanDx  Separate tests as listed 
in Organisms Detected 
column 

 PNA-FISH   Candida albicans   Not directly; inferred from 
some species 
identifi cations 

  C. albicans/glabrata  

 Yeast Traffi c Light a  

  Enterococcus faecalis /OE b  

  E. coli / P. aeruginosa  

 EK/ P. aeruginosa  

 GNR Traffi c Light c  

 Becton Dickinson  StaphSR  Real-time PCR   Staphylococcus aureus    mecA  (MRSA) 

 Cepheid  Xpert MRSA/SA BC  Real-time PCR   Staphylococcus aureus    mecA  (MRSA) 

 Nanosphere  Verigene BC-GP  Multiplex gold 
nanoparticle probes 

  Staphylococcus  spp.   mecA  (MRSA) 
  vanA  (VRE) 
  vanB  (VRE) 

  Streptococcus  spp. 

  Listeria  spp. 

  Staphylococcus aureus  

  Staphylococcus epidermidis  

  Staphylococcus lugdunensis  

  Streptococcus pneumonia  

  Streptococcus anginosus  
group 

  Streptococcus agalactiae  

  Streptococcus pyogenes  

  Enterococcus faecalis  

  Enterococcus faecium  
 Nanosphere  Verigene BC-GN   Escherichia coli  

  Klebsiella pneumoniae  
  Klebsiella oxytoca  
  Pseudomonas aeruginosa  
  Serratia marcescens  

 BioFire  Filmarray BCID   Escherichia coli K1  
  Haemophilus infl uenzae  
  Listeria monocytogenes  
  Neisseria meningitidis  
  Streptococcus agalactiae  
  Streptococcus pneumoniae  

    a  Candida albicans / parapsilosis ,  Candida tropicalis ,  Candida glabrata / krusei  
  b Other enterococci 
  c  Escherichia coli ,  Klebsiella pneumoniae ,  Pseudomonas aeruginosa   
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 These labor-intensive, and often expensive, approaches to 
molecular epidemiology have their disadvantages. Although 
PFGE has high discriminatory power, it is not very reproduc-
ible even amongst members of the same laboratory. This vari-
ability makes longitudinal comparisons diffi cult and often 
requires the same strains to be run repeatedly and/or imple-
mentation of a standard strain to normalize banding patterns. 
Although MLST analysis is very reproducible, it lacks the 
discriminatory power that more genome wide approaches 
such as AFLP analysis and PFGE offer. AFLP analysis tries 
to combine the discriminatory power of PFGE with the repro-
ducibility of MLST analysis, with some success, but this 
approach is not applicable to all organisms [ 68 ]. 

 MALDI-TOF MS represents a promising development for 
the fi eld of molecular epidemiology, providing a relatively fast 
and easy method of comparing strain relatedness, with mini-
mal hands-on time. MALDI-TOF MS has the advantage of 
interrogating the entire proteome of a microorganism, although 
the protein size range analyzed is typically only 2–20 kDa. 
Researchers have looked at the ability of MALDI-TOF MS to 
distinguish bacterial subspecies of organisms such as 
 Salmonella  [ 71 ,  72 ]. Only a few studies have been performed 
that compare the ability of a MALDI- TOF MS system directly 
to PFGE and assess its ability to determine absolute strain 
relatedness [ 73 ]. MALDI-TOF MS has been used to identify 
clonal populations of MRSA with some success [ 74 ], but the 
accuracy of this has been debated [ 75 ]. It remains to be seen, 
however, if the level of resolution of MALDI-TOF MS fi nger-
printing is enough to allow this technology to replace PFGE in 
the epidemiologic investigations of microorganisms.  

    Future Perspectives 

 Advances in molecular biology in the last 10–15 years have 
made an astounding impact on clinical laboratory testing for 
infectious diseases. Notably, TB can be confi rmed in 24 h as 
opposed to 6–8 weeks, sexually transmitted infections such 
as those caused by  C. trachomatis  and  N. gonorrhoeae  can 
be rapidly and accurately identifi ed improving treatment and 
prevention of transmission, and organisms with important 
infection control implications such as  B. pertussis , MRSA, 
and VRE, can be quickly identifi ed leading to appropriate 
therapy and/or precautions. The applications of molecular 
technology in clinical microbiology are endless, but disad-
vantages also abound. A molecular infectious disease labora-
tory is established only with considerable cost and expertise. 
Further, we are still learning what many NAA test results 
mean in terms of infectious etiology and clinical signifi cance 
[ 76 ]. Is the mere presence of a microorganism’s DNA con-
vincing evidence of disease causation? Additional clinical 
and scientifi c evidence may be needed to validate the clinical 
relevance molecular-based results. 

 Though there is still much to be learned about the appro-
priate application and interpretation of molecular infectious 
disease testing, numerous exciting opportunities are on the 
horizon. The use of real-time PCR testing in the clinical lab-
oratory has revolutionized diagnostic microbiology. The 
expanding capacity of multiplex technologies is allowing the 
simultaneous detection of over 20 analytes in just over an 
hour (BioFire Diagnostics). Perhaps the technology with 
the greatest impact on clinical microbiology is the use of 
MALDI-TOF MS not only for the identifi cation of organ-
isms, but also their potential resistance profi les and strain 
typing. Lastly, as next-generation sequencing becomes more 
affordable and accessible to clinical laboratories, clinical 
investigators will be able to ask questions about pathogenesis 
and microbiome changes in real time. Never before has clini-
cal microbiology changed at the rapid pace we are currently 
experiencing. We must remember that the power of molecu-
lar technologies should be coupled with well- controlled and 
clinically relevant diagnostic approaches to have the greatest 
impact on patient care.     
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    Abstract  

  Establishing a specifi c etiology for gastrointestinal infections can be challenging because of 
the common clinical features and wide variety of causative microorganisms. In many cases, 
the etiologic agent cannot be determined using traditional diagnostic methods and may 
result in unnecessary antibiotic use or prolonged periods of illness. Molecular tests provide 
many advantages over traditional laboratory methods but, with the exception of a few ana-
lytes, are still largely in the developmental phase for gastrointestinal pathogens and are not 
widely used. The main advantages of molecular tests include increased sensitivity and the 
ability to detect agents which will not grow in culture. To test for all possible gastrointesti-
nal pathogens at one time would require a large panel that would include a variety of bacte-
rial, viral and parasitic agents. Challenges inherent in developing diagnostic molecular 
panels include ensuring that all variants of a particular microorganism can be detected as 
well as the rapid evolution of pathogens. In this chapter, the diagnostic merit of molecular 
tests as well as available tests will be presented for the major groups of gastrointestinal 
pathogens.  

  Keywords  

  Infectious gastroenteritis   •   Diarrhea   •   Bacterial gastroenteritis   •   Viral gastroenteritis   • 
  Parasitic gastroenteritis   •   Laboratory diagnosis   •   Polymerase chain reaction   •   Gastrointestinal 
pathogens panel     

     Introduction 

 Gastrointestinal infections are a common global health 
problem. They most often affect the stomach or intestines 
and generally result in diarrhea. Most gastrointestinal infec-
tions are not serious and resolve without treatment after a 

few days. In select populations, however, diarrheal diseases 
carry a high degree of morbidity and mortality. The elderly, 
young children, and people with chronic illnesses or com-
promised immune systems can become acutely dehydrated 
and require medical attention. 

 Many bacteria, viruses, and parasites can infect the gastro-
intestinal system. Since symptoms are similar, differentiation 
among the various etiologies is diffi cult. The microorganisms 
that cause gastrointestinal infections vary with the geographic 
region, degree of economic development, level of sanitation, 
and hygienic standards. In developed countries like the USA, 
outbreaks of diarrhea are most often a result of food poisoning. 
Many common gastrointestinal infections are caused by 
bacteria, including  Bacillus cereus ,  Campylobacter , 
 Salmonella , and enterotoxigenic  Escherichia coli  that are com-
monly acquired by eating undercooked foods. 
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 Highly infectious viruses, such as norovirus, can cause 
gastroenteritis and account for many foodborne illness out-
breaks. Gastrointestinal viruses are relatively stable in the 
environment and can spread rapidly through person-to- 
person or fomite contact, particularly in enclosed communi-
ties, such as hospitals, dormitories, daycare centers, and 
cruise ships. 

 Gastrointestinal parasite infections are typically acquired 
from ingestion of contaminated food or water. The parasite 
 Giardia lamblia  is often consumed by hikers who drink 
untreated stream water.  Cryptosporidium  has been associ-
ated with drinking water or recreational water. Outbreaks of 
 Cyclospora  and  Cystoisospora  (formerly  Isospora ) have 
been associated with consumption of contaminated food or 
water. These parasites are more common in tropical and sub-
tropical areas of the world and people traveling to countries 
where the disease is endemic may be at increased risk for 
infection. 

 Identifi cation of the causative agent in clinically signifi -
cant gastrointestinal infections is important so that appropri-
ate treatment, if any, can be provided. Most gastrointestinal 
infections will resolve without treatment other than rehydra-
tion to replenish lost fl uids. Antibiotics are not normally pre-
scribed unless a person is immunocompromised since using 
any antibiotic or the wrong antibiotic can worsen some 
infections, prolong the infection, or increase the risk of 
relapse. Antibiotics may be given for certain bacteria, spe-
cifi cally  Campylobacter ,  Shigella , and  Vibrio cholerae , but 
are not used for uncomplicated cases of  Salmonella  or toxi-
genic  E. coli . Gastrointestinal parasitic infestations are 
treated with appropriate antiparasitic medication to help 
eliminate the parasite. 

 Molecular methods can provide rapid and sensitive detec-
tion of gastrointestinal pathogens. Molecular amplifi cation is 
greatly complicated by the presence of a complex and abundant 
gut microfl ora and high concentrations of potential PCR inhibi-
tors in diarrheal stool specimens [ 1 ]. Approaches to reduce 
PCR inhibition include dilution of extracted nucleic acids, 
treatment of samples with chelating agents (Chelex 100, Bio-
Rad Laboratories, Hercules, CA), or adding detergents or dena-
turing chemicals during extraction. Inclusion of amplifi cation 
facilitators such as bovine serum albumin or betaine also can 
increase amplifi cation and overcome low levels of contami-
nants that co-purify with nucleic acids. Due to the high number 
of possible enteric pathogens with common clinical presenta-
tions, multiplexed molecular tests are advantageous. US Food 
and Drug Administration (FDA)-approved or -cleared molec-
ular tests are available for some gastrointestinal pathogens in 
single test or multiplex formats. 

 For some analytes, reference materials are commercially 
available and can be used for development of molecular tests, 
limit of detection studies, cross-reactivity studies, positive and 

negative controls, training, lot-to-lot comparison of reagent 
test kits, and other purposes. When reference materials are 
not commercially available, characterized organisms recov-
ered in clinical or research laboratories may be used. 
Similarly, profi ciency testing surveys are available for many 
gastrointestinal pathogens, including from the College of 
American Pathologists (Northfi eld, IL), the Wisconsin State 
Laboratory of Hygiene (Madison, WI), and the American 
Profi ciency Institute (Traverse City, MI). When profi ciency 
testing surveys are not commercially available, the labora-
tory director is responsible for arranging at least semi-annual 
alternative assessment to evaluate the reliability of analytic 
testing. Appropriate alternative assessment procedures 
include split sample analysis with a reference or other labo-
ratory, split samples with an established in-house method 
such as histology, or clinical validation by chart review. In 
addition to defi ning the alternative assessment procedures, 
the laboratory director must set the criteria for successful 
performance and ensure documentation of all activities.  

    Bacterial Pathogens 

    Bacterial Gastroenteritis 

    Description of Pathogens 
 Bacterial gastroenteritis is very common and can affect 
adults and children. Isolated cases of bacterial gastroenteri-
tis can be seen, but illness usually occurs in outbreaks asso-
ciated with a group of people who ate the same contaminated 
food. Bacterial diarrhea is particularly common among 
people from industrialized countries who travel to develop-
ing countries. In developing countries, epidemics of bacte-
rial gastroenteritis with signifi cant associated mortality 
often arise in areas where sanitation and hygienic practices 
are poor. 

 Many bacterial pathogens are well-recognized causes of 
gastroenteritis. In industrialized countries,  Campylobacter , 
 Salmonella ,  Shigella , and Shiga-toxin producing  Escherichia 
coli  are the leading causes of bacterial gastroenteritis. Other 
etiologic agents include  Aeromonas ,  Plesiomonas ,  Listeria , 
 Clostridium ,  Staphylococcus aureus ,  Yersinia ,  Vibrio , and 
others. 

 Some enteric pathogens produce characteristic symptoms 
(e.g., “rice water” stools produced by  Vibrio cholerae ) and 
the clinical features and pathogenic aspects of a gastrointes-
tinal illness can sometimes be suggestive of a specifi c etiol-
ogy. Most often, however, the presenting clinical features do 
not reliably suggest a particular etiology and laboratory tests 
are needed to identify the specifi c pathogen. 

 In general, these bacterial pathogens can be readily cul-
tured from freshly collected stool specimens of infected 
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patients using a variety of selective and specialized media. 
Clinical laboratories generally use a limited set of media to 
recover the most common bacterial pathogens (e.g., 
 Salmonella ,  Shigella , and  Campylobacter ) and other culture 
media are used to identify less common agents on special 
request (e.g., based on travel history, exposure, etc.). Culture 
and identifi cation of enteric pathogens is cost-effective but 
can take several days to provide a diagnosis. Culture has 
some limitations and it is especially diffi cult to distinguish 
nonpathogenic from pathogenic strains of  E. coli . Recent 
recommendations suggest that, because of the variety of 
serotypes and diffi culty of distinguishing pathogenic forms 
from normal fl ora, laboratories should detect enterotoxigenic 
 E. coli  using immunoassays that detect the toxin in addition 
to culture [ 2 ].  

    Clinical Utility of Testing 
 Bacterial gastroenteritis usually is self-limited, but treatment 
is required in some cases and improper management can lead 
to a prolonged course. Identifi cation of an etiologic agent 
allows for more effective targeted treatment which can 
reduce overall medical costs, and is useful to differentiate 
bacterial gastroenteritis from other diseases, such as malab-
sorption syndromes, infl ammatory bowel disease, appendici-
tis, Crohn’s disease, diverticulitis, and other enteropathies, 
that can present with similar symptoms. Since bacterial gas-
troenteritis can involve groups of people and a common food 
source, defi nitive identifi cation of an etiologic agent can be 
helpful in prompting epidemiologic investigation and testing 
of potentially contaminated food by public health laborato-
ries. Current stool culture-based tests for bacterial gastroin-
testinal pathogens typically require several day turnaround 
times and may yield poor results, especially if a patient has 
received antibiotic therapy. Molecular tests, especially mul-
tiplexed panels, provide accurate diagnosis of at least the 
most common causes of bacterial diarrhea from a single 
specimen in one day.  

    Available Assays 
 The ProGastro ®  SSCS ®  Assay (Hologic Gen-Probe, San 
Diego, CA) is an US FDA-cleared multiplex real-time PCR 
test for fi ve common bacterial gastrointestinal pathogens. 
The test detects  Salmonella ,  Shigella ,  Campylobacter  ( C. 
jejuni  and  C. coli  only) nucleic acids and Shiga Toxin 1 
(stx1) and Shiga Toxin 2 (stx2) genes. The test includes 
internal controls and is run on a SmartCycler II (Cepheid, 
Sunnyvale, CA) real-time PCR instrument with results deliv-
ered in 4 h. 

 The xTAG ®  Gastrointestinal Pathogen Panel (xTAG ®  
GPP, Luminex Corporation, Austin, TX) is another US 
FDA-cleared, qualitative, multiplex test that simultaneously 
detects and identifi es some viral and parasitic gastrointestinal 

pathogens in addition to the major bacterial pathogens in a 
single sample. The bacterial pathogens and toxins that can be 
detected using the panel include  Salmonella ,  Shigella , 
 Campylobacter , enterotoxigenic  E. coli , Shiga-like toxin, 
and toxigenic  Clostridium diffi cile . The assay also detects 
rotavirus A, norovirus GI/GII,  Giardia , and  Cryptosporidium . 
Results are interpreted as presumptive and must be con-
fi rmed by US FDA-cleared tests or other acceptable meth-
ods. The CE-marked panel available in Canada and Europe 
detects  Yersinia enterocolitica ,  Vibrio cholera , adenovirus 
40/41, and  Entamoeba histolytica  in addition to those avail-
able in the US FDA-cleared panel. 

 The BioFire FilmArray™ (bioMerieux, Durham, NC) 
Gastrointestinal (GI) Panel is US FDA-cleared and detects 
23 bacterial, viral, and protozoal pathogens, including some 
not present on other panels. Analytes on the panel include 
 Aeromonas ,  Campylobacter ,  Clostridium diffi cile  (Toxin 
A/B),  Plesiomonas shigelloides ,  Salmonella ,  Yersinia 
enterocolitica ,  Vibrio ,  Vibrio cholera , Enteroaggregative 
 E. coli , Enteropathogenic  E. coli , Enterotoxigenic  E. coli , 
Shiga-like toxin-producing  E. coli ,  E. coli  O157,  Shigella /
Enteroinvasive  E. coli , Adenovirus F 40/41, Astrovirus, 
Norovirus GI/GII, Rotavirus A, Sapovirus,  Cryptosporidium , 
 Cyclospora cayetanensis ,  Entamoeba histolytica , and 
 Giardia lamblia  along with internal controls to ensure that 
all processes have been performed successfully. A stool sam-
ple collected in Cary Blair transport medium is inoculated 
into a reaction pouch that contains all of the reagents neces-
sary for the entire reaction. Separate nucleic acid extraction 
is not required. The pouch is placed in the FilmArray instru-
ment and nucleic acids are extracted and purifi ed, followed 
by nested multiplex PCR. The fi rst-stage PCR is a single, 
highly multiplexed reaction and the second-stage PCR reac-
tions detect the products from the fi rst stage PCR. Endpoint 
melt curve analysis is used to identify the products that are 
generated. The instrument tests one sample at a time with 
hands-on time of approximately 2 min and results available 
in approximately 1 h. 

 Diatherix Laboratories, an independent CLIA-certifi ed 
clinical reference laboratory located in the Hudson-Alpha 
Institute for Biotechnology in Huntsville, Alabama, offers 
testing for gastrointestinal pathogens using a proprietary 
technology called target enriched multiplex polymerase 
chain reaction (Tem-PCR). The bacterial pathogens 
included in the panel include  Clostridium diffi cile , 
 Clostridium diffi cile  toxin B gene,  Campylobacter jejuni , 
 Escherichia coli  strain 0157,  Listeria monocytogenes , 
 Salmonella enterica ,  Staphylococcus aureus ,  Vibrio chol-
era , and  Vibrio parahaemolyticus . 

 Molecular tests are expected to play an increasingly 
important role in the diagnosis of gastrointestinal illnesses. 
Because of the complexity of gastrointestinal pathogens and 
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the emergence of variants of these pathogens, future clinical 
molecular tests will likely include new approaches such as 
bead-based microarrays, microfl uidic systems, and other 
methods that simultaneously target many more pathogens 
than current methods allow.  

    Interpretation of Results 
 Interpretation of positive results is not generally problem-
atic. Because the asymptomatic carriage rate is extremely 
low, detection of specifi c bacterial pathogens in stool in the 
absence of other enteric pathogens can be considered 
diagnostic.  

    Laboratory Issues 
 Bacterial culture may still be needed for cases where antibi-
otic susceptibility testing is required. Antimicrobial therapy 
is indicated for some cases of gastrointestinal illness due to 
 Salmonella ,  Shigella ,  Aeromonas ,  Yersinia , and  Vibrio  and 
some others, but not for  Pseudomonas ,  S. aureus , or toxi-
genic  E. coli  [ 3 ]. Because of increasing resistance and strain 
variability, susceptibility testing is recommended to guide 
therapy. 

 Reference materials are available from several vendors. 
Previously characterized positive stool samples or negative 
samples spiked with well-characterized organisms recovered 
in the clinical laboratory can be used. Dried genomic nucleic 
acids are available for some analytes from the American Type 
Culture Collection (ATCC) (43504D, Manassas, VA) or BEI 
Resources (Manassas, VA) which is managed by ATCC. The 
NATtrol™ (ZeptoMetrix Corp, Buffalo, NY) verifi cation set 
contains all of the analytes in the BioFire GI panel. 

 Profi ciency testing programs that are compatible with 
molecular methods and accommodate most of the analytes 
on gastrointestinal pathogen panels are available from sev-
eral organizations. A combination of programs might be 
needed to fully accommodate entire testing panels. The 
College of American Pathologists (Northfi eld, IL) offers a 
Gastrointestinal Panel for Molecular Multiplex Testing 
(GIP) survey that includes  Campylobacter ,  Clostridium dif-
fi cile  toxin AB,  Cryptosporidium , Enterotoxigenic  E. coli , 
 Giardia , Norovirus GI/GII, Rotavirus A,  Salmonella , Shiga- 
like toxin producing  E. coli  SXT-1 and SXT-2, and  Shigella . 
The Wisconsin State Laboratory of Hygiene (Madison, WI) 
offers a Comprehensive (MC) Bacteriology survey that 
includes  C. diffi cile  toxin or antigen as well as enteric patho-
gen identifi cation. Separate surveys include  C. diffi cile  
(CD), Shiga Toxin (SHG), and Enteric Pathogens (NP) 
including  Aeromonas ,  Campylobacter ,  E. coli  O157:H7, 
 Plesiomonas ,  Salmonella ,  Shigella ,  Vibrio , and  Yersinia . 
The American Profi ciency Institute (Traverse City, MI) has 
several programs available that include  Campylobacter , 
toxigenic  Clostridium diffi cile , Rotavirus,  Giardia , and 
 Cryptosporidium  in addition to bacteriology and virology 
programs. 

 As molecular tests become more widely used, accommo-
dation will need to be made for reporting of positive results 
to public health departments. Most state public health depart-
ments require notifi cation when certain infectious agents, 
including many gastrointestinal pathogens, are suspected or 
identifi ed. This reporting allows public health departments to 
investigate outbreaks and conduct surveillance studies to 
assess changes and trends in disease occurrence. For some 
gastrointestinal bacteria such as  Salmonella  and Shiga-toxin- 
producing  E. coli , health departments usually require a cul-
ture of the organism to be submitted for defi nitive 
identifi cation, typing studies, etc. that help identify common 
foodborne sources. This policy will need to be modifi ed if 
molecular testing for bacterial gastrointestinal pathogens 
becomes widely used in clinical laboratories.   

     Clostridium diffi cile  

    Description of Pathogen 
  Clostridium diffi cile  is a spore-forming, Gram-positive 
anaerobic bacillus that is carried by some individuals as a 
component of the normal intestinal microbiota. Pathogenic 
strains produce toxin A and/or toxin B, which damage the 
intestinal mucosa. Toxigenic  C. diffi cile  is associated with 
nearly all cases of antibiotic-related colitis and 15–20 % of 
antibiotic related diarrhea [ 4 ,  5 ]. 

  C. diffi cile  infection (CDI) has become a scourge of hos-
pitals worldwide and is estimated to account for an excess $1 
billion to $3.2 billion per year of healthcare costs in the USA 
[ 6 ,  7 ]. While advanced age and length of hospitalization are 
directly related to increased risk of CDI, exposure to antibi-
otics remains the most signifi cant modifi able risk factor [ 8 ]. 
Exposure to antibiotics and subsequent loss of endogenous 
enteric microbiota is believed to create a favorable environ-
ment for the growth of  C. diffi cile . While reports of  C. diffi -
cile  colonization in both healthy children and adults suggests 
the possibility of an endogenous source of infection [ 9 ,  10 ], 
epidemiologic studies have established the signifi cance of 
the organism as a transmissible nosocomial pathogen [ 8 ,  11 ]. 

 Disease is caused by the production of toxins A and B, 
which are encoded by the genes  tcdA  and  tcdB , respectively. 
Not all strains carry these genes, and demonstration of the 
ability to produce toxin is an essential criterion for the diagno-
sis of CDI. Recent studies highlight the importance of toxin B 
over toxin A in disease pathogenesis [ 12 ], and most clinical 
assays focus on the detection of  tcdB  gene sequences. Two 
regulatory genes,  tcdC  and  tcdD , are hypothesized to nega-
tively infl uence the expression of  tcdA  and  tcdB , and together 
with the toxin genes are part of the chromosomally encoded 
region known as the pathogenicity locus (PaLoc) [ 8 ]. 

 Since 2001, several US and Canadian hospitals reported 
outbreaks of CDI associated with increased disease severity 
[ 13 ,  14 ]. Epidemiologic studies revealed a high percentage 
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of cases were caused by a strain referred to as BI/NAP1/027, 
named in reference to typing results for restriction endonu-
clease analysis (REA), pulsed fi eld gel electrophoresis 
(PFGE), and PCR-ribotyping, respectively. The BI/
NAP1/027 strain carries 18-bp and 1-bp (nt 117) deletions 
within the  tcdC  gene, and these deletions are speculated to 
result in the formation of an abnormal  tcdC  protein with a 
loss of regulatory function [ 13 ]. The resultant loss of nega-
tive regulation may lead to an increase in toxin formation 
and greater virulence [ 13 ]. Supporting this theory is the 
observation that isolates of the BI/NAP1/027 strain produce 
increased amounts of toxin A and B in vitro [ 15 ]. An addi-
tional toxin known as the binary toxin CDT is present in the 
BI/NAP1/027 strain as well as 6 % of  C. diffi cile  isolates, 
and is encoded by two chromosomal genes,  cdtA  and  cdtB , 
located outside of the PaLoc [ 13 ]. Although production of 
the binary toxin is associated with the more virulent BI/
NAP1/027 strain, its role in pathogenesis is not well estab-
lished [ 8 ,  16 ].  

    Clinical Utility of Testing 
 Rapid and accurate diagnosis of CDI is critical not only for 
the timely treatment of individual patients, but also for pre-
venting the spread of nosocomial disease. The diversity of 
tests available makes possible a number of diagnostic algo-
rithms. None of these testing strategies has performed opti-
mally to date, leading a number of investigators to suggest 
the adoption of the highly sensitive and specifi c PCR-based 
assays. Several studies have evaluated the effects of imple-
menting nucleic acid testing. Algorithms examined include 
PCR assays as confi rmatory tests of glutamate dehydroge-
nase (GDH)-positive samples, as refl ex tests for GDH-
positive, toxin-enzyme immunoassays (EIA) negative 
samples, and as stand-alone assays for direct testing of stool 
samples. A comparison of these testing algorithms to those 
using toxin-EIA only, GDH followed by toxin-EIA, and 
GDH/toxin-EIA followed by cell culture cytotoxin neutral-
ization (CCCN) testing of toxin-EIA negative samples indi-
cates a clear trade-off between sensitivity and cost [ 17 ]. The 
cost per test for all strategies using PCR-based assays was 
signifi cantly greater than the most expensive non-PCR-based 
testing algorithm ($35.22 vs $24.41, respectively) [ 17 ]. 
However, strategies using PCR as confi rmation of GDH-
positive samples or as a refl ex test for GDH-positive, toxin-
EIA negative samples detected an additional 89 toxigenic  C. 
diffi cile  samples over a 1 year period that were missed by 
algorithms using traditional testing methods [ 17 ]. 
Furthermore, stand-alone, direct PCR testing of stool sam-
ples detected an additional 138 positive specimens missed by 
even the most sensitive non-PCR-based testing algorithm. 
Importantly, all diagnostic strategies using PCR provided 
results for the majority of samples (>83.7 %) in less than 1 h 
and in less than 5 h for the remainder [ 17 ]. These rapid turn-

around times are in contrast to algorithms relying on CCCN 
as a refl ex test for GDH-positive, toxin- EIA negative sam-
ples, which required as long as 48 h for 12.3 % of samples 
tested [ 17 ]. 

 An optimal testing strategy balances the number of CDI 
cases detected with total costs and turnaround time. Although 
the additional costs of algorithms employing PCR are sig-
nifi cant, use of these assays would likely allow for the earlier 
detection of disease. In turn, earlier detection of disease 
could prevent the spread of nosocomial infection and 
decrease the total number of CDI cases. In addition, rapid 
detection allows for the timely institution of treatment and 
possibly shortened hospital stays. The assessment of total 
cost, therefore, must consider both expenses related directly 
to testing in addition to costs savings realized as a result of 
lowering the incidence of nosocomial disease and decreasing 
time of hospitalization. 

 In an effort to determine how different diagnostic algo-
rithms might affect isolation practices of patients with sus-
pected CDI, Tenover et al. applied the fi ndings of several 
studies to a theoretical model of 1,000 patients with 10 % 
disease prevalence [ 16 ]. The results confi rm the poor perfor-
mance of strategies relying solely on GDH/toxin-EIA testing 
as the number of patients placed in isolation with true CDI 
nearly matches the numbers of patients without the disease 
[ 16 ]. Furthermore, 45 patients with CDI are not identifi ed, 
and therefore, are not placed into proper infection control 
isolation [ 16 ]. Algorithms that refl ex to toxigenic culture or 
CCCN after GDH/toxin-EIA testing detect more cases of 
CDI, but still produce high numbers of false-positive results 
(55 patients). Using toxigenic culture as a refl ex test pro-
duced values for sensitivity and specifi city statistically 
equivalent to PCR-based refl ex testing; however, the length 
of time required to produce fi nal results would likely lead to 
excessive costs. Using PCR-based assays as stand-alone tests 
detected the greatest number of CDI cases (95 %), and led to 
the unnecessary isolation of only 36 patients [ 16 ]. While 
these results further confi rm the superior diagnostic perfor-
mance of nucleic acid testing either as a refl ex test for GDH- 
positive, toxin-EIA negative samples or as a stand-alone 
method, the authors of the study recommend additional 
investigations examining the cost-effectiveness of these 
strategies [ 16 ]. 

 A potential concern for diagnostic algorithms using GDH 
as a screening test is highlighted by a report from Larson 
et al who identifi ed four (1.9 %) of 211 GDH-negative sam-
ples with the  tcdB  gene by direct PCR testing [ 17 ]. These 
four apparent false-negative samples also were negative by 
CCCN, but confi rmed as containing toxigenic  C. diffi cile  by 
toxigenic culture. The results are consistent with studies 
demonstrating lower sensitivities and negative predictive 
values for an algorithm combining GDH and PCR compared 
to utilizing just PCR [ 18 ]. 
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 While not contributing directly to patient care, typing meth-
ods have provided important insights into CDI epidemiology. 
In addition to aiding determinations of infection source, 
reservoir, and mode of transmission, typing methods allow 
investigators to correlate abnormally severe clinical behavior 
with putative virulence factors. Both phenotypic and genotypic 
methods are used; however, phenotypic methods are generally 
less reproducible and some strains have not been able to be 
phenotyped [ 19 ].  

    Available Assays 
 The optimal means of diagnosing CDI is still evolving, and 
current recommendations put forth by several professional 
organizations are confl icting [ 8 ,  20 ]. In the past, CCCN was 
regarded as the gold standard because of the ability to directly 
identify the presence of toxin B. However, the inability of 
CCCN to detect a large number of CDI cases is well docu-
mented, and the clinical utility is further diminished by a 
lengthy turnaround time (24–48 h) [ 17 ,  21 ]. Bacterial culture 
followed by a sensitive and specifi c toxin assay performed 
on the isolated organism (toxigenic culture) has replaced 
CCCN as a reference method in many studies [ 8 ,  20 ,  22 ]. 
Toxigenic culture has demonstrated superior sensitivity com-
pared to CCCN, but because toxin production is assessed 
only after the organism has been grown in vitro, the clinical 
meaning is not clear [ 20 ]. Unfortunately, similar to CCCN, 
toxigenic culture requires considerable technical expertise, 
and has an average turnaround time of 3–7 days [ 23 ]. 

 EIA for the detection of toxins A and B (toxin-EIA) are 
rapid and easy to use alternatives to culture-based testing, 
and are currently the most commonly used tests in the USA 
[ 8 ,  21 ]. However, recent studies comparing their perfor-
mance to toxigenic culture indicate sensitivities ranging 
from 32 – 67 % [ 24 ,  25 ], thus preventing their use as a reli-
able screening or stand-alone test [ 8 ,  20 ]. EIA tests are avail-
able for the detection of GDH, a constitutively expressed 
enzyme produced by nearly all  C. diffi cile  strains as well as 
some non- C. diffi cile Clostridium  sp. [ 16 ,  26 ]. These GDH 
EIAs demonstrate sensitivities of greater than 90 %, and 
diagnostic algorithms often use these assays as initial screen-
ing tests [ 26 ]. However, GDH EIAs detect both toxigenic 
and non- toxigenic strains, and GDH-positive samples must 
be confi rmed with an assay demonstrating toxin production. 
Options for confi rmation include toxigenic culture, CCCN, 
and toxin-EIAs. However, due to the low sensitivities of 
CCCN and toxin- EIAs, a number of cases would likely be 
missed. 

 Molecular tests have emerged as additional options for 
both confi rmatory and stand-alone testing. These methods 
generally demonstrate excellent sensitivities and specifi ci-
ties, and most assays are capable of delivering results in 
1–3 h [ 16 ]. Several tests are US FDA-cleared, and additional 
assays will likely become commercially available in the 

near future. At this time all US FDA-cleared assays are 
qualitative, although quantitative testing is technologically 
possible with real-time PCR. Most US FDA-cleared assays 
are based on real-time PCR. However, other novel methods 
such as helicase-dependent amplifi cation (HDA) and loop- 
mediated isothermal amplifi cation (LAMP) also are 
employed. In addition, the majority of commercially avail-
able real-time PCR assays target solely the  tcdB  gene. US 
FDA-cleared multiplex PCR assays target  tcdB  as well as 
variable  tcdA ,  tcdC , and  cdt  gene sequences and the single 
base pair deletion at nucleotide 117 in the  tcdC  gene associ-
ated with the 027/NAP1/B1 strain. Initial studies evaluating 
these US FDA-cleared assays are promising; however, the 
2010 Update by the Society for Healthcare Epidemiology of 
America and the Infectious Diseases Society of America 
stated the need for further studies before recommending 
molecular assays for routine testing [ 8 ]. Lastly, CDI screen-
ing also may be performed using the US FDA-cleared 
xTAG ®  Gastrointestinal Pathogen Panel (Luminex 
Corporation), a multiplex test that simultaneously detects 
11 gastrointestinal pathogens including  C. diffi cile  and other 
major bacterial, viral, and parasitic pathogens. Published 
reports evaluating the US FDA-cleared version of this assay 
are currently lacking. 

 As stated above, most real-time PCR assays target  tcdB ; 
however, interest in detecting the hypervirulent BI/
NAP1/027 strain has spurred the development of assays that 
evaluate  tcdC  [ 12 ]. Some investigators contend that  tcdC  
may be used as a surrogate target for  tcdA  and  tcdB , and 
excellent correlation between the presence of  tcdC  and  tcdA  
and/or  tcdB  has been demonstrated [ 25 ]. The authors also 
report the ability to detect deletions in  tcdC , including the 
18-bp deletion associated with the BI/NAP1/027 strain. 
Nevertheless, the assay was unable to discriminate the 
18-base pair (bp) deletion from a 39-bp  tcdC  deletion not 
currently associated with an epidemic strain, and therefore, 
cannot be used to reliably detect the presence of the BI/
NAP1/027 strain [ 25 ]. 

 The US FDA has cleared assays using non-PCR amplifi -
cation methods such as LAMP and HDA. LAMP assays 
amplify target DNA isothermally, and identify successful 
amplifi cation by detecting an increase in turbidity due to the 
build-up of a reaction by-product. HDA assays also amplify 
isothermally and use helicase enzymes to separate DNA 
strands rather than thermal denaturation [ 27 ]. These assays 
are attractive to laboratories that are not able to purchase 
expensive thermal cyclers or detection systems. Like real-
time PCR methods, LAMP- and HDA-based assays are rapid 
and demonstrate excellent sensitivities and specifi cities [ 27 –
 29 ]. The  illumi gene  C. diffi cile  assay is US FDA-cleared for 
testing of symptomatic children ages 1–2 years. Other US 
FDA-cleared nucleic acid detection assays have not received 
clearance for this age group. As asymptomatic colonization 
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of children under the age of two is well documented [ 9 ], test-
ing of this age group is controversial. 

 Finally, genetic typing methods for epidemiologic analysis 
may be broadly categorized into methods using REA, PCR, 
or direct sequencing [ 19 ]. These methods require DNA 
extracted from a single clone, and therefore, culture should be 
obtained when there is concern either of an outbreak or of a 
particularly virulent toxigenic strain [ 19 ]. Genetic typing 
techniques have the ability to discriminate and characterize a 
broad range of epidemic and non-epidemic  C. diffi cile  strains; 
however, currently there is focused interest in the epidemiol-
ogy of the BI/NAP1/027 strain. Two multiplex PCR assays 
that detect the single bp deletion at nucleotide 117 in the  tcdC  
gene associated with this hypervirulent strain have recently 
been US FDA-cleared. In both cases, detection of the BI/
NAP1/027 strain is US FDA-cleared for epidemiologic inves-
tigations only.  

    Interpretation 
 A positive real-time PCR test is generally diagnostic of toxi-
genic  C. diffi cile  in a patient displaying typical signs and 
symptoms of CDI. While it is possible that a patient may be 
colonized with toxigenic  C. diffi cile  and suffer diarrhea caused 
by a different etiology, this situation is likely to be rare [ 16 ]. 

 PCR may detect toxigenic  C. diffi cile  even though non- 
toxigenic  C. diffi cile  or negative growth is reported by cul-
ture. Many of these cases are positive by GDH EIA, 
toxin-EIA, or CCCN, and thus are regarded as true positives. 
Culture may fail to detect growth because of signifi cant time 
delays between sample collection and testing, concurrent 
antibiotic treatment at time of collection, or laboratory issues 
as discussed below [ 18 ]. 

 Positive predictive values for real-time PCR assays may 
be as low as 84 %, and demonstrate that not all positive 
results are indicative of CDI [ 18 ]. Studies reporting the 
occurrence of isolated PCR-positive results also suggest 
PCR-based assays may be too sensitive. Additional studies 
correlating the clinical outcomes of patients who test nega-
tive by conventional methods but positive by PCR are needed 
to improve diagnostic accuracy. 

 The occurrence of a positive PCR result in an asymptom-
atic patient indicates colonization with toxigenic  C. diffi cile  
and is well documented [ 10 ]. For this reason the testing of 
asymptomatic patients, except for epidemiologic purposes, 
is not recommended [ 9 ]. 

 Negative PCR results generally indicate the absence of 
CDI, as evidenced by high negative predictive values for 
these assays. Recommendations made by the European 
Society of Clinical Microbiology and Infectious Diseases 
state that a single negative result from a  tcdB  PCR assay, a 
GDH EIA, or toxin-EIA may be used to rule out the presence 
of toxigenic  C. diffi cile  [ 20 ]. While negative PCR results 
may occur in samples testing positive by conventional detec-

tion methods, this is an uncommon occurrence and may be 
due to one of the reasons discussed below.  

    Laboratory Issues 
 The sensitivity of real-time PCR assays may be as low as 
77.3 % and negative results are speculated to occur for a 
number of reasons [ 22 ]. Samples negative by PCR, but posi-
tive for toxigenic isolates may contain substances inhibitory 
to PCR amplifi cation. The detection of PCR inhibitors is 
aided by the incorporation of internal controls into all US 
FDA-cleared real-time PCR assays. Other investigators pro-
pose that negative PCR tests may be due to sampling error of 
stool, a known heterogeneous testing medium, when low 
numbers of organisms are present [ 18 ,  30 ]. 

 A concern regarding the clinical signifi cance of PCR 
stems from the fact that PCR merely detects the presence of 
a gene and does not evaluate gene expression. While it is 
theoretically possible for PCR to detect  C. diffi cile  carrying 
 tcdB  that is not expressed, testing only unformed stool speci-
mens from patients with a clinical suspicion of CDI may 
help avoid this issue [ 16 ]. So far, no published studies have 
evaluated this point directly. 

 Real-time PCR assays targeting  tcdB  are believed to 
comprehensively detect all current strains of toxigenic  C. 
diffi cile  as  tcdB  negative strains or strains with signifi cant 
deletions in  tcdB  do not exist naturally [ 12 ,  31 ]. Strain-to-
strain  tcdB  sequence variability resulting in poor primer 
binding is occasionally cited as a concern for the ability of 
toxin B PCR assays to sensitively detect the wide range of 
 C. diffi cile  strains. While signifi cant sequence variation 
within the  tcdB  gene is reported [ 31 ], most currently tar-
geted  tcdB  sequences appear conserved across the range of 
strain types [ 16 ]. Therefore, the effect of  tcdB  sequence 
variation on sensitivity of toxin B PCR assays is expected to 
be minimal [ 16 ]. 

 Also of concern is the potential evolution of a novel toxi-
genic  C. diffi cile  strain with an altered  tcdB  sequence as a 
result of genetic drift. Although most toxigenic  C. diffi cile  
strains contain an intact  tcdB  gene, the detection of a strain 
defi cient in at least a portion of the  tcdB  gene is reported in a 
case of recurrent CDI [ 32 ,  33 ]. While the report of a clini-
cally signifi cant  tcdB  defi cient strain reinforces the need to 
be vigilant for the development of  tcdB -negative,  tcdA - 
positive  strains affecting the clinical performance of toxin B 
PCR assays, the occurrence of such variant strains is cur-
rently rare [ 22 ,  33 ]. Multiplex real-time PCR assays, with the 
ability to simultaneously detect several different sequence 
targets (e.g.,  tcdA  and  tcdB ,  cdtA ,  cdtB , and  tcdC ) may 
decrease the likelihood of detection failure due to primer 
sequence mismatches [ 23 ]. 

 The recognition of clinically signifi cant toxin A negative, 
toxin B positive strains also is cited as a concern for the ability 
of LAMP assays to comprehensively detect all CDI cases. 
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Although four toxin A negative, toxin B positive strains are 
currently recognized, only one strain, toxinotype VIII, has 
been associated with signifi cant numbers of CDI cases [ 34 ]. 
The  tcdA  gene of toxinotype VIII contains both a 1.8 kb dele-
tion in addition to a nonsense mutation resulting in a truncated 
toxin A protein [ 31 ,  34 ]. Despite the modifi ed toxin A gene 
sequence of toxinotype VIII, a recent study found that three 
strains of toxinotype VIII tested on the  illumi gene  C. diffi cile  
assay were detected [ 35 ]. Several studies report samples that 
are PCR-positive, but negative by toxigenic culture. 

 Although toxigenic culture is a more sensitive reference 
method than CCCN, instances of detection failure are doc-
umented [ 18 ]. Reasons for detection failure may be clinical 
as mentioned above, but also may involve factors related to 
laboratory handling of specimens. Results of toxigenic cul-
ture for  C. diffi cile  may be adversely affected by long 
delays between collection and testing of specimens, the 
failure to enrich for spores, or the loss of spore viability 
during the spore enrichment process affecting only particu-
lar strains [ 18 ,  22 ]. In addition, culture is speculated to 
occasionally fail to detect toxigenic strains as a result of 
overgrowth by a non- toxigenic strain, as studies have 
reported the presence of multiple strain types in patient 
samples [ 22 ,  36 ]. 

 A  C. diffi cile  verifi cation panel that includes ribotype 027 
and  C. sordellii  as a negative control is commercially avail-
able (ZeptoMetrix Corp, Buffalo, NY). A panel of 8  C. diffi -
cile  strains, each with a different toxinotype as well as 
freeze-dried, well-characterized  C. diffi cile  strains and 
genomic DNA from those strains are available from ATCC 
(Manassas, VA). The ACCURUN 501  C. diffi cile  Control 
(SeraCare Life Sciences, Gaithersburg, MD) contains inacti-
vated organisms in a human synthetic stool matrix. The con-
trol set contains  C. diffi cile  NAP1/027/B1 hypervirulent 
strain, two toxigenic  C. diffi cile  strains, and  C. sordelli  as a 
negative control. Profi ciency testing samples for  C. diffi cile  
molecular tests are available from the College of American 
Pathologists, the Wisconsin State Laboratory of Hygiene, 
and the American Profi ciency Institute.   

     Tropheryma whipplei  

    Description of Pathogen 
 The etiological agent of Whipple’s disease is  Tropheryma 
whipplei , a bacterium present in the environment, sewage, 
human stool, and saliva, but whose entire ecological distribu-
tion is yet to be characterized [ 37 ,  38 ]. In accordance with 
these fi ndings, a fecal-oral route of transmission has been 
proposed [ 38 ]. Evidence also exists for the ability of the 
organisms to asymptomatically colonize the upper gastroin-
testinal tract, as PCR has identifi ed  T. whipplei  DNA in the 

saliva and gastric juice of 35 % and 11.4 % of individuals, 
respectively, without evidence of Whipple’s disease [ 39 ,  40 ]. 

 Whipple’s disease, however, is rare, and only an estimated 
1,000 cases have been described [ 38 ]. Its pathogenesis is 
poorly understood, and while genetic risk factors have been 
proposed, none have been confi rmed [ 38 ]. The most com-
mon presentation of disease includes symptoms related to 
malabsorption such as diarrhea and weight loss, although a 
long history of nonspecifi c complaints, often including 
arthralgias, is typical [ 38 ,  40 ]. These vague and chronic 
symptoms may last an average of 6 years before clinical 
signs more characteristic of the disease appear [ 38 ]. Atypical 
cases lacking classic gastrointestinal symptoms and involv-
ing the cardiovascular system and the central nervous system 
(CNS) as well as other organ sites may occur in up to 15 % 
of those affected [ 38 ]. The long time period before typical 
symptoms are manifested in addition to the high percentage 
of unusual presentations often results in a delay of treatment. 
Early diagnosis and the initiation of antibiotics are critical to 
avoiding long-term morbidity, and, therefore, improved 
detection methods are needed.  

    Clinical Utility of Testing 
 The diagnosis of Whipple’s disease is made primarily by his-
tological examination of tissue biopsies; however, since the 
1990s, PCR has played an increasing role in diagnosis. 
Culture and serological methods have recently been devel-
oped as diagnostic tools; however, their availability is limited 
[ 37 ,  38 ]. In the past, electron microscopy (EM) was com-
monly used to demonstrate the characteristic trilaminar bac-
terial cell wall; however, its utilization is declining [ 41 ]. 

 The optimal use of PCR in establishing a diagnosis of 
Whipple’s disease is debated. Some reports recommend PCR 
testing in parallel with the procurement of biopsies, citing 
the lack of optimal specifi city of histology and PCR when 
used alone [ 38 ]. Others advocate the use of PCR only when 
biopsies fail to indicate disease, although this is not sup-
ported by the low rate of PCR positivity in histologically 
negative duodenal biopsies [ 42 ]. 

 Intestinal biopsies from patients without gastrointestinal 
symptoms may be negative by PCR, and thus clinical symp-
toms in atypical cases should guide the selection of samples 
for PCR analysis [ 42 ]. In addition to duodenal biopsies, PCR 
testing has proven useful when performed on a number of dif-
ferent specimen types including lymph nodes, cardiac valves, 
synovial fl uid, cerebrospinal fl uid (CSF), and vitreous humor 
[ 37 ]. CSF has tested positive by PCR methods in several 
patients without CNS symptoms, and may indicate the need 
for antibiotics with good CNS penetration [ 41 ]. While saliva, 
feces, and blood may be positive in patients with Whipple’s 
disease, higher rates of background positivity makes the utility 
of testing these specimens uncertain [ 37 ,  43 ,  44 ]. 
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 No biological marker or test is currently available to 
determine the required duration of treatment for Whipple’s 
disease [ 38 ]. Nevertheless, monitoring response to treatment 
using PCR appears to have utility for predicting outcome 
[ 41 ,  44 ]. PCR positivity after treatment correlated with a 
higher likelihood of relapse; however, the positive predictive 
value was only 58 % [ 45 ]. Likewise, while negative post- 
treatment PCR results have been associated with remission, 
a signifi cant number of patients without detectable  T. whip-
plei  DNA in intestinal biopsies have developed recurrent dis-
ease [ 46 ]. 

 Molecular methods for genetic subtyping of  T. whipplei  
are limited to the research setting, as currently no correla-
tions are established between subtype and geographic loca-
tion or specifi c clinical manifestations [ 44 ].  

    Available Assays 
 Duodenal biopsies demonstrating expansion of the lamina 
propria by macrophages fi lled with Periodic acid-Schiff 
(PAS)-positive bacterial fragments is the classic histological 
fi nding of Whipple’s disease, and is observed in the majority 
of Whipple’s disease patients [ 40 ]. While relatively specifi c 
when identifi ed in a patient with typical Whipple’s symp-
tomatology, the protean symptoms of this pathogen necessi-
tate the consideration of other infectious diseases, such as 
 Mycobacterium avium  complex and  Rhodococcus equi , as 
well as noninfectious disorders, all of which may have over-
lapping histological appearances [ 41 ,  44 ]. Biopsies obtained 
from other anatomic sites demonstrating macrophages fi lled 
with PAS-positive material are even less specifi c, and must 
be interpreted with caution [ 37 ,  40 ,  44 ]. Immunohistochemistry 
for  T. whipplei  performed on paraffi n-embedded tissues has 
recently been developed and has greatly improved both the 
sensitivity and specifi city of histological diagnosis [ 38 ]. 
Lastly, intestinal biopsies may be non-contributory due to 
the patchy nature of disease and the possibility for diagnostic 
material to be confi ned deep within the submucosa and not 
usually evaluated in superfi cial mucosal biopsies [ 41 ,  44 ]. 

 The existence of disorders with overlapping histological 
fi ndings and the possibility for biopsies to miss disease sup-
ports the diagnostic role of PCR-based methods. While 
reports of sensitivity are limited, several studies document 
PCR positivity in nearly all cases of histologically proven dis-
ease [ 42 ,  45 ]. Detection of  T. whipplei  DNA from negative 
intestinal biopsies by PCR-based tests highlights the diagnos-
tic sensitivity and utility of molecular methods [ 42 ,  44 ]. 

 Molecular detection of  T. whipplei  is primarily using PCR 
methods including conventional [ 45 ], nested [ 39 ], semi- 
nested [ 47 ], and real-time PCR [ 48 – 50 ]. Primers targeting 
16S rDNA, 16S-23S rDNA intergenic spacer, 23S rDNA, 
and  rpo B sequences are commonly used [ 44 ]. Assay sensi-
tivity and specifi city varies according to the amplifi cation 
target and the PCR method. 

 Conventional PCR assays provide qualitative results, and 
detection techniques are time consuming, requiring 2 or 
more days to perform. Ethidium bromide-stained gel electro-
phoresis may be used to detect amplifi ed bands of character-
istic size; however, an additional confi rmatory identifi cation 
step is recommended [ 38 ]. Options include Southern hybrid-
ization using sequence-specifi c fl uorescent oligonucleotide 
probes or direct sequencing techniques [ 38 ]. Nevertheless, 
these assays can perform adequately, and a study evaluating 
a conventional PCR assay using paraffi n-embedded tissue 
from patients with histologically confi rmed Whipple’s dis-
ease demonstrated a sensitivity and specifi city of 96.6 % and 
100 % respectively [ 45 ]. 

 Semi-nested or nested PCR methods generally allow for a 
lower limit of detection than conventional PCR assays; how-
ever, these methods are associated with a higher risk of con-
tamination due to the required handling of amplifi cation 
products [ 44 ]. An additional disadvantage of these methods 
includes their longer turnaround time compared to real-time 
PCR methods. 

 Real-time PCR methods are more rapid and less prone to 
contamination than conventional, semi-nested, and nested 
PCR assays. In addition, real-time PCR assays provide quan-
titative results, which help differentiate true infection from 
contamination or low-level colonization [ 49 ]. A study com-
paring the performance of a LightCycler ®  (Roche Molecular 
Systems, Branchburg, NJ) real-time PCR assay to a conven-
tional PCR assay demonstrated good correlation of results; 
however, the turnaround time was signifi cantly shorter for 
the real-time PCR assay (3.5 h vs 2–3 days) [ 48 ]. 

 No tests are  FDA-cleared or -approved for the detection 
of  T. whipplei ; however, amplifi cation of  T. whipplei  DNA 
by PCR in blood, CSF and tissues is available from some 
reference laboratories.  

   Interpretation of Results 
 A positive PCR result in the setting of classic Whipple’s dis-
ease symptoms and biopsy fi ndings is generally confi rma-
tory. Correlating positive PCR results with clinical fi ndings 
is especially important in atypical presentations and when 
histology is non-contributory. The need for clinical 
 correlation is highlighted by occasional studies identifying 
the presence of organisms in asymptomatic adults. Most of 
these studies produced results using nested and semi-nested 
PCR assays [ 39 ,  43 ], which are associated with a high con-
tamination risk [ 44 ]. Such unexpected positive results could 
be due to environmental contamination, asymptomatic colo-
nization, or nonspecifi c amplifi cation of non- T. whipplei  
DNA. These fi ndings have not been confi rmed as several 
other studies have found that PCR performed on intestinal 
biopsies is consistently negative in patients undergoing 
endoscopy to investigate conditions other than Whipple’s 
disease [ 42 ,  49 ]. The ability for real-time PCR to produce 
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quantitative results may allow differentiation of true infec-
tion from contamination or asymptomatic colonization [ 49 ]; 
however, specifi c ranges have not been determined. 

 Negative PCR results in patients diagnosed with Whipple’s 
disease histologically may be due to DNA degradation as a 
result of the DNA extraction process, the presence of PCR 
inhibitors, or damaged DNA from formalin-fi xation [ 44 ]. 
In addition, negative PCR results may prompt consideration 
of other infectious etiologies capable of producing histologi-
cal fi ndings similar to Whipple’s disease [ 44 ].  

   Laboratory Issues 
 As mentioned above, DNA degradation during extraction 
from tissues and other clinical samples may cause false- 
negative results. Choosing and validating an appropriate 
extraction method, therefore, is critical, and commercial 
extraction kits include chaotropic lysis (Isoquick Kit, Orca 
Research, Bothell, WA, USA), Pure-Gene protocol (PureGene 
Kit, Flowgen Instruments Ltd., Lichfi eld, UK), and QIAamp 
DNA binding columns (QIAGEN, Hilden, Germany) [ 44 ]. 
Extraction effi ciency may be evaluated using primers target-
ing human gene sequences as internal controls. 

 PCR inhibitors may cause false-negative results. Similar 
to the evaluation of extraction effi ciency, the presence of 
PCR inhibitors may be identifi ed using primers targeting 
ubiquitous human genes as internal controls [ 44 ]. 

 PCR testing can be performed retrospectively on paraffi n- 
embedded tissue biopsies; however, the use of fresh or fro-
zen specimens provides more sensitive results [ 42 ]. 

 Suspensions of organism are often used as reference mate-
rial but are not currently commercially available. Profi ciency 
testing surveys also are not commercially available.   

     Helicobacter pylori  

   Description of Pathogen 
  Helicobacter pylori  is a spiral-shaped and fl agellated, 
Gram- negative bacterium that can be found in the stomach 
of some individuals. The  H. pylori  genome is approximately 
1.64–1.67 million bp with 1,515–1,590 predicted protein- 
coding sequences.  H. pylori  has unusually high levels of 
genetic variation between strains due to a natural DNA 
uptake system that can incorporate very large fragments of 
exogenous DNA into the  H. pylori  genome. 

  H. pylori  infection is a leading cause of gastric and duo-
denal ulcers, and is strongly associated with gastric malig-
nancies such as gastric adenocarcinoma and gastric 
mucosa-associated lymphoid tissue (MALT) lymphoma 
[ 51 ]. While the clinical course of infection may be variable 
and depends on both host and microbial factors, the organ-
ism most often produces a chronic infection manifested as 
chronic gastritis [ 51 ,  52 ]. Treatment aims to completely 

eliminate the organism, and eradication cures the majority of 
both duodenal and gastric ulcers. Although treatment results 
in regression of most low-grade gastric MALT lymphomas 
[ 53 ,  54 ], treatment effectiveness in reducing the risk of gas-
tric adenocarcinoma is less clear [ 51 ,  53 ]. 

  H. pylori  infection rates are greatest in developing coun-
tries due to lower socioeconomic conditions; however, prev-
alence estimates in the USA are high, reaching 30–40 % [ 55 ]. 
Strains demonstrating antibiotic resistance limit the effec-
tiveness of standard eradication regimens, which usually 
include clarithromycin, either amoxicillin or metronidazole, 
and a proton-pump inhibitor (PPI) [ 51 ,  56 ]. Prevalence of 
clarithromycin resistance is estimated to be 10–15 % in the 
USA, and resistance results in a 70 % reduction in the eradi-
cation rate [ 56 ]. While resistance to metronidazole occurs 
more frequently (20–40 %), eradication rates of resistant 
strains are decreased by only 25 % [ 56 ]. Strains resistant to 
amoxicillin and second-line antibiotics such as tetracycline 
are much less common, but their presence could alter the 
effectiveness of rescue therapies [ 56 ]. 

 The high prevalence of  H. pylori  infection and antibiotic 
resistance, in addition to the clear benefi t of eradication 
therapy necessitates the use of reliable diagnostic tests. 
Molecular methods consisting primarily of PCR-based 
assays are both rapid and sensitive, and while useful for the 
general diagnosis of  H. pylori  infection may also play an 
important role in special clinical situations such as acute 
bleeding. Furthermore, although antibiotic resistance may 
be detected effectively using conventional phenotypic test-
ing of  H. pylori  cultures, genotypic susceptibility testing of 
cultures and biopsy specimens offers a fast and reliable 
alternative.  

   Clinical Utility of Testing 
 Diagnostic testing for  H. pylori  is indicated in patients with 
either active or previously documented peptic ulcer disease, 
low-grade gastric MALT lymphoma, and in certain cases of 
dyspepsia not yet investigated by endoscopy [ 57 ]. The diag-
nosis of  H. pylori  infection may be established using a wide 
variety of diagnostic tests and the choice of test is largely 
determined by clinical factors such as whether or not the 
patient requires upper gastrointestinal endoscopy [ 57 ]. 

 Tests utilized with endoscopy and regarded as invasive 
include culture, histology, rapid urease tests (RUTs), and 
PCR assays performed on biopsy material. Noninvasive tests 
not requiring endoscopy include serology, the urea-breath 
test (UBT), and stool tests such as antigen assays and 
PCR. Each test has particular disadvantages and comparing 
diagnostic performance is made diffi cult by the fact that no 
single test method is regarded as the gold standard. As a sub-
stitute for a gold standard, studies comparing different assays 
often designate true positives as those samples yielding posi-
tive results with two or more testing methods. 
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 While certain non-molecular methods such as the UBT, 
histology, and RUTs offer suffi cient sensitivity for routine 
testing, PCR-based molecular methods performed on tissue 
biopsies offer even greater sensitivity and may identify true 
positives missed by RUT and histology [ 58 – 62 ]. This 
increased sensitivity has the greatest utility in evaluating 
patients with bleeding peptic ulcers where non-molecular 
assays perform poorly [ 58 ,  63 ,  64 ]. Real-time PCR assays 
may also improve patient care by offering quantitative 
results. High bacterial densities are associated with lower 
eradication rates, and, therefore, quantitative measurements 
by real-time PCR may be used to identify patients who 
could benefi t from a modifi ed, more intense treatment regi-
men [ 65 ]. In addition, PCR-based assays for the detection of 
 H. pylori  DNA in fecal specimens represent potentially sim-
ple and noninvasive methods for establishing the existence 
of infection and for proving successful eradication. However, 
interpreting results of these tests requires the clinician to be 
aware of complicating factors that are specifi c to assays per-
formed on stool. These issues are discussed in detail below. 

 While culture is currently the gold standard for antibiotic 
susceptibility testing, the sensitivity of these methods may 
be reduced due to the fastidious nature of  H. pylori , over-
growth of cultures by bacterial contaminants, and by low 
numbers of viable  H. pylori  organisms in the post-treatment 
period [ 66 ]. In addition, cultures may take several days for 
growth. Fortunately, effective and rapid genotypic suscepti-
bility testing methods are available and may be applied to 
both culture and biopsy specimens. 

 Numerous studies have looked for an association between 
the presence of virulence or pathogenic factors and severity 
of disease. The  cagA  and  vacA  genes are most commonly 
implicated, and certain alleles of these genes are associated 
with more severe gastritis as well as higher rates of peptic or 
duodenal ulcer disease and gastric adenocarcinoma [ 67 – 69 ]. 
While these pathogenic factors can be detected by molecular 
methods, including conventional and multiplex PCR, the 
clinical utility of testing is questionable [ 70 – 72 ]. Confounding 
variation in host genetic and environmental factors, in addi-
tion to discrepant results when comparing different geo-
graphic regions and ethnicities, undermines a clear 
relationship between the presence of pathogenic factors and 
disease severity [ 73 ,  74 ]. The lack of a clear association has 
prevented development of clinical guidelines recommending 
testing of these pathogenic factors for patient care [ 75 ].  

   Available Assays 
 Several laboratory developed tests (LDTs) for the detection 
of  H. pylori  DNA in tissue biopsies and stool have been 
described and include amplifi cation methods such as conven-
tional, nested, multiplex, and real-time PCR, as well as 
FISH. No US FDA-cleared tests are available. Amplifi cation 
targets include genes related to the production of virulence 

factors such as urease ( ureA ), phosphoglucomutase ( glmM , 
formerly named urease C ( ureC )), and  vacA , as well as 
species- specifi c sequences of 16S rRNA and 23S rRNA. Other 
genes targeted include the sequences encoding the 26-kDa 
species-specifi c protein antigen (SSA) and heat shock protein 
(HSP60), as well as random  H. pylori  genome sequences. 
Sensitivity and specifi city of the assays are determined largely 
by target gene and primer choice, but also depend on the type 
of PCR method. Conventional PCR assays provide qualitative 
results and perform the same or better than conventional 
detection methods [ 58 ]. Detection of PCR amplicons is usu-
ally achieved with ethidium bromide- stained gel electropho-
resis. Such detection methods require the open handling of 
PCR products, and, therefore, have a greater risk of contami-
nation than real-time PCR methods. 

 Real-time PCR methods provide quantitative results, are 
generally more rapid and sensitive than conventional PCR 
assays, and also involve less contamination risk [ 60 ]. 
Assays using a hemi-nested or nested design generally 
allow for a lower limit of detection than conventional PCR 
assays [ 76 ,  77 ], and achieve similar levels of detection when 
compared to quantitative RT-PCR (RT-qPCR) assays [ 61 ]. 
Disadvantages of nested and semi-nested designs com-
pared with RT-qPCR include more technologist time and a 
higher risk of contamination due to handling of amplifi ca-
tion products [ 61 ]. 

 Multiplex PCR methods combining several different 
primer targets demonstrate greater sensitivity than conven-
tional testing methods [ 59 ]. In addition, a multiplex assay for 
the detection of both  H. pylori  and  Helicobacter heilmannii - 
like  organisms may be useful for determining prevalence of 
disease due to the latter, less common organism [ 78 ]. 

 PCR-based assays for the detection of  H. pylori  DNA in 
fecal specimens frequently use in-house developed capture- 
probe systems or QIAamp DNA extraction stool kits (Qiagen, 
Germantown, MD) to obtain purifi ed DNA and to reduce 
PCR inhibitors [ 56 ]. Capture-probe techniques use biotinyl-
ated oligonucleotide probes targeting the  H. pylori  16S 
rRNA gene [ 56 ]. After overnight incubation, the desired 
gene fragment is harvested using paramagnetic polystyrene 
beads coated with streptavidin [ 56 ,  79 ]. Gene-capture meth-
ods used with conventional PCR targeting 16S rRNA  H. 
pylori -specifi c sequences have demonstrated sensitivities 
ranging from 75 to 100 % [ 79 ,  80 ]. The QIAamp DNA stool 
kit has been shown to perform well when used in a semi- 
nested PCR assay targeting 23S rRNA gene sequences, but 
results have varied when detecting other genes [ 56 ,  81 ]. 
Lastly, a fi ltration-based extraction technique used by Russo 
et al. demonstrated excellent sensitivity (95.6 %) and speci-
fi city (100 %) using a conventional PCR assay with  ureA  
primers [ 82 ]. 

 Most antibiotic resistance among  H. pylori  strains is due to 
chromosomal mutations, and therefore, amenable to detection  
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by molecular means (see Table  50.1 ).  H. pylori  resistance to 
clarithromycin and other macrolides is caused by point muta-
tions at two nucleotide sites (A2142G and A2143G) within 
the 23S rRNA gene resulting in decreased ribosomal binding 
of the antibiotic [ 52 ]. Clarithromycin resistance mutations 
may be detected using several different molecular methods 
such as restriction fragment length polymorphism (RFLP), 
pyrosequencing, fl uorescence in situ hybridization (FISH), 
and real-time PCR [ 56 ]. PCR followed by RFLP and real-
time PCR methods are used most often [ 56 ].

   RFLP-based assays for the detection of clarithromycin 
resistance take advantage of the fact that antibiotic resistance 
mutations create restriction sites within the 23S rRNA gene 
not present in susceptible strains. Conventional PCR using 
23S rRNA specifi c primers produces amplicons, which when 
cleaved with restriction endonucleases and visualized by 
agarose gel electrophoresis create a pattern composed of two 
bands instead of one. While conceptually simple, these 
methods are more time consuming than real-time PCR 
assays. 

 Real-time PCR methods can detect clarithromycin resis-
tance mutations directly from biopsy specimens with excel-
lent sensitivity and rapid turnaround times of 1–4 h [ 66 , 
 83 – 85 ]. An assay described by Gibson et al. uses fl uorescent- 
labeled probes complementary to the clarithromycin- 
sensitive 23S rRNA gene sequence [ 86 ]. Resistance 
mutations result in mismatched bases between the probe and 
target, and melting curve analysis reveals a lower peak melt-
ing temperature for the mismatched hybrid than a fully com-
plementary probe and target hybrid [ 86 ]. This assay has good 
concordance with culture-based methods [ 66 ,  84 ], but also 
identifi ed susceptibilities for an additional 28 patients whose 
cultures were negative. Of the 28 additional susceptibility 
results rendered, 21 had resistance genotypes. Another assay 
design using a biprobe system was tested on 200 patients 
who failed eradication therapy. The assay detected resistance 

genotypes with a sensitivity and specifi city of 98.4 % and 
94.1 %, respectively, when compared to culture-based test-
ing [ 85 ]. Clarithromycin-resistant genotypes can also be 
detected in stool samples using real-time PCR methods; 
however, the sensitivity is lower [ 87 ]. Real-time PCR assays 
have also been developed to detect point mutations in the 
quinolone resistance-determining region of the  gyrA  gene 
resulting in resistance to ciprofl oxacin and point mutations 
in the 16S rRNA gene conferring decreased susceptibility 
and resistance to tetracyclines [ 88 ,  89 ]. The assay for deter-
mining fl uoroquinolone resistance identifi es mutations using 
two hybridization biprobes designed to detect the most fre-
quently occurring mutations at amino acid positions 87 or 91 
[ 88 ]. Tetracycline resistance is detected using 16S rDNA 
primers and a fl uorescently labeled probe complementary to 
the wild-type 16S rDNA allele. In both assays, melting curve 
analysis differentiates amplicons with resistance mutations 
from those with wild-type sequences [ 89 ]. While various 
mutations in the NADPH nitroreductase gene ( rdxA ) are 
associated with metronidazole resistance, detection of these 
mutations is not a reliable indicator of resistance [ 90 ]. 

 Histopathologic diagnosis of  H. pylori  infection is a sen-
sitive and specifi c method (>95 % and 100 %, respectively) 
under optimal conditions, yet ancillary molecular techniques 
such as FISH may help in diffi cult cases [ 56 ]. Visualization 
of the characteristic bacterial forms may be diffi cult when 
reduced numbers of bacteria are present, such as when biop-
sies are obtained after eradication therapy or if the patient 
has been on long-term acid suppression therapy with PPIs. 
These same conditions may change the typical morphology 
of  H. pylori  from a comma or S-shaped bacillus to a coccoi-
dal form, obscuring a visual diagnosis. Several studies using 
fl uorescently labeled, species- specifi c probes have demon-
strated the ability of FISH to reliably detect  H. pylori  [ 91 , 
 92 ]. Additionally, clarithromycin-resistant strains also can be 
detected using FISH performed on formalin-fi xed tissue sec-
tions [ 92 ]. Fluorescent-labeled oligonucleotide probes 
designed to detect the most common mutations determining 
clarithromycin resistance are both sensitive and specifi c 
when compared to culture-based susceptibility testing [ 91 ]. 
FISH testing, however, may produce results more rapidly 
than culture.  

   Interpretation of Results 
 PCR tests can achieve equal or better performance when 
compared to non-molecular tests [ 58 – 62 ]. The sensitivity is 
highly dependent on the target gene and is discussed in 
greater detail in the “Laboratory Issues” section below. 

 The specifi city of different PCR test methods varies and 
determining specifi city is complicated by the lack of gold 
standard. Real-time PCR assays applied to tissue biopsies 
have detected  H. pylori  at low densities that were missed by 
histology, UBT, and RUT suggesting that the poorer sensitiv-

   Table 50.1     H. pylori  antibiotic resistance mutations detectable by 
described assays   

 Antibiotic 
 Resistance 
gene 

 Nucleotide 
change 

 Amino acid 
change 

 Clarithromycin  23S rRNA  A2142G  NA 

 A2143G  NA 

 Ciprofl oxacin  gyrA  C(T) to A  N87K 

 C(T) to G  N87K 

 A to G  D91G 

 G to T  D91Y 

 G to A  D91N 

 Tetracycline  16S rRNA  A926G  NA 

 A926C  NA 

 A926T  NA 

 A928C  NA 

   NA  not applicable  
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ity of these non-molecular assays is due to low numbers of 
organisms [ 61 ]. However, due to the high sensitivity of PCR- 
based methods and the amplifi cation of DNA from nonviable 
organisms, isolated positive PCR results in the post- treatment 
period must be interpreted with caution. Positive results in 
this setting may represent continued presence of organisms 
at low levels or nonviable organisms, and, therefore, PCR 
may not have utility in determining eradication failures in the 
post-treatment period. Isolated positive PCR results in 
untreated patients may refl ect true infection with a low  H. 
pylori  density, but may also be due to nonspecifi c amplifi ca-
tion of non- H. pylori  bacterial DNA [ 93 ]. Due to these fac-
tors, PCR-based methods should not be used as the sole 
diagnostic test. 

 Like PCR testing of biopsy specimens, the specifi city of 
results obtained from PCR testing of stool samples may be 
decreased due to amplifi cation of nonviable organisms. 
Studies examining the use of PCR-based testing of stool for 
determining eradication success rates in the early post- 
treatment period are confl icting [ 80 ,  94 ]. While negative 
PCR results within 12 days of treatment were obtained for a 
small group of infected patients, another study demonstrated 
false-positive results occurring in half the patients 1 month 
after treatment [ 94 ,  95 ]. False-positive PCR results decrease 
after longer follow-up periods, and approach zero after 12 
weeks of therapy [ 94 ]. In addition, analytical specifi city of 
PCR testing on stool samples may be reduced due to the 
presence of non- pylori Helicobacter  species present in fecal 
material [ 56 ]. While clinical specifi city for PCR-based 
assays is determined by comparison with UBT, culture, and 
RUTs, determinations of analytical specifi city by testing of 
non- pylori Helicobacter  species is rarely performed [ 96 ]. 

 Antibiotic resistance genotype testing using real-time 
PCR can produce results indicating the presence of more 
than one genotype [ 85 ]. These results are interpreted as rep-
resenting a mixed population and combinations of one or 
more distinct mutant strains among wild-type strains have 
been detected [ 85 ]. While some studies have detected mutant 
strains in the presence of wild-type strains down to a level of 
10 % [ 85 ], other studies cite failed resistance detection due 
to high levels of susceptible strains [ 87 ].  

   Laboratory Issues 
 Sensitivity and specifi city of PCR-based methods are 
greatly dependent on primer choice and target gene. 
Additionally, signifi cant inter-study variation in sensitivity 
and specifi city exists for several of the commonly used 
primers. Nucleotide differences among distinct  H. pylori  
strains may partly explain this test performance variability 
[ 77 ]. A study comparing the diagnostic performance of sev-
eral different primers demonstrated poor specifi city for 
SSA gene primers and unsatisfactory sensitivity for the 
 ureA  gene and random  H. pylori  genome sequences [ 76 ]. 

While this study concluded that  glmM  gene PCR performed 
best, other studies have reported lower specifi cities [ 60 , 
 77 ]. Assays using 16S rRNA sequences generally report 
excellent sensitivities, but the specifi city of these primers is 
questionable. Several authors argue that 16S rRNA primers 
are inappropriate because of sequence conservation among 
different bacterial genera as well as the possibility for non-
specifi c amplifi cation of human DNA [ 76 ,  77 ]. Assays tar-
geting  vacA  have reported moderate sensitivity (89.5 %) 
but excellent specifi city (99.0 %) [ 84 ]. The HSP60 gene is 
thought to be both well conserved and demonstrates spe-
cies-specifi c variation [ 77 ]. A nested assay design using 
primers targeting HSP60 claims to have sensitivity and 
specifi city approaching 100 % [ 77 ]. 

 Determining whether tissue to be used for PCR assays is 
preserved by formalin fi xation or cryopreservation repre-
sents an important variable in testing, but may ultimately be 
decided by proximity of laboratory and endoscopy suite. 
Both formalin-fi xed and frozen tissue specimens may be 
used for PCR-based testing, although frozen samples are far 
superior [ 56 ]. Formalin fi xation causes DNA to fragment; 
however, assays using formalin-fi xed tissues may still per-
form acceptably if short DNA sequences are targeted. 

 PCR assays applied to stool specimens suffer from incon-
sistent results attributable to substances inhibitory to PCR 
amplifi cation, low numbers of  H. pylori  organisms within 
fecal samples, as well as degradation of DNA during intesti-
nal transit [ 53 ,  56 ]. To avoid false-negative results, complex 
purifi cation and extraction steps to eliminate PCR inhibitors 
are required before DNA amplifi cation. Performance of the 
different biochemical, immunologic, and physical purifi ca-
tion methods varies due to degradation of target DNA and 
incomplete removal of inhibitors [ 96 ]. Frozen stocks of  H. 
pylori  strain NCTC 11637 and dried genomic DNA from 
that strain (American Type Culture Collection 43504D, 
Manassas, VA) as well as titered cultures of  H. pylori  
(ZeptoMetrix Corp, Buffalo, NY) are commercially avail-
able reference materials. Profi ciency testing exercises are not 
commercially available.    

    Viral Agents 

 The most common causes of viral gastroenteritis include 
adenovirus serotypes 40 and 41, rotavirus, astrovirus, and 
caliciviruses (noroviruses, sapoviruses). Conventional 
detection of these viruses is based on antigen detection and 
EM. Molecular methods have been primarily used for epide-
miologic or research purposes but have also demonstrated 
signifi cant improvement in the diagnosis of viral gastroen-
teritis and are becoming available in clinical laboratories. 

 Other viruses less frequently implicated as causes of 
acute gastroenteritis include coronaviruses and toroviruses. 
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In addition, viruses such as cytomegalovirus and herpes sim-
plex virus are opportunistic causes of enteric disorders in 
patient infected with the human immunodefi ciency virus 
(HIV) or with compromised immunity but are diagnosed by 
examination or testing of gastric or intestinal biopsy tissues 
rather than examination of stool. 

    Adenovirus 

   Description of Pathogen 
 Adenoviruses are nonenveloped viruses with a linear, non- 
segmented, double-stranded DNA genome surrounded by an 
icosahedral protein capsid. The genome size varies among 
adenoviral groups and is between 26,000 and 45,000 nucleo-
tides which theoretically provides the capacity for 22–40 
genes. The genome consists of immediate early (E1A), early 
(E1-E4), intermediate, and late genes (L1-L5). 

 Adenoviruses are classifi ed into fi ve genera including 
Atadenovirus, Aviadenovirus, Ichtadenovirus, Mastadenovirus, 
and Siadenovirus. The adenoviruses that infect humans 
belong to the genus  Mastadenovirus . Seven species of human 
adenovirus (A through G) within the genus  Mastadenovirus  
are currently recognized. Species designations are deter-
mined by immunologic properties as well as DNA homology 
and oncogenicity [ 97 ]. Each species group contains several 
serotypes classifi ed by neutralization reactions to specifi c 
antisera [ 97 ]. At present, over 50 serotypes have been 
described [ 98 ]. Serotype groups may be further subdivided 
into genomic types. Genotypes are assigned lowercase let-
ters to differentiate them from the prototype strain as indi-
cated by the letter “p” [ 97 ]. Interspecies DNA sequence 
variation may be as low as 4 % whereas genotypes within an 
adenovirus species may be 50 % to nearly 100 % homolo-
gous [ 99 ,  100 ]. Intraspecies recombination resulting in inter-
mediate strains has been reported [ 101 ]. 

 Species F serotypes 40 and 41 are the most frequent ade-
novirus serotypes isolated from patients with gastroenteritis 
and are referred to as the “enteric adenoviruses.” These sero-
types are second only to rotavirus as the most common cause 
of acute diarrheal illness in children [ 102 ]. Adenoviruses of 
all serotypes are implicated in approximately 5–15 % of 
childhood diarrhea cases [ 97 ]. Gastroenteritis due to adeno-
virus occurs worldwide and the incidence does not demon-
strate signifi cant seasonal variation [ 103 ]. More than one 
serotype or species may be isolated in a given patient [ 104 ]. 
Serotypes infrequently associated with gastroenteritis 
include 1, 2, 3, 5, 7, 12–18, 21, 25, 26, 29, 31, and 52 [ 102 ]. 

 Transmission is thought to occur by fecal-oral spread and 
the mean incubation period for gastroenteritis is 3–10 days 
[ 97 ,  103 ]. After clinical symptoms improve, enteric adenovi-
ruses are shed in stool rarely for longer than a few days com-
pared to patients with respiratory infections not involving 

enteric adenoviruses who may shed for 3–6 weeks and as 
long as 18 months [ 97 ]. The duration of viral shedding in the 
gastrointestinal tract may be prolonged in immunocompro-
mised individuals [ 97 ]. Adenoviruses can also be shed in the 
stool of individuals with asymptomatic infections which are 
common, particularly in children [ 97 ]. 

 Clinical symptoms include watery, non-bloody diarrhea 
accompanied by mild fever, vomiting, and abdominal pain. 
Gastroenteritis in immunocompetent patients usually 
resolves without complication; however, rare fatalities are 
documented [ 97 ]. 

 Gastrointestinal infections in immunocompromised 
patients occur most often in hematopoietic stem cell (HSCT), 
bone marrow (BMT), and solid organ (SOT) transplant 
patients. Infections in these patients are frequently severe 
and can become disseminated. In pediatric allogeneic HSCT 
patients, detectable virus in stool almost always precedes 
systemic adenovirus infection [ 105 ]. Adenovirus species iso-
lated most frequently in HSCT and BMT patients with gas-
trointestinal disease include species A (serotype 31), B 
(serotype 7), and C (serotype 2) [ 106 ]. The incidence of 
adenovirus infections in patients with HIV infection or 
acquired immunodefi ciency syndrome (AIDS) has dropped 
due to effective treatment of the HIV infection with highly 
active antiretroviral therapy [ 10 ]. Serotypes within species D 
cause the majority of gastroenteritis in HIV-positive patients 
and include serotypes 9, 17, 20, 22, 23, 26, 27, and 42–51 
[ 106 ].  

   Clinical Utility of Testing 
 Diagnosis of adenovirus gastroenteritis is primarily deter-
mined through testing of stool samples although tissue 
biopsy specimens also may be used. Conventional methods 
used to identify the presence of adenovirus in stool samples 
include shell vial cultures, direct fl uorescent antibody 
assays, EIAs, and EM. Disadvantages of culture methods 
include delays of up to weeks and false-negative results with 
diffi cult to culture AV serotypes such as 40 and 41 [ 99 ]. 
Immunofl uorescent and immunochromatographic methods, 
while rapid, are insensitive [ 107 ]. EM also is insensitive and 
is not routinely used in clinical laboratories. Indirect diag-
nosis using serology is limited by poor sensitivity especially 
in immunocompromised patients and by high seropreva-
lence among children preventing the ability to identify acute 
disease [ 107 ,  108 ]. Despite these diagnostic limitations, 
conventional methods may be suffi cient to detect infection 
in immunocompetent patients with localized or benign gas-
trointestinal symptoms [ 109 ]. 

 Adenovirus infection may become severe in immuno-
compromised patients and the ability to begin early treat-
ment, such as reduction of immunosuppression or cidofovir 
therapy, requires rapid and sensitive diagnostic techniques 
[ 107 ]. Several PCR-based assays have been validated for 
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stool specimens and are comparable or better than conven-
tional methods [ 110 – 112 ]. Both qualitative and quantitative 
PCR assays are used. Qualitative assays vary in serotype 
detection of all or only some serotypes. While qualitative 
PCR methods are sensitive, quantitative assays assess stool 
viral load and proliferation kinetics. These parameters may 
become important in assessing the need for preemptive treat-
ment of adenovirus infection in pediatric HSCT patients by 
detection of signifi cant levels of virus in stools before the 
onset of viremia and disseminated infection in the majority 
of these patients [ 105 ,  113 ]. 

 Multiplex assays differ in their clinical application. One 
particular assay provides qualitative, yet species-specifi c 
results [ 114 ], while others offer quantitative results and 
detect adenovirus in combination with other important gas-
trointestinal pathogens. Quantitative assays may be useful 
for determining which pathogen is responsible for disease in 
cases of mixed infections [ 115 ,  116 ]. 

 In most cases, determination of adenovirus serotype is 
unnecessary for clinical management [ 117 ]. By contrast, 
serotyping is important for epidemiology studies, when 
investigating an especially severe infection, and in predicting 
clinical outcome [ 106 ]. Isolation of specifi c adenovirus sero-
types from the gastrointestinal tract, such as 1, 2, 5, and 6, 
may raise concern for the possibility of disseminated disease 
since these serotypes have been documented to cause sys-
temic infections in immunocompromised patients [ 107 ]. On 
the other hand, serotypes 40 and 41, while frequently iso-
lated in cases of gastroenteritis, have not been recovered 
from immunocompromised patients with disseminated 
infections [ 107 ]. While conventional serotyping methods 
may take up to several weeks [ 97 ], molecular methods such 
as PCR have improved turnaround times and allow for the 
characterization of isolates at the species, serotype, and gen-
otype level [ 107 ]. Molecular and serological typing results 
usually are concordant [ 97 ].  

   Available Assays 
 Tissue biopsies may be submitted for culture or for histologi-
cal examination using hematoxylin-and-eosin or Wright- 
Giemsa stains and immunohistochemistry. Molecular 
techniques such as in situ hybridization may aid diagnosis by 
confi rming characteristic microscopic fi ndings [ 118 ]. 
Alternatively, biopsy specimens may be submitted directly 
for molecular testing using conventional or real-time PCR 
[ 102 ,  119 ]. 

 Molecular methods offer increased sensitivity and shorter 
turnaround time compared with conventional methods [ 110 –
 112 ]. Different PCR methods for the detection of adenovirus 
in stool or tissue biopsies include conventional PCR, real- 
time PCR, and multiplex PCR. Most clinical laboratories use 
LDTs because no US FDA-cleared tests are available for 
stool testing. Regardless of the PCR method, degenerate or 

non-degenerate primers and probes targeting the hexon or 
fi ber genes or the VA RNA-encoding regions are typically 
used. These regions display homology across serotypes for 
consistent binding of primers and probes, yet also include 
hypervariable regions suitable for differentiating serotypes. 

 Conventional PCR assays range in their detection abili-
ties. Some systems detect and report specifi c serotypes [ 110 , 
 120 ,  121 ], while others report genus- or species-specifi c 
results and purport to detect all serotypes [ 107 ,  117 ]. These 
assays are qualitative and usually have a 1–2 day turnaround 
time. Methods used to detect PCR amplicons include ethid-
ium bromide-stained gel electrophoresis, Southern blotting, 
or liquid phase hybridization quantitated by time resolved 
fl uorometry [ 122 ]. These detection methods are time- and 
labor-intensive and necessitate handling of PCR products, 
thus potentiating the risk of contamination. 

 Real-time PCR methods offer quantitative results and are 
more rapid and involve less contamination risk than conven-
tional PCR assays [ 102 ,  119 ,  123 ,  124 ]. Several LDTs and 
one commercial assay are validated for use on stool speci-
mens. While some methods rely on a single probe and primer 
pair, most utilize more than one set of primers and multiple 
probes. Weighing of stool specimens before DNA extraction 
allows results to be quantitated in copies per gram of stool. 
This standardization permits assessment of serial stool 
 specimens for viral load kinetics and facilitates comparison 
of results between assays. 

 Several multiplex PCR assays have been validated for 
stool testing and differ in their clinical applications and 
detection methods. One particular method allows for identi-
fi cation of all six adenoviral species in a single reaction mix-
ture using species-specifi c hexon primers [ 110 ]. 
Species-specifi c results are visualized by agarose gel electro-
phoresis, which shows a different amplicon length for each 
species [ 110 ]. Other multiplex assays offer quantitative 
results and combine adenovirus detection with other com-
mon gastrointestinal viral pathogens [ 115 ,  116 ]. Detection 
techniques differ and involve either fl uorescent-labeled 
sequence-specifi c probes or sequence-specifi c capture 
probes bound to microspheres, which are interrogated by 
fl ow cytometry. 

 Conventional typing may take weeks making such meth-
ods impractical for clinical use. Molecular typing methods 
greatly improve turnaround time and several assays have 
been tested for use with stool samples. Strategies for produc-
ing serotype or genotype specifi c results vary by assay, and 
may be performed from cultured isolates or directly from 
clinical specimens [ 125 ,  126 ]. Traditional molecular typing 
methods rely on REA and may be performed on adenoviral 
genome DNA or following PCR amplifi cation of specifi c 
regions [ 117 ,  127 ]. Genotype or serotype is inferred from the 
band pattern on agarose gel electrophoresis. REA methods 
are still used to identify new strains or for type identifi cation 
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of an isolate causing severe disease [ 106 ]. Sequence-based 
typing may be used to determine both serotype and genotype 
and is usually performed after PCR amplifi cation of hyper-
variable regions [ 128 ]. Generated sequences are compared to 
banked sequences of known serotypes.  

   Interpretation of Results 
 Similar to other clinical situations where highly sensitive 
molecular assays are applied, PCR methods used in the 
diagnosis of adenovirus gastroenteritis offer improved sen-
sitivity over conventional methods, but may provide positive 
results in the absence of disease. The ability for adenovi-
ruses to cause asymptomatic infection and the tendency for 
nonenteric adenoviruses to be shed in the stool for weeks to 
months after resolution of clinical symptoms make interpre-
tation of positive results in patients without symptoms dif-
fi cult [ 97 ,  103 ]. 

 Diagnosis of adenovirus gastroenteritis in immunocom-
petent patients is straightforward when PCR results are posi-
tive for an enteric adenovirus species or serotype in the 
presence of characteristic symptoms. Viral shedding in the 
absence of symptoms is unusual for enteric adenoviruses, 
especially in immunocompetent individuals. 

 Shedding of nonenteric serotypes for long periods of time 
occurs more frequently in immunocompromised patients and 
makes it diffi cult to determine conclusively that a detected 
adenovirus serotype is the cause of the patient’s symptoms. 
Persistent viral shedding from a previous adenovirus infec-
tion may be diffi cult to distinguish from a newly acquired 
asymptomatic infection, which occurs often in the immuno-
compromised patient population. Further complicating inter-
pretation in immunocompromised individuals is the frequent 
occurrence of coinfections. 

 The ability to determine serotype by sequencing is limited 
by incomplete reference databases containing sequence 
information for only certain serotypes [ 107 ]. The complete-
ness of the reference database depends on the genome region 
sequenced. Serotype determination by methods relying on 
enzyme restriction patterns is limited to serotypes whose 
restriction patterns have been previously described. These 
methods are further hampered by the genetic variability cre-
ated over time by recombination events between viruses of 
different serotypes. Such variation may alter cleavage sites 
and create unrecognizable restriction enzyme patterns. 
Infections caused by one or more serotypes may also create 
uninterpretable results. 

 As mentioned above, quantitative testing of stool allows 
clinicians to monitor stool viral load and proliferation 
kinetics. The mere presence of adenovirus in stool is com-
mon in pediatric HSCT patients, and does not necessitate 
treatment, as the majority will clear the virus spontane-
ously [ 129 ]. Quantitative measurements, however, have 

allowed investigators to identify rising stool viral loads in 
the majority of pediatric HSCT patients who go on to 
develop adenovirus viremia and disseminated disease [ 105 , 
 113 ]. Quantitative serial stool measurements, therefore, 
may serve as a useful tool for predicting when early treat-
ment is warranted and could prevent the overuse of the 
nephrotoxic antiviral drug cidofovir [ 113 ].  

   Laboratory Issues 
 Detection of all adenovirus serotypes is important because 
serotypes other than enteric adenoviruses cause a signifi cant 
number of gastroenteritis cases in immunocompromised 
patients. The high degree of genetic heterogeneity among 
adenovirus serotypes makes detection of all known serotypes 
by a generic PCR assay diffi cult [ 106 ]. Genetic diversity also 
complicates identifi cation of regions with suffi cient homol-
ogy to allow for uniform annealing of primers and probes in 
all serotypes. Currently, most assays use primers and probes 
that bind to the highly conserved hexon gene, which has only 
approximately 50 % nucleotide homology between sero-
types (NCBI database, [ 105 ]). Uniform annealing of primers 
and probes is even more important for quantitative assays, to 
ensure equal amplifi cation effi ciency of all serotypes [ 108 ]. 
Concern that nucleotide mismatches between target and 
primer or probe would result in decreased sensitivity of 
detection for many serotypes has led to more optimal assay 
designs utilizing multiple primer and probe sets [ 123 ]. 
Lastly, multiplex assays that detect multiple viral pathogens 
can detect coinfections, although the test performance for 
adenovirus was occasionally negatively affected by coampli-
fi cation of other viruses [ 116 ]. 

 DNA from both adenovirus 40 and adenovirus 41 is avail-
able from ATCC (Manassas, VA). The Zeptometrix 
NATtrol™ gastrointestinal pathogens verifi cation panel 
includes adenovirus among the other analytes. The Stool 
Pathogen Panel (SP) profi ciency survey from the College of 
American Pathologists includes challenges for adenovirus 
40/41.   

    Rotavirus 

   Description of Pathogen 
 Rotaviruses are non-enveloped viruses in the  Reoviridae  
family, named because of their characteristic wheel-like 
appearance by EM. Rotaviruses are very stable in the envi-
ronment and can remain infectious for several weeks. They 
have a triple-layered structure with concentric capsid layers 
that surround a core which contains the genome. The sur-
face of the outermost capsid layer contains two major struc-
tural viral proteins, VP4, a protease-cleaved protein (P 
protein), and VP7, a glycoprotein (G protein). The middle 
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layer of the capsid contains structural protein VP6. The 
inner capsid layer contains proteins VP1, VP2, and VP3. 
The rotavirus genome consists of 11 segments of double-
stranded RNA with a complete genome length of 16,500–
21,000 nucleotides. The genomes can reassort during dual 
infection of a single cell which results in co-circulation of a 
wide variety of strains. 

 Rotaviruses are classifi ed into serogroups A through G 
based on the antigenic characteristics the VP6 protein. Only 
groups A, B, and C infect humans and animals. The remain-
ing rotavirus groups have been found only in animals. The 
Group A human rotaviruses cause the majority of viral gas-
trointestinal infections in children. Group B rotaviruses were 
fi rst identifi ed as causing adult diarrhea in a large waterborne 
epidemic in China. Serologic evidence indicates that Group 
B rotavirus is also present in the UK and the US, and genome 
profi les consistent with Group B rotavirus have been detected 
as causes of diarrhea in India [ 130 ]. Group C rotaviruses are 
an emerging cause of gastroenteritis in both children and 
adults and have been identifi ed in sporadic cases and out-
breaks worldwide. The Group A rotaviruses are further clas-
sifi ed into serotypes based on neutralizing serologic reactions 
against the P (VP4) and G (VP7) proteins. Also, because the 
two gene segments that encode the P and G proteins segre-
gate independently, a genotyping system has been developed 
based on the sequences of both genes. The most prevalent 
Group A rotavirus genotypes in humans are G1P[8], G2P[4], 
G3P[8], G4P[8], and G9P[8]. A Rotavirus Classifi cation 
Working Group has been formed to assist in classifi cation of 
any newly described rotavirus genotypes based on sequence 
information for all 11 genomic RNA segments. 

 Rotavirus is endemic worldwide and is the single most 
common cause of diarrhea among infants and young children 
[ 131 ]. Most rotavirus infections are self-limiting but some 
children become very ill with severe vomiting, diarrhea, and 
life-threatening loss of fl uids that requires hospitalization. 
Death due to rotavirus infection is relatively rare in the USA 
but is a signifi cant concern in developing countries. 
Rotaviruses are estimated to cause more than half a million 
infant and young children deaths worldwide every year [ 131 ]. 

 In the USA and other countries with temperate climates, 
annual outbreaks of rotavirus infection occur during winter 
and spring, with fewer cases in summer. However, with the 
introduction of rotavirus vaccines, the seasonality has shifted 
and the winter–spring trend in peak rotavirus activity is no 
longer consistently observed [ 132 ]. Seasonal variation is not 
seen in tropical climates. 

 Rotaviruses are shed in large quantities in the stools of 
infected children beginning 2 days before the onset of diar-
rhea and for up to about 10 days after the onset of symptoms. 
Immunocompromised individuals may shed detectable rota-
virus for more than 30 days after infection. Rotaviruses are 

highly communicable, with a small infectious dose of less 
than 100 virus particles [ 133 ]. Rotaviruses are spread by 
fecal-oral transmission, both through close person-to-person 
contact and through fomites, and are common causes of diar-
rheal outbreaks in families, in childcare centers, and other 
institutions, and among hospitalized children [ 134 ]. The incu-
bation period for rotavirus illness is about 2–3 days. Immunity 
after infection is incomplete, but repeat infections tend to 
have milder signs and symptoms than the initial infection. 

 A rotavirus vaccine is now included in the American 
Academy of Pediatrics recommended immunization sched-
ule for infants. Two vaccines, RotaTeq ®  (Merck & Co., Inc., 
West Point, PA) and Rotarix ®  (GlaxoSmithKline, London, 
UK) were introduced in 2006 and 2008, respectively, and are 
currently licensed for use in the USA. A previous rotavirus 
vaccine was taken off the market in 1999 because of an 
increased risk for intussusception, which does not occur with 
either RotaTeq or Rotarix. 

 Adults and older children also can be infected with rotavi-
ruses. Infection in adults is often subclinical or very mild. 
Clinically evident cases are most often seen in immunocom-
promised patients, the elderly, and travelers to developing 
countries [ 135 ].  

   Clinical Utility of Testing 
 Rotavirus infection cannot be diagnosed by clinical presen-
tation because the clinical features of rotavirus gastroenteri-
tis do not differ from those of gastroenteritis caused by other 
pathogens. Confi rmation of rotavirus infection by laboratory 
testing is used for surveillance but also is useful in clinical 
settings to avoid inappropriate use of antimicrobial therapy. 

 Since rotavirus is present in high concentrations in the 
stool of infected children, stool is the preferred specimen for 
diagnosis. Rotaviruses can be cultured in Madin-Darby 
bovine kidney (MDBK), fetal African green monkey kidney 
cells (MA104 cell line), and some other cell lines in media 
containing trypsin or pancreatin, but culture is relatively 
ineffi cient and not performed in clinical laboratories. The 
most widely available method for detection of rotavirus anti-
gen in stool is EIA directed at the VP6 antigen common to all 
group A rotaviruses. Several commercial EIA kits are avail-
able, which are inexpensive, easy to use, rapid, and sensitive 
(approximately 90–100 %). Latex agglutination is less sensi-
tive and specifi c than EIA but is still used in some settings. 
Immunochromatographic point of care tests have reported 
sensitivities of 94–100 % and specifi cities of 96–100 % com-
pared with clinical laboratory tests [ 136 ]. Other techniques, 
including EM, reverse transcription-polymerase chain reac-
tion, nucleic acid hybridization, sequence analysis, and cul-
ture are used primarily in research settings. 

 Molecular methods have been used primarily for charac-
terization of G and P genotypes in epidemiologic studies 
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and to evaluate the impact of vaccination [ 137 ,  138 ]. 
RT-PCR has increased detection rates for rotavirus A by up 
to 48 % compared to EIA or EM [ 139 ]. Sensitivity of 
RT-PCR tests is estimated at 10 4  rotavirus particles per mil-
liliter of stool, while EIA methods detect 10 6  rotavirus par-
ticles per milliliter of stool. While increased sensitivity is 
usually seen as a benefi t, some have considered RT-PCR 
assays too sensitive for the detection of rotaviruses due to 
their ability to detect asymptomatic infections, which are 
common in infants and young children [ 140 ,  141 ].  

   Available Assays 
 Some commercial tests designed for testing food sources or 
environmental samples are available as research use only 
kits. Most reports of molecular tests used for diagnosis of 
human rotavirus infections are LDTs. The xTAG GPP gas-
trointestinal pathogen panel test kit (Luminex Corp., Austin, 
TX) is an US FDA-cleared qualitative RT-PCR multiplexed 
test that can be performed in about 5 h and simultaneously 
detects the most common parasitic, bacterial and viral gas-
trointestinal pathogens, including rotavirus Group A.  

   Interpretation of Results 
 Asymptomatic carriage of rotavirus can be detected by 
molecular tests and needs to be considered when interpret-
ing positive results in clinical specimens [ 140 ,  141 ]. 
Asymptomatic carriage vs true mixed infection also needs 
to be considered in the rare event that rotavirus is detected 
in combination with another gastrointestinal pathogen in 
the same clinical sample or during an episode of diarrhea. 
Laboratories should be aware that rotaviruses can be 
detected by RT-PCR in clinical specimens for about 10 
days after resolution of an acute diarrheal episode in healthy 
children [ 137 ].  

   Laboratory Issues 
 Ideally, diagnostic RT-PCR tests would be able to detect all 
three genogroups of human rotaviruses. Except for epidemi-
ologic purposes, identifi cation of the specifi c genogroup is 
probably not necessary. Laboratories should be aware that 
rotavirus RNA has been detected in serum, CSF, and throat 
swab specimens [ 142 ,  143 ]. 

 The NATtrol™ (ZeptoMetrix Corp, Buffalo, NY) veri-
fi cation set includes reference material for rotavirus 
among other analytes. Human rotavirus in diarrheal stool 
samples is available from ATCC (Manassas, VA). The 
Gastrointestinal Panel for Molecular Multiplex Testing 
(GIP) and the Stool Pathogens (SP) survey, both from the 
College of American Pathologists, include profi ciency 
testing challenges for rotavirus among other gastrointesti-
nal pathogens.   

    Astrovirus 

   Description of Pathogen 
 Astroviruses are small, round, non-enveloped viruses with 
icosahedral cubic capsids that have a characteristic fi ve or 
six-point star-like surface structure when viewed by EM. 
Astroviruses contain three structural proteins (VP26, 
VP29, and VP32). The genome is composed of non- 
segmented, positive-sense, single-stranded RNA. The 
total genome length is 6,800–7,900 nucleotides, exclud-
ing the poly (A) tract at the 3′ end and the genome has 
been sequenced. 

 The family  Astroviridae  contains two genera: 
 Mamastroviruses  which infect numerous types of mammals 
and  Avastroviruses  which infect birds (e.g., ducks, chickens, 
turkeys). Within each genus are species of astroviruses, 
which, according to International Committee on Taxonomy 
of Viruses guidelines, are named based on the host in which 
they replicate. The astroviruses are further subclassifi ed 
within each species into serotypes. Three species of astrovi-
ruses are found in human stool: HAstV (serotypes 1–8), 
AstV-MLB, and HMOAstV (serotypes A to C). These spe-
cies are more closely related to animal astroviruses than to 
each other, indicating phylogenetically separate origins of 
human astroviruses [ 144 ]. 

 Simultaneous circulation of multiple types of astrovirus is 
not rare [ 144 ]. Human astrovirus serotype 1 (HAstV-1) is the 
most prevalent serotype detected worldwide. However, sero-
type 3 produces higher quantities of virus in stool and 
appears to cause a larger proportion of cases of persistent 
gastroenteritis [ 145 ]. 

 Human astroviruses are endemic worldwide. Studies using 
sensitive detection techniques, such as RT-PCR, have demon-
strated that astrovirus infection is a more common and impor-
tant cause of viral gastroenteritis than previously known. 
Symptomatic illness is most common in children < 2 years of 
age, although infection in immunocompromised individuals 
and outbreaks among adults and the elderly have also been 
reported. Astroviruses are highly stable in the environment 
and are resistant to a wide range of detergents and lipid sol-
vents. The fecal-oral route is thought to be the most common 
means of transmission and contaminated food, water, and 
fomites are common sources of virus. As with many other 
viral causes of gastroenteritis, astrovirus infection has a peak 
incidence in winter in temperate climates and is associated 
with the rainy season in tropical regions. Astrovirus is thought 
to replicate in the intestinal tissue of the jejunum and ileum 
and generally causes mild, self-limiting illness of short dura-
tion. Prevalence is likely under-estimated since surveillance 
and seroprevalence studies have demonstrated that astrovirus 
infection is common and is largely asymptomatic. 
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 Immunity to astrovirus infection is not well understood. 
Prevalence of symptomatic infection among young children 
and institutionalized elderly populations suggests that anti-
body is acquired early in childhood, provides protection 
through adult life, and begins to decline later in life [ 146 ]. 
Heterologous protection does not occur across the human 
astrovirus serotypes [ 147 ].  

   Clinical Utility of Testing 
 No vaccine or anti-viral treatment is available for prevention 
or treatment of astrovirus infection, but diagnosis may be 
important to avoid unnecessary antibiotic use. Establishing 
an etiology also may be important in hospitalized patients for 
infection control purposes to prevent nosocomial spread 
[ 148 ,  149 ]. Further, diagnosing astrovirus gastroenteritis in 
patients with malnutrition, immunodefi ciency, and underly-
ing gastrointestinal disease, may be important because of the 
increased likelihood of complications that require hospital-
ization in these populations. The impact of astrovirus infec-
tion on the morbidity of infants and children may become 
increasingly important as the rotavirus vaccine becomes 
more widely used and the burden of rotavirus is reduced.  

   Available Assays 
 Astroviruses have been adapted to cell culture using CaCo-2 
human colonic carcinoma cells in some research settings, but 
are not cultured for clinical diagnostic purposes. EM and 
immune EM (IEM) have been effectively used to detect astro-
viruses in clinical stool specimens but are not available in many 
clinical laboratories. Also, identifi cation by EM can be diffi cult 
since only a small portion of astrovirus particles (about 10 %) 
display the characteristic star-like morphology [ 150 ]. 

 EIA tests have been developed for the qualitative detec-
tion of astrovirus antigen in clinical specimens and are com-
mercially available in Europe (e.g., RIDASCREEN ®  
Astrovirus test, R-biopharm AG, Darmstadt, Germany, 
IDEIA™ Astrovirus, Dako Diagnostics Ltd, Ely, UK) but 
are not US FDA-cleared for diagnostic use in the USA. 

 Commercial real-time RT-PCR kits are available for 
testing environmental and food samples. Molecular assays 
are considered to be an improved diagnostic method over 
EM and EIA [ 151 ], but US FDA-cleared diagnostic tests 
for astrovirus are not available. Specifi cations for LDTs 
for detection of astrovirus in clinical samples using highly 
sensitive group-specifi c RT-PCR primers targeted to con-
served genomic regions coding for the nonstructural pro-
teins and untranslated regions are available [ 151 ]. Reported 
detection limits for these assays vary from 1 to 10 viral 
copies depending of the quality of the analyzed nucleic 
acid. Some tests utilize primers from the capsid coding 
region which can be less sensitive, but provide type infor-
mation [ 151 ].  

   Interpretation of Results 
 Shedding of astrovirus is generally limited to about 1 week 
in immunocompetent individuals, but as with other viruses 
that cause gastroenteritis, prolonged shedding of astrovirus 
(e.g., 4 weeks) has been observed in immunocompromised 
patients [ 148 ,  152 ]. Although asymptomatic infection is 
common, determining the signifi cance of astrovirus detec-
tion should not be problematic in most clinical settings since 
presumably only diarrheal stools from symptomatic patients 
would be tested.  

   Laboratory Issues 
 Astrovirus infections are generally limited to the gastrointes-
tinal tract; however, astroviruses have been detected in 
plasma as a cause of febrile illness and in brain tissue of an 
immunocompromised patient [ 153 ]. Human gastrointestinal 
astrovirus infections have been limited to the eight closely 
related serotypes described above. Recently, several highly 
divergent astrovirus serotypes (MLB1, MLB2, VA1, VA2, 
and VA3) have been detected in stool samples from patients 
with and without diarrhea [ 153 ]. An association with gastro-
intestinal disease has not been defi nitively made for these 
newly described astroviruses [ 153 ]. Reference material and 
profi ciency testing challenges are not currently commer-
cially available.   

     Caliciviridae (Noroviruses, Sapoviruses)  

   Description of Pathogen 
 Human caliciviruses belong to the family  caliciviridae  and 
are small, round, non-enveloped viruses with a single- 
stranded, positive-sense RNA genome. The family currently 
includes the genera  Norovirus  (previously Norwalk and 
Norwalk-like viruses),  Sapovirus  (previously Sapporo and 
Sapporo-like viruses),  Lagovirus ,  Vesivivirus , and the newly 
proposed  Becovirus  and  Recovirus . The noroviruses and 
sapoviruses have recognized roles as causes of acute gastro-
enteritis in humans. Within each genus, strains are further 
grouped into genogroups and genotypes or clusters. 

 The noroviruses are partitioned into genogroups GI to 
GVII, each further subdivided into genotypes and subgeno-
types. Porcine, bovine, and murine noroviruses belong to 
genogroups II, III, and V, respectively. The majority of 
human norovirus outbreaks are caused by genogroup II gen-
otype 3 (GII-3) and genogroup II genotype 4 (GII-4) viruses. 
Human norovirus are thought to be specifi c to humans and 
transmission from an animal reservoir has not been described. 
However, at least three clusters of porcine noroviruses in 
genogroup II are genetically closely related to the human 
noroviruses in genogroup II, introducing the potential for 
zoonotic transmission [ 154 ]. 
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 The sapoviruses are similarly partitioned into fi ve geno-
groups (GI to GV) with genotypes in each group. Human 
sapoviruses belong to genogroups GI, GII, GIV, and GV. GIII 
contains the porcine strains. Caliciviruses appear to naturally 
undergo recombination during normal replication of the 
virus, leading to the emergence of a continuous array of new 
variants [ 155 ]. 

 Human caliciviruses are cannot be grown in standard 
in vitro cell culture assays and their role as agents of gastro-
intestinal diseases was under appreciated because clinical 
tests for the detection of caliciviruses were not commonly 
available. Molecular methods such as RT-PCR have revealed 
that caliciviruses are broadly distributed worldwide and are 
very common causes of epidemic and sporadic gastroenteri-
tis in both children and adults [ 156 ]. The study of norovi-
ruses is signifi cantly more advanced than that of sapoviruses. 
Noroviruses are recognized as the leading cause of epidemic 
gastroenteritis, often causing large water- or food-borne out-
breaks in all ages, while sapoviruses are implicated mainly 
in pediatric gastroenteritis [ 157 ]. 

 Caliciviruses are presumed to replicate primarily in the 
upper intestinal tract and histopathologic lesions are seen in 
the jejunum of infected individuals. Symptoms of calicivirus 
infection are popularly known as “stomach fl u” and include 
vomiting, abdominal cramps, diarrhea, headache, and fever. 
Symptoms generally last 1–4 days and most people recover 
completely without treatment. Infants, older adults and peo-
ple with underlying disease can become severely dehydrated 
and require medical attention. Asymptomatic infections with 
shedding of virus are common, and could be the source of 
some outbreaks [ 158 ]. Protective immunity is thought to be 
short-lived and individuals who have been infected may or 
may not be immune to reinfection. Studies of immune 
response are complicated by the ability of the virus to pro-
duce naturally occurring variants which are diffi cult for the 
immune system to recognize. 

 Caliciviruses are stable in the environment and can sur-
vive freezing, heating to 60 °C, and in chlorinated water up 
to 10 ppm. They can also survive for several days on many 
types of surfaces (e.g., door knobs, counter tops, pens, and 
telephones). Caliciviruses are highly contagious with an 
estimated infectious dose as low as 10–100 virus particles 
[ 159 ]. These characteristics facilitate rapid spread of calici-
viruses, especially in households and institutional settings 
such as schools, day care centers, hospitals, nursing homes, 
restaurants, and cruise ships [ 160 ]. Calicivirus infections 
occur year round, although a winter seasonal peak is fre-
quently observed [ 161 ]. 

 Transmission is thought to occur mainly through fecal- 
oral routes. Evidence also suggests that caliciviruses may be 
transmitted by close exposure to aerosols generated during 
vomiting episodes in infected individuals. The most frequent 

cause of norovirus infection appears to be consumption of 
food or beverages that are contaminated either at their source 
or by infected food handlers. Uncooked shellfi sh, particu-
larly oysters, as well as raspberries and precooked foods, 
such as salad, ham, and sandwiches, are among the common 
foods that have been responsible for outbreaks [ 161 ]. 
Outbreaks resulting from contamination of municipal water 
are rare, but water-borne outbreaks associated with commu-
nity or family water systems have been documented. 
Sapoviruses have been associated with food-borne out-
breaks, but much less frequently than noroviruses. Sapovirus 
infections are not associated with eating seafood. Nosocomial 
infections due to caliciviruses are increasingly recognized 
and may be quite common.  

   Clinical Utility of Testing 
 Laboratory diagnosis of calicivirus infection is diffi cult and 
clinical diagnosis is often used, especially when other agents 
of gastroenteritis have been ruled out. Detection of calicivi-
ruses may be important because of their biologic, physico-
chemical, and epidemiologic features, which present 
signifi cant challenges for infection control in hospital envi-
ronments. The regular turnover of patients leaving the hospi-
tal and being replaced by new patients provides an 
opportunity for introduction of the virus from the commu-
nity and subsequent transmission within the hospital 
environment.  

   Available Assays 
 Although Norovirus has been adapted to grow in a complex 
3D culture system in research settings, attempts to culture 
human caliciviruses in routine cell lines have failed to yield 
replicating virus, even with addition of a wide variety of cul-
ture supplements. 

 Caliciviruses can be detected fairly rapidly in stool speci-
mens from patients with diarrhea using direct EM. Detection 
by direct EM requires virus concentrations of at least 10 6  
virus particles per milliliter of stool, making EM relatively 
insensitive, even after processing of the specimen to concen-
trate the virus particles [ 158 ]. IEM improves the sensitivity 
of direct EM by 10- to 100-fold, but this technique is infre-
quently used. False-negative results can occur if antibody is 
present in excess and masks detection of the virus [ 160 ]. Use 
of EM is limited due to the need for expensive equipment, 
experienced technologists and a signifi cant amount of labor 
per specimen [ 162 ]. 

 The cloning of the Norwalk virus genome and subse-
quently of other human caliciviruses has allowed the devel-
opment of other methods for diagnosis. EIAs to detect virus 
in stool specimens using polyclonal hyperimmune animal 
sera can detect the presence of 10 4 –10 6  intact virus particles/
ml of stool [ 160 ,  163 ], but are considered to have inadequate 
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sensitivity to be used for diagnosis, especially of sporadic 
cases [ 164 ]. Serologic EIAs to detect specifi c antiviral anti-
bodies generally are used to detect a fourfold increase in 
antibody levels between acute and convalescent serum speci-
mens. The hyperimmune antisera and recombinant antigens 
needed to produce these EIAs are not widely accessible and 
US FDA-approved diagnostic assays have not been pro-
duced. The assays are available at some public health labora-
tories and are primarily used for epidemiologic purposes. 

 Since caliciviruses cannot be grown in vitro, EM is 
available only in highly specialized facilities, and serology 
assays are insensitive, the potential utility of RT-PCR-
based techniques is considerable. The highly variable 
nature of calicivirus genomes presents a signifi cant chal-
lenge to designing molecular assays for diagnostic use. The 
literature contains details of a variety of RT-PCR assays 
that have been used for the detection of human calicivi-
ruses in diagnostic studies as well epidemiologic investiga-
tions of food, water, and other environmental samples. 
Some of the assays are designed to detect sapoviruses with-
out cross-reactivity with noroviruses or rotaviruses. Among 
them is a quantitative real-time PCR assay using primers 
against the junction of the RNA- dependent RNA poly-
merase/capsid genes that has been described to detect sapo-
virus genogroups I, II, and IV with an analytical sensitivity 
of ten copies of viral cDNA per reaction [ 165 ]. Conventional 
qualitative RT-PCR assays that detect all genogroups of 
human sapoviruses have also been developed [ 166 ]. Nested 
RT-PCR assays that claim to be more sensitive than con-
ventional PCR that detect and differentiate all genogroups 
of human sapovirus have been reported using primers 
against the RNA-dependent RNA polymerase region [ 167 ] 
or the capsid-protein coding region [ 168 ]. Molecular assays 
using various protocols and primer sets to detect norovi-
ruses have been similarly described. Only a small region of 
approximately 50 base pairs at the polymerase (ORF-1)/
capsid (ORF2) junction of the norovirus genome appears to 
be suffi ciently conserved to detect all within-genogroup 
variants [ 169 – 171 ]. Additional assays have been published 
that use multiple primers in a multiplex format to amplify 
the capsid region of the respective viral targets to simulta-
neously detect norovirus genogroups I and II, sapoviruses, 
and astroviruses [ 172 ]. 

 The public health laboratories in all 50 states of the US, 
are able to test for norovirus RNA by RT-PCR in stool and 
emesis specimens, as well as environmental samples. The 
public health laboratories sponsor CaliciNet, a national 
network that tracks the different sequences of norovirus 
strains found in clinical and environmental samples to aid 
in assessment of relationships between strains in epidemi-
ologic investigations and provide identifi cation of emerg-
ing strains. 

 Several CE-marked molecular tests are available in 
Europe for the specifi c detection of Norovirus genogroups I 
and II in stool samples, including the MutaPLEX ®  Norovirus 
real-time RT-PCR kit (Immundiagnostik AG, Bensheim, 
Germany), the RealStar ®  Norovirus RT-PCR kit (Altona 
Diagnostics, Hamburg, Germany), the AmpliSens ®  
 Norovirus  genotypes 1, 2-EPh PCR kit (Ecoli s.r.o., Slovak 
Republic), the SmartNorovirus (Cepheid, Maurens–Scopont, 
France) and the Xpert ®  Norovirus (Cepheid, Sunnyvale, 
CA). The xTAG GPP gastrointestinal pathogen panel test kit 
(Luminex Corp., Austin, TX and Milan, Italy) is a qualitative 
multiplex molecular test that uses the Luminex xTAG ®  
Technology and the xMAP ®  Technology platform to simul-
taneously detect the most clinically important bacterial, 
viral, and parasitic gastrointestinal pathogens, including 
Norovirus types I and II from a single specimen. The xTAG 
GPP panel is US FDA-cleared for use in clinical laboratories 
in the USA and also has regulatory approval in Europe and 
Canada. The BioFire GI Panel (bioMerieux, Durham, NC) 
fully automated GI panel also includes detection of Norovirus 
genogroups I and II as well as sapoviruses.  

   Interpretation of Results 
 The increased sensitivity afforded by RT-PCR may make 
interpretation of results confusing, especially during the 
management of outbreaks. Norovirus can be detected in 
stool samples before symptoms occur and continue to be 
detected for a few days to several weeks after symptoms 
resolve.  

   Laboratory Issues 
 Ideally, diagnostic RT-PCR tests would be able to detect and 
distinguish the clinically signifi cant genera of human calici-
viruses. False-negative results may occur due to the sequence 
diversity of newly emergent variants which existing primer 
pairs may not detect. Identifi cation of the specifi c genogroup 
is helpful for epidemiologic investigations but is probably 
not necessary in clinical laboratories. Norovirus is most eas-
ily detected in stool specimens obtained during the acute 
phase of illness (48–72 h after the onset of symptoms) when 
large numbers of virus are present. Norovirus RNA also has 
been reported in human serum [ 173 ] and in CSF [ 174 ]. 

 Quantifi ed, synthetic Norovirus GI and GII RNA stan-
dards are available from ATCC (Manassas, VA). The 
NATtrol™ (ZeptoMetrix Corp., Buffalo, NY) verifi cation set 
contains reference material for noroviruses and sapoviruses 
in addition to a variety of bacteria and parasites. 

 The Gastrointestinal Panel for Molecular Multiplex 
Testing (GIP), as well as the Stool Pathogens (SP) survey, 
both from the College of American Pathologists, have 
Norovirus GI/GII as analytes on the panel, but do not cur-
rently include sapoviruses.    
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    Parasitic Pathogens 

 Protozoa and helminth parasites can infest the gastrointesti-
nal tract and are typically shed in the stool. Parasitic infec-
tions are prevalent in Central and South America, Africa, and 
Asia but are much less common in Australia, Canada, 
Europe, Japan, New Zealand, and the USA. In developed 
countries, parasitic infections are most frequently encoun-
tered among immigrants and travelers returning from 
endemic regions and occasionally among individuals who 
have not traveled, particularly those with AIDS or other 
causes of immunodefi ciency. 

    Description of Pathogens 
 Many intestinal parasites may need to be considered in the 
differential diagnosis of gastrointestinal disease depending 
on the geographic area visited, specifi c history of exposure, 
and individual risk. The most common pathogenic protozoan 
parasites in developed countries are  Giardia lamblia  and 
 Cryptosporidium hominis / C. parvum  and are seen in travel-
ers returning from endemic areas.  Entamoeba histolytica  is a 
much less common cause of gastrointestinal illness but early 
diagnosis is important because of the potential to cause dys-
entery and invasive extraintestinal disease. Many other intes-
tinal parasites such as  Enterobius vermicularis ,  Cyclospora  
sp.,  Ascaris  sp.,  Cystoisospora  sp., microsporidia,  Trichuris  
sp., hookworms,  Strongyloides  sp., tapeworms, fl ukes, and 
others are associated with acute and chronic illness in the 
USA, particularly in socioeconomically poor areas and 
among immunocompromised individuals. Surveillance using 
molecular assays is causing reconsideration of the role of 
some parasites such as  Blastocystis hominis ,  Dientamoeba 
fragilis ,  Entamoeba coli , and  E. hartmanii  that were previ-
ously considered to be associated with harmless asymptom-
atic infection but are now thought to have the potential to 
cause symptomatic illness [ 175 ].  

    Clinical Utility of Testing 
 Gastrointestinal parasitic infections are not common but 
cause signifi cant morbidity and mortality, particularly in 
developing countries and in individuals who are immuno-
compromised or have other underlying medical conditions. 
Diagnosis of parasitic disease often is delayed when patients 
present with vague gastrointestinal symptoms or because of 
the inability of existing diagnostic methods to detect the 
causative organism when there is irregular morphology, a 
low parasite load, or intermittent shedding. When diagnosis 
is delayed, patients are more likely to have developed more 
severe symptoms at the time of diagnosis. Delayed diagnosis 
also allows for increased opportunity to spread infection to 
others. Prompt diagnosis permits initiation of effective treat-
ment and implementation of infection control measures.  

    Available Assays 
 Clinical laboratory detection is routinely performed by 
microscopic examination of stool specimens using wet 
mounts and permanent stained slides. Because there is 
marked fl uctuation in the shedding of parasites from day to 
day, the diagnostic yield of examining a single stool speci-
men is low (50–60 %); therefore, to improve sensitivity, a 
total of three stool specimens should be collected every other 
day or at least on separate days within a period of no more 
than 10 days [ 176 ]. Some parasitic enteropathogens (i.e., 
 Cyclospora ,  Cystoisospora , and microsporidia) are diffi cult 
to detect in stool and require the use of special stains. 

 The specifi city of microscopic examination is theoreti-
cally perfect, but depends on the skill of the microscopist. 
The sensitivity of microscopic examination also depends 
largely on the skill of the microscopist and can be low for 
some parasitic diseases. Concentration techniques are used 
routinely and improve sensitivity. Since microscopy is very 
labor-intensive, US FDA-approved immunoassays are avail-
able for detecting  Entamoeba histolytica ,  Giardia , or 
 Cryptosporidium  antigens in stool, and numerous studies 
confi rm that antigen immunoassays are more sensitive than 
microscopic examination [ 177 ]. Antigen immunoassays 
have added benefi ts of being rapid and are technically simple 
to perform. The sensitivity of microscopy and immunoassay 
examinations for ova and parasites is low enough that empiric 
treatment is often given when clinical suspicion is high but 
tests are negative. Use of X-ray contrast material, laxatives, 
antacids, or antibiotics (especially tetracyclines and metroni-
dazole), and various other substances can interfere with 
detection of parasites and delay the diagnosis by as much as 
several weeks. Due to the nature of the infection, sigmoidos-
copy or colonoscopy to obtain duodenal aspirates or biopsy 
specimens may be necessary for detection of some parasites 
such as  Cryptosporidium , microsporidia, or  Giardia . Even 
these invasive methods of testing can give false-negative 
results due the patchy nature of organism distribution in the 
gastrointestinal tract. 

 Molecular tools similar to those used for other pathogens 
are increasingly being used to study parasite polymorphisms 
and the epidemiology of parasitic diseases. Molecular tests 
are slowly entering the diagnostic arena and may become 
more commonly used when US FDA-approved or -cleared 
tests become available. Current non-molecular diagnostic 
processes for detection of gastrointestinal parasites can be 
slow and confusing, while molecular tests have the potential 
to greatly facilitate diagnosis. 

 Commercially developed laboratory tests beyond micros-
copy have been limited to a few well-recognized parasitic 
pathogens. Individual assays using PCR amplifi cation of 
parasite DNA sequences extracted from stool or biopsy 
specimens have been developed for a number of specifi c 
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gastrointestinal parasites, but are largely research tools and 
are not commercially available. Molecular detection of 
 Cryptosporidium  sp.,  Cyclospora cayetanensis ,  Giardia 
lamblia , microsporidia,  Entamoeba histolytica , and  E. dis-
par  is performed at the Centers for Disease Control and 
Prevention and may be available at some public health or 
other reference laboratories. 

 Multiplex tests are more practical for routine clinical lab-
oratory use and assays for various combinations of parasitic 
targets have been described in the literature for successful 
detection of the target organisms in diarrheal stool speci-
mens. The US FDA-cleared xTAG ®  Gastrointestinal 
Pathogen Panel (xTAG GPP, Luminex Corporation, Austin, 
TX) contains primers for the amplifi cation of  Giardia  and 
 Cryptosporidium  along with other nonparasitic gastrointesti-
nal pathogens. The version of the test marked for diagnostic 
use in Canada and Europe also detects  Entamoeba histolyt-
ica . The US FDA-cleared BioFire FilmArray™ (bioMer-
ieux, Durham, NC) Gastrointestinal (GI) Panel includes 
detection of  Cryptosporidium ,  Cyclospora cayetanensis , 
 Entamoeba histolytica , and  Giardia lamblia  in addition to 
bacterial and viral gastrointestinal pathogens.  

    Interpretation of Results 
 In most cases, positive molecular test results in symptomatic 
patients will correlate with disease. Whereas microscopic 
examination requires the presence of whole intact parasite 
for visualization, PCR can only detect the presence of the 
parasite DNA and cannot distinguish between live, damaged, 
or dead organisms. Also, the length of time that parasite 
DNA can be detected after clearance of the organism from 
the body has not been studied for gastrointestinal parasites, 
and the possibility that positive results obtained by PCR 
analysis might be due to lingering parasite DNA may need to 
be considered, depending on the clinical situation. In addi-
tion, asymptomatic carriage is common and must be consid-
ered when drawing conclusions about positive results if 
molecular tests are being used for screening purposes, such 
as for travelers returning from endemic regions or foreign 
adopted children.  

    Laboratory Issues 
 Stool specimens submitted for microscopic ova and parasite 
examination are generally placed in preservatives to stabilize 
parasite morphology and prevent further development of cer-
tain helminth eggs and larvae. Preservatives can interfere 
with PCR-based tests since they act by producing cross-links 
between nucleic acids and proteins which can obstruct DNA 
extraction and block PCR amplifi cation. Preservatives also 
have the potential to cause fragmentation of nucleic acids 
which could interfere with target amplifi cation. Specimens 
for molecular tests must be collected without preservatives 
and kept refrigerated or frozen prior to testing. 

 Microscopic examination is the most comprehensive 
method for detection of parasites and has the advantage of 
allowing detection of any parasite that might be present. 
Molecular tests are more sensitive but are not developed to 
the point where microscopy will be completely replaced by 
PCR. The introduction of real-time PCR assays, especially 
those that combine several targets into multiplex assays, 
offers the possibility of using DNA-based detection tech-
niques as a component of a diagnostic approach. However, 
one of the constraints of multiplex assays is the restriction 
in the number of parasitic targets that can be detected 
simultaneously. Additional pathogenic parasites that are 
not targeted in the molecular assays will still need to be 
tested for by traditional microscopy or antigen detection 
methods. 

 Native genomic DNA and/or whole organisms for culture 
are available for  Giardia ,  Cryptosporidium  and  Entamoeba 
histolytica  from ATCC (Manassas, VA) and BEI Resources 
(Manassas, VA). The NATtrol™ (ZeptoMetrix Corp, Buffalo, 
NY) verifi cation set contains those same protozoan analytes 
and also includes  Cyclospora . Challenges for the molecular 
detection of  Giardia  and  Cryptosporidium  are available as 
part of the GIP profi ciency survey from the College of 
American Pathologists.   

    Future Directions 

 Since the methods used for pathogen discovery have dramati-
cally improved, emerging gastrointestinal pathogens, such as 
parechoviruses [ 178 ], as well as variants of known pathogens 
are being recognized at a rapid rate. The rapidly changing cata-
logue of clinically relevant gastrointestinal pathogens makes 
development of US FDA-approved/cleared tests diffi cult. 

 Clinical laboratories may have diffi culty determining 
when to bring a molecular test into the laboratory. Higher 
cost is sometimes a deterrent but other considerations are 
whether a laboratory diagnosis would change patient man-
agement, improve outcomes, improve workfl ow, and/or 
lower associated healthcare costs. Sometimes molecular 
tests are so far superior to existing diagnostic tests that the 
issue is not whether a clinical laboratory can afford to offer a 
molecular test, but rather whether the laboratory can afford 
not to when the total cost of healthcare is considered.     
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        Introduction 

 Sexually transmitted infections (STIs) are a major public 
health problem. The Centers for Disease Control and 
Prevention (CDC) estimates over 20 million new infections 
occur each year in the USA alone, resulting in medical costs 
of $16 billion. Successful screening programs and accurate 
assays are therefore key to identifying infected individuals 
so that treatment and partner notifi cation can be conducted to 
prevent the further spread of STIs. This chapter on STIs will 
focuses on four of the most prevalent infections:  Chlamydia 
trachomatis ,  Neisseria gonorrhoeae ,  Trichomonas vagina-
lis , and human papillomavirus.  

     C. trachomatis  and  N. gonorrhoeae  

  C. trachomatis  (CT) and  N. gonorrhoeae  (NG; also abbrevi-
ated GC for gonococcus) are presented together, not because 
of their similarities in disease presentation, but because of 
the current trend in screening samples for both simultane-
ously. Historically, these organisms were identifi ed using 
very different laboratory methods: CT by tissue culture and 
NG by growth on specialized bacterial medium. However, 
today these two STIs are primarily diagnosed using nucleic 
acid amplifi cation testing (NAT), the focus of this chapter, 
rather than by culture or immunoassay. 

     C. trachomatis  

    Description of the Organism 
  C. trachomatis  is a gram-negative, obligate intracellular bac-
terium of global public health signifi cance. Infection with 
CT is associated with three different disease presentations: 
(1) trachoma, an infection of the eye, which if left untreated 
causes irreversible blindness (associated with infections of 
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CT serovars A, B, B1, and C); (2) genital infections in both 
women and men, which can cause serious complications in 
both sexes (associated with serovars D-K); and (3) lympho-
granuloma venereum (LV), also considered an STI, which if 
untreated can lead to enlargement and ulceration of the exter-
nal genitalia as well as lymphatic obstruction (associated 
with serovars L1, L2, and L3) [ 1 ]. This chapter focuses on 
the diagnosis of those serovars causing genital infections.  

    Clinical Utility 
 Worldwide, genital CT causes more cases of STI than any 
other bacterial pathogen, and as such, represents a major 
reproductive health problem. The World Health Organization 
(WHO) estimates that annually there are 89 million new 
cases of genital CT globally, with more than 4 million cases 
occurring annually in North America alone. In 2010, the 
CDC reported regional positivity rates in US women 
≤25 year old being tested in family planning clinics that 
ranged from 5.5 to 11.3 %. In that same 2010 report, the rate 
of CT infection in US women was 610.6 per 100,000 [ 2 ]. 

 In the USA alone, the CDC estimates that there were over 
1.3 million new cases of CT in 2010. The population most 
affected by these STIs is young women ≤25 years of age. 
However, rates of CT and/or NG infection are also on the rise 
in men who have sex with men (MSM). In the MSM popula-
tion, the infection can present in genital, anal, and/or pharyn-
geal sites, and as such non-urine based samples must be 
considered if infections are to be detected and treated. 

 CT is a major cause of secondary infertility in females, 
due to its association with cervicitis, endometritis, and ure-
thritis, which can lead to scarring of the affected tissues. 
Between 10–40 % of CT infections in females will result in 
pelvic infl ammatory disease (PID), with sequelae including 
ectopic pregnancy, tubal factor infertility, and chronic pelvic 
pain [ 3 ]. The risk of developing any one of these sequelae 
increases with the number of PID episodes that an individual 
experiences. Additionally, pregnant women infected with CT 
are at risk of transmitting the infection to their newborn 
infants resulting in newborn conjunctivitis or pneumonia. In 
males, genital CT infection is associated with nongonococ-
cal urethritis (NGU), epididymitis, prostatitis, proctitis, and 
Reiter syndrome [ 1 ,  4 ]. Reiter syndrome is an infl ammatory 
disease usually following an infection and affecting the 
joints, urinary tract, and eyes, as well as ulceration of the 
skin and mouth. 

 The individuals at greatest risk of genital CT infections are 
adolescents and young adults, ages 15–24 years, which is simi-
lar to the age of prevalence for human papillomavirus (HPV). 
Intervention based on selective screening for genital CT infec-
tion has reduced its prevalence, as well as the incidence of PID 
and ectopic pregnancy. These improved outcomes have 

occurred with the implementation of NAT, use of less-invasive 
and better-tolerated collection techniques, and development of 
transport systems that stabilize nucleic acid. Molecular testing 
for STIs is an advantageous approach, especially in the high-
prevalence or high-risk patient populations. 

 CT infections commonly are asymptomatic in both 
women and men, with up to 70 % of infected females and 
50 % of infected males lacking symptoms. This results in a 
signifi cant number of individuals not seeking treatment, fur-
ther transmitting the infection, and at risk of developing 
complications from the infection. Mass screening programs 
in Europe have led to a signifi cant reduction in CT preva-
lence. However, to be successful, these programs must be 
practical and acceptable to the targeted patient populations. 
Acceptable screening programs include using self-collected 
vaginal specimens or fi rst-void urines that can be stably 
shipped at ambient temperatures. This strategy has the 
advantage of limiting the number of physician offi ce visits 
for individuals, thereby increasing compliance. 

 Urine samples are recommended when screening men for 
CT. However, other sites including rectal and pharyngeal 
screening also should be obtained if there is a history of anal 
and/or oral sex practices. The CDC recommends NAT for 
CT screening of all non-genital sites. Because this practice 
may be off-label use of an FDA-cleared test, the laboratory is 
responsible for validation of the test performance with non- 
genital site specimens prior to clinical use.    

     N. gonorrhoeae  

    Description of the Organism 
  N. gonorrhoeae  (NG) is a gram-negative, oxidase-positive, 
intracellular diplococcus. Microscopically, the microorgan-
ism has a characteristic kidney or coffee bean appearance. 

 NG is a fastidious organism, being highly susceptible to 
temperature extremes and desiccation, which results in less-
than- satisfactory isolation by culture, especially when off- 
site specimen transportation is required before culture [ 5 ].  

    Clinical Utility 
 The fastidious nature of NG has led to a transition from cul-
ture toward molecular testing [ 6 ]. Interestingly, experiences 
with NG testing have led some investigators to conclude that 
NAT for NG does not appreciably increase the number of 
positive specimens compared to culture methods, if optimal 
transport conditions have been maintained. However, NAT 
allows for the use of alternative, less-invasive specimens such 
as urine and self-collected vaginal swabs for NG detection. 
This strategy avoids the need to collect urethral or endocervi-
cal specimens, which should increase compliance for testing. 
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 Like CT, the incidence of NG is highest among adults 
< 25 years of age. NG remains second only to CT infection 
in the number of bacterial cases of a reportable 
STI. Worldwide, approximately 62 million new cases of NG 
occur annually. In the USA in 2010, there were 100.8 cases 
of NG per 100,000 population, with an overall 309,341 cases 
reported to the CDC [ 2 ]. NG-associated urogenital tract 
infections, as for CT, can be silent and lack symptoms alto-
gether, or the infection can present with mild-to-severe 
symptoms. In men, symptoms include acute urethritis and 
discharge, which if left untreated can lead to the following 
complications: epididymitis, prostatitis, or urethral stric-
tures. In women infected with NG, symptoms can include 
endocervical infl ammation and discharge, which if not 
treated can lead to abscess formation, salpingitis, or PID. In 
women, complications of NG infection include risk of infer-
tility and ectopic pregnancy. Disseminated NG infection, 
although uncommon (approximately 1 % of cases), usually 
has a poor outcome, which includes bacteremia, skin rash, 
and asymmetrical septic polyarthritis. Over time, NG has 
developed resistance to antibiotics, including fl uoroquino-
lone [ 7 ,  8 ], leaving the cephalosporins as the only class of 
recommended antibiotics remaining for treatment of NG 
infections.  

    Available Tests 

 Prior to the introduction of molecular testing, CT and NG 
were detected from clinical specimens primarily by culture. 
For CT, more rapid tests were developed to facilitate shorter 
turnaround times and included enzyme immunoassays (EIA) 
to detect either the lipopolysaccharide or major outer mem-
brane protein antigen and direct fl uorescence assays that 
used genus-specifi c or species-specifi c monoclonal antibod-
ies [ 1 ]. For NG, direct gram stain and culture have been used 
routinely. Guidelines for CT and NG screening now include 
molecular testing as a recommended test method [ 2 ]. 

 More molecular test platforms have been cleared by the 
US Food and Drug Administration (FDA) for detecting CT 
and/or NG than for any other infectious pathogen. These 
platforms include both non-amplifi ed (e.g., the PACE DNA 
probe assay, Gen-Probe, San Diego, CA) and amplifi ed test-
ing methods. The non-amplifi ed probe-based assays are not 
discussed further in this chapter. 

 The popularity of using NAT for CT and NG can be par-
tially explained by market pressures; the sheer volume of 
STI testing performed annually drives commercial interests. 
In addition, a wide variety of validated specimen types have 
been approved for use with these testing platforms, both in 
symptomatic individuals and in asymptomatic individuals, 

which helps to facilitate compliance in high-risk groups for 
this ever-growing public health concern. 

 Table  51.1  lists seven FDA- cleared NAT platforms for CT 
and NG; four use target amplifi cation and one uses signal 
amplifi cation methods. The table summarizes the test meth-
ods, purifi cation strategies, amplifi cation and detection 
schemes, and types of contamination controls and internal 
amplifi cation controls included in the test kit. The sample 
preparation protocols vary widely for these kits and range 
from using crude cell lysates to purifi ed nucleic acid for test-
ing. The different sample types used and the extent of sample 
purifi cation affect the rates of inhibition and thus the need to 
include an internal amplifi cation control.

       Interpretation of Test Results 

 Tables  51.2 ,  51.3 ,  51.4 ,  51.5 ,  51.6 ,  51.7 , and  51.8  describe in 
detail NAT platforms for CT and NG, including the genes 
targeted, the recommended clinical specimens, optimal spec-
imen transport and storage conditions, specimen processing 
requirements, test interpretations, workfl ow issues, and other 
features of these test methods. Many investigators have pub-
lished performance data using these platforms [ 9 – 22 ].

             Laboratory Issues 

    Recommended Specimens for Testing 
 The recommended specimen types for NAT testing for CT/
NG include vaginal swabs from women and urine specimens 
from men; both specimens are collected non-invasively, 
which improves testing acceptability in the at-risk popula-
tions [ 2 ].  

    Inhibitors and Internal Controls 
 Amplifi cation inhibition is common for urogenital speci-
mens, with consequent negative effects on test results [ 23 ]. 
The percentage of specimens containing amplifi cation 
inhibitors ranges from 1 – 5 % for urines and as much as 
20 % for cervical swabs. Initial studies found that inhibition 
could be reduced or eliminated if specimens were fi rst 
refrigerated overnight or frozen and thawed before testing, 
pointing to the labile nature of some inhibitors. However, 
other inhibitors are quite stable and thus more diffi cult to 
neutralize. Many of the commercially available platforms 
include an internal control (IC) to identify specimens con-
taining inhibitors. Testing algorithms state that when the 
internal control fails, the results of a specimen without 
detectable CT and/or NG cannot be reported as negative due 
to the likelihood that amplifi cation inhibitors are present in 
the specimen. 
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   Table 51.2    BectonDickinson ProbeTec™ ET CT/NG SDA assays run on viper system with XTR technology: parameters and test interpretation 
for CT/NG detection   

 Target  CT: Cryptic plasmid 

 NG: PivNg gene 

 Specimens  Female and male urine 

 Endocervical, vaginal, and male urethral swabs 

 Endocervical liquid-based cytology 

 Specimen handling  Urines: if collected unpreserved, store at 2–8 °C and process within 7 days of collection. 
If transferred to Q X  UPT within 8 h of collection, store at 2–30 °C and process within 30 days. 

 Endocervical swabs and male urethral swabs: transport swabs at 2–30 °C and process within 30 days. 

 Dry vaginal swabs: transport at 2–30 °C and process within 14 days of collection. 

 Vaginal swabs expressed in Q X  swab diluent: transport at 2–30 °C and process within 30 days. 

 Liquid based cytology specimens: transport and stored in original vials for up to 30 days at 2–30 °C. 

 Test interpretation  CT/NG Q X  MaxRFU  Interpretation 

 CT/NG Q X  Pos control  ≥125  QC Pass 

 CT/NG Q X  Pos control  <125  QC Fail 

 CT/NG Q X  Neg control  <125  QC Pass 

 CT/NG Q X  Neg control  ≥125  QC Fail 

 CT/NG test result  ≥125  CT Pos 

 CT/NG test result  <125  CT Neg 

 Other features  Positive control tubes contain approximately 2,400 copies each of pCTB4 and pNGint3 linearized plasmids. 
If the CT-specifi c signal is ≥125 MaxRFU then the extraction control value is ignored, but if it is <125 
MaxRFU then the extraction control value is utilized by the algorithm for test result interpretation. 

 Issues  Two  N. cinerea  and 2  N. lactamica  strains cross-react in the NG Q X  assay. Blood in swab-based specimens 
exceeding 60 % may cause extraction control failures. 

   MaxRFU  maximum relative fl uorescent units,  Neg  negative,  Pos  positive,  SDA  strand displacement amplifi cation,  CT Chlamydia trachomatis , 
 NG Neisseria gonorrhoeae   

   Table 51.3    Qiagen HC2 assays (CT/NG dual ID HC2 DNA test, CT ID HC2 DNA test, and NG ID HC2 DNA test): parameters and test interpre-
tation for CT/NG detection   

 Target  CT: 4 % of genome by CT RNA probe cocktail and 100 % of cryptic plasmid 

 NG: 0.5 % of genome by NG RNA probe cocktail and 100 % of cryptic plasmid 

 Specimens  Cervical specimens (cervical brush in Specimen Transport Medium), or female swab specimen collection kit 
(Dacron swab and Specimen Transport Medium) 

 Specimen handling  Cervical brush: Can be held for up to 2 weeks at room temperature and ship unrefrigerated to the laboratory. At 
the laboratory, specimens can be stored at 2–8 °C if testing is to be completed within 1 week, or stored at −20 °C 
for up to 3 months. 

 Swabs: Transport swabs at 2–27 °C; process within 4 days. 

 Test interpretation  <1.00 RLU  Negative  CT and/or NG not detected 

 ≥1.00 RLU  Positive  CT and/or NG detected 

 Workfl ow issues  Positive results with the CT/NG Dual ID HC2 DNA test require follow up testing of the same specimen with the 
individual CT ID HC2 DNA Test and the NG ID HC2 DNA Test. 

 Other features  Specimens may be tested manually or using the Rapid Capture System instrument for high-volume testing. 

 Cervical brush used with non-pregnant women only. Collect specimens from pregnant women using the HC 
Female Swab Collection Kit only. 

 Issues  Presumptive cross-reactivity to certain other DNA sequences, such as pBR322 or pGEM in high concentration. 
Cross-reactivity observed with  C. psittaci, N. lactamica, N. meningitis, N. cuniculi , and  N. mucosa.  

   HC2  hybrid capture 2,  ID  identifi cation,  RLU  relative light units  
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   Table 51.4    Hologic Gen-Probe Aptima Combo 2 assays run on Tigris DTS or panther system (TMA and DKA Technologies): parameters and test 
interpretation for CT/NG detection   

 Target  CT: 23S rRNA 

 NG: 16S rRNA 

 Specimens  Female and male urine 

 Endocervical, vaginal, and male urethral swab 

 Liquid-based cytology (LBC) samples 

 Specimen Handling  Swab-based specimens: transport at 2–30 °C and process within 60 days of collection. 

 Urines: transport urine in APTIMA urine transport tube at 2–30 °C and test within 30 days of collection. 

 LBC samples: once the LBC solution has been transferred to an APTIMA specimen transfer tube, test within 30 
days of collection when stored at 2–8 °C or within 14 days when stored at 15–30 °C. 

 Transport all specimen types in the proper collection devices. 

 Test interpretation  Signals in relative light units (RLU ×1,000) 

   CT Test results  Negative  Equivocal  Positive 

 CT only  1 to <25  25 to <100  100 to <4,500 

 CT and NG  1 to <85  85 to <250  250 to <4,500 

 CT indeterminate  1 to <85  85 to <4,500  NA 

 NG test results  Negative  Equivocal  Positive 

 NG only  1 to <60  60 to <150  150 to <4,500 

 NG and CT  1 to <85  85 to <250  250 to <4,500 

 NG indeterminate  1 to <85  85 to <4,500  NA 

 Workfl ow issues  Simultaneous amplifi cation and detection of CT and NG via differences in kinetic profi les of the probes; CT signal 
has rapid “fl asher” kinetics, while NG signal has slower “glower” kinetics. 

 DTS options include manual assay or Tecan-assisted assay, or use of the TIGRIS DTS System. 

 Other features  No known cross-reactivity with nongonococcal  Neisseria species . 

 Issues  Assay was not evaluated in low CT prevalence populations. Performance of vaginal swab specimens has not been 
evaluated in pregnant women or in women <16 years of age. 

   CT Chlamydia trachomatis ,  DKA  dual kinetic assay,  DTS  direct tube sampling,  LBC  liquid-based cytology,  NA  not applicable,  NG Neisseria 
gonorrhoeae ,  RLU  relative light units,  TMA  transcription- mediated amplifi cation  

 False-negative NAT results
A new strain of  C. trachomatis  containing a 377 base pair dele-
tion within its cryptic plasmid was described [ 24 ]. The deletion 
was found to be located within the target sequence of the Roche 
Cobas assay, resulting in false-negative results for this CT 
strain [ 24 ]. This would impact the epidemiologic surveil-
lance data in areas where this strain circulated. Once identifi ed, 
several  manufacturers, including Roche, altered the design of 
their NAT, incorporating dual targets for CT detection.  

    Cross-Reactivity with Nongonococcal Neisseria 
Species and False-Positive Results 
 The specifi city for some NAT platforms is problematic due 
to cross-reactivity with certain nongonococcal species of 
Neisseria [ 21 ,  25 ,  26 ]. This problem was thought to arise 
from the intraspecies and interspecies genetic recombination 
that occurs between Neisseria species, which can result in 
false-positive NAT results with certain of the commensal 
Neisseria species [ 19 ]. Of eight nongonococcal species 
tested, false-positive results were seen with  N. cinerea  and 
 N. lactamica  using the BD ProbeTec assay, with  N. subfl ava  
and  N. cinerea  using the Roche Cobas assay, and with 

 N. lactamica ,  N. meningitis ,  N. cuniculi , and  N. mucosa  
using the Qiagen assay. Since  N. cinerea ,  N. lactamica , 
 N. subfl ava , and  N. sicca  isolates have been recovered from 
genital mucosa, genital specimens may result in false-posi-
tive results as is also true for pharyngeal specimens. A recent 
study evaluated the cross-reactivity patterns of six NAT tests 
designed to detect  N. gonorrhoeae  to nongonococcal strains. 
The study clearly demonstrated cross-reactivity from all six 
NATs, with false-positive reactions for the 234 isolates tested 
ranging from 1–14.1 %. The Cobas amplicor and ProbeTec 
tests showed the highest number of false-positive results at 
14.1 % and 11 %, respectively [ 21 ].  

    Confi rmatory Testing 
 When selecting a testing platform, the prevalence of infec-
tion in the population being tested is of signifi cance. The 
analytical performance of any test is dependent on the 
prevalence of infection, with the risk of generating false-
positive results being inversely related to the prevalence. 
These issues have fueled the debate over the need for con-
fi rmatory testing for positive test results for CT and NG, as 
both are reportable infections, with the potential for psy-
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   Table 51.5    Roche Cobas Amplicor CT/NG test and Cobas CT/NG test: parameters and test interpretation for CT/NG detection   

 Targets  CT: Cryptic plasmid 

 NG: M-Ngo PII (Cytosine DNA methyltransferase) 

 Specimens  Female and male urine (CT only) 

 Endocervical and male urethral swabs (CT/NG) 

 Specimen handling  Transport swabs and urine at 2–8 °C. Store swabs and urine at: 2–8 °C, process within 7 days of collection; 
−20 °C, process within 30–60 days of collection. 

 Test interpretation 

 For CT  IC  A450, A660  CT result  IC result  Interpretation 

 Without  <0.2  NA  NA  Negative 

 >0.2 to <2.0  NA  NA  Equivocal 

 >2.0  NA  NA  Positive 

 With  <0.2, ≥0.2  Negative  Positive  CT not detected 

 <0.2, <0.2  Negative  Negative  Inhibitory specimen 

 >0.2 to <2.0  Equivocal  Any  Equivocal 

 ≥2.0, Any value  Positive  Any  CT detected 

 For NG  IC  A450, A660  NG result  IC result  Interpretation 

 Without  <0.2, NA  NA  NA  Negative 

 ≥0.2 to <3.5, NA  NA  NA  Equivocal a  

 ≥3.5, NA  NA  NA  Positive 

 With  <0.2, ≥0.2  Negative  Positive  NG not detected 

 <0.2, <0.2  Negative  Negative  Inhibition 

 ≥0.2 to <3.5, 0.2-3.5  Equivocal  Any  Equivocal a  

 ≥3.5, any  Positive  Any  NG detected 

 Workfl ow issues  Simultaneous amplifi cation of CT/NG/IC with separate detection reactions. 

 Other issues  IC is a plasmid-containing CT primer binding site and randomized internal sequence. The IC test was designed 
to permit detection of substances interfering with PCR if present at >20 copies/test. Reactions containing 
substances at lower concentrations may still result in inhibition, but not at detectable levels, and therefore result 
in a false-negative result for the target. 

 May detect nonpathogenic isolates of  N. subfl ava  and  N. cinerea . 

   a Equivocal result: Another aliquot is to be tested in duplicate and an interpretation made based on the results of at least 2 of 3 results using 2.0 A660 
as the cutoff. See packet insert for details 
  A450  Absorbance 450,  A660  Absorbance 660,  CT Chlamydia trachomatis ,  DTS  direct tube sampling,  IC  internal control,  LBC  liquid-based cytol-
ogy,  NA  not applicable,  NG Neisseria gonorrhoeae ,  PCR  polymerase chain reaction,  RLU  relative light units  

   Table 51.6    Roche Cobas 4800 System CT/NG Real-time PCR Test: Parameters and Test Interpretation for CT/NG Detection   

 Targets  CT: 2 targets used : one cryptic plasmid common to all CT serovars and one chromosomal DNA target in the  ompA  gene 

 NG: 2 targets within the highly conserved DR-9 region 

 Specimens  Females: Self-collected vaginal swab collected in a clinical setting 

 Males: urine specimen 

 Specimen handling  Transport self-collected vaginal swabs and male urine specimens stored in manufacturer’s specifi c collection 
devices at 2–30 °C, stable for 12 months. Transport neat urine specimen at 2–30 °C, stable for 24 h. 

 Test interpretation 

 CT POS, NG POS  Positive for both CT and NG DNA 

 CT NEG, NG NEG  Neither CT nor NG DNA was detected 

 CT POS, NG NEG  Positive for CT, NG DNA not detected 

 CT POS, NG invalid  Positive for CT, retest original specimen for NG 

 CT NEG, NG POS  CT DNA not detected, positive for NG 

 CT invalid, NG POS  Retest original specimen for CT, positive for NG 

 CT invalid, NG NEG  Retest original specimen for CT, NG not detected 

 CT NEG, NG invalid  CT DNA not detected, retest original specimen for NG 

 Invalid  Retest original specimen for both CT and NG 

 Failed  Retest original specimen for both CT and NG 

 Workfl ow issues  Batch sizes can either be 24/run or 96/run 

 Other issues  CT/NG IC consists of 2 recombinant plasmid DNAs one each specifi c for CT or NG genomic target sequences. 
The IC is also the sample processing control. 

 Visibly bloody or dark brown-appearing vaginal swab samples or urine samples should not be processed. Highly 
viscous vaginal swab samples should have the swab removed and the sample vortexed before processing. 

   CT Chlamydia trachomatis ,  NEG  negative,  NG Neisseria gonorrhoeae ,  POS  positive  
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chosocial and/or  medicolegal consequences for a false-pos-
itive or a true-positive result [ 27 ]. The newest 2010 CDC 
Guidelines for STI testing do not contain language recom-
mending routine repeat testing of initial positive results [ 2 ]. 
NAT testing for CT/NG is the preferred diagnostic method 
of choice in evaluating adults and adolescents as victims of 
sexual assault [ 2 ].  

    Contamination Controls 
 The advent of NAT, with its exquisite sensitivity, has given 
birth to a whole new mind-set for cleanliness in the molecu-
lar testing laboratory. No longer is disinfection of the bench-
top after a day's work adequate. New standards strive to 
remove or prevent amplicon contamination in the laboratory 
environment. Strategies includes daily cleaning of labora-

   Table 51.7    Abbott real-time CT/NG assay run on the m2000 System: parameters and test interpretation for CT/NG detection   

 Target  CT: Two DNA probes targeting the cryptic plasmid 

 NG: One DNA probe targeting the Opa gene 

 Specimens  From symptomatic individuals: female endocervical swab, clinician-collected vaginal swab, and self-collected vaginal 
swab; male urethral swab; female and male urine specimen. 

 From asymptomatic individuals: clinician-collected vaginal swab and self-collected vaginal swab; female and male 
urine specimen. 

 Specimen handling  Specimens must be collected using the Multi-Collect Specimens Collection Kit and may be stored and transported at 
2–30 °C for up to 14 days. Longer storage requires storage at ≤ −10 °C for up to 90 days. 

 Test interpretation  CT samples with no evidence of amplifi cation  Negative for CT 

 CT samples with a cycle number ≤ the assay CO  Positive for CT 

 CT samples with a cycle number > than the assay CO  Equivocal for CT 

 NG samples with no evidence of amplifi cation, or with 
a cycle number > than the assay CO 

 Negative for NG 

 NG samples with a cycle number ≤ to the assay CO  Positive for NG 

 Workfl ow issues  A sample with an initial interpretation of “Equivocal” for CT must be retested. An “Equivocal” interpretation does not 
apply to NG samples. 

 Other features  The second set of CT-specifi c primers recognizes the new variant of CT (nvCT) [ 24 ]. The NG primers used do not 
cross-react with non-NG strains of Neisseria. The Abbott RealTime CT/NG assay will not detect plasmid-free  C. 
trachomatis  variants. Treatment success or failure should not be determined using this test. A negative result does not 
exclude the possibility of an infection, as results are dependent upon sample adequacy and absence of inhibitors. 

   CO  cutoff,  CT Chlamydia trachomatis ,  NG Neisseria gonorrhoeae   

   Table 51.8    Cepheid Xpert real-time CT/NG assay   

 Target  CT: One chromosomal sequence 

 NG: Two chromosomal sequences 

 Specimens  Symptomatic and asymptomatic females: fi rst catch urine specimen, endocervical swab, self-collected vaginal swab 
collected in clinical setting. 

 Symptomatic and asymptomatic males: fi rst catch urine specimen. 

 Specimen Handling  Specimens must be collected in the specifi c manufacturer’s transport devices 

 Swabs can be transported at 2–30 °C and are stable for up to 60 days at that temperature range 

 Urine specimen can be transported at 2–15 °C and are stable for up to 45 days, or transported at 2–30 °C and are 
stable for up to 3 days 

 Test interpretation  CT detected; NG detected  Positive for CT1, NG2, and NG4 targets 

 CT detected; NG not detected  Positive for CT1 target, Negative for NG2 and/or NG4 
targets 

 CT not detected; NG detected  Positive for NG2 and NG4 targets, Negative for CT1 target 

 CT and NG not detected  Negative for CT1, and NG2 or NG4 targets 

 Invalid  Sample adequacy control and/or sample processing control 
failed 

 Error  Probe check control failed 

 No result  Insuffi cient data collected 

 Other features  Built-in controls within each cartridge include a sample processing control, sample adequacy control and a probe 
check control. 

 Workfl ow issues  Extraction, amplifi cation and detection all occur within the cartridge. 

   CT Chlamydia trachomatis ,  NG Neisseria gonorrhoeae   

J.A. Jordan



743

tory surfaces with a dilute bleach solution, and frequently 
replacing disposable gloves and gowns while working in the 
pre- and post-amplifi cation area(s). Create and enforce a 
regular schedule for performing wipe testing to monitor for 
amplicon contamination. For many of the current NAT plat-
forms, pre- and post-amplifi cation steps should be per-
formed, if possible, in separate rooms with positive and 
negative airfl ow, respectively. Alternatively, contamination 
can be greatly reduced when using a fully automated, closed 
real- time NAT system that incorporates sample preparation, 
nucleic acid amplifi cation, and detection in a single closed 
reaction.  

    Validating Off-Label Use of CT/NG Tests 
 In at-risk populations, it is important to be able to detect rec-
tal and/or oropharyngeal CT/NG infections using a NAT 
platform. To date, manufacturers of NAT tests for CT/NG 
have not included rectal and/or oropharyngeal specimens in 
their evaluations or clinical trials. Therefore, these applica-
tions are not described in the manufacturer’s packet insert 
and must be validated by individual laboratories.   

    Future Directions 

    Continued Use of Self-Collected, Noninvasive 
Specimen Types 
 Reaching high-risk populations for STI screening will 
improve with policies that emphasize the use of noninva-
sively collected specimens, including self-collected vaginal 
swabs and fi rst-void urine specimen [ 28 ]. This is especially 
true when attempting to reach the young adult patient popu-
lation, age range from 14 – 24 years, where the prevalence of 
CT and NG infections is highest and the willingness to undergo 
a pelvic examination or urethral swab collection is lowest.  

    Liquid-Based Cytology Cervical Specimens 
for CT/NG NAT Testing 
 Testing for STIs using Pap smear specimens has become 
more common but only after critical issues were addressed 
that enabled liquid-based cytology samples to be used for 
STI testing [ 14 ]. One of the most important solutions devel-
oped was the concept of using a “pre-aliquot,” prior to han-
dling of the specimen in cytology, which solved the issue of 
cross-contamination from other specimens, as well as the 
ethical issue of waiting to perform the infectious disease test-
ing until after the cytology screening is completed. Successful 
implementation of this strategy was not easy and required 
dialogue and cooperation between laboratories, pathologists, 
manufacturers, and regulatory bodies.  

    Antibiotic Resistance Testing Using NAT 
for Cephalosporin-Resistant  N. gonorrhoeae  
 Resistance to penicillin, tetracycline, and fl uoroquinolones 
is now common among  N. gonorrhoeae  isolates [ 7 ,  8 ,  29 ]. 
Now emergence of cephalosporin-resistant  N. gonorrhoeae  
has been described in several countries around the world. 
Being able to screen for antimicrobial resistance using a 
NAT platform would be very useful from a public health 
perspective.    

    Trichomonas Vaginalis 

    Description of the Organism 

  Trichomonas vaginalis  (TV) is a fl agellated protozoan and 
the only species within its genus that can infect squamous 
epithelial cells of the human urogenital tract [ 30 ]. TV infec-
tion is considered to be a nonulcerative STI but is associated 
with severe local infl ammation. In women, symptoms may 
include vulvar irritation and vaginal discharge, which appears 
frothy, mucopurulent, and yellow-green in color. During a TV 
infection, the vaginal pH is often abnormally elevated 
(pH > 4.5). Complications of TV infection in untreated 
women include endometritis, infertility, and cervical erosion. 
In men infected with TV, symptoms may include profuse 
purulent urethritis and a form of NGU, with complications 
including chronic prostatitis, urethral strictures, epididymitis, 
and/or infertility if the infection is untreated [ 31 ,  32 ].  

    Clinical Utility 

 Detection of TV infections in males has received far less 
attention than these infections in females. However, with the 
advent of NAT, this understudied infection in men has 
become more appreciated, and thus research studies have 
provided important information on its prevalence, clinical 
symptoms, sequelae, and the most appropriate specimen to 
collect for proper diagnosis. TV has a greater role in NGU 
than previously thought [ 33 ]. As with diagnosing TV infec-
tions in female patients, direct microscopic examination of 
urethral discharge has poor sensitivity for detecting TV in 
male patients. 

 Worldwide, TV infection accounts for approximately 
276.4 million cases annually [ 34 ], which is greater than 
the number of cases of  C. trachomatis ,  N. gonorrhoeae , 
and syphilis combined. In the USA, the annual incidence 
of TV infection is estimated to be approximately 8 million 
cases [ 2 ]. However, because TV infection is not a report-
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able disease, this number may be an underestimate. Unlike 
CT and NG, where prevalence is higher in adolescents and 
young adults, TV is more equally distributed among all 
age groups. 

 Detecting TV in an individual is considered by health-
care providers to be a red fl ag for high-risk sexual behavior 
and is frequently present along with other STIs in the same 
individual. Diagnosing TV is diffi cult, because 50–70 % of 
all infected individuals are asymptomatic. Without a sensi-
tive assay, infected individuals left untreated continue to act 
as a reservoir for ongoing disease transmission within the 
community. 

 TV infection is associated with two important sequelae: 
(1) an increased risk of acquiring human immunodefi ciency 
virus (HIV); and (2) an increased risk of perinatal morbidity 
and mortality [ 35 – 38 ]. HIV transmission is enhanced by the 
local infl ammatory reaction containing CD4-positive T cells 
within the genital tract that is present with TV infections. In 
women, TV infection is strongly associated with an abnor-
mal vaginal ecology. Harboring TV may contribute to the 
change in vaginal fl ora, which is associated with decreased 
lactic acid production and subsequent increase in vaginal 
pH. Lactic acid production and the normally low pH of the 
genital tract environment help to inactivate HIV. Therefore, a 
change in the vaginal environment to a less hostile environ-
ment promotes an increased survival of HIV. If this hypoth-
esis is correct, then controlling TV infections could lower 
HIV acquisition. 

 The increased risk of perinatal morbidity and mortality with 
TV infection is associated with premature rupture of mem-
branes, preterm delivery, and low-birth-weight infants in preg-
nant women infected with TV [ 39 ]. Although controversial, 
these associations suggest a need for increased efforts to detect 
and treat this infection in pregnant women [ 40 ]. 

 Screening for TV infection is less common than screening 
for CT and NG infections; often the practice is limited to 
public health clinics and obstetrical practices. Successful 
control of TV infections would be aided greatly by increased 
screening of high-risk populations, performing contact 
follow- ups with sexual partners, and using a more sensitive 
diagnostic assay. Improved detection of TV by using NAT, as 
is the case for CT, would be predicted to reduce the incidence 
of TV infection and assist in reducing HIV transmission and 
possibly even poor pregnancy outcomes [ 41 ].  

    Available Tests 

 Historically, the most common diagnostic method for TV in 
urogenital discharge was direct microscopic examination, 
broth culturing, or both. Direct microscopic examination of 
genital discharge material on a slide is certainly the most 

rapid and inexpensive method to use, but lacks adequate sen-
sitivity, which is reported to be approximately 40–70 % [ 42 ]. 
The low level of sensitivity with microscopic examination 
may be due in part to the rapid loss of the characteristic pro-
tozoan motility once the organism is removed from a 37 °C 
environment. Loss of motility is accompanied by change in 
morphology; non-motile TV organisms round up and are dif-
fi cult to differentiate from leukocytes, being similar in size. 

 Currently, broth culturing is the gold standard for detect-
ing TV [ 43 ]. Successful growth in culture can be achieved 
with as few as 300–500 TV organisms per milliliter of vagi-
nal fl uid, but culturing requires 2–7 days of incubation and 
daily microscopic examination. Culture methods have sensi-
tivities that range between 50 - 80 % but require specialized 
medium such as Diamond's broth, Tricosel medium, or the 
In-Pouch system (Biomed Diagnostics, Inc. White City, 
OR). These specialized media may not be available in the 
physician's offi ce. In addition, some TV isolates do not grow 
in culture due to strain requirements, low numbers of organ-
isms, or damaged/nonviable organisms. 

 These limitations led laboratories to develop NAT for TV 
DNA using a range of testing platforms, including conven-
tional and real-time NAT assays [ 44 – 51 ]. To date, the most 
commonly cited NAT tests are laboratory-developed tests 
(LDTs). Table  51.9  lists the more common targets for LDT 
TV-specifi c assays, with the most sensitive assays being 
those targeting repetitive DNA sequences.

       Interpretation of Test Results 

 Currently, a single FDA-cleared TV NAT test is available, the 
Hologic Gen-Probe APTIMA Trichomonas vaginalis assay 
that can be run on both the TIGRIS DTS and the PANTHER 
System. In 2011, one commercially available TV-specifi c 
NAT was FDA cleared. The Aptima  Trichomonas vaginalis  
test (developed at Gen-Probe Inc.) detects 16S rRNA using 
TMA [ 52 – 54 ]. This assay fi lls a signifi cant void in NAT STI 
screening algorithms. Tables  51.10  and  51.11  describe the 
details of this assay including interpretation of the test results.

   Table 51.9    Summary of common laboratory-developed tests for 
 Trichomonas vaginalis  specifi c targets using NAT   

  Primer pair [Reference]    DNA target    Amplicon (bp)  

 TVK3, TVK7 [ 97 ]  Repetitive DNA  312 

 TVK3, TVK4 [ 97 ]  Repetitive DNA  350 

 BTUB2, BTUB9 [ 98 ]  Beta Tubulin  112 

 TV1, TV2 [ 99 ]  18S rRNA gene  312 

 TV-E650 [ 100 ]  E650  650 

 TVA5, TVA6 [ 99 ]  Ferredoxin gene  102 

   NAT  nucleic acid testing  
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    If a TV LDT generates a numerical value, then the ratio-
nale for establishing the positive and negative cutoff values 
for the assay as well as possibly an equivocal zone are 
required. The LDT standard operating procedure must defi ne 
when to perform repeat testing on the original specimen and 
when to report a result as indeterminate. If culture-based 
testing is performed as the “gold standard” test, culture- 
negative, NAT-positive results for the same specimen must 
be assessed by an independent method. Lastly, an alternative 
profi ciency testing program is required when external pro-
grams are not available.  

    Laboratory Issues 

 Before 2011, laboratories wanting to perform TV NAT would 
need to develop, validate, and implement diagnostic testing, as 
no commercial test was available. This would include estab-
lishing interpretation criteria for an LDT. Several important 
issues should be addressed when developing and validating a 
NAT for TV. Validating an LDT should include establishing 

the limit of detection (LOD), as well as determining the ana-
lytical performance characteristics including sensitivity, spec-
ifi city, and positive and negative predictive values. 

    Target Selection 
 For TV NAT LDTs, the primers and probes should be assessed 
with specimens containing other organisms or specimen 
spiked with specifi c organisms similar to TV, which may 
cross-hybridize and result in a false-positive result. Specifi cally, 
other  Trichomonas  species, such as  T. tena , as well as other 
organisms that may be present within the urogenital tract spec-
imen, including human genomic DNA, should be tested. The 
TV-specifi c primer pairs and probes described in the literature 
recognize different gene targets that vary in their copy num-
ber. In general, choosing a gene target that is present in multi-
ple copies per genome is usually preferable to choosing a 
single-copy gene target to improve the sensitivity of the test.  

    Internal Control 
 Both vaginal swabs and urine specimens can contain signifi -
cant levels of inhibitors that interfere with the NAT reaction. 

   Table 51.10    Summary of the APTIMA  Trichomonas vaginalis  assay run on the TIGRIS DTS system   

  Manufacturer  
  Assay    Sample    Amplifi cation    Detection    Contamination  

  IC    method    preparation    strategy    strategy    controls  

 Hologic GenProbe  TMA and 
HPA 

 Target capture 
via capture 
oligomer 

 16S rRNA Target  Chemiluminescence  Closed System  No 

 Routine environmental monitoring 
suggested for detecting 
contamination 

   DTS  direct tube sampling,  HPA  hybridization protection assay,  IC  internal control,  TMA  transcription mediated amplifi cation  

   Table 51.11    Hologic Gen-Probe APTIMA  Trichomonas vaginalis  assay (target capture, transcription-mediated amplifi cation (TMA) and hybrid-
ization protection assay (HPA) technologies): parameters and test interpretation for TV detection   

 Target  16S ribosomal RNA 
 Specimens  Female urine specimen 

 Endocervical or vaginal swab 

 Endocervical sample collected in PreservCyt solution 

 Specimen handling  Swab-based specimen: Transport at 2–30 °C and process within 60 days of collection. 

 Urine specimen: Transport urine specimen in APTIMA urine transport tube at 2–30 °C and test within 30 days 
of collection. Urine specimen still in primary collection containers must be transported to laboratory at 2–30 °C 
and transferred into the APTIMA urine specimen transport tube within 24 h of collection. 

 LBC samples: Transport and store LBC samples at 2–30 °C for up to 30 days. LBC samples must be transferred 
into an APTIMA specimen transfer tube, after transfer, specimens may be stored an additional 14 days at 
15–30 °C or 30 days at 2–8 °C. 

 Test interpretation  Signals in relative light units (RLU ×1,000) 

   TV test results  Negative for TV  Positive for TV  Invalid Results 

 0 to <100  100 to <2,400  0 or ≥2,400 

 Other features  DTS options include manual assay, Tecan-assisted assay, or TIGRIS DTS System 

 No cross-reactivity was observed with any of the organisms tested. Sensitivity of the assay to detect  T. vaginalis  
at 2.5 TV/ml was negatively affected by the presence of  T. tenax  and  P. homini s. Assay performance has not 
been evaluated in the presence of  Dientamoeba fragilis . Assay has not been validated for use with self-collected 
vaginal swab samples. Performance of vaginal swab specimens has not been evaluated in pregnant women or in 
women <14 years of age. Therapeutic success or failure cannot be determined using this assay. 

   DTS  direct tube sampling,  LBC  liquid-based cytology,  RLU  relative light units,  TV  Trichomonas vaginalis  
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For interpreting negative results, an IC is important to include 
in the assay, especially if the input material being tested is a 
crude cell lysate. More details on inhibitors can be found within 
the CT and NG section of this chapter.  

    Specimen Collection 
 The optimal specimen to collect differs for women and men. 
For women, the specimen of choice is vaginal discharge col-
lected using a Dacron-tipped, plastic-shaft swab, while for 
men the sediment from the fi rst-void urine is superior to a 
urethral swab specimen. For increased analytical sensitivity, 
only the fi rst 20–30 ml of the fi rst void urine should be col-
lected. Each specimen type to be tested needs to be validated 
prior to clinical testing. Validating the specifi c sample pro-
cessing methods is crucial for ensuring good sensitivity.  

    Specimen Transport 
  Trichomonas vaginalis  expresses and secretes numerous 
proteases. For greatest target stability, specimens should be 
transported at temperatures below room temperature 
(2–8 °C) or in a specimen transport device that stabilizes the 
nucleic acid. Each specimen transportation system or device 
used as well as the specimen storage conditions need to be 
validated prior to clinical testing.   

    Future Directions 

    Multiplex Testing for CT, NG, and TV 
 Multiplex testing for CT and NG has been available for years. 
Recently, increased attention has been given to including TV 
as a target. With the prevalence of TV being greater than that 
of CT and NG combined in many regions, along with the 
association of TV infection with increased risk of HIV acqui-
sition, inclusion of TV in a multiplex STI panel is a reason-
able idea. Depending on the prevalence of other STIs within 
a patient population or geographic area, additional targets 
may be considered applicable for a multiplex STI panel.  

    Greater Use of Noninvasive Specimens 
 As with CT and NG detection, collection of fi rst-void urines 
or self-collected vaginal swab specimens may improve 
patient compliance for TV testing [ 28 ]. This approach may 
in turn help to identify the asymptomatic, infected individu-
als and reduce transmission to sexual partners.  

   Monitoring Trends in Developing Metronidazole 
Resistance in TV Isolates 
 Metronidazole and tinidazole are the only recommended 
drugs for treating individuals infected with TV. Routine 
testing of TV isolates for antimicrobial drug resistance is 
not available in most clinical laboratories, but is available 
through the Centers for Disease Control and Prevention (CDC). 

Recently, the CDC assessed the prevalence of in vitro drug 
resistance in six US cities and found low-level resistance to 
metronidazole in 4.3 % of isolates and no tinidazole resis-
tance [ 55 ]. Because of the reliance on a single class of anti-
microbial drugs to treat TV infection, the CDC recommends 
that periodic surveillance for TV drug resistance be carried 
out and that in vitro, culture-based  antimicrobial resistance 
testing be considered for TV isolates from women having a 
history of failed treatments [ 2 ].    

    Human Papillomavirus 

    Description of the Organism 

 HPVs are small, non-enveloped viruses with a double-
stranded, circular DNA (approximately 8 kilobases [kb]) 
genome and very limited cell tropism. To date, approxi-
mately 120 different types of HPV have been identifi ed [ 56 ]. 
HPV can infect and replicate in the nuclei of only certain 
squamous epithelial cells, which are classifi ed as either cuta-
neous or mucosal in nature. In general, the cutaneous types 
of HPV infect keratinizing epithelium, while mucosal types 
infect non-keratinizing epithelium. This section focuses on 
the approximately 60 types of anogenital HPV, which can be 
spread through sexual contact.  

    Clinical Utility 

 HPV is one of the most common sexually transmitted infec-
tions. More than 5 million new cases are estimated annually in 
the USA, with more than 20 million men and women currently 
infected. The prevalence of HPV is highest among sexually 
active young women ages 15–25 years [ 2 ]. 

 The sexually transmitted HPV types can be further classi-
fi ed by their risk of disease progression. Infection with a low-
risk HPV is commonly associated with condyloma acuminata 
or genital warts, and is considered benign or low-risk for pro-
gression to malignancy [ 57 ,  58 ]. In contrast, infection with a 
high-risk HPV can be associated with cervical cancer in 
women and penile cancer in men [ 59 ]. To a lesser extent high-
risk HPV has been associated with anal, vulvar, and vaginal 
cancers (  http://apps.who.int/hpvcentre    ). High-risk (HR) HPV 
types play a major role in the pathogenesis of epithelial cell 
cancers of the anogenital tract, due to viral induction of epi-
thelial cell proliferation [ 60 ,  61 ]. Currently, most commercial 
assays include 14 HR HPV types (16, 18, 31, 33, 35, 39, 45, 
51, 52, 56, 58, 59, 66, and 68). The fi rst 12 of these 14 HPV 
types are considered oncogenic, with the latter 2 HPV types 
along with HPV 26, 53, and 72 being considered possible 
oncogenic types [ 57 ,  58 ]. The International Agency for 
Research on Cancer (IARC) designates HR HPV types. 
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 While most men and women infected with anogenital 
HPV types will not develop cancer, a small subset will; a 
process that may take decades to occur [ 62 ,  63 ]. Certain 
cofactors may be important in disease progression as well, 
including the individual’s immune status, certain human leu-
kocyte antigen (HLA) types, smoking, nutritional status, or 
possibly coinfection with HIV type 1, herpes simplex virus, 
or CT [ 64 – 68 ] .  Women 30 years of age or older who are 
persistently infected within the cervix with HR HPV are at 
an increased risk for developing cervical cancer. Thus, HPV 
acquisition during adolescence may have long-term conse-
quences for health later in adulthood [ 69 ,  70 ]. 

 Most high-grade cervical lesions are caused by persistent 
infection with one of the HR HPV types, with HPV 16 and 
HPV 18 being associated with at least 70 % of cases in the 
USA [ 71 ] Based on these fi ndings, the 2009 American 
Society for Colposcopy and Cervical Pathology (ASCCP) 
consensus conference approved a strategy that included HPV 
16/18 genotyping when managing women ≥ 30 years of age 
who are positive for HR HPV upon routine screening with 
negative cytology [ 72 ]. 

 Worldwide, cervical cancer is the second most common 
female cancer, with approximately 529,828 women develop-
ing cervical cancer each year [ 59 ,  73 ]. In the USA in 2010, 
the American Cancer Society estimated that there were 
approximately 12,200 new cases of cervical cancer and 
4,210 deaths [ 74 ]. Cervical cancer is a highly preventable 
disease if detected and treated early. Infection with HR HPV 
is associated with the appearance of clinical lesions. HPV is 
considered to be a necessary requirement for invasive cervi-
cal cancer [ 75 ]. Abnormal cell growth or cervical dysplasia 
is an early manifestation of HPV infection. The characteris-
tic cellular changes caused by HPV infection can be detected 
on Pap smear evaluations or in cervical biopsies. The mor-
phologic changes of dysplasia are classifi ed as atypical 
squamous cells of undetermined signifi cance (ASCUS), 
low-grade squamous intraepithelial lesion, or high- grade 
squamous intraepithelial lesion [ 76 ,  77 ]. 

 Annually, approximately 2 million Pap tests performed in 
the USA are interpreted as an ASCUS-grade result. ASCUS 
rates typically fall within the range of 5–10 % but can be as 
high as 20 % in younger women. Current recommendations 
include refl ex testing of Pap specimens for HR HPV with an 
ASCUS-grade result; patients testing negative for HPV DNA 
can be followed according to routine practice, while those 
testing positive for HR HPV should be referred to colpos-
copy, as progression to high-grade disease is probable [ 78 , 
 79 ]. Patients with abnormal Pap smears whose specimens 
contain HR HPV DNA require close medical follow up 
[ 80 – 83 ]. 

 In 2009, the Cytopathology and Technology Education 
Consortium developed a consensus statement that includes 
wording for the appropriate and inappropriate uses of HPV 

testing [ 84 ]. Laboratory directors of laboratories performing 
HPV testing should utilize these valuable guidelines. 
Currently in the USA, most laboratories performing HR 
HPV testing commonly receive specimens for the following 
two appropriate indications:

    1.    As a refl ex test when managing women ≥21 years of age 
with cytologic result of ASCUS.   

   2.    During routine cervical cancer screening for women 
≥30 years of age in conjunction with cervical cytology 
testing.    

  In general, HR HPV testing during routine screening in 
women <30 years of age is considered inappropriate, and 
there is no role for low-risk HPV testing in routine cervical 
cancer screening or when evaluating women with abnormal 
cervical cytology.  

    Available Tests 

 In 2003, the FDA approved the Digene Hybrid Capture 2 (hc2) 
assay [ 85 ] with indicated uses that included (1) screening 
specimens from patients with an ASCUS-grade Pap test result 
to determine the need for colposcopy [ 78 ,  83 ]; and (2) primary 
screening tool in conjunction with a Pap test for women 30 
years and older [ 81 ]. Recommended specimen types for this 
assay include cervical swabs and liquid-based cytology speci-
mens. The recommended collection devices and transport 
media include cervical brushes and cervical biopsies trans-
ported in specimen transport medium, or a cervical broom 
transported in Cytyc Preserv-Cyt solution. 

 Since the Digene HC2 test was fi rst approved, several 
other tests have been approved by the FDA and introduced 
into the market. These include one additional signal amplifi -
cation assay for detecting HPV DNA (Cervista HV test from 
Hologic), and two target amplifi cation assays that detect 
either DNA (Roche Cobas HPV test) or RNA (GenProbe 
Aptima HPV test). Tables  51.12 ,  51.13 ,  51.14 ,  51.15 , and 
 51.16  illustrate the chemistries used, and the HR HPV types 
detected. Most of these molecular HR HPV tests have been 
evaluated and found to have excellent clinical sensitivities 
and negative predictive values, but perform less well in 
terms of clinical specifi city and positive predictive value 
[ 86 – 90 ].

         HPV 16/18 Genotyping 
 Genotyping has increasingly become a recommendation 
since studies published by the National Cancer Institute 
described a 20 % risk of progressing to cervical intraepithe-
lial neoplasia level 3 (CIN3) over 10 years in women infected 
with HPV 16 and/or HPV 18 [ 72 ]. Two of the currently avail-
able, FDA-approved HPV NATs have the ability to genotype 
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HPV 16/18. The Roche assay provides individual data on 
the presence of HPV 16 and HPV 18 genotypes, while the 
Cervista HPV assay provides pooled genotyping informa-
tion for HPV 16/18. Genotyping recommendations have 
been intended for clinical management of women > 30 years 
of age who have HR HPV positive/cytology negative 
results [ 91 ,  92 ]. Genotyping is not meant for screening 
younger women. However, based on clinical trial data, several 
groups are now suggesting that HPV 16/18 genotyping could 
play an important role in women ≥21 years of age with 
ASCUS [ 93 – 95 ]. 

 Historically, the Roche Linear Array (LA) HPV Genotyping 
test (Research Use Only) has been used frequently in studies 
to resolve discordant results from comparator nucleic acid-
based HPV tests. This assay detects and differentiates a total 
of 37 HPV types; 14 HR HPV types (16, 18, 31, 33, 35, 39, 45, 
51, 52, 56, 58, 59, 66, and 68), and 23 low-risk HPV types (6, 
11, 26, 40, 42, 53, 54, 55, 61, 62, 64, 67, 69, 70, 71, 72, 73, 81, 
82, 83, 84, IS39, and CP6108). The Roche LA HPV Genotyping 
test incorporates the PGMY primers, which amplify a smaller 
region internal to the MY09/11 sequence of the HPV L1 gene 
for improved detection of HPV DNA in genital samples [ 96 ]. 

   Table 51.12    Summary of selected NAT platforms for HPV testing   

  Manufacturer    Assay method    Sample preparation  
  Amplifi cation 
strategy    Detection strategy  

  Contamination 
control    IC  

 Qiagen  Hybrid capture 
2 technology 

 Crude cell lysate  DNA target-RNA 
probe 
hybridization with 
signal 
amplifi cation 

 Chemiluminescent 
detection using 
AP-labeled antibody 
specifi c to RNA-DNA 
hybrids 

 Wear powder free 
gloves; do not 
contaminate 
Detection Reagent 2; 
avoid touching 
pipette tips on any 
work surfaces 

 No 

 Hologic Cervista  Isothermal  DNA extraction  Invader chemistry, 
Signal 
amplifi cation 

 Cleavase based 
fl uorescence 

 Recommend using 
ART, clean lab 
surfaces 

 Yes 

 Hologic 
Gen-Probe 

 Isothermal  Target capture via 
magnetic 
microparticles 

 Transcription 
mediated target 
amplifi cation E6/
E7 mRNA 

 HPA with DNA probes, 
DKA via 
chemiluminescence 

 Use of 2.5–3.5 % 
sodium hypochlorite 
to clean surfaces, 
racks and pipettes, 
avoid ribonuclease 
contamination; use 
good laboratory 
practices 

 Yes 

 Roche  Real-time PCR  DNA extraction via 
magnetic glass 
particles 

 Target 
amplifi cation 

 Fluorescent 
oligonucleotide probes 

 Uracil-N-glycosylase 
and dUTP 

 Yes 

   AP  alkaline phosphatase,  ART  aerosol-resistant pipette tips,  DKA  dual kinetic assay,  FRET  fl uorescence resonance energy transfer,  HPA  hybridiza-
tion protection assay,  IC  internal control,  HPV  human papillamavirus,  NAT  nucleic acid testing  

   Table 51.13    Roche Cobas HPV assay   

 Target  Portion of HPV L1 DNA 
 Specimens  Cervical specimens collected using an endocervical brush/spatula in PreservCyt solution 

 Specimen handling  Transport and storage at 20–30 °C for up to 6 months 

 Test interpretation  Positive-cutoff not given; performed by cobas 4800 software 
 Negative-cutoff not given; performed by cobas 4800 software 
 All HPV negative specimens must have a positive beta globin signal to be valid 
 Invalid-cutoff not given; performed by cobas 4800 software 
 Repeat testing necessary if invalid 

 High-Risk (HR) HPV types included  14 HR types 
 Separate detection of 16 and 18 
 Combined detection of 31, 33, 35, 39, 45, 51, 52, 56, 58, 59, 66, and 68 

 Genotyping  Separate detection of HPV types 16 and 18 

 Workfl ow issues  33 min hands-on time, 94 tests completed in <300 min. HPV testing should be performed 
on PreservCyt specimens prior to automated cytology processing 

 Other features  No cross-reactivity with Low-Risk HPV types and no gray zone 

   HPV  human papillamavirus  
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   Table 51.14    Hologic Cervista HPV HR Test   

 Target  DNA, HPV gene not specifi ed 
 Specimens  Cervical specimens collected using broom or brush/spatula device and placed in PreservCyt 

 Specimen handling  20–30 °C for up to 18 weeks 

 Test interpretation  Positive HR HPV Test FOZ ≥1.525 and HPV 16/18 Genotype FOZ >2.13 
 Negative FOZ <1.5 
 Invalid results if: 
   (1) % CV >25 % 
   (2) When all 3 FOZ values <0.7 
   (3) genomic DNA FOZ of a negative sample <1.5 
 Uses 3 separate HPV oligonucleotide mixtures, each containing different but related HPV types 

 High-Risk (HR) HPV types included  14 HR types 
 Pooled 16, 18, 31, 33, 35, 39, 45, 51, 52, 56, 58, 59, 66, and 68 

 Genotyping  A separate genotyping assay is available for HR HPV 16/18 

 Workfl ow issues  129 min hands-on time, 48 test results in ~500 min. Each sample is tested in 3 reaction mixes. 

 Other features  No cross-reactivity with Low-Risk HPV types 
 HPV HR test shows cross-reactivity with HPV 67 and 70 
 HPV 16/18 Genotyping test shows cross-reactivity with high levels of HPV 31 

   HPV  human papillamavirus,  HR  high risk,  FOZ  fold over zero  

   Table 51.15    Hologic Gen-Probe Aptima HPV assay run on Tigris DTS system   

 Target  HPV E6/E7 mRNA 
 Specimens  Cervical specimens collected with broom or cytobrush/spatula device and placed in PreservCyt solution 

 Specimen handling  PreservCyt specimens should be transported at 2–30 °C, with  no more than  30 days at temperatures above 8 °C;  
 transfer into Aptima specimen transfer tubes can be stored at 2–30 °C ≤60 days 

 Test interpretation  Positive:  Analyte S/CO ≥0.50, IC < 2,000,000 RLU and Analyte ≤ 13,000,000 RLU 

 Negative:  Analyte S/CO < 0.50, IC ≥ IC cutoff and IC ≤ 2,000,000 RLU 

 Invalid:  Analyte S/CO < 0.50 and IC < IC cutoff OR IC > 2,000,000 RLU OR Analyte > 13,000,000 RLU 

 HR HPV types Included  14 HR types; 16, 18, 31, 33, 35, 39, 45, 51, 52, 56, 58, 59, 66, and 68 

 Genotyping  Not available 

 Workfl ow issues  Automated using Tigris DTS system 

 Other features  False-positive results may occur with this test from in vitro transcripts of LR HPV types 26, 67, 70, 82 

   DTS  direct tube sampling,  HPV  human papillamavirus,  IC  internal control,  RLU  relative light units,  S/CO  signal-to-cutoff  

   Table 51.16    Qiagen Digene hybrid capture 2 high-risk HPV DNA test   

 Target  Whole HPV DNA genome 
 Specimens  Cervical specimens collected using hc2 DNA collection device with STM, or using a broom-type collection device 

and placed in PreservCyt solution. 

 Specimen handling  Cervical brush and STM may be transported and held for up to 2 week at room temperature, with an additional 
week at 2–8 °C, or for 3 months at −20 °C. 
 Cervical specimens in PreservCyt solution may be transported and stored at 2–30 °C for 3 months. 

 Test interpretation  Positive:  RLU/CO ≥1.0 

 Negative:  RLU/CO <1.0 

 Invalid:   Mean value of the negative control must be <250 RLU with a %CV < 5 % for at least 2 of 3 values 
 PreservCyt samples with RLU/CO value of ≥1.0 and <2.5  

 HR HPV types included  13 HR types; 16, 18, 31, 33, 35, 39, 45, 51, 52, 56, 58, 59, and 68 a  

 Genotyping  Not available 

 Workfl ow issues  149 min hands-on time, 88 test results in <500 min 

 Issues  Cross-reactivity occurs when high levels (≥4 ng/ml) of HPV 6 or 42 are present. False-positive results have been 
reported with HPV types 11, 40, 53, 54, 66, MM4, MM7, MM8, or MM9, as well as the plasmid pBR322. 
False-negative results can occur if no cell pellet is visible when processing PreservCyt solution. False-positive 
results can occur with inadequate denaturation, inadequate washing, or exogenous alkaline phosphatase 

   a Detection of HPV types 39, 58, 59, and 68 has not been statistically confi rmed due to low prevalence of these types in the general population 
  CO  cutoff,  HPV  human papillamavirus,  HR  high risk,  RLU  relative light units,  STM  specimen transport medium  

51 Sexually Transmitted Diseases



750

 Interpreting the Roche Linear Array HPV Genotyping 
Test takes into account the PCR results of both the HPV and 
the internal control beta globin (BG) targets for each test 
strip being run. As a sensitivity control, the absence of one or 
both BG results in this assay indicates inadequate sample 
collection, failure to adequately extract DNA, or presence of 
inhibitors. A positive HPV result regardless of the BG results 
is interpreted as having detectable HPV DNA. A negative 
HPV result in the presence of positive results for both the BG 
low and high internal controls are interpreted as HPV DNA 
not detected. HPV test results are considered invalid if the 
HPV results are negative along with negative BG low and/or 
BG high results. Note that other HPV genotypes may be 
present in samples that were not detected because the type- 
specifi c primers were not included.   

    Future Directions 

 Much research is being conducted in the area of HPV and can-
cer and new diagnostic assay developments may arise from 
these fi ndings. Research may lead to the development of newer 
technologies like quantum dots or superparamagnetic nanopar-
ticle-based testing methods that may allow for easier and less 
expensive mass epidemiological screening for HR HPV. 
Because the vast majority of cervical cancers affect women in 
resource-limited settings, it is important to consider the impact 
that developing and implementing simple, affordable, and 
accurate testing for HR-HPV would have globally. Diagnostic 
tests such as point of care tests may be developed that allow for 
simple, affordable yet accurate screening of women who now 
have no access to cervical cancer screening. 

 Other assays may be developed to look at persistence and/
or disease prognosis and may include those to detect HR HPV 
E6/E7 mRNA or protein expression. Determining the useful-
ness of measuring HPV viral load also may be considered as a 
means of predicting risk of disease progression. Further stud-
ies on the level of CpG methylation of HR-HPV DNA and/or 
the association of promoter methylation patterns of tumor 
suppressor genes linked to cervical cancers may develop into 
clinically useful tests. A research gap has been identifi ed that 
could have important prognostic value which is the discovery 
and characterization of new biomarkers with strong associa-
tion with cervical dysplasia and progression to cancer. 

 Evidence also links HR HPV with the development of 
non-cervical cancers. As such, it would be important to con-
sider initiating studies to validate HR-HPV testing from 
other specimen types, including other female gynecologic 
cancers, anal or penile cancers, or oropharyngeal cancers. 
Lastly, with the increased adoption of HPV vaccination 
around the world post-vaccine studies will be important for 
tracking the prevalence of specifi c HR-HPV types associated 
with cervical cancer.      
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    Abstract  

  The majority of respiratory tract infections (RTIs) are community acquired and are the 
single most common cause of physician offi ce visits and among the most common causes 
of hospitalizations. The morbidity and mortality associated with RTIs are signifi cant and 
the fi nancial and social burden high due to lost time at work and school. The scope of clini-
cal symptoms can signifi cantly overlap among the respiratory pathogens, and the severity 
of disease can vary depending on patient age, underlying disease, and immune status, 
thereby leading to inaccurate presumptions about disease etiology. The rapid and accurate 
diagnosis of the causative agent of RTIs improves patient care, reduces morbidity and mor-
tality, promotes effective hospital bed utilization and antibiotic stewardship, and reduces 
length of stay. This chapter focuses on the clinical utility, advantages, and disadvantages of 
viral and bacterial tests cleared by the Food and Drug Administration (FDA), and new 
promising technologies for the detection of bacterial agents of pneumonia currently in 
development or in US FDA clinical trials are briefl y reviewed.  

  Keywords  
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pneumonia   •   Hospital-acquired pneumonia   •   Molecular tests     
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     Introduction 

 The majority of respiratory tract infections (RTIs) are 
community- acquired and are the single most common cause 
of physician offi ce visits and among the most common causes 
of hospitalizations [ 10 ,  68 ,  146 ,  182 ,  194 ]. The morbidity and 
mortality associated with RTIs are signifi cant and the fi nan-
cial and social burden high due to lost time at work and 

school. Viral infections cause between 65 – 80 % of respira-
tory tract diseases with mixed viral infections present in 
5–20 % of viral RTIs in adults and as high as 62 % in studies 
of children ≥ 6 years of age [ 66 ,  80 ,  132 ,  172 ,  182 ,  194 ]. In 
Europe and in the USA the incidence of pneumonia due to a 
bacterial pathogen is 1–10 cases per 10,000 inhabitants, 
depending on various factors such as age. The differentiation 
of viral from bacterial RTIs can be assisted considering the 
rate of onset of illness, patient age, symptoms, radiographic 
changes, biomarkers, response to treatment, and the presence 
of documented viral epidemics in the community. However, 
the scope of clinical symptoms can signifi cantly overlap 
among the respiratory pathogens, and the severity of disease 
can vary depending on patient age, underlying  disease, and 
immune status, thereby leading to inaccurate presumptions 
about disease etiology. 
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 Numerous studies have demonstrated that a rapid and 
accurate diagnosis of the causative agent of RTIs improves 
patient care, reduces morbidity and mortality, promotes 
effective hospital bed utilization and antibiotic steward-
ship, and reduces length of stay [ 9 ,  20 ,  22 ,  82 ,  92 ,  106 ,  115 , 
 120 ,  121 ,  142 ,  160 ,  170 ,  191 ,  227 ,  229 ,  234 ]. Pathogen eti-
ology may need to be considered in the clinical manage-
ment of certain patients, such as immunocompromised 
patients or young infants, if there is a potential for the 
development of more severe disease [ 13 ,  65 ,  68 ,  80 ,  81 ,  86 , 
 194 ]. In health care settings, the identifi cation of a viral 
RTI prompts the initiation of appropriate infection control 
measures, thereby reducing morbidity and mortality associ-
ated with nosocomial transmission [ 19 ,  39 ,  40 ,  62 ,  126 , 
 155 ,  217 ,  219 ]. 

 Over the last several years great advances have been made 
in obtaining USA Food and Drug Administration (FDA) 
clearance for a variety of nucleic acid amplifi cation tests 
(NAATS) that detect single or multiple viral respiratory 
pathogens and three bacterial pathogens ( Mycoplasma pneu-
moniae ,  Chlamydophila pneumoniae ,  Bordetella pertussis ). 
This chapter focuses on the clinical utility, advantages, and 
disadvantages of these tests. Unfortunately, no FDA-cleared 
assays are available for the detection of the majority of bac-
terial and fungal pathogens associated with community- 
acquired pneumonia (CAP), hospital-associated pneumonia 
(HAP), and ventilator-associated pneumonia (VAP). New 
promising technologies for the detection of bacterial agents 
of pneumonia currently in development or US FDA clinical 
trials are briefl y reviewed. Although sensitive, accurate fun-
gal diagnostics is an area of importance, the development of 
new diagnostic assays has been signifi cantly delayed. Hence, 

for the detection of the vast majority of the nonviral patho-
gens, laboratory developed tests (LDTs) are the mainstay of 
molecular testing and will not be discussed. The importance 
of new rapid diagnostics for CAP, VAP, and HAP has been 
highlighted by a workshop conducted in November 2009 by 
the Infectious Diseases Society of America (IDSA) in col-
laboration with the FDA, the proceedings of which have 
been published in a special supplement of Clinical Infectious 
Diseases [ 102 ]. The IDSA, in an executive summary of the 
workshop, states that there is “a need to develop and imple-
ment modern molecular technologies to advance microbio-
logical diagnostic testing.”  

    Epidemiology 

 The common viruses that cause both lower RTIs (LRTIs) and 
upper RTIs (URTIs) are listed in Table  52.1 . Overall, viruses 
are the most common cause of URTIs and the second most 
common etiologic cause of CAP (behind  Streptococcus 
pneumoniae ), ranging from 13 – 50 % of diagnosed cases 
[ 10 ,  146 ,  132 ,  172 ,  182 ,  194 ]. CAP in children is predomi-
nately of viral etiology, with the majority of the infections 
caused by respiratory syncytial virus (RSV), human rhinovi-
rus (HRV), human metapneumovirus (HMPV), and parain-
fl uenza viruses 1, 2, 3, 4 (PIV) [ 99 ,  194 ]. Infl uenza A (FluA) 
and infl uenza B (FluB), adenovirus (ADV), and the corona-
viruses (CoVs) are additional causes of CAP in children. 
RTIs in non-immune compromised hospitalized children 
(especially < 5 years of age), are mainly due to  infection with 
one or multiple viruses without a secondary bacterial infec-
tion. Viral CAP decreases in frequency in healthy young and 

   Table 52.1    Common viral and bacterial respiratory pathogens   

 Virus: RTI and CAP  Bacteria: RTI and CAP  Bacteria: VAP and HAP 

 Adenovirus (ADV)   Bordetella pertussis  and  Bordetella 
parapertussis  

  Acinetobacter  spp., 

 Human bocavirus (HBoV) a    Chlamydophila pneumoniae    Corynebacterium  spp. 

 Coronavirus (CoV) (OC43, 229E, NL63, 
HKU-1) 
 SARS, MERS 

  Haemophilus infl uenzae    Enterobacteriaceae  (MDRO) 

 Enterovirus (EV)   Legionella pneumophila    Legionella pneumophila  

 Human metapneumovirus (HPMV)   Moraxella cattharalis    Pseudomonas  spp. 

 Infl uenza A (seasonal H1 [A/H1], seasonal 
H3 [A/H3], (H1N1)pdm09 [A/2009 H1]) 

  Mycoplasma pneumoniae    Stenotrophomonas maltophilia  

 Infl uenza B   Neisseria meningitidis    Staphylococcus aureus  (MSSA and 
MRSA) 

 Parainfl uenza virus 1, 2, 3, 4 (PIV)   Staphylococcus aureus  (MSSA and 
MRSA) 

 Human rhinovirus (HRV)   Streptococcus pneumoniae  

 Respiratory syncytial virus (RSV) 

   a Pathogenic status not fully determined 
  RTI  respiratory tract infection,  CAP  community-acquired pneumonia,  VAP  ventilator-associated pneumonia,  HAP  hospital-associated 
pneumonia,  MSSA  methicillin-sensitive  Staphylococcus aureus ,  MRSA  methicillin-resistant  Staphylococcus aureus ,  MDRO  multidrug-
resistant organism  
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middle-aged adults to about one-third of the cases, with 
infl uenza, HRV, and CoV being the most common agents. 
Viral CAP rates substantially increase among the elderly, 
often complicated by secondary bacterial infection. The most 
common viral causes of CAP in the elderly are infl uenza and 
RSV; however, HMPV, PIVs, CoVs, and HRV cause both 
URTIs and LRTIs [ 66 ,  194 ].

   Since 2008 several clusters of respiratory illness associ-
ated with human enterovirus 68 (HEV68) were reported in 
Asia, Europe, and the USA (MMWR [ 29 ]). HEV68, a unique 
enterovirus with similar biologic features to HRV, was 
associated with RTIs ranging from relatively mild illness to 
severe illness requiring intensive care and mechanical venti-
lation. Severe disease was particularly pronounced in chil-
dren (MMWR [ 29 ]). Although human bocavirus (HBoV) 
has been implicated as a cause of RTI, in the majority of 
cases HBoV is detected in conjunction with other viral 
pathogens and the clinical signifi cance of HBoV is still 
debated [ 105 ,  200 ]. HBoV is more commonly found in chil-
dren; however, HBoV can affect persons of all ages. 
Underlying disease, such as cancer, is associated with severe 
infections requiring hospitalization. 

 Generally the CoVs (NL-63, OC43, HKU-1, 229E) cause 
mild, self-limiting URTIs such as the common cold. 
However, in the last decade, two CoVs—Severe Acute 
Respiratory Syndrome (SARS-CoV) and the Middle East 
Respiratory Syndrome (MERS-CoV) have emerged with a 
potential pandemic threat due to person-to-person communi-
cability [ 33 ]. Both viruses can cause severe lower respiratory 
tract disease with extrapulmonary involvement and are asso-
ciated with high case-fatality rates. Although SARS-CoV is 
currently not circulating, since 2012 MERS-CoV continues 
to cause outbreaks in the Middle East with secondary spread 
to Europe, Africa, Asia, and North America. 

 The prevalence of each viral pathogen can vary depending 
on environmental conditions (climate, season, geographic 
location). For example, in the New York City area, adenovi-
rus (ADV) tends to circulate with the same prevalence year 
round (Fig.  52.1a ), while RSV can be detected sporadically 
year round with the peak season in October through February 
(Fig.  52.1b ) (unpublished data provided by author). The 
“classic” infl uenza season begins generally in late October 
and wanes during April. HMPV prevalence tends to rise as 
RSV season wanes in February and peaks in the spring, PIV-1 
and PIV-4 are most prevalent in the summer through fall, 
while PIV-3 prevails in the spring and PIV-2 in the fall. Virus 
prevalence also can be patient population driven (e.g., pediat-
ric, adult, geriatric, outpatient, or inpatient). For example, 
RSV and HMPV are primarily found in children < 5 years of 
age, but can cause severe disease in all age groups [ 64 ,  65 , 
 94 ,  97 ]. In the immunosuppressed population, other less com-
mon respiratory viral pathogens, such as herpes simplex virus 
(HSV) and cytomegalovirus (CMV), must be considered as a 
potential cause of RTIs.

   The major bacterial pathogens responsible for CAP 
(Table   57.1    ) include  S. pneumoniae  (20–60 %), 
 Staphylococcus aureus  (methicillin-susceptible [MSSA] 
and methicillin- resistant [MRSA]) (3–5 %),  Haemophilus 
infl uenzae  (3–10 %), variable gram-negative rods 
(3–10 %), and rarely  Neisseria meningitidis  (<1 %) 
depending on the patient and underlying diseases such as 
chronic obstructive pulmonary disease (COPD) or asthma 
[ 10 ,  146 ].  Moraxella cattharalis  is generally associated 
with otitis media in children and exacerbation of asthma 
and COPD in adults. The classic atypical pathogens that 
cause CAP include  C. pneumoniae ,  M. pneumoniae , and 
 Legionella pneumophila , which also can be nosocomially 
acquired in institutional settings [ 10 ,  17 ,  46 ,  67 ,  222 ]. 
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  Figure 52.1    Mean prevalence of adenovirus (a) and respiratory syncytial virus (b) by month for the years 2000 through 2011. Adenovirus causes 
infections throughout the year, while respiratory syncytial virus infections are more seasonal       
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 The majority of RTIs (up to 70 %) caused by C.  pneumoniae  
are asymptomatic or have minimal symptoms.  C. pneu-
moniae  accounts for 6–20 % of CAP and 5 % of cases of 
sinusitis, pharyngitis, tracheitis, bronchiolitis, bronchitis, 
and exacerbations of chronic bronchitis and asthma in both 
immunocompetent and immunosuppressed persons [ 17 ,  42 ]. 
 C. pneumoniae  can be present with other bacterial pathogens 
in up to 30 % of adult cases of CAP.  C. pneumoniae  infection 
can present with varied clinical courses from mild, self- 
limiting disease to severe forms of pneumonia, particularly 
in patients with cardiopulmonary disease and in the elderly 
[ 17 ]. All age groups are affected; however,  C. pneumoniae  
infections are rarely found in young children < 5 years of age. 
However, by age 20, 50 % of persons have detectable anti-
body levels, with the elderly demonstrating a seropositivity 
rate between 70 – 80 % [ 221 ]. 

  M. pneumoniae  is estimated to cause 6–20 % of the cases 
of CAP [ 222 ]. Although most infections are asymptomatic, 
mild, and often self-limiting, approximately 1–5 % of infec-
tions may require hospitalization and can lead to serious 
extrapulmonary complications. LRTIs are more common in 
school age children and adolescents, with the prevalence 
in pediatric LRTI ranging from 10–40 %.  M. pneumoniae  
infection can cause outbreaks in the community and institu-
tions such as schools, prisons, and hospitals. 

  Legionella  spp. causes two distinct clinical entities. 
Pontiac Fever is a self-limiting fl u-like illness and 
Legionaire’s disease is a severe multisystem disease involv-
ing pneumonia. Cases can be sporadic or part of outbreaks 
due to environmental exposure [ 51 ,  67 ].  L. pneumophila  is 
responsible for 2–8 % of CAP and is responsible for 2–15 % 
of all CAP that require hospitalization.  L. pneumophila  
(serogroup 1) is responsible for 90 % of the diagnosed dis-
ease, most probably because the major diagnostic tests are 
specifi c for this serogroup. Risk factors for contracting 
Legionellosis include smoking, immunosuppression, age 
≥ 65, chronic lung disease such as emphysema, diabetes, 
kidney disease, cancer, or contact with environmental sys-
tems such as air conditioning cooling towers, evaporative 
condensers, whirlpools, and hot spring baths. 

  Coxiella burnetii , an obligate gram-negative intracellular 
bacterium has primary reservoirs in cattle, sheep, and goats. 
Transmission to humans occurs primarily through inhalation 
of aerosols from contaminated soil or animal waste. Most 
 C. burnetti  infections are manifested as Q Fever, a self-lim-
ited, infl uenza-like febrile illness (88–100 %) of abrupt 
onset, manifested by chills, headache, myalgia, fatigue, and 
sweats; ([ 150 ], CDC MMWR [ 30 ]). However, pneumonia is 
predominant in North America and usually mild in nature. 
Patients have dyspnea, pleuritic chest pain, and a dry, non-
productive cough. Rarely,  C. burnetti  infection occasionally 
can progress to acute respiratory distress syndrome (ARDS) 
([ 150 ], CDC MMWR [ 30 ]). 

  B. pertussis  is the cause of whooping cough [ 43 ,  119 ]. 
Pertussis-like illness can be attributed to  Bordetella paraper-
tussis ,  Bordetella holmseii , and rarely  Bordetella bronchio-
septica  infections. Overall,  Bordetella  infections have 
increased dramatically over the last 10 years due to waning 
immunity, incomplete antibody response to vaccination with 
acellular vaccines, or lack of vaccination. Recent epidemics 
have occurred between 2010 and 2014. In 2010, more than 
27,000 cases were reported, of which over 9,000 occurred in 
California. Nationwide by 2013 more than 28,000 cases 
were reported to the CDC (  http://www.cdc.gov/pertussis/
surv-reporting.html    ). The highest incidence was noted in 
infants < 1 year of age, but a signifi cant amount of disease 
occurred among children aged 7–10 years. One large out-
break of pertussis-like illness in Ohio from 2010 to 2011 was 
attributed to both  B. pertussis  (68 % of the cases) and  B. 
holmseii  (29 % of the cases) [ 190 ]. Outbreaks of pertussis 
continue, highlighting the need for primary vaccination and 
the administration of “Tdap” booster immunizations. 

 HAP and VAP are more often associated with drug- 
resistant, multidrug-resistant, or pan-resistant bacteria, such 
as MRSA, extended-spectrum beta-lactamase (ESBL)-
producing  Enterobacteriacae , or carbapenemase-producing 
 Enterobacteriacae ,  Pseudomonas  spp.,  Acinetobacter  spp., 
and  Stenotrophomonas maltophilia  [ 4 ]. For patients in the 
intensive care unit (ICU) or immunocompromised patients, 
other pathogens such as  Nocardia  spp,  Corynebacterium  
spp.,  Pneumocystis jiroveci ,  Fusarium  spp.,  Aspergillus  spp, 
 Cryptococcus  spp., and the zygomycetes need to be consid-
ered in the differential diagnosis.  

    Clinical Utility 

    Limitations of Conventional Diagnostic 
Procedures 

 Conventional virus detection methods include rapid antigen 
detection tests (RADTs), direct fl uorescent antibody tests 
(DFAs), rapid cell culture, and traditional tube culture [ 125 ]. 
Although these methods are acceptable diagnostic tools in 
certain clinical settings, they are often inferior in the breadth 
of pathogens identifi ed, assay sensitivity, and result turn-
around time, when compared to NAATs [ 18 ,  28 ,  39 ,  73 ,  74 , 
 79 ,  125 ,  157 ]. The sensitivity and specifi city of all the diag-
nostic tests, but in particular the conventional tests, are 
highly dependent on the viral target, age of the patient, 
 duration of symptoms prior to sample collection, sample col-
lection methods, and the transport and storage conditions 
[ 1 ,  39 ,  48 ,  49 ,  85 ,  95 ,  118 ,  127 ,  131 ,  164 ]. 

 RADTs are generally the simplest tests to perform, many 
are waived tests under the Clinical Laboratory Improvement 
Amendments (CLIA), and results are generally available 
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within 15–30 min. Despite these benefi ts, RADTS have 
limited utility due to the narrow scope of pathogens detected 
(RSV, FluA, and FluB) [ 125 ], and modest to poor sensitivi-
ties [ 21 ,  39 ,  45 ,  61 ,  75 ,  79 ,  125 ,  199 ] which can range from 
50–90 % for RSV [ 47 ] and 10–85 % for infl uenza viruses 
depending on the comparator method. Overall, the specifi ci-
ties of RADTs are good [ 21 ,  39 ,  45 ,  61 ,  75 ,  79 ,  125 ,  199 ]; 
however, the specifi city for the detection of infl uenza A 
(H1N1) pdm09 was signifi cantly lower than previously 
reported [ 197 ,  198 ]. RADTs generally perform better when 
testing pediatric samples since children shed higher titers of 
virus and for longer time periods than adults, especially the 
elderly [ 28 ,  85 ,  93 ]. 

 DFAs detect a broader range of viruses (ADV, FluA, 
FluB, HMPV, PIV-1, PIV-2, PIV-3, and RSV) and can be 
performed in 30–60 min. The sensitivities of DFAs vary by 
virus, ranging from a high of approximately 60–85 % for 
RSV to a low of 50 % for ADV when compared to NAATs 
[ 116 ,  125 ]. DFAs are generally very specifi c, although speci-
fi city can be dependent on the level of technical expertise of 
the reader. 

 Rapid cell culture (Quidel/Diagnostic Hybrids, Athens, 
OH) can detect ADV, FluA, FluB, PIV-1, PIV-2, PIV-3, and 
RSV and has demonstrated sensitivities that range from a 
high of > 80 % for some FluA strains to a low of 50 % for 
RSV [ 125 ,  130 ,  152 ] and excellent specifi cities of greater 
than 95 % when compared to NAATs. Rapid cell culture is 
generally positive within 48 h for > 90 % of the seven viruses 
detected. 

 Depending on the cell lines used and antibodies available 
for confi rmation, traditional tube culture can have a broader 
scope of pathogen detection when compared to RADTs, 
DFAs, and rapid cell culture [ 125 ]. Traditional culture will 
identify ADV, enterovirus (EV), HMPV, FluA, FluB, PIV-1, 
PIV-2, PIV-3, RSV, and HRV, plus additional viruses associ-
ated with lower RTIs in immunocompromised patients, 
including CMV, HSV-1, HSV-2, varicella zoster virus (VZV). 
Often laboratories do not specifi cally screen for HRV by cul-
ture, although HRV is the most common respiratory virus 
detected and has been shown to cause signifi cant and serious 
disease in young, elderly, immunosuppressed patients, as 
well as patients with underlying chronic lung disease such as 
COPD and asthma [ 83 ]. In addition, many additional impor-
tant viruses (229E-CoV, OC43-CoV, NL63-CoV, HKU-1-
CoV, SARS-CoV, MERS-CoV), PIV-4, and potentially 
HBoV) that cause both URTIs and LRTIs are not routinely 
identifi ed by traditional culture [ 83 ,  105 ,  200 ]. Finally, due 
to time-to-virus-detection by traditional culture (generally 
3–7 days for most respiratory viruses and 3–4 weeks for 
slow-growing viruses such as CMV), results are usually not 
available within a time frame (48 h) that could affect patient 
management (i.e., initiate appropriate antiviral therapy and/
or discontinue inappropriate antibiotic therapy). In summary, 

RADTs, DFAs, and rapid cell culture may provide results 
within a clinically relevant time frame but with limited 
pathogen scope and reduced sensitivity compared to NAATs. 
In addition, RADTs, DFAs, and rapid/traditional cell culture 
rarely detect more than one virus from a single sample. 

 The standard methods for the detection of bacterial patho-
gens causing pneumonia are gram stain in combination with 
microbiological culture of lower respiratory tract specimens 
and blood. Often culture of respiratory specimens is not 
ordered on hospitalized patients and rarely performed in the 
outpatient setting. A gram stain result can be available within 
a few hours but results do not always correlate with culture 
[ 10 ]. Culture and antibiotic susceptibility results are usually 
available in 2–5 days after sample collection, and detection 
rates for pathogens are relatively low. A meta-analysis that 
evaluated 122 reports on CAP for the time period of 1966–
1995 showed that a bacterial pathogen was only identifi ed in 
18 % of the samples tested [ 68 ]. A urinary antigen test for 
 S. pneumoniae  offers a substantial improvement over cul-
ture, with a sensitivity of 82 % and a specifi city of 97 % in 
bacteremic adults [ 209 ,  210 ]. However, in non-bacteremic 
adults and in children, both the sensitivity and specifi city are 
lower [ 210 ]. False-positive  S. pneumoniae  antigen tests have 
been reported relating to antibiotic interference.  Legionella  
spp. are identifi ed by growth on buffered charcoal yeast 
extract agar [ 158 ]. The sensitivity of  Legionella  culture can vary 
signifi cantly from <10–80 % and DFA sensitivity from 
25–70 % [ 158 ]. A urinary antigen test for  L. pneumophila  
improves detection but is suboptimal since detection is lim-
ited to serogroup 1. For  L. pneumophila  serogroup 1 the sen-
sitivity of the test varies from 70 – 100 %. Most laboratories 
do not culture for  Mycoplasma  or  Chlamydophila  [ 140 ]. 

 Traditionally,  B. pertussis  was identifi ed using culture on 
Bordet–Gengou media and/or DFA. However, the sensitivity 
of culture ranges from 12 – 60 %, the sensitivity of DFA 
ranges from 11 – 68 % [ 119 ]. Additionally, culture can take 
many days. Therefore, NAATS have become the gold stan-
dard for the rapid and sensitive (70–99 %) identifi cation of 
 pertussis  [ 119 ]. 

 Serologic antibody testing is available for some of the 
respiratory pathogens and can provide supplemental infor-
mation. However, due to a delay in the development of 
detectable IgM or IgG antibodies for certain pathogens 
(e.g.,  L. pneumophila ,  C. pneumoniae ,  B. pertussis ), use-
fulness for diagnosis in a clinically relevant time frame is 
very limited [ 17 ,  151 ,  158 ,  221 ]. Shortcomings of serologi-
cal testing include the timing of the serum samples, diffi -
culty in obtaining appropriately paired serum samples, and 
the high  background of IgG antibody prevalence in some 
adult populations [ 140 ]. Serologic diagnosis can be misinter-
preted due to prior immunization or infections, such as in the 
case of infl uenza, and require demonstration of a signifi cant 
rise in antibody titers from initial to convalescent samples. 
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Finally, persons with immune suppression may not develop 
antibodies or they may be of an insuffi cient level for detec-
tion, limiting the functionality of serology for monitoring 
vaccine response and for epidemiology studies to deter-
mine prevalence rates.  

    Application of Molecular Assays 
for the Detection of Respiratory Pathogens 

    Clinical Utility of NAAT for Respiratory Pathogens 
 Prior to the 2009 FluA(H1N1) pandemic, the infectious 
causes of CAP were mostly inferred based on clinical pre-
sentation which can be highly inaccurate since some bacte-
ria, atypical pathogens, and many of the respiratory viruses 
cause illnesses with similar clinical symptoms [ 177 ,  194 ]. 
One study demonstrated that physicians recognized infl u-
enza in only 28 % of hospitalized children and 17 % of non- 
hospitalized children with laboratory-confi rmed infl uenza 
when the diagnosis was based only on clinical symptoms 
[ 177 ]. Most diagnostic testing was limited to RADTs for 
FluA, FluB, and RSV as few hospitals offered comprehen-
sive DFAs, viral culture, or laboratory-developed NAATs. 

 The superior ability of NAATs to rapidly and accurately 
detect both known and novel pathogens was best exemplifi ed 
during the chaos of the 2009 FluA H1N1 pandemic [ 18 ,  39 , 
 79 ,  197 ,  198 ]. Fortunately, at the start of the pandemic two 
NAATs were FDA-cleared for the detection of infl uenza 
viruses, the Prodesse PROFLU+ (Hologic, San Diego, CA) 

for the detection and differentiation of FluA and FluB ([ 124 ]; 
and one highly multiplexed NAAT: the Luminex xTAG RVP 
Respiratory Virus Panel (Luminex Molecular Diagnostics, 
Toronto, Canada) [ 113 ,  114 ,  143 ]. The xTAG assay enabled 
laboratories to detect FluA(H1N1)pdm09 and differentiate 
the seasonal FluA H1N1 (FluA-H1) and seasonal FluA 
H3N2 (FluA-H3), but also identify many other circulating 
viruses [ 79 ,  78 ]. As shown in Fig.  52.2 , the number of sam-
ples positive for a respiratory virus increased dramatically 
with the use of the highly multiplexed xTAG RVP assay 
(64 %) compared to traditional test methods, including 
RADTS (17 %), DFA (18 %), and rapid cell culture (31 %) 
[ 79 ]. Interestingly, mixed viral infections containing up to 
four viral pathogens were identifi ed in hospitalized patients 
[ 79 ]. Similarly, other studies have shown that when broad 
test panels are used more than one virus will be identifi ed in 
3–30 % of respiratory samples [ 8 ,  166 ]. Although the signifi -
cance of mixed viral infections needs to be more clearly 
defi ned, the clinical impact needs to be considered as poten-
tially severe in patients with comorbidities, immunosuppres-
sion, or other critical illnesses. During respiratory virus 
seasons with high infl uenza rates, patients with the same 
pathogen often are placed in hospital rooms together (cohort-
ing) due to limited private rooms [ 19 ,  39 ,  40 ,  62 ,  126 ,  155 , 
 165 ,  217 ,  219 ]. The consequences of a second viral infection 
in an already seriously ill hospitalized patient could be sub-
stantial, indicating that comprehensive test panels are essen-
tial in this setting.

   Consequently, there has been a major shift in testing 
practices as numerous FDA-cleared single-and multi-ana-
lyte molecular tests for the detection of respiratory patho-
gens have become available (Table  52.2 ). Viral respiratory 
 pathogens are particularly suited for detection using NAATs 
since the number of targets is relatively limited and the 
detection of a respiratory virus is generally considered diag-
nostic, although asymptomatic carriage of certain respira-
tory viruses has been reported in several studies [ 2 ,  14 ,  104 , 
 181 ]. For the majority of viral and atypical bacterial respira-
tory pathogens, NAATs offer enhanced sensitivity over cul-
ture, RADTs and DFAs (see Tables  52.2  and  52.3  for 
references), and the specifi city varies with the target and 
assay design but is generally very high. NAATs also are 
suited for detection of respiratory pathogens that are not 
routinely or easily cultured (e.g.,  C. pneumoniae ,  M. pneu-
moniae , HBoV, HMPV, and PIV-4), for pathogens danger-
ous to culture (e.g., SARS-CoV, MERS-CoV), and for 
pathogens where the time-to-detection by traditional testing 
is often too delayed to impact patient care (e.g., infl uenza 
and CMV by cell culture).

    The expanded scope of pathogen detection from a previ-
ous low of three viral pathogens detected by RADTs to 17 
viral and three bacterial pathogens detected by NAATs greatly 
enhances the clinical laboratory’s diagnostic capabilities. 
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  Figure 52.2    Comparison of viral test methods for identifi cation of 
respiratory pathogens. Percentage of respiratory samples (n = 35,456) 
positive by each test methods: RADT (rapid antigen detection test) 
detects three viruses [infl uenza A (FluA), infl uenza B (FluB), and respi-
ratory syncytial virus (RSV)]; DFA (direct fl uorescent antibody assay) 
detects eight viruses [adenovirus (ADV), FluA, FluB, human meta-
pneumovirus (HMPV), parainfl uenza viruses (PIV) 1, 2, and 3, and 
RSV]; Culture (R-Mix rapid cell culture) detects seven viruses (ADV, 
FluA, FluB, PIV-1, PIV-2, PIV-3, and RSV); NAAT (nucleic acid 
amplifi cation testing) detects 15 viruses (ADV, coronaviruses (CoV: 
OC43, NL63, HKU1, 229E), enterovirus/rhinovirus group (EV/HRV), 
FluA (A/H1, A/H3), FluB, HMPV, PIV (1–4), and RSV       
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         Table 52.2    FDA cleared tests for the detection of bacterial and viral respiratory pathogens a,b    

 Manufacturer/test c  

 Amplifi cation 
and detection 
platform(s) d  

 Extraction 
Platforms  Targets e  

 Specimen 
types 
approved f   Method(s) g   References 

 Alere i NAT Flu A/B  Alere i Instrument  Included  FluA, FluB  NS  Isothermal 
amplifi cation, 
 Fluorescence 
detection 

 [ 11 ,  12 ,  35 , 
 91 ,  98 ,  162 ] 

 Argene/bioMerieux 
 Argene R-Gene 
Adenovirus Assay 

 Cepheid 
SmartCycler 

 bioMerieux 
NucliSENS 
 easyMAG 

 ADV  NPS  Real-Time PCR, 
 Fluorescence 
detection 

 [ 148 ] 

 BioFire/bioMerieux 
 Film Array Respiratory 
Virus Panel 

 BioFire 
 Film Array 

 Included  ADV, CoV (OC43, 
NL63, 229E, 
HKU-1), HMPV, 
FluA (H1, H3, 
2009-H1N1), HRV/
EV, PIV 1,2,3,4,  M. 
pneumoniae ,  C. 
pneumoniae ,  B. 
pertussis  

 NPS  Real-Time 
RT-PCR/PCR, 
 Fluorescence 
detection 

 [ 7 ,  23 ,  26 ,  57 , 
 87 ,  90 ,  133 , 
 174 ,  176 ,  179 , 
 180 ,  183 ,  188 , 
 193 ,  220 , 
 230 ] 

 CDC Infl uenza Division g  
 CDC Human Infl uenza 
Virus Real-Time RT-PCR 
Diagnostic Panels 
   1. Infl uenza A/B 

typing Kit 
   2. Infl uenza A 

subtyping Kit 
   3. Infl uenza A /H5 

(Asian lineage) Kit 
   4. Infl uenza B lineage 

genotyping assay 

 ABI 7500 Fast Dx  Qiagen 
QIAamp, 
 Qiagen 
QIAcube, 
 Roche Magna 
Pure compact, 
 Roche Magna 
Pure LC, 
 bioMerieux 
NucliSENS 
easyMAG 

 1. FluA, FluB 
 2.  A/H1, A/H3, 

A/2009 H1 
 3.  A/H5N1 

(Asian lineage) 
 4.  B/Victoria, B/

Yamagata 
lineages 

 Varies by test 
including: 
   NPS, NS, 

NA, NW, 
NPS/TS, 
BAL, TA, 
BW, VC 

 Real-Time 
RT-PCR, 
 Fluorescence 
detection 

 NA 

 Cepheid 
   1. XpertFlu Assay 
   2. Xpert Flu/RSV XC 

Assay 

 Cepheid 
 GeneXpert 

 Included  1.  FluA 
(A/2009 H1), 
FluB 

 2.  FluA, FluB, 
RSV 

 1.  NPS, 
NA, NW 

 NPS, NW, 
NA (in VTM) 

 Real-Time 
RT-PCR, 
 Fluorescence 
detection 

 [ 35 ,  56 ,  59 , 
 107 ,  129 ,  163 , 
 178 ,  195 ,  196 , 
 198 ,  199 ] 

 Focus Diagnostics 
   1. Simplexa Infl uenza 

A H1N1 
   2. Simplexa FluA/B 

and RSV 
   3. Simplexa Flu A/B 

Direct 

 3 M Integrated 
Cycler 

 1 and 2: 
Qiagen 
QIAamp Viral 
RNA 
 3: Included 

 1.  FluA 
(A/2009 H1) 

 2.  FluA, FluB, 
RSV 

 3.  FluA, FluB, 
RSV 

 1.  NPS, 
NA, NPA 

 2.  NPS, 
NA, NPA 

 3. NPS 

 Real-Time 
RT-PCR, 
 Fluorescence 
detection 

 [ 3 ,  111 ,  117 , 
 204 ,  205 ,  212 , 
 229 ] 

 GenMark 
 eSensor Respiratory 
Viral Panel 

 Thermocycler 
 GenMark eSensor 
XT-8 

 bioMerieux 
NucliSENS 
easyMAG 

 FluA, (A/H1, A/H3, 
A/2009 H1), FluB, 
RSV (A, B), ADV 
(B/E, C), PIV 
(1–3), HMPV, HRV 

 NPS  RT-PCR/PCR, 
Electrochemical 
detection of bound 
signal probes 

 [ 175 ,  179 , 
 193 ] 

 Hologic/Gen-Probe/
Prodesse 
   1. ProFlu+ 
   2. ProFAST+ 
   3. ProAdeno+ 
   4. ProParaFlu+ 
   5. ProhMPV+ 

 Cepheid 
 Smartcycler II 

 bioMerieux 
NucliSENS 
easyMAG, 
 Roche Magna 
Pure LC, 
 Roche Magna 
Pure Total NA 

 1.  FluA, FluB, 
RSV 

 2.  A/H1, A/H3, 
A/2009 H1 

 3. ADV 
 4. PIV 1,2,3 
 5. HMPV 

 All NPS  Real-Time 
RT-PCR/PCR, 
 Fluorescence 
detection 

 [ 26 ,  71 ,  124 , 
 130 ,  133 ,  174 , 
 202 ,  205 ,  220 , 
 221 ] 

 IntelligentMDx 
 IMDx FluA/B and RSV 

 Abbott 
 m2000 rt  

 Abbott 
 m2000 sp  

 FluA (A/H1, A/H3, 
A/2009 H1), FluB, 
RSV 

 NPS  Real-Time 
RT-PCR, 
 Fluorescence 
detection 

 NA 

 Iquum/Roche 
 Liat Infl uenza A and B 

 Iquum/Roche Liat 
Analyzer 

 Included  FluA, FluB  NPS  Real-Time RT-PCR, 
 Fluorescence 
detection 

 NA 
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Table 52.2 (continued)

 Manufacturer/test c  

 Amplifi cation 
and detection 
platform(s) d  

 Extraction 
Platforms  Targets e  

 Specimen 
types 
approved f   Method(s) g   References 

 Luminex 
   1. xTag Respiratory 

Virus Panel 
   2. xTag RVP  Fast  

 Thermocyclers 
 Luminex 
Lx100/200 

 bioMerieux 
NucliSENS 
easyMAG, 
 bioMerieux 
NucliSENS 
miniMAG, 
 Roche 
MagnaPure 

 1.  ADV, hMPV, 
HRV, FluA (A/
H1, A/H3), FluB, 
PIV 1,2,3, RSV 
(A, B) 

 2.  AdV, HMPV, 
HRV, FluA (A/
H1, A/H3), FluB, 
RSV (A, B) 

 1. NPS 
 2. NPS 

 RT-PCR/PCR 
 Primer extension 
 xTAG Bead Array 
Fluorescent 
detection 

 [ 5 ,  7 ,  8 ,  34 , 
 47 ,  60 ,  72 ,  74 , 
 78 ,  79 ,  88 , 
 101 ,  108 ,  113 , 
 114 ,  143 ,  144 , 
 149 ,  151 ,  153 , 
 157 ,  166 – 168 , 
 179 ,  183 ,  185 , 
 202 ,  203 ,  208 , 
 213 ,  227 ] 

 Meridian Bioscience 
   1.  illumi gene Pertussis 
   2.  illumi gene 

Mycoplasma 

 Meridian 
 Illumipro-10 

 1. Heat 
 2.  Qiagen 

QIAmp 
DSP DNA 
miniKit 

 1.  B. pertussis  
 2.  M. pneumoniae  

 1. NPS 
 2. NPS, TS 

 Isothermal 
amplifi cation with 
turbimetric 
detection 

 [ 184 ] 

 Nanosphere 
 Verigene Respiratory 
Virus Nucleic Acid Test 
Plus 

 Nanosphere 
Verigene Processor 
SP 
 Verigene Reader 

 Included  FluA (A/H1, A/H3, 
A/2009 H1), FluB, 
 RSV (A, B) 

 NPS  RT-PCR 
 Gold nanoparticle 
detection 

 [ 3 ,  20 ,  26 ,  41 , 
 101 ,  160 , 
 221 ] 

 Qiagen Artus 
 Infl uenza A/B Rotor-
gene RT-PCR Kit 

 Qiagen Roto-Gene 
Q MDx 

 Qiagen 
QIAsymphony 
RGQ 

 FluA, FluB  NPS  Real-Time RT-PCR, 
 Fluorescent 
detection 

 [ 73 ] 

 Quidel 
   1. Lyra Infl uenza A + B 

Assay 
   2. Lyra RSV + HMPV 

Assay 
   3. Lyra Parainfl uenza 

Virus Assay 
   4. Lyra Adenovirus 

Assay 
   5. Amplivue 

Bordetella Assay 

 1. and 2. Cepheid 
SmartCycler II, 
ABI 7500 Fast Dx, 
Life Technologies 
QuantStudio 
 3. and 4. ABI 7500 
Fast Dx 
 5. Thermocycler 
and Amplivue 
Cassette 

 1–4: 
bioMerieux 
NucliSENS 
easyMAG 
 Heat treatment 

 1. FluA, FluB 
 2. HMPV, RSV 
 3. PIV-1,2,3 
 4. ADV 
 5.  B. pertussis  

 1. and 2. NPS, 
NS, NA, NW  
 3 and 4. NPS, 
NS   5. NPS 

 1–4.  Real-Time 
RT-PCR/
PCR, 
 Fluorescent 
detection 

 5.  Helicase 
dependent 
amplifi cation, 
 Lateral fl ow 

 NA 

 US Army JBAIDS 
   1. Infl uenza A/H5 g  
   2. Infl uenza A&B 

Detection Kit g  
   3. Infl uenza A 

Subtyping Kit g  

 Idaho 
Technologies 
JBAIDS 

 Included  1.  H5N1 (Asian 
lineage) 

 2. FluA and FluB 
 3.  A/H1, A/H3, 

A/2009 H1 

 1. NPS, TS 
 2. NPS, NPW 
 3. NPS, NPW 

 Real-Time 
RT-PCR, 
 Fluorescent 
detection 

 NA 

   a Adapted from FDA website 
  b Test methods and availability of products may change by publication date 
  c BioFire/bioMerieux, Salt Lake City, Utah; CDC: Centers for Disease Control and Prevention, Atlanta, GA; Cepheid, Sunnyvale, CA; Focus 
Diagnostics, Cypress, CA; Gen-Probe, San Diego, CA; Roche Molecular Diagnostics/Iquum, Marlborough, MA; Luminex, Austin TX; 
Nanosphere, Northbrook, IL; Qiagen, Valencia, CA; Quidel, San Diego, CA, JBAIDS: US Army: Joint Biological Agent Identifi cation and 
Diagnostic System 
  d ABI: Applied Biosystems 
  e Abbreviations: RT: reverse transcriptase; PCR: polymerase chain reaction; NA: none available; ADV: adenovirus; CoV: coronavirus; FluA: 
all infl uenza A types; A/H1: seasonal H1N1; A/H3: seasonal H3N2; A/2009 H1: infl uenza A (H1N1)pdm09; H5N1: avian infl uenza A H5N1: 
FluB: infl uenza B; HMPV: human metapneumovirus: EV: enterovirus; HRV: human rhinovirus; PIV: parainfl uenza virus; RSV; respiratory 
syncytial virus;  M. pneumoniae :  Mycoplasma pneumoniae ;  C. pneumoniae :  Chlamydophila pneumoniae :  B. pertussis :  Bordetella 
pertussis  
  f These specimen types are specifi ed in product package information and cleared by the Food and Drug Administration (FDA). Abbreviations: NPS; 
nasopharyngeal swab; NPW: nasopharyngeal wash; NPA: nasopharyngeal aspirate; NS: nasal swab; TS: throat swab; NA: nasal aspirate; NW: 
nasal wash; NPS/TS: dual specimen consisting of nasopharyngeal swab and throat swab; BAL: bronchial alveolar lavage; BA: bronchial aspirate; 
BW: bronchial wash; EA: endotracheal aspirate; EW: endotracheal wash; TA: tracheal aspirate; VC: viral culture 
  g Available only to qualifi ed Department of Defense (DoD) Laboratories, US Public Health Laboratories, and National Respiratory and Enteric 
Virus Surveillance System (NREVSS) collaborating laboratories  
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       Table 52.3    Research use only, investigational use only, or CE marked tests for the detection of respiratory pathogens a    

 Manufacturer/test b  

 Amplifi cation 
and detection 
platform(s) 

 Extraction 
platforms  Targets c  

 Specimen 
types  Method(s) d   References 

 Abbott Ibis 
 PLEX-ID/Flu assay 
 PLEX-ID 
Respiratory Virus 
Assay 

 Abbott Ibis 
T5000 platform 

 Thermo 
King-Fisher 

 Pan-infl uenza (PB1) 
 Five pan-FluA (NP, M1, PA, 
PB2, NS1) 
 ADV (A-F), CoV HMPV, 
FluA, FluB, PIV (1–3), RSV 

 Respiratory 
samples 
(not 
specifi ed) 
 NPA 

 Broad range 
 RT-PCR, 
 Electrospray 
Ionization Mass 
Spectrometry, 
 (RT-PCR/
ESI-MS) 

 [ 36 ,  37 , 
 44 ,  55 ,  69 , 
 88 ,  100 , 
 159 ,  207 , 
 214 ,  215 ] 

 Autogenomics 
   1. Infi niti RVP 

Plus 
   2. Infi niti Flu 

A-sH1N1 

 Thermocycler 
 Autogenomics 
Infi niti Analyzer 

 Not specifi ed  1.  ADV (A, B, C, E) FluA 
(A/2009- H1N1), FluB, 
RSV, PIV (1–4), HRV (A, 
B), EV (A, B, C, D), CoV 
(HKU1, OC43, NL63, 
229E), HMPV (A, B) 

 2. FluA, A/2009 H1 

 Respiratory 
samples 
(not 
specifi ed) 

 RT-PCR 
 BioFilmChip 
 Microarray 

 NA 

 bioMerieux 
   1. NucliSENS 

Infl uenza A + B 
   2. NucliSENS 

RSV A + B 
   3. NucliSENS 

HMPV 
   4. NucliSENS 

 Mycoplasma  
   5. NucliSENS 

 Chlamydophila  

 bioMerieux 
NucliSENS 
easyQ 

 bioMerieux 
 NucliSENS 
easyMAG 

 1. FluA and FluB 
 2. RSV (A, B) 
 3. HMPV 
 4.  M. pneumoniae , 
 C. pneumoniae  

 NPA, NPS, 
NS, NA, 
BAL 

 NASBA, 
 Fluorescence 
detection 

 [ 15 ,  32 , 
 50 ,  76 , 
 134 – 138 , 
 147 ,  154 , 
 218 ] 

 Curetis 
 Pneumonia Panel 
 Bacterial 

 Curetis Unyvero 
System 

 Included   A. baumanii ,  E. coli  
  Enterobacter  spp.,  M. morganii  
  K. oxytoca ,  K. pneumoniae  
  H. infl uenzae ,  Proteus  spp. 
  M. catarrhalis ,  S. aureus  
  P. aeruginosa ,  S. marcescens  
  S. maltophilia ,  S. pneumoniae  
  C. pneumoniae ,  L. pneumophila  
  P. jiroveci , 
 Plus 18 antibiotic resistance 
markers 

 BAL, TA, 
BW, BB, PB 

 Multiplex End 
Point PCR 

 [ 103 ,  201 ] 

 Hologic/Gen-Probe 
 ProPneumo-1 

 Smartcycler II 
 Qiagen 
Roto-Gene 
 Applied 
Biosystems 
GeneAmp PCR 
7500 

 bioMerieux 
 NucliSENS 
easyMag 

  C. pneumoniae  
  M. pneumoniae  

 NPS, NPW, 
BAL, 
sputum 

 Real-Time 
RT-PCR, 
 Fluorescence 
detection 

 [ 96 ] 

 Icubate 
   1.Respiratory 

Panel V (viral) 
   2.Flu Typing 
   3. Respiratory 

Panel B 
(Bacterial) 

 Icubate 
Processor 
Incubator 

 Included  1.  FluA (A/2009 H1), FluB, 
PIV (1–4), RSV (A,B), 
HMPV (A,B), HRV, ADV 
(3/7, 4), Cox A, B, Echo, 
HRV, Corona (OC43, NL63, 
229E, HKU-1), HBoV 

 2.  FluA (A/H1, A/H3, 
A/2009 H1, A/H5 (avian), 
N1 (shared), N2 (seasonal), 
FluB 
  H. infl uenzae  (non-
typeable) 
 H. infl uenzae  (a, b, c, d) 
  H. infl uenzae  (e, f), 
 S. aureus 
N. meningitidis , 
 S. pneumoniae  
  C. pneumoniae , 
 L. pneumophila 
M. pneumoniae  

 Respiratory 
samples 
(not 
specifi ed) 

 ARM-PCR 
technology 
(Amplicon 
Rescued 
Multiplex 
PCR), 
 End point 
detection 

 NA 
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Table 52.3 (continued)

 Manufacturer/test b  

 Amplifi cation 
and detection 
platform(s) 

 Extraction 
platforms  Targets c  

 Specimen 
types  Method(s) d   References 

 Luminex 
 FluA/B, RSV Assay 

 Aries  included  FluA/B and RSV  NPS  Multi-code 
 Real-Time 
RT-PCR, 
 Fluorescence 
 detection 

 NA 

 Pathofi nder 
   1. Respifi nder 15 
   2. Respifi nder 19 
   3. Respifi nder 

Smart 22 

 Thermocycler 
 ABI310, 
ABI3100, 
ABI3130, 
ABI3730, 
ABI3500 
 Beckman CEQ 
 Roche 
Lightcycler 480 
 Corbett 
RotorGgene 
3000/6000 
 Qiagen 
RotorGene Q 

 Not specifi ed  1.  FluA (H5N1), FluB, PIV 
(1–4), RSV (A,B), hMPV, 
HRV, ADV, CoV (OC43, 
NL63, 229E) 

 2.  15 plus:  B. pertussis , 
 M. pneumoniae , 
 C. pneumoniae , 
 L. pneumophila  

 3.  FluA (H1N1- 2009), FluB, 
PIV (1–4), RSV (A,B), 
hMPV, EV/HRV, ADV, 
CoV (OC43, NL63, 229E, 
HKU-1), HBoV 
  B. pertussis ,  C. pneumoniae , 
 L. pneumophila , 
 M. pneumoniae  

 NPW, NPA, 
NPW, BAL, 
Sputum 

 RT-PCR/PCR,  
 Capillary 
electrophoresis, 
 Multiplex PCR, 
 Melt curve 
analysis 

 [ 24 ,  47 , 
 141 ,  185 , 
 186 ] 

 Qiagen 
 Resplex II 

 GeneAmp PCR 
system 9700 
 LiquiChip 200 
Workstation 

 QIAamp viral RNA 
QIAamp MiniElute 
 QIASymphony 
 QIAxtractor 

 FluA, FluB, PIV (1–4), RSV 
(A,B), HMPV, HRV, Cox/Echo 
 Pan-ADV (B,E), CoV (OC43, 
NL63, 229E, HKU-1), HBoV 

 Respiratory 
Samples 
 (not 
specifi ed) 

 RT-PCR/PCR, 
 Bead Array, 
Hybridization 
detection 

 [ 8 ,  69 ,  74 , 
 90 ,  128 , 
 129 ,  141 , 
 145 ,  224 , 
 227 ] 

 Seegene 
   1. Seeplex 

Respiratory 
Assay Group 
of 12: 

   2. Seeplex 
Respiratory 
Assay Group 
of 15: 

   3. Seeplex Typing 
Infl uenza A 
Virus 

 Variety 
including: 
   Qiagen 

Rotor-gene 
   Applied 

Biosystems 
GeneAmp 
PCR 
system 
9700 

 Variety including: 
   NucliSENS 

easyMAG 
   Qiagen BioRobot 

MDx 
   iNtRON 

Biotechnology 
Viral 
Gene-spin Kit 

 1.  Set A: ADV, CoV (229E/
NL63), PIV (1–3) 

 1.  Set B: FluA/B, RSV (A,B), 
HRV A, CoV (OC43) 

 2.  Set A: ADV (A/B/C/D/E), 
PIV (1–3), CoV (229E/
NL63) 

 2.  Set B: CoV (OC43), HRV 
(A/B/C), FluA, RSV (A, B) 

 2.  Set C: HBoV (1/2/3/4), 
FluB, HMPV, EV, PIV 4 

 3.  FluA (generic), A/H1, A/
H3, A/2009-H1 

 Respiratory 
Samples 
 (not 
specifi ed) 

 Real-Time 
RT-PCR, 
 Fluorescence 
detection 

 [ 16 ,  58 , 
 74 ,  109 , 
 110 ,  122 , 
 192 ,  211 , 
 231 ,  232 ] 

   a Test methods and availability of products may change by publication date 
  b Abbott, Chicago, IL; Autogenomics, Vista, CA; bioMérieux, Marcy, France, Curetis, Stutgart, GR; Luminex, Austin, TX; Hologic/Gen-Probe, 
San Diego, CA; GenMark Diagnostics, Carlsbad, CA; Icubate, Huntsville, AL; Qiagen, Valencia, CA; Pathofi nder, Maastricht, NL; Seegene, 
Seoul, Korea, Thermo King-Fisher (Waltham, MA) 
  c Abbreviations: ADV: adenovirus; HBoV: human bocavirus; CoV: coronavirus; FluA: all infl uenza A types; H1: seasonal H1N1; H3: seasonal 
H3N2; 2009-H1: Infl uenza A(H1N1)pmd09; FluB: infl uenza B; HMPV: human metapneumovirus: EV: enterovirus; HRV: human rhinovirus; PIV: 
parainfl uenza virus; RSV; respiratory syncytial virus;  M. pneumoniae :  Mycoplasma pneumoniae ;  C. pneumoniae :  Chlamydophila pneumoniae : 
 L. pneumophila :  Legionella pneumophila ,  M. morganii :  Morganella morganii ,  N. meningitidis :  Neisseria meningitidis ;  Strep. pneumoniae : 
 Streptococcus pneumoniae ;  S. aureus ;  Staphylococcus aureus  
  d Specimen types listed were identifi ed either on manufacturer websites or from publications. Respiratory Samples (not specifi ed): no specifi c 
information available. Abbreviations: NPS; nasopharyngeal swab; NPW: nasopharyngeal wash; NPA: nasopharyngeal aspirate; NS: nasal swab; 
NA: nasal aspirate; BAL: bronchial alveolar lavage; BB: bronchial brush; BW: bronchial wash; PB: protected brush; TA: tracheal aspirate 

  e RT: reverse transcriptase; PCR: polymerase chain reaction  

The data derived from studies utilizing comprehensive viral 
and bacterial NAATs has and will continue to provide 
invaluable insights into the clinical manifestations of viral 
and bacterial infections, signifi cance of mixed viral infec-
tions, and surprisingly the realization that viruses can colo-
nize a host without overt disease.  

    Impact on Antimicrobial Selection 
and Stewardship 
 Aside from the use of RADTs during infl uenza season, 
RTI diagnostic testing including viral DFAs and culture, 
bacterial culture, NAATs, serologic testing for the atypical 
pathogens, and urinary antigen testing for  S. pneumoniae  
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and  L. pneumophila  are still underutilized in the outpatient 
setting [ 10 ,  189 ]. Therefore, treatment of patients with 
CAP is generally empiric and based on guidelines by the 
American Thoracic Society and IDSA [ 146 ] rather than on 
a confi rmed laboratory diagnosis. Antibiotic selection 
must cover both the most prevalent bacterial pathogens 
and the atypical pathogens. 

 Despite the high prevalence of viral infections, approxi-
mately 22.6 million (55 %) out of 41 million antibiotic pre-
scriptions were prescribed for viral lower and upper RTIs, 
despite the fact that a bacterial etiology was highly unlikely 
[ 82 ]. Conversely the identifi cation of the viral pathogen can 
lead to the administration of an appropriate antiviral. For 
example, during the early weeks of the 2009 infl uenza A 
H1N1 pandemic, four different infl uenza viruses were circu-
lating with varying antiviral susceptibility patterns. According 
to surveillance data provided by the Center for Disease 
Control and Prevention (CDC, Atlanta, GA), FluA-H1 strains 
demonstrated >99 % resistance to the fi rst line therapeutic 
oseltamivir, a neuraminidase inhibitor, and susceptibility to 
adamantine, FluA-H3 was oseltamivir-susceptible and >99 % 
adamantine-resistant, FluA(H1N1)pdm09 was oseltamivir-
susceptible and >99 % adamantine-resistant; FluB was osel-
tamivir-susceptible and adamantine-resistant. Therefore, the 
identifi cation of what specifi c strain of infl uenza virus was 
causing the infection of specifi c patients was essential to 
ensure proper drug selection, especially in high-risk or criti-
cally ill patients. Additionally, the more appropriate use of 
infl uenza antivirals can be achieved when an accurate, rapid 
diagnosis is made. Recent studies demonstrated that rapid 
testing permitted the timely administration of oseltamivir 
[ 229 ] and allowed for a more rapid discontinuation of treat-
ment in persons without documented infl uenza [ 191 ]. Finally, 
new viral therapeutic agents for respiratory viruses other than 
infl uenza are in development and/or in clinical trials [ 171 , 
 233 ]. Proper administration of these new agents will depend 
on the laboratory providing accurate tests that detect a broad 
range of viral pathogens [ 189 ]. 

 For HAP and VAP, initial empiric therapy choices may be 
standardized and initiated based on patient clinical status, 
underlying disease, and/or risk for infection with a multidrug- 
resistant pathogen. Initial therapy often is inadequate, 
thereby extending the course of the disease and increasing 
morbidity, mortality, and hospital length of stay. The mortal-
ity rate in ICU pneumonia cases ranges from 20–30 % when 
initial therapy was adequate, to 50–80 % when initial therapy 
was inappropriate and changed after culture results were 
obtained [ 112 ]. Furthermore, inadequate and/or unnecessary 
broad spectrum antibiotic therapy can enhance the spread of 
drug-resistant pathogens within institutional settings and 
increase the risk of hospital-acquired infections such as 
 Clostridium diffi cile , MRSA, and vancomycin- resistant 
enterococci. 

 Comprehensive NAATs provide key information not 
only for antiviral therapy selection but can also aid in 
restricting antibiotic use to those circumstances where anti-
biotic therapy is appropriate and in promoting switches to 
targeted specifi c therapies, thus reducing the use of broad 
spectrum antibiotics when not indicated [ 170 ,  142 ,  189 ]. 
This practice is in keeping with the goals of antibiotic stew-
ardship, especially considering the steady and critical rise of 
antibiotic resistance and limited or no options available for 
the treatment of multidrug or pan-resistant bacterial 
infections.  

    Prevention of Nosocomial Infections 
 The burden of nosocomial infections can be signifi cant, 
incurring additional costs for supplemental diagnostic tests, 
extended hospitalization, and increased morbidity and mor-
tality [ 19 ,  40 ,  62 ,  126 ,  155 ,  217 ,  219 ]. Therefore, rapid diag-
nostic tests are needed to identify infected patients upon 
admission, thereby preventing nosocomial transmission by 
facilitating isolation and appropriate cohorting decisions 
[ 165 ,  206 ]. Studies have documented signifi cant nosocomial 
transmission of ADV, infl uenza, RSV, HMPV, PIV, and HRV 
in hospital units, chronic care facilities, and pediatric units 
[ 19 ,  40 ,  62 ,  126 ,  155 ,  217 ,  219 ,  232 ]. During the height of 
RSV season, when prevalence can be >50 %, high numbers 
of hospital admissions often require the cohorting of RSV- 
positive children due to a lack of private rooms. However, 
limiting diagnostic testing to RSV alone in a cohorting sce-
nario could put other seriously ill children at risk for acquisi-
tion of a second viral infection with other pathogens such as 
HMPV or HRV [ 80 ]. The rapid identifi cation of health care 
facility-acquired  Legionella  infection is essential so that the 
environment source can be identifi ed and eradicated, thus 
preventing further transmission. In addition, PCR techniques 
are used to proactively routinely screen potential environ-
mental sources.  

    Epidemiologic Surveillance and Outbreak 
Investigation 
 The identifi cation of a wide range of viral pathogens is 
essential for epidemiologic surveillance and establishes both 
seasonal and population patterns which can serve as excel-
lent indicators for predicting immunization scheduling 
(e.g., infl uenza), or for administering preventive measures 
(e.g., RSV immune globulin). Previously, such surveillance 
was done by state Departments of Health or on a national 
level by the CDC. Comprehensive NAATs now enable local 
laboratories to monitor in real time viral prevalence and pro-
vide to their clinicians and health care facilities regular 
updates on circulating viruses. Testing decisions should use 
local data and additional resources and epidemiology infor-
mation provided on the CDC web site (  http://www.cdc.gov/fl u/    ). 
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 A study by S. Wong et al. demonstrated that the use of a 
multiplex NAAT (17 viruses) identifi ed a virus in 59 % of the 
outbreaks and 29 % of the outbreak specimens that were 
negative using DFAs and a limited number of individual 
NAATs (ten viruses) [ 226 ]. Overall, the detection rate 
increased from 72–91 % for outbreaks and from 47–56 % 
for outbreak specimens. Comprehensive testing can identify 
reemerging or new emerging viral pathogens, as was the case 
during the infl uenza A H1N1 2009 pandemic. 

 Additionally, NAATs have been a key component in 
understanding both the epidemiology and features of large 
outbreaks of pertussis-like illness [ 190 ]. For example the 
large percentage of cases (29 %) of  B. holmseii  identifi ed in 
an outbreak in Ohio in 2010–2011 was in contrast to some 
previous reports where the frequency of detection was very 
low [ 190 ]. The USA has seen peaks of pertussis activity 
every 3–5 years, with increasing cases since 1980. Accurate 
detection of pertussis is essential to better control the spread 
of disease from a public health standpoint through antimi-
crobial prophylaxis of asymptomatic household contacts, 
children less than 1 year of age, pregnant women in their 
third trimester, persons with preexisting conditions that are 
at risk for the development of severe respiratory failure, and 
all contacts in high-risk settings (  http://www.cdc.gov/pertus-
sis/outbreaks/pep.html    ).    

    Available Assays 

    Sample Types, Transport, and Storage 

 The recovery of respiratory pathogens is highly dependent 
on using the appropriate sample type and collection methods 
[ 139 ]. Laboratories using commercial FDA-cleared assays 
should refer to the manufacturer’s package information to 
determine what sample types have been validated for use 
with the specifi c test (Table  52.2 ). The use of alternate 
samples types is permitted after the laboratory has performed 
their own validation studies that establish acceptable perfor-
mance characteristics when testing the alternate sample type. 

 Applicable upper respiratory tract specimens for viral, 
 C. pneumoniae , and  M. pneumoniae  testing include naso-
pharyngeal (NP) washes, NP aspirates, NP swabs, and mid- 
turbinate swabs placed in viral transport media [ 1 ,  48 ,  49 , 
 95 ,  118 ,  131 ,  164 ,  223 ]. Oropharyngeal swab specimens are 
less sensitive (54 %) than either NP swabs (73 %) or NP 
wash specimens (85 %) due to the substantially lower levels 
of virus present in the oropharynx than the nasopharynx 
[ 131 ]. However, the combined use of nasal- oropharyngeal 
swabs can enhance the recovery of both avian infl uenza and 
SARS-CoV [ 49 ]. NP fl ocked synthetic swabs should be 
used in lieu of traditional synthetic NP swabs since fl ocked 

NP swabs yield a greater recovery of viral pathogens, with 
sensitivity comparable to NP wash specimens [ 1 ,  48 ,  95 ]. 
The rates of positivity for  B. pertussis  by real-time PCR 
were shown to be comparable when specimens were col-
lected with either NP rayon swabs on aluminum shafts in 
Amies gel with charcoal or NP fl ocked swabs in universal 
transport media [ 6 ]. 

 Lower respiratory tract (LRT) samples appropriate for 
viral pathogens,  C. pneumoniae ,  M. pneumoniae ,  L. pneu-
mophila , and bacterial pathogens include induced sputum, 
bronchial alveolar lavages, bronchial washings, protected 
brushes, and Combicath specimens. Studies that examined 
the detection of FluA(H1N1)pdm09 found that in seriously 
ill patients requiring intensive care, upper respiratory tract 
samples can be negative while LRT samples are positive 
[ 120 ,  123 ,  156 ,  230 ]. 

 Additional factors that infl uence pathogen recovery 
include the time of sample collection after the onset of clini-
cal symptoms and the age of the patient (children tend to 
shed higher titers of virus and for longer periods of time than 
adults). Therefore, for optimal detection, samples should be 
collected within 3 days for adults and within 5 days for chil-
dren after the onset of symptoms [ 39 ,  85 ,  95 ,  120 ,  123 ]. 
Samples should be transported to the laboratory as soon as 
possible, preferentially on wet ice or refrigerated (2–8 °C) if 
testing will be performed within 48 h. If testing is delayed, 
the samples should be stored at −80 °C. Multiple freeze-
thaws should be avoided as this process can decrease patho-
gen titers.  

    Nucleic Acid Extraction 

 Target lysis in a stabilizing matrix to prevent target degrada-
tion by deoxyribonucleases (DNases) and/or ribonucleases 
(RNases), followed by isolation and purifi cation of the 
nucleic acids (NAs) are essential and critical steps of every 
NAAT. This is particularly important for respiratory samples 
that can be highly viscous and contain inhibitory substances 
and enzymes that destroy the target NAs. Some sample types 
may require a pretreatment with proteinase K or a similar 
enzyme. Highly effi cient commercial NA extraction systems 
ensure suffi cient NA recovery and the removal of inhibitory 
substances that could result in ineffi cient or no amplifi cation 
of the target NAs. Presently, the majority of NA extraction 
systems use a chaotropic agent to lyse viral particles or bac-
terial cells, silica particles or a membrane to capture the 
released NAs, and a series of wash steps to remove inhibi-
tory substances. NAs are generally eluted in either RNase/
DNase free water or a stabilizing buffer such as EDTA-Tris. 
Although NA extraction can be performed manually using for 
example spin columns, the majority of laboratories currently 
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use automated platforms that can extract as few as one 
sample at a time or more than 96 samples in microwell plate 
formats. Many NAATs have been FDA-cleared with specifi c 
extraction platforms or methods and laboratories should be 
aware that the substitution of another extraction platform or 
method constitutes a major change in the assay protocol. 
From a regulatory perspective, if the extraction procedure is 
modifi ed or changed then the entire test is now considered 
an LDT. Laboratories must be compliant with all applicable 
state and federal CLIA standards, and may choose to comply 
with the College of American Pathologists regulations to 
meet state or federal regulatory requirements.  

    Amplifi cation and Detection of Nucleic Acids 

 Many amplifi cation and detection methods are used in the 
current FDA-cleared assays (Table  52.2 ) and additional 
assays that are not FDA cleared but may be Conformité 
Européenne (CE) marked for use as an in vitro diagnostic 
device (IVD) in Europe (Table  52.3 ). Amplifi cation methods 
include traditional reverse transcription polymerase chain 
reaction (RT-PCR), PCR, real-time RT-PCR and PCR, 
RT-PCR and primer extension, nested PCR, amplicon res-
cued multiplex PCR (ARM-PCR), and isothermal amplifi ca-
tion such as nucleic acid sequence based amplifi cation 
(NASBA), helicase-dependent amplifi cation (HAD), nick-
ing enzyme amplifi cation reaction (NEAR), and loop medi-
ated amplifi cation (LAMP). Primers sets can be broad range 
(e.g., family), short range (e.g., genus), or pathogen-specifi c 
(e.g., genus and species). Targets may be single or multiple 
copy and include genomic RNA, or DNA, or messenger 
RNA. Detection technologies utilize fl uorogenic intercalat-
ing dyes, fl uorogenic probes (Taqman, fl uorescence reso-
nance energy transfer [FRET] hydridization, molecular 
beacons, scorpions, locked nucleic acid [LNA]), arrays (liq-
uid bead, gold nanoparticles, or solid chip), electrochemical- 
based methods, melt curve analysis, lateral fl ow, or simple 
turbidity. 

 Tests vary considerably with the number of targets 
detected, ranging from one pathogen target plus an internal 
control (IC) to 20 targets plus an IC. They differ in which 
targets are detected (viral and/or bacterial) and if the tests are 
able to detect and differentiate various types within a virus 
family (e.g., PIV-1, -2, -3, and -4) (Tables  52.2  and  52.3 ). 
Platforms can be all inclusive with NA extraction, amplifi ca-
tion, and detection performed in one cartridge (e.g., 
GeneXpert, Cepheid, Sunnyvale, CA; cobas Liat System, 
Roche Molecular Systems/Iquum, Marlborough, MA), in 
one pouch (Film Array, BioFire/bioMérieux, Salt Lake City, 
UT), or one chamber of a multi-test wheel cartridge 
(Simplexa Direct, Focus Diagnostics, Cypress, CA). Testing 

can be performed using modular systems that incorporate 
NA extraction with amplifi cation but a separate unit for 
detection (e.g., Verigene, Nanosphere, Northbrook, IL), 
modular systems that separate isolation, from amplifi cation 
combined with detection (Simplexa, Focus Diagnostics,; 
ProFlu+, Gen-Probe, San Diego, CA; Lyra, Quidel, San 
Diego, CA) and systems where isolation, amplifi cation, and 
detection are all performed separately (xTag RVP, Luminex, 
Austin, TX; eSensor XT-8 System, GenMark Diagnostics, 
Carlsbad, CA; Infi niti RVP Plus, Autogenomics, Vista, CA; 
Resplex II, Qiagen, Valencia, CA). 

 Only a limited number of tests are FDA-cleared for the 
detection of bacterial pathogens. One highly multiplexed 
test, the FilmArray Respiratory Panel (BioFire/bioMérieux) 
tests for 17 viral pathogens and three bacterial pathogens,  C. 
pneumoniae ,  M. pneumoniae , and  B. pertussis . One addi-
tional assay is FDA-cleared for the detection of  M. pneu-
moniae , the  illumi gene Mycoplasma Assay (Meridian 
Biosciences, Inc, Cincinnati, OH). Two addition assays are 
FDA-cleared for the detection of  B. pertussis , the  illumi gene 
Pertussis assay (Meridian) and the Amplivue  Bordetella  
assay (Quidel, San Diego, CA). 

 Time-to-results for the FDA-cleared assays ranges from 
15 min to approximately 12 h depending on the platform, 
with the most rapid results (< 1.5 h) for the all- inclusive car-
tridge/pouch based tests. Technical hands-on time varies 
from < 2 min to approximately 3 h. Currently, most NAATs 
are rated as CLIA moderate to high complexity. In January 
2015, the fi rst waived NAAT under CLIA was cleared by the 
FDA, the Alere i Infl uenza A&B test (Alere Scarborough, 
Scarborough, ME). To perform the test, a sample receiver 
and test base are inserted into the Alere i instrument (Alere). 
After a 3 min heating step, the sample is eluted from the 
nasal collection swab directly into the sample receiver buffer. 
The transfer cartridge is used to transfer the sample to the 
test cartridge, where NEAR-amplifi cation and detection 
occur in approximately 10 min [ 11 ,  12 ,  35 ,  162 ]. 

 For comprehensive diagnosis of CAP and to rapidly iden-
tify pathogens associated with HAP and VAP, additional 
tests are needed that target the main bacterial pathogens [ 63 ]. 
The Research Use Only (RUO) Unyvero System (Curetis, 
Stutgart, GR) has an assay developed as an aid for the diag-
nosis of bacterial pneumonia. The specimen is preprocessed 
in Unyvero L4 Lysator, and then added to the assay-specifi c 
cartridge which is then inserted into the Unyvero A50 analy-
ser. All steps are controlled by the Unyvero C8 Cockpit. The 
assay detects the major bacterial pathogens ( Acinetobacter 
baumanii ,  Enterobacter  spp.  Escherichia coli ,  Klebsiella 
oxytoca ,  Klebsiella pneumoniae ,  Haemophilus infl uenzae , 
 Moraxella. catarrhalis ,  Morganella morganii ,  Proteus  spp., 
 S. aureus ,  Pseudomonas aeruginosa ,  Serratia marcescens , 
 S. maltophilia ,  S. pneumoniae ), the atypical pathogens 
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(C.  pneumoniae ,  L. pneumophila ), and one fungal pathogen 
( Pneumocystis jiroveci ) known to cause CAP, HAP, and 
VAP. In addition, the assay will detect 18 genes associated 
with the major categories of antibiotic resistance. Time-to-
results is approximately 4–5 h. The assay serves as a prelimi-
nary screen to be followed by culture and traditional antimi-
crobial susceptibility testing. Preliminary studies 
demonstrated that the assay detected more pathogens than 
routine culture. The Unyvero system detected numerous 
resistance markers and allowed for a change in empiric anti-
biotic therapy within 5–6 h for 67 % of the patients tested 
[ 103 ,  201 ]. 

 The RUO Abbott Plex-ID system (Abbott, Abbott 
Park, IL) is comprised of broad range PCR or RT-PCR and 
Electrospray Ionization Mass Spectrometry (PCR/ESI-MS) 
for pathogen detection [ 36 ,  37 ,  44 ,  55 ]. Following NA extrac-
tion, PCR and/or RT-PCR is performed in a microwell plate 
using multiple primer pairs, with one primer set per well. 
Following amplifi cation, the automated platform performs 
post-PCR desalting, purifi cation, and high-resolution mass 
spectrometry using ESI-MS. The raw spectra are analyzed 
and calibrated with an internal mass standard. Spectral anal-
ysis determines the nucleotide base composition of the sin-
gle-stranded oligonucleotides complementary to the initial 
target. To evaluate the relative concentration of the target or 
targets present, a semiquantitative value can be obtained by 
comparing the peak heights with the internal PCR calibra-
tion internal mass standard present in every well. The initial 
Plex-ID (Ibis T5000) system has been replaced by the Abbott 
IRIDICA RUO system (Abbott) that is comprised of 
PLEX-ID SP (nucleic acid extraction platform), PLEX-ID 
FH (liquid handler for assay setup), and a new version of the 
PLEX-ID PCR/ESI-MS platform. Time-to-results is <8 h. 
PCR- or RT-PCR/ESI-MS has been used to detect and iden-
tify a variety of respiratory viruses, infl uenza subtypes, bac-
teria, and fungi associated with RTIs ([ 88 ,  159 ,  207 ,  214 , 
 215 ]; Huttner et al. 2014).  

    NAAT Performance 

 Overall, NAATs for respiratory viral and the atypical bacte-
rial pathogens are highly sensitive (85 – 100 %) and very spe-
cifi c (>95 %) when samples are collected shortly after the 
onset of clinical symptoms (see references in Tables  52.2  and 
 52.3 ). Assays can detect mixed infections [ 79 ] and a broad 
range of viral types within a family [ 34 ]. Performance results 
from clinical trials for FDA clearance and from investigator-
initiated studies need to be reviewed carefully when evaluat-
ing an assay because many factors can affect the overall 
results, such as patient population and age, testing condi-
tions, specimen collection factors, storage time from sample 

collection to testing, and comparator method used in the 
analysis. Similarly, results obtained in different studies can 
vary signifi cantly for assays and targets, depending on the 
study design (see references in Tables  52.2  and  52.3 ). 
Numerous studies have demonstrated that not all targets 
within a particular assay are detected with the same sensitiv-
ity. NAATs also have certain limitations. Due to the com-
plexity of primer and probe designs and interactions, highly 
multiplexed NAATs can sometimes be less sensitive than 
individual NAATs [ 70 ,  166 ,  167 ]. Reduced analytical sensi-
tivity, however, does not always correlate with reduced clini-
cal sensitivity since viral quantity in clinical samples, 
depending on the virus and timing of sample collection, are 
often much higher than the limit of detection of the assays. 
NAATs often are less sensitive for viruses with multiple 
serotypes, such as ADV [ 37 ,  74 ,  113 ,  133 ]. Decreased 
performance for the detection of ADV can be clinically sig-
nifi cant, particularly when testing samples from immuno-
suppressed patients (e.g., transplant patients) for whom ADV 
infection has a high mortality rate if not treated. For high-
risk patients, laboratories may elect to supplement testing 
with either a more sensitive, broadly reactive ADV- specifi c 
assay or with cell culture [ 25 ,  62 ,  148 ,  173 ]. Many of the 
assays cannot distinguish between HRV and EV due to the 
fact that the assays target the 5′ UTR which is genetically 
similar for the two viruses [ 113 ]. The performance of the 
assays, in particular for RNA viruses, also may be affected 
by sequence mutations that occur over time. These mutations 
can result in primer/probe mismatches that decrease assay 
sensitivity, result in a total lack of target amplifi cation and 
detection, or result in cross reactivity [ 153 ]. Any modifi ca-
tions to the assays to accommodate such genetic changes 
would have to be cleared by the FDA. In highly multiplexed 
assays, revalidation can require extensive assessment of all 
target interactions, thus making changes extremely diffi cult. 

 The FDA-cleared assays for the detection of  B. pertussis  
target the multicopy IS481 gene. This gene is found not only 
in  B. pertussis  (50–238 copies/cell) but also in  B. holmseii  
(8-10 copies.cell) and in 1–5 % of the strains of  B. brochio-
septica  [ 190 ]. Therefore, the assays are not specific for 
 B. pertussis  and alternative targets must be tested to differ-
entiate the three species and also to detect  B. parapertussis  
[ 89 ,  190 ,  216 ,  225 ]. Additionally, pseudo-outbreaks of per-
tussis have been described, indicating that great caution 
must be used not only in performing the NAAT but also in 
the collection of test samples, particularly in areas where 
vaccine is administered. Finally, due to the short time of 
localization of the atypical bacterial pathogens to the URT, 
the detection of these pathogens may require a combination 
of various sample types and various test methods, including 
NAATs, serology, and antigen testing, to provide the most 
sensitive results.   

C.C. Ginocchio



769

    Interpretation of Test Results 

 The advantages of NAATs compared with traditional testing 
methods include improved sensitivity, not needing a viable 
organism for detection, broader scope of pathogens identi-
fi ed, and the ability to detect mixed infections. These same 
advantages can also raise issues with the interpretation of 
results. Until recently the detection of any respiratory virus 
had been considered signifi cant. Several studies have shown 
that respiratory viruses can be detected in asymptomatic 
patients [ 2 ,  14 ,  104 ,  181 ]. One study found that NAATs iden-
tifi ed a virus in 83 % of specimens from symptomatic chil-
dren, but also detected a virus in 42 % of specimens from 
children without symptoms [ 2 ]. Another study demonstrated 
similar colonization with CoV (7.6 %) in symptomatic hos-
pitalized children versus (7.1 %) in an asymptomatic outpa-
tient control population. The overall prevalence of CoV or 
the types of CoV was not signifi cantly higher among hospi-
talized children than controls. Respiratory viruses in NP 
swabs were identifi ed from both asymptomatic and symp-
tomatic solid organ transplant recipients early after trans-
plantation [ 14 ]. The data suggest that due to the high 
prevalence of positive results in children and immunocom-
promised patients without symptoms, results should be inter-
preted cautiously, and in the context of clinical presentation, 
radiographic fi ndings, and other laboratory tests. 
Additionally, clinicians must be aware that NAATs will 
detect nucleic acids lingering from a previous infection and 
that samples submitted for assessment of therapeutic 
response may remain positive for days to weeks after treat-
ment due to the presence of nonviable organisms and not due 
to treatment failure. In these situations culture or quantitative 
NAATs (see Future Directions below) may provide the best 
option. With the increased use of highly multiplexed respira-
tory virus assays, a variety of mixed viral infections are 
detected and the clinical importance of each virus is not 
always evident. Nonviable virus from a previous infection 
may be detected, making it impossible to determine which or 
if all viruses contribute to the current illness. Test reports 
need to explain what viruses are included in the NAAT panel, 
sensitivity and specifi city of the test, and that a negative 
result does not preclude infection with a specifi c pathogen 
due to many factors that can lead to decreased assay 
sensitivity. 

 Aside from the detection of the atypical pathogens and 
 Bordetella  spp. the detection of other bacterial pathogens, 
such as those included in the Unyvero test, directly from clin-
ical samples raises several interesting questions that need to 
be addressed: (1) How do we differentiate between coloniza-
tion and infection so as not to promote overuse of antibiotics? 
Are quantitative assays necessary or can assay cut off values 
be established at clinically relevant thresholds? (2) How 
many pathogens need to be included in a screening test? The 

detection of the broad scope of potential gram-positive and 
gram-negative bacterial pathogens is limited by multiplexing 
capabilities. Should these assays detect at a minimum those 
pathogens with the highest clinical impact or those diffi cult 
to treat? (3) How can we detect a broad range of resistance 
mechanisms, some of which do not have genetic markers 
(such as porin down-regulation in  Pseudomonas  spp.)? (4) 
Can we trust a positive result to direct antibiotic therapy? (5) 
Can we trust a negative result when there is the possibility of 
the presence of unknown resistance mechanisms? (6) Do we 
need to link a resistance marker to a specifi c bacterial target? 
For example, how do we interpret a result positive for a spe-
cifi c resistance gene when we do not detect the organism in 
which it would reside? (7) Will this type of testing provide 
actionable results, i.e., will this change clinical practice? The 
answers to these questions will only be resolved during clini-
cal trials that compare NAAT results to classic microbiology 
testing, clinical practice, and patient outcomes. However, the 
future of testing may be a combination of multiplexed NAAT 
viral and bacterial screens.  

    Laboratory Issues 

 Laboratories must consider multiple factors in selecting 
the most appropriate NAAT or in developing testing algo-
rithms (Table  52.4 ) [ 60 ]. Considerations include patient 
population(s), FDA status of the NAAT and the implications 
for regulatory issues, platform type, test complexity and 
technical expertise required, turnaround time, testing vol-
umes, batch vs single unit testing, and the number and type 
of pathogens detected. The higher costs of NAATs can easily 
be offset by replacing the less sensitive test methods or by 
testing on site in lieu of referral to a reference laboratory [ 60 , 
 144 ]. Additionally costs can be offset by other demonstrated 
benefi ts, such as improvements in patient care and fi nancial 
outcomes, including 30 % reduction in antibiotic use, up to 
20 % reduction in unnecessary diagnostic tests and proce-
dures, and 50 % reduction in hospital days [ 9 ,  22 ,  82 ,  92 , 
 115 ,  120 ,  123 ,  142 ,  170 ,  191 ,  227 ,  229 ]. To achieve these 
benefi ts NAATs should be performed within 24 h of sample 
collection so that results are available within a clinically rel-
evant time frame. With the advent of single unit cartridge/
pouch based tests that require minimal hands-on time and 
very minimal molecular technical expertise, all size labora-
tories can perform NAATs on all shifts. Considering the 
impact of global travel, comprehensive and highly specifi c 
NAATS should be performed year round and not limited to 
specifi c seasons. Although the positive predictive value of 
these tests remains high during times of low viral preva-
lence, laboratories should consider confi rmatory testing 
when a virus is detected during an unusual time period. 
Some pathogens are more prevalent in specifi c groups 
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(e.g., RSV and HMPV in children and the elderly), but limit-
ing testing to specifi c age groups will miss clinically relevant 
disease in other patient populations [ 64 ,  83 ]. Infections with 
these pathogens can also sometimes have atypical presenta-
tions, such as pericarditis due to HMPV in an otherwise 
healthy adult [ 97 ]. Therefore, age may be useful in triaging 
initial testing but should not govern the fi nal scope of what 
viruses are included in diagnostic testing. In addition, if step 
wise testing is considered based on risk factors such as age or 
immune status, coinfections that could lead to serious noso-
comial transmission in health care settings should not be 
missed. Unexpected local, national, and international events, 
such as the H1N1-2009 pandemic can change our testing 
algorithms and laboratories must be prepared to adapt 
quickly to such events.

      Quality Control 

 Kit positive and negative controls, ICs, and external controls 
should be used to verify the performance of the reagents and 
to ensure no inhibitory substances remain after extraction 
that could lead to poor amplifi cation, reduced assay sensitiv-
ity, and false-negative results [ 77 ]. Controls should be tested 
in accordance with regulatory requirements as outlined by 

CLIA, CAP, and state or other federal regulatory agencies, 
and in accordance with the manufacturer’s instructions. 
Ideally all controls should go through the same process as 
the patient sample. ICs are best added at the NA extraction 
step to ensure effi cient recovery of NAs. ICs added after 
extraction will just confi rm the amplifi cation effi ciency and 
an external extraction control must be used unless the extrac-
tion method has demonstrated negligible inhibition (gener-
ally <1 %) for the sample types tested. During amplifi cation 
and detection, the IC is essential to demonstrate a lack of 
amplifi cation failure or decreased effi ciency. External posi-
tive and negative controls (not provided in the kit) must be 
used to verify each new lot and/or shipment of reagents. 
Each analyte of the multiplex must be verifi ed individually in 
either a single reaction or as a component of a pooled con-
trol. Daily positive (individual or pooled) and negative con-
trols must be run thereafter if batch testing is performed. 
Rotating controls after lot/shipment validation is acceptable. 
Tests using a single unit cartridge/pouch that contain a pro-
cedural control (IC or process control) do not require exter-
nal controls to be run with each individual cartridge/pouch 
once the performance of the procedural control has been 
verifi ed. External positive controls for each analyte and neg-
ative controls are only required for verifi cation of each new 
lot/shipment or at a minimum once per month. 

   Table 52.4    Factors to consider in selecting an appropriate NAAT   

 Topic  Parameter  Factors to consider 

 Patient population  Age  Neonates, children, elderly 

 Immune status  BMT, SOC, oncology, HIV 

 Underlying disease  COPD, asthma, CHF, CF 

 Health care inpatient setting  Risk of mixed infections, infection control 

 Health care outpatient setting  Risk to family members 

 Regulatory issues  FDA status/CE marked  IVD, RUO, IUO, ASRs 

 Regulatory requirements  CLIA, CAP, State, Federal 

 Laboratory issues  Test complexity  Technical expertise required, training 

 Turnaround time  STAT (ED) versus routine, number of times tested per day 

 Volume  Single unit cartridge versus larger batch testing 

 Instrumentation/space  Complexity, cost, number of units 

 Assay performance  Appropriate sample types  Applicable for patient population(s) 

 Sensitivity  Clinically relevant level (>90 %) 

 Specifi city  No cross reactivity (>95 %) 

 Reactivity  Detect all subtypes (100 %) 

 Consistent results  Reproducible, rare failures 

 Cost  Implementation  Assay validation or verifi cation, training 

 Instrumentation  Number of units 

 Cost per test  Assessed by clinical benefi t 

 Quality  Quality control, profi ciency testing 

   ASRs  analyte specifi c reagents,  BMT  bone marrow transplant,  CAP  College of American Pathologists, CE cConformite 
Européenne,  CF  cystic fi brosis,  CHF  congestive heart failure,  CLIA  Clinical laboratory Improvement Act,  COPD  chronic 
obstructive pulmonary disease, asthma,  ED  emergency department,  HIV  human immunodefi ciency virus,  IUO  investigational 
use only,  IVD  in vitro diagnostic,  NAAT  nucleic acid amplifi cation test  RUO  research use only,  SOC  solid organ transplant,  
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 Laboratories must ensure proper procedures to prevent 
both sample and amplicon cross contamination that could 
cause false-positive results. Laboratories need to interpret 
negative results and IC values in the context of the presence 
or absence of potential nucleic acid degradation and amplifi -
cation inhibition. Laboratories are responsible to continually 
assess the performance of their assays to ensure that over 
time, the performance has not declined due to factors such as 
genetic shifts in the target analytes. Finally, ongoing assess-
ment of technical competency and participation in profi -
ciency testing programs are essential to ensure high-quality 
performance and results.   

    Future Directions 

    Quantitative Viral Assays 

 Both virus type and the amount of virus present (viral load) 
can signifi cantly impact the clinical characteristics and clini-
cal course of RTIs. Quantitative detection of viral respiratory 
pathogens can help to assess the dynamics of viral prolifera-
tion, better understand viral pathogenesis, and permits a 
means to evaluate the signifi cance of coinfections. Since 
NAATs detect both viable and nonviable virus, monitoring 
patients for treatment response with qualitative testing pro-
vides little information as tests may remain positive for days 

even with successful therapy. Quantitative tests that demon-
strate a decline in viral load during therapy more accurately 
assess patient response (Fig.  52.3a ) and the failure to see a 
decline (Fig.  52.3b ) would potentially indicate earlier a need 
to consider alternative therapies. This information is espe-
cially important for critically ill patients and immunosup-
pressed patients. Finally, viral load assays provide important 
information in the assessment of new antiviral agents in FDA 
clinical trials. Future assay development should consider 
quantifi cation of the viral targets.

       Infl uenza Resistance Testing 

 Antiviral resistance to neuraminidase inhibitors can be 
assessed both phenotypically and genotypically [ 84 ,  161 , 
 187 ]. Neuraminidase inhibition assays detect decreases in 
susceptibility by determining the 50 % inhibitory concentra-
tion (IC 50 ). However, these assays require growth of the virus 
and the presence of quasi-species can lead to unreliable 
results. Alternatively, genotypic assays are easier and iden-
tify known resistance mutations. However, newly identifi ed 
mutations require phenotypic confi rmation. Although no 
molecular assays are FDA-cleared for infl uenza resistance 
testing, several methods are used including traditional 
Sanger sequencing, pyrosequencing, PCR genotyping 
assays, and next-generation sequencing (NGS) [ 84 ,  161 ]. 
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  Figure 52.3    Quantitative versus qualitative testing for assessing anti-
viral response. Panel A: Infl uenza A viral load results over time in a 
patient with oseltamivir-susceptible infl uenza A virus. Panel B: 

Infl uenza A viral load results over time in a patient with oseltamivir-
susceptible infl uenza A virus. +, positive for Infl uenza A detection; -, 
negative for infl uenza A detection       
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Pyrosequencing is currently the method of choice since the 
method is fast, has a high throughput, is sensitive (can detect 
a mutation if present in 10 % of the population), can assess 
multiple known mutations (e.g., H275Y mutation found in 
resistant H1N1-2009 strains) as well as unknown mutations 
and polymorphisms [ 52 – 54 ]. NGS has the added advantage 
of generating longer sequence lengths and has identifi ed new 
genetic mutations associated with neuraminidase resistance. 
Laboratories should consider offering resistance testing in 
seasons where circulating strains may have varying resis-
tance patterns (for example, H1N1 in 2007–2008 that dem-
onstrated variable oseltamivir susceptibility), especially for 
patients at high risk to develop severe disease (e.g., pregnant 
or immunosuppressed) [ 38 ]. In addition, screening for resis-
tance is indicated in seriously ill patients who continue to 
shed virus and are not clinically improving after prolonged 
antiviral therapy.  

    Next-Generation Sequencing 

 Over the last decade the development of NGS has trans-
formed a labor-intensive slow process into a real-time 
method with applicability to respiratory diagnostics. The 
complexity of NGS is beyond the scope of this chapter but 
the use of NGS will continue to evolve in the clinical labora-
tory, particularly in light of easy-to-use bench top sequenc-
ers such as the Ion Torrent Personal Genome Machine 
(PGM) (Life Technologies, Carlsbad, CA) and the MiSeq 
(Illumina, San Diego, CA). Already NGS is used to detect 
and identify respiratory pathogens, resistance and pathoge-
nicity markers, genetically characterize viruses, explore the 
respiratory microbiome, and understand the epidemiology 
of respiratory pathogens [ 169 ]. With new emerging tech-
nologies and simple methods to perform the required bioin-
formatics, this testing will increasingly become part of 
routine diagnostics.   

    Summary 

 The IDSA Diagnostics Task Force report: “Better Tests: 
Better Care: Improved Diagnostics for Infectious Diseases” 
highlighted the importance of diagnostic testing in the man-
agement of infectious diseases [ 27 ]. Likewise, the 2013 CDC 
[ 31 ] report “Antibiotic Resistance Threats in the US” states 
that both the development of new drugs and new diagnostics 
are essential to combat the threat of multiple-drug-resistant 
pathogens [ 30 ]. The incorporation of NAATs into routine 
practice for the diagnosis of infectious diseases will continue 
to grow, bringing new advanced technologies that allow the 
rapid and accurate detection of viral, bacterial, and fungal 
respiratory pathogens.     
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    Abstract  

  The genus  Mycobacterium  includes roughly 200 species. Some of these species are well 
recognized human and/or animal pathogens such as  Mycobacterium tuberculosis  complex. 
In addition, numerous other species of mycobacteria, referred to as nontuberculous myco-
bacteria (NTM), are present in the environment; certain NTMs possess moderate patho-
genic potential and cause opportunistic infections in humans at a variety of body sites. Since 
all members of the genus  Mycobacterium , by virtue of the high content of complex lipids in 
their cell wall, are acid-fast and are also slow growing compared to other bacteria, this 
group of organisms present signifi cant challenges for timely and accurate laboratory diag-
noses; in addition, chest X-ray and other clinical fi ndings are nonspecifi c. In light of these 
challenges, molecular-based assays have been developed resulting in a dramatic improve-
ment in the direct detection, identification, and susceptibility testing in particular for 
 M. tuberculosis ; however, numerous questions remain unanswered regarding the clinical 
utility of these various assays. 

 This chapter reviews current molecular-based assays for the direct detection of  M. tuber-
culosis  in respiratory and non-respiratory specimens as well as their use in identifi cation of 
 M. tuberculosis  complex and NTMs. In addition, the use of various molecular methods to 
determine susceptibility of  M. tuberculosis  isolates to primary drugs used to treat tubercu-
losis and molecular epidemiology methods are discussed. Of signifi cance, various labora-
tory issues associated with molecular-based assays are reviewed. And, fi nally, future 
directions and strategies for continued advances in nucleic acid testing technologies are 
reviewed.  

  Keywords  

   Mycobacterium tuberculosis    •   Mycobacteria   •   Nontuberculous mycobacteria   •   Nucleic acid 
amplifi cation   •   Molecular-based assays   •   Direct detection     

     Introduction 

 The genus  Mycobacterium  includes roughly 200 species. 
Some of these species are well recognized human and/or 
animal pathogens such as  Mycobacterium tuberculosis  
complex ( Mycobacterium tuberculosis ,  Mycobacterium 
bovis ,  Mycobacterium bovis  BCG,  Mycobacterium africa-
num ,  Mycobacterium caprae ,  Mycobacterium microti , 
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 Mycobacterium canetti , and  Mycobacterium pinnipedii ) and 
 Mycobacterium leprae . In addition, numerous other species 
of mycobacteria, referred to as nontuberculous mycobacte-
ria (NTM), are present in the environment. Certain NTMs 
possess moderate pathogenic potential and cause opportu-
nistic infections in humans at a variety of body sites such as 
the respiratory tract, skin, lymph nodes, as well as bone and 
joint involvement; infections in humans caused by these 
organisms are increasing on a worldwide level [ 1 ]. 
Nevertheless, all members of the genus  Mycobacterium , by 
virtue of the high content of complex lipids in their cell 
wall, are acid-fast and are also slow-growing compared to 
other bacteria. 

  Mycobacterium tuberculosis , transmitted via minute 
aerosol droplets that remain suspended in air for prolonged 
periods of time, is a signifi cant human pathogen and public 
health problem. 2010 World Health Organization (WHO) 
estimates revealed 8.8 million incident cases of tuberculosis 
(TB), with about 13 % of these cases occurring among peo-
ple infected with human immunodefi ciency virus (HIV) [ 2 ]. 
Given the infectious nature of pulmonary TB, rapid and 
accurate diagnosis is a principal aim of TB control programs. 
Although worldwide TB incidence rates are estimated to 
have peaked in 2004, the overall worldwide burden contin-
ues to rise as a result of the rapid growth of the world popu-
lation, the HIV epidemic, the growing challenge of drug 
resistance, and other epidemiological factors [ 3 ].  

    Clinical Utility 

 Despite the enormous global burden of TB and the overall 
low rates of case detection, conventional approaches to diag-
nosis continue to rely on tests that have major limitations: 
sputum smear microscopy is relatively insensitive, ranging 
from as low as 22–92 % [ 4 – 7 ]; culture is technically chal-
lenging and slow; determination of drug susceptibilities is 
even more technically challenging and slower yet; and chest 
X-ray and other clinical fi ndings are nonspecifi c. In addition 
to further technological innovation, epidemiologic and oper-
ational research is needed to develop algorithms for optimal 
use of molecular-based assays for patient management, par-
ticularly in light of their expense. In developed countries, TB 
remains a low-prevalence disease, and the most rapid way to 
improve test performance is to select patients for testing in 
whom results will have the greatest predictive value. Towards 
this end, well-designed studies are needed to determine the 
clinical utility of nucleic amplifi cation tests (NAATs). 
Numerous questions need to be answered regarding the 
effectiveness of NAATs for previously treated individuals, 
children, and other subpopulations, for detection of pauci-
bacillary forms of TB, as well as how to assess the infec-
tiousness of individual patients, when to isolate a patient, 

and when to begin contact investigations [ 8 ]. Nevertheless, a 
dramatic improvement in the direct detection, identifi cation, 
and susceptibility testing of  M. tuberculosis  has been greatly 
facilitated in recent years using molecular techniques. 
Table  53.1  provides an overview of the commercial NAATs 
for  M. tuberculosis .

      Direct Detection 

 The limitations of routine acid-fast bacilli (AFB) smear and 
culture are well known. Although culture of sputum is posi-
tive in the majority of patients with pulmonary TB if multi-
ple specimens are obtained, almost 30 % of patients reported 
to have TB, including 22 % of patients with pulmonary TB, 
are not culture-confi rmed [ 2 ]. Similarly, childhood TB, drug- 
resistant TB, and smear-negative pulmonary and extrapul-
monary TB in adults remain diagnostic challenges. Moreover, 
due to the slow growth rate of mycobacteria, cultures usually 
take at least a week, and in some instances, as long as 
6–8 weeks to become positive. 

    Respiratory Specimens 
 While PCR is a common test method, alternative amplifi ca-
tion techniques have been developed and patented by com-
panies employing different enzymes and strategies, all based 
on reiterative reactions. The most commonly employed tar-
get amplifi ed in  M. tuberculosis  is the IS 6110  insertion ele-
ment, which is present in 10–16 copies in most clinical 
isolates. However, a number of other regions, either specifi c 
for  M. tuberculosis  or in conjunction with  M. tuberculosis - 
specifi c  probes, also are used as targets, such as the 16S 
rRNA gene, 65-kDa antigen, various regions of the β-subunit 
of the RNA polymerase ( rpoB  gene), and protein antigen b. 
Today, both commercial and laboratory-developed NAATs 
are available. Commercial direct amplifi cation tests that are 
US Food and Drug Administration (FDA) approved include 
COBAS TaqMan  Mycobacterium tuberculosis  test (Roche 
Diagnostic Systems, Inc., Indianapolis, IN) based on PCR of 
16S rRNA and the Amplifi ed Mycobacterium Tuberculosis 
Direct (AMTD) Test (Hologic Gen-Probe, Inc., San Diego, 
CA) based on transcription-mediated amplifi cation of 
rRNA. Both assays are US FDA-approved for direct detec-
tion of TB in AFB smear-positive sputum specimens from 
patients who have not received antituberculosis drugs for 
seven or more days, or have not been treated for TB within 
the last 12 months. However, only the Gen- Probe AMTD test 
is commercially available in the USA and is US FDA-
approved for smear-negative specimens. 

 US FDA approved in 2013, the Xpert MTB/RIF test on 
the GeneXpert platform (Cepheid, Sunnyvale, CA) is an 
automated molecular-beacons test to diagnose  M. tubercu-
losis  and rifampin resistance. The Xpert MTB/RIF test is 
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approved for both AFB smear-positive and smear-negative 
induced or expectorated sputa obtained from untreated 
patients for whom there is clinical suspicion of TB. This 
commercial test integrates sample processing and PCR in a 
disposable plastic cartridge containing all reagents required 
for bacterial lysis, nucleic acid extraction, amplifi cation, 
and amplicon detection; specimen processing is simplifi ed 
to a non-precise step that both liquefi es and inactivates spu-
tum, which results in a reduction in viable tubercle bacilli of 
6–8 logs and thereby eliminates the need for a biosafety 
cabinet. For culture-positive patients, a single direct Xpert 
MTB/RIF test identifi ed 551 of 561 patients (98 %) with 
sputum smear- positive TB; sensitivities were 72.5 %, 
85.1 %, and 90.2 % when processing one, two, or three AFB 

smear- negative specimens, respectively [ 9 ]. The Xpert 
MTB/RIF test also identifi ed 98 % of organisms that were 
resistant to rifampin. This NAAT has been endorsed by the 
WHO for use as the initial diagnostic test for individuals 
suspected of  having multidrug-resistant  M. tuberculosis  
(MDR-TB) or HIV- associated TB (strong recommenda-
tion), and may also be considered as an add on test in set-
tings where MDR-TB or HIV is of less concern, especially 
for further testing of smear-negative specimens (conditional 
recommendation acknowledging major resource limita-
tions) [ 42 ]. Finally, the GeneXpert MTB/RIF detected 
 M. tuberculosis  in 521 non-respiratory specimens with a 
combined sensitivity and specifi city of 77.3 % and 98.2 %, 
respectively [ 10 ]. 

     Table 53.1       Commercially available, molecular-based amplifi cation assays for the diagnosis and treatment of mycobacterial infections   

  Test (manufacturer)    Method    Applications/comments  

 Amplifi ed  Mycobacterium 
tuberculosis  Direct Test (Gen 
Probe, Inc.) 

 TMA   US FDA-approved for testing smear-positive and smear-negative 
respiratory specimens. 

 Target: rRNA. 

 Direct detection of  M. tuberculosis  in broth cultures. 

 AMPLICOR  Mycobacterium 
tuberculosis  Test (Roche 
Diagnostics Systems, Inc.) 

 PCR   US FDA-approved for testing AFB smear- positive respiratory 
specimens only. 

 Automated version: COBAS AMPLICOR MTB. 

 Target: 16S rDNA. 

 Direct detection of  M. tuberculosis  in broth cultures. 

 No longer available in the USA 

 BDProbe Tec (Becton Dickinson 
Diagnostic Instrument Systems) 

 SDA  Fully automated. 

 Targets: IS6110 and 16S rDNA. 

 INNO-LiPA Mycobacteria v2 
(Innogenetics) 

 PCR with reverse hybridization  Identifi es genus  Mycobacterium  and 16 mycobacterial species. 

 Target: 16S-23S ribosomal spacer gene region. 

 INNO-LiPA Rif. TB 
(Innogenetics) 

 PCR with reverse hybridization  Detects  M. tuberculosis  complex plus rifampin resistance. 

 Target: region of the  rpoB  gene. 

 GenoType Mycobacteria Direct 
(Hain Lifescience GmbH) 

 Nucleic acid sequenced-based 
amplifi cation with reverse 
hybridization 

 Identifi es 5 mycobacterial species. 

 Target: 23S rRNA gene. 

  Can be performed directly from decontaminated pulmonary and 
extrapulmonary specimens. 

 GenoType Mycobacterium CM/
AS (Hain Lifescience GmbH) 

 Nucleic acid sequenced-based 
amplifi cation with reverse 
hybridization 

  Identifi es  M. tuberculosis  complex and 40 of the most common 
NTM species from culture and samples. 

 GenoType MTBDR  plus  (Hain 
Lifescience GmbH) 

 Nucleic acid sequenced-based 
amplifi cation with reverse 
hybridization 

  Directly detects  M. tuberculosis  complex and 4 clinically 
important NTMs in smear-positive and smear-negative 
pulmonary and extrapulmonary TB or culture specimens. 

 Detects isoniazid and rifampin resistance. 

 Targets: region of the  rpoB  gene,  katG  gene and  inhA  gene. 

 GenoType MTBDR sl  (Hain 
Lifescience GmbH) 

 Nucleic acid sequenced-based 
amplifi cation with reverse 
hybridization 

  Identifi es drug resistance of  M. tuberculosis  to second-line drugs 
(fl uoroquinolone, amikacin- capreomycin and ethambutol). 

 Xpert MTB/RIF (Cepheid)  Semiquantitative, nested real-time 
PCR amplifi cation 

  US FDA-approved for testing concentrated sediments from 
smear-positive and smear- negative induced and expectorated 
sputa for the presence of  M. tuberculosis  complex and detects 
genetic mutations associated with resistance to rifampin. 

 Target: 81-base-pair region of the RNA polymerase ( rpoB ) 

 Results are available in less than 2 h. 

  NTM nontuberculous mycobacteria
 PCR  polymerase chain reaction,  SDA  strand displacement amplifi cation,  TMA  transcription-mediated amplifi cation  
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 Subsequent clinical trials following US FDA approval of 
the AMTD test on both AFB smear-positive and -negative 
specimens demonstrated the importance of using not only 
mycobacterial culture results but also multiple other param-
eters including clinical signs and symptoms, response to 
therapy, and other laboratory results to interpret the results of 
NAATs [ 11 – 13 ]. In one study [ 11 ], enrolling physicians were 
asked to quantify their degree of clinical suspicion for TB 
using a scale from 0–100 %; subjects were separated into 
three major groups (Table  53.2 ). In addition, a conservative 
consensus standard for the diagnosis of pulmonary TB was 
established and an independent expert panel reviewed all 
cases with a clinical suspicion < 80 % and only one culture or 
no cultures positive for  M. tuberculosis  (Table  53.2 ). Data 
from this and other studies support the use of the AMTD test 
as a rapid method for the diagnosis of pulmonary TB in 
patients for whom there is a moderate to high suspicion of 
TB, regardless of the AFB smear result.

   Another commercially available NAAT is manufactured 
by Hain Lifescience Gmb (Nehren, Germany). This assay 
employs amplifi cation followed by reverse hybridization of 
amplicon(s) to immobilized, membrane-bound probes, also 
referred to as a line probe assay (LPA). Hain Lifescience’s fi rst 
commercially available LPA, the GenoType Mycobacteria 

Direct assay, directly detects  M. tuberculosis  complex, 
 M. avium ,  M. malmoense ,  M. kansasii , and  M. intracellulare  
in clinical specimens [ 14 ]. 

 More simplifi ed versions of NAATs have been developed 
or are under development, particularly for peripheral labo-
ratory facilities in resource-limited settings. A manual 
NAAT that uses loop-mediated, isothermal amplifi cation 
(LAMP) with a simple visual colorimetric readout is being 
assessed in a joint development agreement between the 
Foundation for Innovative New Diagnostics and Eiken 
Chemical Company. The inherent properties of LAMP are 
particularly attractive for resource-poor settings, including 
the speed of reaction (40 min), lack of need for a thermal 
cycler, ease of use, and visual readout. A study in micros-
copy centers of developing countries using this assay to 
diagnose pulmonary TB demonstrated its operational feasi-
bility [ 15 ]. In 2012, Fang et al. developed a portable inte-
grated microchip of LAMP with sample-in/answer out 
capability [ 16 ]. This chip performed rapid DNA release, 
exponential signal amplifi cation with a naked-eye result 
readout in single or multiplex format, and was able to detect 
10–100 copies of  M. tuberculosis  and other bacteria. 
Noncommercial assays using LAMP have been reported for 
use with non-pulmonary specimens [ 17 ]. 

 As more studies are published, optimal use of NAATs in 
conjunction with clinical information and other test methods 
will become manifest, allowing NAATs to be utilized in a 
cost-effective manner with positive impact on patient man-
agement. Clearly, based on recent studies, decisions about 
when and how to use NAATs for TB diagnosis should be 
individualized according to the clinical setting, and NAAT 
results interpreted within the context of the clinical suspicion 
for TB and on the basis of test performance. To help labora-
tories and clinicians in this regard, updated guidelines 
(Table  53.3 ) for the use of NAATs in the diagnosis of TB 
were set forth by the Centers for Disease Control and 
Prevention (CDC) in 2009 [ 18 ]. In 2013, the CDC published 

   Table 53.3    Guidelines for the use of nucleic acid amplifi cation testing on respiratory specimens for TB   

  AFB smear    Specimen #    NAAT result    Action  

 Positive  1  Positive  Presumed to have TB and begin anti-TB treatment while awaiting culture results. 

 Positive  1  Negative  Test for inhibitors. If detected, NAAT is not informative. Clinician must rely on clinical 
judgment regarding the need for anti-TB therapy and further diagnostic workup while 
awaiting culture results. If inhibition not detected, repeat NAAT on an additional specimen. 

 2  Negative  Presumed to have NTM if no inhibitors detected. 

 Negative  1  Positive  Use clinical judgment whether to begin anti-TB therapy while awaiting culture results and 
determine if additional diagnostic testing is needed. Consider testing an additional specimen 
using NAAT to confi rm the NAAT result. 

 2  Positive  Presumed to have TB pending culture results. 

 Negative  1  Negative  Clinician must rely on clinical judgment regarding the need for anti-TB therapy and further 
diagnostic workup while awaiting culture results. 

   Source : Data from [ 18 ].  NAAT  nucleic acid amplifi cation test,  TB  tuberculosis  

    Table 53.2    Evaluation of the enhanced AMTD test based on compre-
hensive clinical diagnosis [ 11 ]   

  Clinical suspicion 
of TB  

  AFB smear    AMTD test  

  PPV and NPV (%)  
  Sensitivity, specifi city, 
PPV, NPV (%)  

 Low (<10 %)  36, 96  83, 97, 59, 99 

 Intermediate 
(10–80 %) 

 30, 71  75, 100, 100, 91 

 High (>80 %)  94, 37  87, 100, 100, 91 

   AFB  acid-fast bacilli,  AMTD  Amplifi ed Mycobacterium Tuberculosis 
Direct Test (Hologic Gen-Probe, Inc.),  NPV  negative predictive value, 
 PPV  positive predictive value,  TB  tuberculosis  
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considerations to use specifi cally with the Xpert MTB/RIF 
assay [ 19 ]. In this document, a decisional analysis of combi-
nations of sputum AFB smear result(s) and NAAT test results 
was provided as well as interpretation and minimal labora-
tory reports for results from the Xpert MTB/RIF assay.

       Non-respiratory Specimens 
 Both laboratory-developed and commercial NAATs have 
been used to test non-respiratory specimens, although no 
commercial assay is approved for this purpose. Because a 
clinical diagnosis of TB often is uncertain and AFB smear 
and culture lack sensitivity, NAATs are particularly attractive 
for suspected cases of extrapulmonary TB. In particular, 
NAATs have been evaluated in patients suspected of having 
tuberculous meningitis [ 20 – 22 ]. Signs and symptoms of this 
disease are nonspecifi c, and AFB smears in patients with TB 
meningitis are positive in only 10 % of cases. Isolation of  M. 
tuberculosis  is positive in only approximately 50 % of adults 
[ 23 ], and is insuffi ciently timely to aid treatment decisions. 
Although promising, results of these studies have varied with 
respect to sensitivity, while specifi city was > 98 % for most 
NAATs. 

 Similar results with other extrapulmonary specimens 
have been obtained. In many studies, the performance of 
NAATs with extrapulmonary specimens has been similar to 
their performance with respiratory specimens [ 12 ,  24 ,  25 ]; in 
other studies, the sensitivity was quite low for respiratory 
specimens [ 26 ]. Based on studies published to date, more 
studies are needed to establish optimal sample volume, 
nucleic acid extraction and amplifi cation procedures, and 
uniform criteria for interpretation of results for each speci-
men type, including formalin-fi xed, paraffi n-embedded tis-
sues. However, based on current data, a negative NAAT test 
result does not rule out extrapulmonary TB, particularly if 
the AFB smear for the specimen is negative. 

 NAATs are useful for early identifi cation of  M. tuberculo-
sis  complex for all specimen types grown in liquid cultures, 
except for blood [ 27 ]. Sensitivity and specifi city of NAATs 
used to test positive broth cultures are both greater than 
98 %. In addition, the INNO-LiPA Mycobacteria assay 
(Innogenetics NV, Ghent, Belgium) (Table  53.1 ) success-
fully identifi es mycobacteria directly from aliquots of cul-
ture medium from the MB/BacT ALERT 3D System (MB/
BacT) (Organon Teknika, Boxtel, The Netherlands) [ 28 ]. 

 NAATs have also been evaluated for their usefulness in 
monitoring therapeutic effi cacy. Although benefi cial to ini-
tial diagnosis, most NAATs are unsuitable for monitoring 
treatment of TB patients since nucleic acid targets persist 
long after AFB smears and cultures become negative [ 29 ]. 
However, detection of  M. tuberculosis  mRNA may prove to 
be a potentially useful method for monitoring therapeutic 
effi cacy [ 30 ,  31 ], although more studies are required to 
determine its clinical utility.   

    Identifi cation 

 Mycobacterial isolates traditionally have been identifi ed to 
the species level based on phenotypic and biochemical tests. 
These methods are slow and cumbersome and often fail to 
obtain an identifi cation, with results varying among different 
isolates of the same species. Therefore, laboratories are 
increasingly using molecular methods for identifi cation. 
Rapid identifi cation of  M. tuberculosis  is of paramount 
importance for therapeutic and public health reasons. Rapid 
detection and identifi cation of the approximately 200 species 
of NTM is becoming more important. Lung disease is caused 
by many NTM species with a range of clinical presentations 
and different treatment recommendations [ 32 ]. Importantly, 
since treatment differs among the various NTM species, 
including slowly and rapidly growing NTMs, and suscepti-
bility testing results may not be available for up to 14 days, 
accurate species identifi cation is a prerequisite for treatment 
[ 33 ,  34 ]. Towards this goal, numerous publications describe 
different molecular approaches to identify not only  M. tuber-
culosis  complex organisms, but NTM as well [ 35 – 38 ]). 
Finally, two commercially available systems have been used 
to identify mycobacteria by amplifi cation of the spacer 
region of the 16S-23S rRNA genes or the 23S rRNA gene 
with subsequent hybridization to a membrane strip contain-
ing probes specifi c for the most commonly isolated myco-
bacterial species [ 39 ,  40 ].  

    Susceptibility Testing 

 To successfully control the spread of TB, cases must be 
detected and treated in a timely manner. At best, conven-
tional susceptibility testing methods for  M. tuberculosis  are 
available within 7–14 days, after a culture result is positive, 
already 7–14 days from specimen collection. Thus, molecu-
lar methods that can rapidly detect drug resistance can 
improve the clinical timeliness of test results. Mutations 
responsible for resistance to the primary drugs used to treat 
TB have been delineated, including rifampin (RIF), isoniazid 
(INH), ethambutol (EMB), streptomycin (STR), pyrazin-
amide (PZA), fl uoroquinolones, ethambutol, and amikacin-
capreomycin. Because RIF resistance is an excellent marker 
for multidrug-resistant TB and 95 % of all RIF-resistant 
strains have mutations localized in an 81 bp region of the 
bacterial RNA polymerase gene,  rpoB , which encodes the 
active site of the enzyme [ 41 ], numerous molecular strate-
gies have been developed to detect RIF resistance. In con-
trast, more than a single gene mutation is frequently 
responsible for resistance to other drugs, such as INH, EMB, 
and STR. The complexity of the drug resistance mechanisms 
for other drugs combined with the complexity of the technol-
ogy has hampered their broader acceptance of broader resis-
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tance testing in the clinical laboratory setting. Nevertheless, 
relevant mutations for resistance to most of the primary and 
some secondary antituberculosis drugs have been described; 
most commonly, conventional or real-time polymerase chain 
reaction (PCR) in conjunction with analysis for specifi c 
mutations of the amplicon using a variety of methods are 
used to detect drug resistance mutations. Of note, to enhance 
the rapid diagnosis of MDR-TB, WHO in 2008 approved 
the use of LPAs for rapid molecular detection of drug resis-
tance in smear-positive specimens or culture isolates [ 42 ]. 
Nevertheless, LPAs require routine specimen processing, 
DNA extraction, and conventional PCR analysis in a multi- 
room facility, and thus are limited to use in reference labora-
tories and not in resource-poor settings. Pyrosequencing also 
is used to detect resistance [ 43 ,  44 ]. More recently, a LPA 
has been used to detect resistance to second-line drugs and 
EMB in MDR-TB strains and clinical specimens [ 45 ,  46 ].  

    Epidemiology 

 Molecular epidemiology methods have made signifi cant 
contributions to our understanding of the pathogenesis and 
transmission of TB within populations. For example, molec-
ular fi ngerprinting techniques provided epidemiological evi-
dence of exogenous reinfection as well as quantifi cation of 
the level of infectiousness among AFB smear-negative 
patients [ 47 ]. Of great signifi cance has been the use of DNA 
fi ngerprinting of  M. tuberculosis  isolates to determine the 
occurrence of laboratory cross contamination of cultures. 
Laboratory cross contamination represents a signifi cant 
problem which can result in unnecessary treatment and drug 
toxicity for a patient. Molecular typing also provided insight 
as to the pathogenesis of cavitary and non-cavitary disease 
caused by NTM [ 32 ].   

    Available Tests 

 Hundreds of publications describe molecular methods, using 
a variety of formats, to directly detect mycobacteria in clini-
cal specimens, identify mycobacteria, and detect drug resis-
tance mutations in  M. tuberculosis . Examples of NAATs 
used for mycobacteria are provided in Tables  53.1  and  53.4 . 
The clinical use of many of these NAATs is described above 
in the “Clinical Utility” section.

       Interpretation of Results 

 As with any laboratory test, prior to the interpretation of 
results of molecular assays on patient specimens or AFB 
clinical isolates, results of controls included with each run 

must fi rst be interpreted. Selection and use of appropriate 
controls is an essential feature of any NAAT. Regardless of 
the format, positive and negative controls must be run in par-
allel with patient samples. If the assay is a laboratory- 
developed test (LDT) to directly detect  M. tuberculosis , the 
concentration of the positive control should be near the lower 
limit of detection of the assay. If the run is large, multiple 
negative controls should be interspersed among the patient 
samples to monitor for cross contamination. If controls do 
not perform as expected, the run must be repeated. Optimally, 
an internal control with upstream and downstream primer 
recognition sequences the same as those used for detection 
of the organism should be added to each patient sample reac-
tion to monitor for inhibition. If an internal control is not 
included (some commercial assays do not include an inhibi-
tion control, e.g., the AMTD test), a second reaction should 
be performed with addition and amplifi cation of a known 
human target nucleic acid. If inhibition is detected, test 
results are reported as indeterminate or no amplifi cation due 
to inhibition. For assays using gel or capillary electrophore-
sis, molecular weight markers are used. 

 Inherent problems and limitations associated with NAATs 
are false-positive results due to cross contamination, as well 
as false-negative results due to inhibition or inadequate sam-
ple collection, transport, and processing. In addition, sam-
pling error due to low numbers of mycobacteria 
(paucibacillary) or inadequate sample volumes can lead to 
false-negative test results. Results should be interpreted in 
the context of the patient’s history, physical examination, 
and clinical course. Thus, both clinicians as well as clinical 
microbiologists must have a thorough understanding of the 
advantages and limitations of the particular NAAT used for 
patient testing as well as the specifi c microbiology and 
pathogenesis of the identifi ed mycobacteria. 

 Sequencing methods or PCR followed by restriction frag-
ment length polymorphism (PCR-RFLP) analysis for identifi -
cation of NTM provide a rapid tool for identifi cation of this 
vast group of organisms. However, paradoxically, the identifi -
cation of mycobacteria has become even more complex with 
the introduction of these techniques, since these methods have 
uncovered greater complexity of mycobacterial species. 
Further complicating the interpretation of molecular identifi -
cation results were fi ndings that specifi c species identifi cation 
was not always successful by analysis of the 16S rRNA gene 
of patient strains [ 48 ]. Based on these results, identifi cation of 
mycobacteria will mandate attention to quality control of 
available databases used for mycobacterial identifi cation, cou-
pled with the realization that the taxonomy of the genus 
 Mycobacterium  is far from elucidated. Thus, interpretation of 
identifi cation results using molecular methods will require 
constant changes and updates to available databases [ 49 ]. 

 In conclusion, molecular tests for mycobacteria should be 
interpreted within the context of clinical information and test 
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performance characteristics. Of great importance is strict 
adherence to guidelines for method validation that include 
the determination of clinical utility for accurate interpreta-
tion of results.  

    Laboratory Issues 

 Numerous laboratory issues pertain to the development, 
introduction, and performance of any clinical molecular test. 
To date, only guidelines, not universal standards, currently 
exist for the validation and subsequent quality control and 
assurance of commercial and/or laboratory-developed 
molecular tests; many of these guidelines are published by 
the Clinical Laboratory Standards Institute (Wayne, PA). For 
all NAATs, adequate and appropriately designed space, as 
well as other measures, is required to minimize cross con-
tamination of samples [ 50 ]. This section will address those 
laboratory issues that are specifi c to the diagnosis of myco-
bacterial infections by molecular tests. 

 False-positive amplifi cation results can occur from car-
ryover of amplicon while setting up and performing the 

molecular assay, as well as from cross contamination of 
clinical specimens during processing for AFB smear and cul-
ture [ 51 ]. A review of 14 studies revealed a median false-
positive rate of 3.1 % for AFB culture [ 52 ]. Of 236 patients 
reported with false-positive cultures, 67 % of patients were 
subsequently treated, and some had toxicity from therapy as 
well as unnecessary hospitalizations, tests, and contact 
investigations. Thus, performance of NAATs to directly 
detect and identify  M. tuberculosis , with their inherent 
potential for false-positive results, underscores the critical 
need for adherence to strict laboratory technique, inclusion 
of appropriate negative controls, and careful interpretation of 
results within the context of the clinical presentation. 

 As is the case with other infectious agents, the lack of a 
perfect gold standard further complicates the interpretation 
of a positive amplifi cation result with a negative culture for 
the same specimen or from different specimens from the 
same patient. Likewise, as previously discussed, false- 
negative amplifi cation results can occur. The theoretical 
detection of one AFB has not been achieved in reality, which 
is a particular issue for the diagnosis of  M. tuberculosis  
infection where there are often few organisms present in the 

   Table 53.4    Examples of laboratory-developed tests for mycobacterial infections   

  Application    Methods    Comments  

 Direct detection  PCR: single of multiplex  Targets include  IS6110 ,  MPB64  and protein antigen B. 

 Real-time PCR 

 Peptide nucleic acids 

 LAMP 

 Identifi cation  PCR-RFLP with agarose gel or CE 
 SSCP 
 High-density DNA probe arrays 
 Pyrosequencing 

 Targets include  hsp65 , 16S rDNA,  recA ,  rpoB ,  dnaJ , 
and 32-kDa protein. 

 Numerous techniques and targets for identifi cation of 
 M. tuberculosis  complex. 

 Drug susceptibility  PCR-RFLP  To date, DNA sequencing is a more successful method 
for detecting RIF resistance.  Heteroduplex analysis 

 RT-PCR 

 Real-time PCR 

 Sequencing 

 SSCP 

 High-density DNA probe arrays 

 Oligonucleotide arrays 

 Epidemiology   IS6110  RFLP   IS6110  RFLP has high discriminatory power. 

 Secondary markers:  Spoligotyping is useful when discriminating isolates 
of  M. tuberculosis  with few  IS6110  bands, and is 
economical, easy to perform, and rapid. 

 Polymorphic guanine-cytosine-rich repetitive RFLP typing 

 Spoligotyping (PCR-based) 

 Mixed-linker PCR 

 Variable number tandem repeat analysis 

 Mycobacterial interspersed repetitive units analysis 

   CE  capillary electrophoresis,  LAMP  loop-mediated isothermal amplifi cation,  PCR  polymerase chain reaction,  PCR - RFLP  PCR restriction fragment 
length polymorphism,  RT-PCR   reverse transcription PCR,  SSCP  single strand conformation polymorphism   
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clinical sample. This low pathogen burden coupled with the 
tendency of mycobacteria to clump and thereby cause an 
uneven distribution of organisms in a sample can result in 
duplicate tests with discrepant results that are diffi cult to 
interpret. 

 Owing to the nature of NAATs, quality control is essen-
tial for these procedures. A quality control program should 
consist of an internal quality control program, as well as 
participation in an external profi ciency testing program 
such as offered by the CDC. Although performance of 
NAATs for the detection of  M. tuberculosis  has improved 
over the years, a recent, multicenter quality control study 
demonstrated that a large number of procedures still lack 
suffi cient sensitivity for application to AFB smear-negative 
samples [ 53 ]. 

 Specifi c to molecular identifi cation methods, laboratories 
performing these techniques must be aware of the multiple 
problems with present sequence repositories such as base 
errors, ambiguous base designations, and incomplete 
sequences [ 48 ]. Visual inspection of sequence results is 
becoming more cumbersome and challenging due to the 
growing number of  hsp65  alleles described in the literature 
[ 54 ]. Another issue slowly arising from PCR-RFLP analysis 
for identifi cation is the lack of standardization for electro-
phoresis conditions, which makes comparison of data from 
different laboratories challenging. For example, diffi culties 
in PCR-RFLP interpretation stemming from similarities in a 
number of band sizes needed to discriminate species via aga-
rose gel electrophoresis could be alleviated using 10 % poly-
acrylamide gel electrophoresis [ 35 ]. 

 As previously mentioned, the complexity of drug resis-
tance in  M. tuberculosis  has hindered the utility of molecular 
assays. However, this limitation may be ultimately overcome 
by development of other molecular approaches (see Future 
Directions). Another caveat to testing is that the presence of 
a resistance gene does not always imply expression of that 
gene and phenotypic resistance. 

 Cost-effectiveness is another laboratory issue associated 
with the performance of NAATs for the diagnosis of TB and 
identifi cation of mycobacteria. Since NAATs cannot cur-
rently replace conventional methods for the diagnosis and 
management of TB, a NAAT is an additional test with asso-
ciated costs. Although cost savings may be realized because 
of possibly preventing more invasive and costly diagnostic 
procedures (e.g., bronchoalveolar lavage), limiting unneces-
sary or potentially toxic empiric antituberculous therapy, 
shortening hospital stays in costly isolation rooms, and limit-
ing transmission, this type of outcomes research has yet to be 
systematically done. Our understanding of the natural his-
tory of infection caused by  M. tuberculosis  will continue to 
evolve as different applications are explored and evaluated in 
the clinical setting. 

 Many questions must be answered in order to fully 
exploit and utilize the potential of molecular tests for the 
diagnosis of mycobacterial infections. Towards this end, 
continued objective evaluation of the analytic and clinical 
performance of molecular tests, and the impact on patient 
outcomes, is imperative. However, published studies are 
often plagued by limitations such as bias in test evaluation 
due to inadequate blinding. Other errors in the design or 
reporting of TB diagnostic agent evaluations include failure 
to describe methods for selection and enrollment of patients, 
inadequate sample size, declaration of positive predictive 
values and negative predictive values even when the test 
population does not resemble the population for which the 
test was intended, use of inadequate gold standards for clini-
cal case defi nition and microbiology, and failure to state a 
specifi c research question or test indication under study 
[ 55 ]. Also, a case–control study design often is used that 
tends to have higher bias risk than prospective, cohort-
designed studies. Therefore, results from published studies 
evaluating the performance of NAATs are diffi cult to com-
pare because of the different bias in study designs as well as 
in the analysis among the studies. Other contributing factors 
to this dilemma are failure to demonstrate statistical power, 
failure to appropriately evaluate and resolve indeterminate 
and/or discrepant results, and failure to show reproducibility 
of test results [ 55 ]. Another limitation of existing NAAT 
studies is lack of data on whether these assays have an 
impact on patient outcomes and how much value NAATs 
contribute over and above the information already obtained 
by conventional methods [ 56 ]. 

 Systematic reviews of diagnostic test evaluations have 
been published regarding the ability of NAATs to directly 
detect  M. tuberculosis  complex in clinical specimens (e.g., 
[ 56 – 58 ]). The overwhelming majority of the individual 
studies included in the systematic reviews reported very 
high estimates of specifi city of NAATs for pulmonary and 
extrapulmonary tuberculosis. However, the systematic 
reviews report sensitivities were generally lower and highly 
variable across most studies. Overall, the accuracy of 
NAATs for the direct detection of  M. tuberculosis  complex 
was far superior when applied to pulmonary samples as 
opposed to extrapulmonary specimens. In addition, the sen-
sitivity of NAATs was optimal in smear-positive pulmo-
nary tuberculosis. As proposed by Nahid et al. [ 59 ], a 
NAAT should not be performed if sputum smears are nega-
tive and the clinical suspicion is low; by the same token, a 
negative NAAT in a patient with a high index of clinical 
suspicion should not preclude continued investigation. 
Finally, meta-analyses have shown that LPAs are highly 
accurate, and the GenoType assay, in particular, performs 
well for rapid detection of RIF resistance in smear-positive 
specimens [ 60 ].  
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    Future Directions 

 Continued advances in nucleic acid testing technologies will 
only serve to enhance capabilities for the diagnosis of myco-
bacterial infections. Efforts employing a variety of strategies 
already are underway. 

    Miscellaneous Methods 

 Different strategies and formats for easier and more rapid 
means to detect and identify mycobacteria are continually 
being published. To illustrate, DNAs extracted directly from 
slides of AFB smears (AFB smear- positive and -negative) 
made from specimens submitted for AFB smear and culture 
were tested for  M. tuberculosis  by PCR and sequence analy-
sis for RIF resistance. This approach was 100 % sensitive 
and specifi c for the detection of  M. tuberculosis  and RIF 
resistance [ 61 ]. 

 Another approach is the use of fl uorescently labeled pep-
tide nucleic acids (PNAs) to directly detect  M. tuberculosis  
microscopically [ 62 ]. PNAs are DNA-like molecules in 
which the sugar phosphate backbone is replaced with a 
peptide- like structure that can hybridize to specifi c DNA 
sequences with specifi c base pairing. PNAs can be labeled 
with a fl uorescent dye to allow for visualization of PNA bind-
ing to specifi c DNA sequences present on a slide. Of signifi -
cance, the PNA can easily pass through an intact cell wall and 
bind specifi cally to intracellular nucleic acid sequences. This 
strategy for the direct microscopic identifi cation of  M. tuber-
culosis  and NTM appears to hold some promise. 

 Finally, new rapid phenotypic methods employing 
reporter phages avoid some pitfalls associated with geno-
typic methods for detecting drug resistance in  M. tuber-
culosis  [ 63 ]. A high-intensity mycobacterium-specifi c 
fl uorophage (ΝGFP10) was recently reported that allowed 
direct visualization of  M. tuberculosis  in clinical sputum 
samples that also detected drug resistance [ 64 ]. In addi-
tion, efforts are underway to expand the coverage of 
polymorphic alleles associated with drug-resistance in 
order to detect MDR-TB. New strategies will continue to be 
developed and evaluated in direct detection and identifi ca-
tion of mycobacteria as well as drug susceptibility testing.  

    Automation and Miniaturization 

 The development of real-time PCR assays and other amplifi -
cation methods in which single or multiple nucleic acid tar-
gets can be amplifi ed and analyzed in a single closed tube in 
minutes rather than hours is particularly suited for subsequent 
automation. A new generation of mismatch-tolerant probes, 

referred to as sloppy molecular beacons, can identify muta-
tions in  M. tuberculosis  in clinical samples that contain both 
drug-susceptible and drug-resistant nucleic acid [ 65 ]. This 
approach allows for homogeneous, closed systems which 
avoid carryover amplifi cation contamination, are amenable to 
multiplexing, and are easily amenable to a high- throughput 
format. Instruments that automate the extraction of either 
RNA or DNA have been introduced allowing for the perfor-
mance of a greater number of molecular tests while also pro-
viding a more consistent quality of nucleic acid for analysis. 

 In addition to automation of NAATs for the diagnosis of 
mycobacterial infections, miniaturization of analytical 
devices by micromachining technology will be developed to 
perform PCR in micro-reactors consisting of either silicon or 
silicon and glass microchips [ 16 ,  60 ,  66 ]. Although several 
new diagnostic tests recently have been endorsed by the 
WHO, a point-of-care (POC) testing device has remained 
elusive. Developing POC tests with sample-to-answer capa-
bility is much needed, particularly in those countries with the 
highest incidence of TB coupled with limited resources. 
Advances in this area will have a major impact on the ability 
to diagnose TB in the fi eld and in poorly resourced regions.  

    Microarrays 

 High-density oligonucleotide arrays can rapidly examine 
large numbers of DNA sequences with a single hybridization 
step. DNA microarrays can be used in two modes: (1) DNA- 
based comparison of the genomic content of different strains, 
and (2) RNA-based monitoring of gene expression. Work has 
begun for species identifi cation and drug resistance profi ling, 
and strain genotyping of mycobacteria involved in human 
disease [ 66 ]. For example, a commercial, rapid microarray 
system for the identifi cation of mycobacteria was reported to 
have correctly identifi ed 100 % of  M. tuberculosis  complex 
and 98.4 % of NTM clinical isolates [ 67 ]. Moreover, an over-
all sensitivity of 52.5 % for direct detection and identifi cation 
of mycobacteria in clinical specimens was achieved with 
100 % detection and identifi cation of mycobacteria from spu-
tum specimens, albeit the sample size was small ( n  = 40). A 
commercial oligonucleotide microarray to detect RIF resis-
tance in  M. tuberculosis , the TB-Biochip (Engelhardt Institute 
of Molecular Biology, Moscow, Russia), was evaluated in a 
small study in which results obtained with the TB-Chip were 
compared with conventional susceptibility testing results; the 
microarray had a diagnostic sensitivity of 80 % [ 68 ]. Of note, 
the spoligotyping assay format for  M. tuberculosis  was con-
verted to a DNA microarray format [ 69 ]. As  M. tuberculosis  
drug resistance determinants are gradually delineated, this 
type of platform could be expanded, even with the addition of 
epidemiological markers.      
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        Introduction 

 The person on the street when asked about DNA testing will 
generally fi rst envision a crime laboratory rather than a hos-
pital laboratory. Still today, most criminal perpetrators are 
caught and prosecuted based upon eye witnesses or confes-
sions, although increasingly scientifi c evidence comes into 
play. Forensic DNA typing has become the queen of the 
forensic sciences and is looked to as the most scientifi cally 
grounded of the forensic sciences [ 1 ]. The bulk of forensic 
evidence links an evidential item to the crime scene, but does 
not identify the perpetrator. Other than videocapture, only 
fi ngerprint friction ridge analysis and DNA typing identify 

the perpetrator per se. Fingerprints came into widespread use 
for forensic purposes in the late nineteenth century and were 
admitted into US courts as evidence in the 1930s. The 
Federal Bureau of Investigation (FBI) owes its origins to 
the need for a centralized database of fi ngerprints. Today, 
millions of fi ngerprints are fi led for criminal and civil pur-
poses. Likewise, millions of convicted offenders’ DNA pro-
fi les, and in many states, arrestees’, are also databased. Thus, 
DNA tests not only confi rm a detective’s hunch but, due to 
the DNA databases, also have become a powerful investiga-
tory tool to identify otherwise unsuspected perpetrators [ 2 ]. 

 Serology tests (blood group and type testing and then 
serum protein isoenzyme electrophoresis) were the forerun-
ners to forensic DNA identity testing of biological materials. 
Unfortunately, these tests required specimens with a signifi -
cant amount of high-quality blood serum and they did not 
have a very strong discriminatory power. Advantages of 
DNA typing over serologic methods include greater discrim-
inatory power, species specifi city, tissue independence, 
greater sensitivity, and less susceptibility to degradation [ 3 ]. 

 The Bureau of Justice Statistics (BJS) fi rst surveyed US 
crime laboratories in 1998, focusing exclusively on agencies 
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that performed DNA analysis, and found that there were 120 
public forensic DNA laboratories, which had a median staff 
of 5 and faced substantial backlogs [ 4 ]. According to the 
2005  BJS Census of Publicly Funded Forensic Crime 
Laboratories , about half the public crime laboratories were 
performing DNA testing [ 5 ]. Although there is no corre-
sponding contemporary study, it seems clear that the size and 
number of forensic DNA laboratories have substantially 
increased, with most of the 450–500 public crime laborato-
ries now performing DNA testing. The National Institute of 
Justice (NIJ), beginning with a 2003  Advancing Justice 
Through DNA Technology  initiative, has spent hundreds of 
millions of dollars on forensic DNA capacity building [ 6 ].  

    Forensic Testing and Sample Considerations 

    Forensic v. Clinical Specimens and Tests 

 Forensic tests differ from clinical tests in several respects. 
First, whereas clinical samples can be standardized, forensic 
samples vary substantially. An analyst may routinely encoun-
ter cigarette butts as evidence, but then must be prepared to 
face a completely new challenge for the fi rst time, such as a 
partially eaten piece of food. Second, clinical samples are 
relatively substantial, whereas forensic laboratories rou-
tinely receive trace evidence, permitting testing only once 
(although routine practice is to attempt to save a portion, if 
possible, for potential testing by the defense). Third, unlike 
clinical specimens, evidentiary materials are usually neither 
fresh nor pristine. For example, semen samples are generally 
admixed with vaginal cells and microbial fl ora in a rape 
swab (Fig.  54.1 ), spit on a sidewalk has been exposed to the 

sun and rain, and blood on the fl oor may have been there for 
months. Furthermore, forensic testing is performed with an 
eye to court challenges. Thus, the forensic scientist uses only 
well-validated protocols, documents all aspects of laboratory 
processing, and must be ready to defend the science, the pro-
cedures, and the testing against legal attack. Chain-of- 
custody must always be maintained in forensic laboratories. 
Moreover, clinical laboratory staff are generally not familiar 
with the regulations, standards, and quality assurance prac-
tices of forensic laboratories. Thus, clinical laboratories, 
though technically capable, are normally not prepared to 
conduct forensic identity testing. Nevertheless, since clinical 
laboratories use identity testing for other applications, an 
understanding of forensic identity testing is useful as an 
introduction to the methodology and for the historical 
background.

       Sexual Assaults (Swabs) 

 In the USA, rape kits have dominated the evidential submis-
sions to forensic DNA laboratories (Fig.  54.1 ). Often, the 
demand for DNA testing on rape kits outstrips the ability of 
crime laboratories’ testing capacity and large backlogs may 
exist despite substantial NIJ grant programs to reduce them 
[ 7 ]. Typical rape kits include vaginal, anal, and oral eviden-
tiary swabs, buccal reference swabs, pubic combings, and 
exemplars of pubic and scalp hairs. If a condom was used by 
a rapist and later found, it may yield semen from the male 
perpetrator on the inside and vaginal epithelial cells from the 
female victim on the outside. Vaginal swab specimens are 
inherently mixed samples. Most commonly the DNA of the 
spermatozoa is partially purifi ed by a differential extraction 
procedure in which the female fraction is released using a 
gentle lysis medium, after which male DNA is released from 
the sperm using a solution containing a strong reducing agent 
(dithiothreitol) to break the disulfi de bonds in the capsules of 
the spermatozoan heads [ 8 ]. Laser capture of spermatozoa 
from microscopic slides has also been successfully used, 
while immunologic affi nity methods have thus far been dis-
appointing. Y-chromosome DNA markers (described below) 
are an alternative method of capturing male identity 
information.  

    Other Violent Crimes (Blood, Other Evidence) 

 Blood and similar specimens from homicides and other vio-
lent crimes are the next-most-common evidentiary materials 
submitted to forensic laboratories [ 9 ]. In an early study of 
biological evidence at crime scenes, blood was found to be 
present in 60 % of murders, assaults, and batteries [ 10 ]. The 
DNA can come from myriad items and materials. Saliva may 

  Figure 54.1    The most common DNA evidence in US crime laborato-
ries is a vaginal swab from a rape kit. This photomicrograph is a stained 
vaginal smear from a rape kit. The  arrows  indicate spermatozoa. In 
addition to the DNA from the male contributor, there is DNA from the 
female epithelial squamous and white blood cells, as well as that of the 
microbial fl ora       
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be deposited on beverage containers, envelope seals, gum, 
cigarettes, or food (Fig.  54.2 ). Investigators have followed 
suspects to obtain “abandoned” specimens, such as facial 
 tissues, cigarette butts, gum, or drinking glass. Cords used as 
a murder weapon for strangulation can yield both victim and 
perpetrator DNA (Fig.  54.3 ). Shed hairs, which contain little 
or no nuclear DNA (nDNA), still harbor mitochondrial DNA 
(mtDNA), which also can be used for identifi cation purposes. 
Fingernail swabbing or scrapings occasionally yield foreign 
DNA if a victim struggled and scratched the perpetrator, and 
similarly bite marks can be swabbed for DNA. Reference 
samples may come from toothbrushes, razors, combs, cloth-
ing, and medical specimens. One of the authors (DF) has 
shown DNA to be useful to identify the bombmaker of defl a-
grated improvised explosive devices [ 11 ].

        Property Crimes (Touch DNA) 

 Increasingly, jurisdictions are performing DNA testing in 
property crimes, including theft, burglary, robbery, and 
arson, among others. The vast majority of US crimes are 
property crimes: 9.3 million property crimes compared to 
1.3 million violent crimes in 2009 [ 12 ]. The case closure 
(clearance) rate for property crimes is < 20 % [ 13 ] and 
DNA testing for such crimes has been found to be cost- 
effective [ 14 ]. Furthermore, it is generally thought that 
some individuals progress from nonviolent to violent 
crimes; often from petty theft to burglary to rape, and thus 
interdiction of a criminal career progression may break the 
cycle and prevent major crimes [ 15 ,  16 ]. In general, DNA 
testing for property crimes involves “touch DNA” from 
handled objects. The possibility of testing such trace or 
“low copy number” (LCN) DNA was introduced in 1997 
when Dr. van Oorschot reported that minute quantities of 
DNA can be recovered from fi ngerprints [ 17 ]. Conventional 
laboratory testing will successfully type DNA from approx-
imately 100 cells (0.5–1 ng at 6.5 pg/diploid cell), although 
many forensic laboratories may be successful down to as 
few as 15–20 cells (approximately 100 pg). LCN DNA is 
generally defi ned as <100 pg, but 35 pg is often considered 
an analytical threshold. LCN DNA testing for property 
crimes was pioneered by Drs. Peter Gill and Dave Werrett 
at the Forensic Science Service (now disbanded) in the UK 
[ 18 ] and later in the USA by Dr. Mechthild Prinz and 
Theresa Caragine in the New York City Offi ce of the Chief 
Medical Examiner’s Department of Forensic Biology [ 19 ]. 
Such testing involves minimizing reaction volumes and 
increasing polymerase chain reaction (PCR) cycling (see 
below). However, only a portion of the specimens yield a 
useful profi le (perhaps 10–20 %). LCN DNA testing is 
problematic due to detection of contamination from prior 
handling, in-laboratory contamination, and inconsistent 
results that stem from random sampling of one or both 
alleles when both exist at very small levels (so-called sto-
chastic sampling effects). These diffi culties are com-
pounded by the destructive nature of DNA testing, which 
may negate the possibility of retesting. For these reasons, 
some have suggested that LCN analysis should only be 
used for investigative purposes, and not as probative evi-
dence in court. No national standards are yet in place and 
the FBI has generally recommended against such testing 
[ 20 ]. Nonetheless, LCN testing is increasingly used. The 
object is swabbed and resultant DNA extracts may be 
amplifi ed two or three times, wherein analysts hope to 
obtain pure (single) profi le results that are assumed to be 
from the last person who pulled the trigger of a gun or han-
dled a knife. Forensic laboratories performing this testing 
will generally simply disregard any results other than clear 
single profi les.  

  Figure 54.2    DNA testing identifi ed a masked bandit when his peach 
strudel that was left at the scene of an armed robbery was used for DNA 
testing       

  Figure 54.3    This vacuum cleaner cord was used as a ligature for a 
strangulation murder. Swabbings of the cord along its length revealed 
the victim’s DNA in the center and a mixture of victim and accused 
DNA on outer areas of the cord       
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    Other Forensic DNA Testing Applications 

 Forensic DNA identity testing also can be used in other 
forensic and non-forensic contexts. For example, urine sam-
ples from drug testing may be analyzed to confi rm that the 
sample is truly from the person who allegedly generated it 
[ 21 ]. DNA testing is used for disaster victim identifi cation 
[ 22 ]. In cases involving nonhuman DNA (discussed below), 
individual, group (clade), or species may be determined, 
linking items such as a plant leaf or animal hair to a criminal 
case, or proving illegal poaching activity [ 23 ]. “Microbial 
forensics” has been developed for source attribution of ter-
rorist pathogens, such as the anthrax letter attacks [ 24 ,  25 ]. 
Genetic analyses can identify the type of body fl uid or tissue 
(e.g., urine, semen, saliva) based on the RNAs expressed. 
DNA testing can be used for investigatory purposes by sup-
plying information about the perpetrator using phenotypic 
markers (described below), as well as through partial (“low 
stringency”) matches that may detect relatives who represent 
investigatory leads (described below). In non-criminalistic 
applications, the same tests used in forensic identity testing 
can be used for determinations of parentage and sample 
switch disputes [ 26 ].   

    Genetic Systems and Methods for DNA 
Typing 

    Genetic Variation 

 In everyday life, we easily recognize individuals through 
obvious biological variation among individuals. Positive 
identifi cation or individualization is a statement of unique-
ness, which is theoretically impossible to prove. However, 
forensic identity testing harnesses the extraordinary statisti-
cal discriminatory power of genetic variation to support a 
policy-based, administrative, or judicial determination of 
identity [ 27 ]. Indeed, forensic DNA testing often is thought 
of as tantamount to positive identifi cation. Genetic variation 
occurs in a continuum of biological classifi cation, from king-
dom to genus, clades, and individuals. Specifi cally, forensic 
DNA identity testing is based on the detection and compari-
son of polymorphisms (poly—many; morphs—types) in the 
DNA among individuals. Statistically, there is variation at 
approximately one in every thousand base pairs (bp) between 
every two unrelated humans. However, this variation is not 
random; many protein-coding regions are highly conserved, 
as mutations in genes succumb to natural selection. Most 
polymorphisms occur in the noncoding DNA, which pre-
dominates in the human genome (>98 %) and is more toler-
ant of mutation than the protein-coding DNA regions. 
Differences between individuals can be due to single nucleo-
tide polymorphisms (SNPs) or variations in length of a spe-

cifi c region or locus in the genome; that is, length 
polymorphisms. Such polymorphisms result in different 
forms, or alleles, of genetic markers. All individuals have 
two copies of each autosomal chromosome: one inherited 
maternally and the other paternally. Routine forensic DNA 
testing, using short tandem repeat (STR) typing, (described 
below) involves length polymorphisms in repetitive DNA 
from noncoding regions of the chromosomes, although it 
employs only a small fraction of the differences in the human 
genome among individuals.   

    Restriction Fragment Length Polymorphisms 

    Historical Context 
 In the mid-1980s, most DNA-based forensic analysis 
involved restriction fragment length polymorphism (RFLP) 
testing, fi rst described by Dr. Edwin Southern in 1975 [ 28 ]. 
Such testing merely gave a binary result and was too little 
information for too much work. Drs. Wyman and White 
detailed a polymorphic RFLP marker in 1980, in which vari-
ation between human individuals was observed [ 29 ]. 
However, the beginning of the forensic DNA typing revolu-
tion began with the 1985 publication of a landmark article by 
Dr. Alec Jeffreys of Leicester, England, in which he coined 
the term “DNA fi ngerprint” and suggested the potential 
application of DNA fi ngerprinting in forensic investigations 
[ 30 ,  31 ]. His technique involved use of “minisatellites,” 
which was a multilocus probe RFLP system that yielded a 
bar code pattern that seemed to be different for every person 
(Fig.  54.4 ). Jeffreys conducted the fi rst DNA identity tests in 
1986 in a disputed immigration case and a double rape- 
homicide, which resulted in the 1987 exoneration of Richard 
Bucklin and then the 1988 conviction of Colin Pitchfork [ 32 , 
 33 ]. In the USA, single-locus probe RFLP analysis was pio-
neered by Dr. Arthur Eisenberg (then at Lifecodes 
Corporation), that was more robust and permitted statistical 
evaluation (Fig.  54.5 ). In 1986–1987, commercial laborato-
ries, particularly involving Dr. Edward Blake of the Serologic 
Research Institute, Drs. Michael Baird and Arthur Eisenberg 
of Lifecodes Corporation, and Dr. Robin Cotton of Cellmark 
Diagnostics, undertook forensic DNA testing in the USA, 
and in 1987 Tommy Lee Andrews became the initial 
American to be convicted of a crime (rape) using DNA data 
[ 34 ]. The FBI, led by Dr. Bruce Budowle, began performing 
DNA typing casework in December 1988. A few months 
later, in March 1989, Virginia became the fi rst state crime 
laboratory with an operational DNA unit, directed by Dr. 
Paul Ferrara. RFLP testing was the mainstay of most crimi-
nalistic DNA typing for a decade. At the same time, Dr. 
Henry Erlich and coworkers of Cetus Corporation, devel-
oped a faster PCR-based (see below) HLA DQ-alpha dot- 
blot system (and later the Polymarker system, Fig.  54.6 ), but 
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it did not have suffi cient discriminatory power for wide-
spread adoption by the forensic community. Nevertheless, 
the fi rst use of DNA tests in litigation in the USA was in 
1986, in the case of  Commonwealth v. Pestinikas , using HLA 
DQ-alpha to show that organs had not been switched in an 
autopsy [ 35 ]. In the early 1990s, PCR-based STR systems 
(described below) were developed and eventually became 
the standard forensic DNA test worldwide. STR methods 

replaced RFLP systems due to robustness, sensitivity, statis-
tically discrete systems, ease of automation, and economy. 
Other systems, such as Y-chromosome markers, mtDNA 
sequencing, and phenotypic markers also are sometimes 
used (described below) (see Table  54.1 ).

          Early Cases Using DNA Testing 

    Queen v Pitchfork 
 The fi rst criminal investigation using DNA typing was in a 
double rape-homicide (of Linda Mann in 1983 and of Dawn 
Ashworth in 1986) on a deserted footpath in the English 
countryside, known as the “Black Pad Murders.” Richard 
Buckland, a person of low intelligence and sexual fetishes, 
became the focus of early suspicion and was charged but 
then exonerated by the new Jeffreys DNA tests. Males in the 
community between 13 and 30 years of age were asked to 
volunteer blood samples for DNA testing. There were no 
matches despite 4,500 “bloodings.” However, police discov-
ered that a man named Ian Kelly had substituted his blood 
for Colin Pitchfork’s sample. Pitchfork was subsequently 
DNA matched and then convicted of both homicides.  

    Pennsylvania v Pestinikas 
 The fi rst use of DNA typing in the USA was in a 1986 nurs-
ing home negligent homicide case. Forensic Science 
Associates performed DNA tests to prove that organs in the 
autopsy had not been switched as was alleged by one expert. 
The DNA in this case had become highly degraded, averag-
ing fragments of approximately 100 bp.  

  Figure 54.4    In 1985, Alec Jeffreys fi rst described a DNA fi ngerprint. 
He used a multilocus minisatellite probe that resulted in a band pattern 
similar to a bar code, such as the one shown on the can to the  right . The 
various lanes of the autoradiograph are from different individuals, dem-

onstrating that each shows a unique pattern of bands. This multilocus 
probe method of DNA typing is no longer used in forensic 
identifi cation       

  Figure 54.5    RFLP autoradiograph with fi ve analytical lanes and three 
control lanes. The DNA profi le of the reference sample from a female 
rape victim matches the DNA profi le of blood found at the scene and 
that of the female fraction of a vaginal swab. The DNA profi le of the 
suspect reference specimen matches the male fraction of a vaginal swab 
but does not match the DNA profi le of the female victim       
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    Florida v Andrews 
 The fi rst US criminal conviction based on DNA typing was 
of a serial rapist, Tommy Lee Andrews (1987). A series of 
breaking and entering women’s homes and rapes began in 
1986 in Orlando, Florida. A stakeout resulted in an arrest, 
and Lifecodes Corporation matched the suspect’s DNA to 
vaginal swabs of two of the rape victims.   

    PCR Amplifi cation as Sample Preparation 

 Today, all major methods for routine forensic DNA testing 
begin with amplifi cation of the DNA target by PCR. Dr. 

Kary Mullis shared the 1993 Nobel Prize in Chemistry for 
PCR development in 1983. Forensically valuable human leu-
kocyte antigen (HLA) polymorphisms were among the earli-
est targets to be amplifi ed by PCR in the laboratory [ 36 ]. 
PCR amplifi cation is relatively easy to perform, inexpensive, 
quick, and amenable to automation. It also permits chemical 
labeling of the amplifi ed fragments, as well as simultaneous 
amplifi cation of several loci in a single reaction (multiplex). 
PCR amplifi cation allows the routine testing of nanogram 
quantities of DNA, and can be optimized for testing of even 
picogram quantities, enabling the use of new classes of 
evidentiary specimens. However, such sensitivity requires 
extreme care to prevent contamination, including laboratory 

  Figure 54.6    Polymarker strips from different individuals using fi ve 
genetic systems detected by PCR amplifi cation and reverse dot-blot 
hybridization probes. GC group- specifi c component,    GYPA  gly-

cophorin A,  HBGG  hemoglobin gamma-globin chain, LDLR low-
density lipoprotein receptor,          

    Table 54.1    Summary of DNA typing system usage in crime laboratories   

  Typing method    PCR-based    Late 1980s    1990s    2000s    Utility  

 RFLP  No   Dominates    Dominates   Abandoned  Routine casework 

 Dot blots  Yes  Used  Used  Abandoned  Routine casework 

 STRs  Yes  In research  Used   Dominates   Routine casework 

 mtDNA  Yes  In research  Used  Used  Hairs, degraded 
samples 

 Y-STRs  Yes  In research  Used  Vaginal swabs in 
rape cases 

 SNPs  Yes  In research  Very degraded 
samples 

   mtDNA  mitochondrial DNA,  RFLP  restriction fragment length polymorphism,  SNPs  single nucleotide polymorphisms,  STRs  short tandem repeats, 

 Y - STRs  Y chromosome short tandem repeats  
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facilities with separate pre- and post-amplifi cation areas, 
unidirectional handling of evidence intake through fi nal 
analysis, limited laboratory access by untrained personnel, 
and knowledge of each analyst’s DNA profi le to identify any 
contamination. Lastly, PCR can be successful on evidentiary 
material in which the DNA has become degraded and only a 
few  fragments with the intact target sequence remain. 
Although amplifi cation methods other than PCR exist, the 
conservative forensic community will not likely be quick to 
adopt an alternative to PCR unless there is a very good 
reason.   

    Short Tandem Repeats 

 STRs are repeat length polymorphisms that have become the 
mainstay of current forensic identity profi ling around the 
world. Core repeat units in STR systems are tetranucleotide or 
pentanucleotide elements (i.e., have four or fi ve nucleotides in 
each core repeat, respectively), with resulting amplicon sizes of 
approximately 100–450 bp (see Fig.  54.7 ). STR analysis is 
robust, amenable to automation, highly sensitive, relatively 
insensitive to degraded DNA, and yields discrete alleles. 
Multiplexed amplifi cation of multiple STR loci achieves 
extraordinary discriminatory powers (typically >10 −12 ) (see 
Fig.  54.8 ). As a result, PCR-based STR testing has become 
dominant in forensic DNA laboratories (Table  54.1 ).

    In the late 1980s, Dr. C. Thomas Caskey working with 
Holly Hammond, then at Baylor College of Medicine in 
Houston, Texas, was funded by NIJ to develop STR systems 

for forensic applications [ 37 ]. Subsequently, in 1991, STRs 
were fi rst used in casework by one of the authors (VW) at the 
US Armed Forces DNA Identifi cation Laboratory (AFDIL), 
through a subcontract with Cellmark Diagnostics, to identify 
service members who died in the fi rst Persian Gulf War. 
However, it was Drs. Peter Gill and David Werrett at UK’s 
Forensic Science Service who, in the mid-1990s, began 
applying STR analysis (using in-house systems) to routine 
criminal casework [ 38 ,  39 ]. 

 Recognizing the importance of cross-jurisdictional 
matches, the FBI convened a panel of forensic scientists in 
1998 to select a panel of STR loci for use in their National 
DNA Index System (NDIS). Thirteen loci, all containing tet-
ranucleotide repeats, were chosen: D3S1358, D5S818, 
D7S820, D8S1179, D13S317, D16S539, D18S51, D21S11, 
CSF1PO, FGA, THO1, TPOX, and vWA (Table  54.2 ) [ 40 , 
 41 ]. These 13 core loci have become standard for forensic 
casework in much of the world and are referred to as the 
“CODIS” loci, after the Combined DNA Index System 
(CODIS) software into which DNA profi les are entered [ 42 ]. 
Databases are maintained of the STR alleles of convicted fel-
ons, casework profi les, and missing persons, although 
exactly which profi les can or must be uploaded varies based 
on state requirements. The commonality of genetic systems 
(i.e., STR loci) used in forensic casework enables computer 
searches for matches across jurisdictions.  

 All CODIS STR loci are tetranucleotide repeats. In gen-
eral, smaller fragments are preferred for amplifi cation of 
potentially degraded samples. Additionally, preferential 
amplifi cation, where smaller target DNA fragments are 

  Figure 54.7    Diagram of short 
tandem repeat DNA segments 
composed of varying numbers of 
core repeats (C.R.) and 
accompanying electropherograms 
showing the corresponding allele 
peaks: ( a ) heterozygous pattern 
with alleles of 3 and 5 repeats, ( b ) 
homozygous pattern with allele of 
4 repeats. The shoulder region is 
the fl anking constant region to 
which PCR primers hybridize       
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  Figure 54.8    Electropherogram of multiplexed fl uorescently labeled 
PCR amplicons of STR loci demonstrating the allelic determinations 
( boxes ). The  X -axis refl ects time and the  Y -axis refl ects fl uorescence 
intensity. Four fl uorophore colors permit separate analysis of genetic 
loci with overlapping sizes. A fi fth dye channel is used for a size stan-

dard that is not shown. This person is a 15,16 genotype at the vWA 
locus, a 7,7 genotype (7 phenotype) at the TH01 locus, has a 32.2 vari-
ant allele in the D21S11 locus, and is a male according to the amelo-
genin locus       

   Table 54.2    Nationally indexed “13 CODIS STR Core Loci”*   

  Locus    Location    GenBank#    Alleles    Repeats    Motif    H    Mut %  

 D3S1358  3p21.31  AC099539  25  8–21  Compound TCTG/TCTA  0.795  0.12 

 D5S818  5q23.2  AC008512  15  7–18  Simple AGAT  0.682  0.11 

 D7S820  7q21.11  AC004848  30  5–16  Simple GATA  0.806  0.1 

 D8S1179  8q24.13  AF216671  15  7–20  Compound TCTA/TCTG  0.78  0.14 

 D13S317  13q31.1  AL353628  17  5–16  Simple TATC  0.771  0.14 

 D16S539  16q24.1  AC024591  19  5–16  Simple GATA  0.767  0.11 

 D18S51  18q21.33  AP001534  51  7–40  Simple AGAA  0.876  0.22 

 D21S11  21q21.1  AP000433  89  12–41.2  Complex TCTA/TCTG  0.853  0.19 

 CSF1PO  5q33.1  X14720  20  5–16  Simple TAGA  0.734  0.16 

 FGA  4q31.3  M64982  80  12.2–51.2  Compound CTTT/TTCC  0.86  0.28 

 THO1  11p15.5  D00269  20  3–14  Simple TCAT  0.783  0.01 

 TPOX  2p25.3  M68651  15  4–16  Simple GAAT  0.621  0.01 

 vWA  12p13.31  M25858  29  10–25  Compound TCTG/TCTA  0.811  0.17 

  The STR systems are named by their designated genetic locus. The physical location is their chromosomal site. The number of alleles is the 
observed number rather than the theoretical potential number of alleles. The range of repeats includes non-whole number integers which represent 
partial repeats. The heterozygosity (H) is the gene diversity (sometimes designated as D) calculated as 1 minus the sum of the population frequen-
cies squared for each allele. The mutation rate (Mut %) is expressed as a percentage.  
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amplifi ed preferentially over larger targets, becomes an 
issue with large core repeats as the size discrepancy between 
overall allele lengths increases substantially. However, 
“stutter” can become problematic if the core repeat size (for 
example, dinucleotide and trinucleotide repeats) is too 
small. Stutter peaks are produced when the DNA poly-
merase slips during amplifi cation, resulting in PCR prod-
ucts that have fewer or more repeat units than the starting 
template, with the major stutter product generally one repeat 
unit less than the template. Dinucleotide and trinucleotide 
repeats have substantial stutter, while pentanucleotide or 
larger repeats have almost none. 

 Commercial kits for amplifi cation of the CODIS core 
STR loci are available in various combinations of multiplex 
primer sets from two companies: Promega Corporation and 
Applied Biosystems Inc. (ABI, a subsidiary of Life 
Technologies, Cartsbad, CA). ABI sells the Identifi ler series, 
which includes all 13 core loci as well as amelogenin 
(below), D2S1338, and D19S433 in a single reaction. 
Promega offers the PowerPlex series, such as PowerPlex 16 
that includes the 13 core loci, plus amelogenin and two pen-
tanucleotide repeat loci, Penta D and Penta E. These two 
companies regularly produce new products that add loci to 
the multiplex, increasing discriminatory power. Mini-STRs, 
such as Applied Biosystem’s Minifi ler, are traditional STRs 
with primers designed to reduce the fl anking regions and 
thus the amplicon size, so that typing results can be obtained 
from more substantially degraded specimens. 

 The 13 CODIS core STR loci are being expanded to a likely 
set of 24 loci. The impetus for this expansion is to reduce the 
likelihood of adventitious matches in large databases, to 
increase the compatibility with international databases, and 
to increase the discrimination power for missing person cases 
[ 43 ]. The putative additional loci include loci from the 
European Standard Set (ESS). ABI has responded with the 
Global Filer kit and Promega with the Powerplex Fusion kit. 
These new kits have been engineered to be more sensitive as 
well as capable of more rapid amplifi cation (see discussion below).  

    Amelogenin and Other Sex Markers 

 An amelogenin assay is included in current commercial STR 
amplifi cation kits as a sex marker [ 44 ]. The amelogenin gene 
is present as homologs on both the X and Y chromosomes, 
but there are a number of sequence differences in the noncod-
ing regions. The locus used in forensic testing involves a 6 bp 
deletion on the X chromosome; thus, the X marker is shorter 
than the Y marker and males manifest two peaks whereas 
females manifest a single peak of twice the intensity 
(Fig.  54.9 ). The amelogenin sex marker system is robust and 
reliable, although in very rare instances, sex-typing discrep-

ancies have been noted [ 45 ]. Other sex markers have been 
described, including ones that exist at higher copy number 
and are thus more sensitive than the single copy amelogenin.

       Male-Specifi c DNA Typing 
with Y-Chromosome Markers 

 Y-chromosome markers are not sex markers, but rather are 
male-specifi c identity systems that permit typing of the male 
DNA in mixed male/female specimens (e.g., vaginal swabs 
following rape or fi ngernail scrapings after assault). 
Y-chromosome markers are useful due to their strict paternal 
inheritance and can be helpful in lineage studies. The absence 
of recombination means that the exact same Y chromosome 
DNA alleles are present in distant paternal relatives of an 
individual. For example, Y-chromosome markers were used 
in determining the paternity of US President Thomas 
Jefferson among his distant descendants [ 46 ]. Y-chromosome 
markers are inherited together, and are reported together as a 
haplotype. Since they are not genetically independent, the 
population frequencies of each allele cannot be multiplied 
together; instead the counting method is used, where the 
number of times the haplotype is seen in a population data-
base generates the frequency statistic. This means that the 
discriminatory power is much less than autosomal STRs and 
that a large number of loci is necessary to achieve substantial 
discrimination. Current commercial Y-chromosome markers 
are STRs that can be analyzed on the same equipment as 
standard STRs. More information on Y-STR haplotypes is 
available from various websites [ 47 ].  

  Figure 54.9    The amelogenin locus is 6 bp longer on the Y chromo-
some than on the X chromosome. Thus, a male will have two peaks and 
a female will have only one peak in the electropherogram       
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    Single Nucleotide Polymorphisms 

 By far the most common polymorphisms in the human 
genome are SNPs [ 48 – 50 ]. It is estimated that there are 
approximately 15 million SNP sites out of the more than six 
billion bps of the diploid human genome. Very small DNA 
fragments can be interrogated for SNP alleles; thus, SNP 
genotyping can be applied for forensic identifi cation despite 
extreme DNA degradation. The identifi cation of human 
remains recovered from the World Trade Center disaster is 
one scenario in which SNPs showed an advantage over other 
DNA typing (Orchid-GeneScreen, now LabCorp, Burlington, 
NC), since the DNA was severely degraded in a large percent-
age of the specimens. Most SNPs are biallelic; that is, there 
are only two alleles, despite the fact that there are four possi-
ble nucleotide bases. Most SNPs are base substitutions; how-
ever, a smaller number are insertions or deletions (“indels”). 
Therefore, a large set of SNPs must be used to obtain decisive 
discriminatory values. In forensics, SNP analysis is not cur-
rently commercially available, but it is particularly amenable 
to automation and analysis with chip technologies. Indels are 
compatible with more standard fragment length technologies. 
SNPs may prove to be particularly valuable with Y chromo-
some or phenotypic markers (described below).  

    Mitochondrial DNA Sequencing 

 MtDNA is useful for forensic typing in tissues lacking a 
nucleus (e.g., shed [telogen] hairs), when specimens are 
greatly degraded (e.g., old skeletal remains), and in some 
cases of distant maternal relatives or to clarify kindred rela-
tions. Human mtDNA is a histone-free, circular, double- 
stranded DNA of approximately 16,569 bp (Fig.  54.10 ). 
MtDNA is useful for testing highly degraded specimens 
because it is present at a high copy number in each cell. 
Mitochondria are thought to be derived from ancient cellular 
symbionts, explaining the presence of their own DNA and 
modifi ed genetic code. Each cell contains tens to thousands 
of mitochondria and each mitochondrion contains 1–10 cop-
ies of mtDNA; as a result there are a total of 500–2,000 cop-
ies per cell, compared to the single set of diploid nuclear 
chromosomes [ 51 ]. Furthermore, each mtDNA particle 
appears to be more resistant to degradation than nDNA [ 52 ], 
possibly because it is circular or because it is enveloped 
within the mitochondrion. The non-recombinant maternal 
inheritance pattern of mtDNA (Fig.  54.11 ) also can be of use 
in certain cases. Any paternal mtDNA that may pass into the 
fertilized egg from the sperm is thought to be destroyed by 
the ubiquitin pathway, leaving only the maternal egg-derived 
mtDNA intact. Thus, all mitochondria are derived from the 
mother’s egg. MtDNA, unlike the paired nuclear DNA, does 
not undergo meiosis and does not participate in genetic 

recombination events, remaining unchanged through genera-
tions, until a mutational event occurs. In this regard, mtDNA 
analysis can be important when only a distant maternal rela-
tive is available as a reference specimen.

    For identity testing, only nucleotide polymorphisms in 
mtDNA are of practical utility, since no STR-like repetitive 
DNA is present. The mtDNA sequence obtained from a 
sample is compared to the fi rst complete human mtDNA 

HV I HV II

mtDNA Control Region

1

16,569
Mitochondrial DNA molecule

57416,024

16,569 1

16,365 34073

  Figure 54.10    Mitochondrial DNA (mtDNA) is a circular DNA with 
16,569 bp. The “control” region is a segment that encompasses the site 
used for the arbitrary numbering system and that contains two hyper-
variable regions (HVI and HVII) that are used for forensic purposes       

  Figure 54.11    Mitochondrial DNA (mtDNA) is maternally inherited 
without recombination. The mtDNA sequence is exactly the same in all 
children of the grandmother and all children of her daughters. In con-
trast, grandchildren inherit only approximately 25 % of the nuclear 
DNA of their grandmother. The mtDNA sequence of the maternal 
grandmother ( top left ) represented by a tan color is transmitted to her 
male and female children ( middle row ) and her daughter’s male and 
female children ( bottom row  on  right )       
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sequence generated by Anderson et al. [ 53 ], or its Revised 
Cambridge Reference Sequence [ 54 ]. Using standard 
nomenclature, only the differences between the aligned 
sequence and the reference sequence are noted by the posi-
tion and base (e.g., 16311C), with insertions designated by a 
period after the preceding base and the number of bases 
inserted (e.g., 16192.2T), deletions designated by D or minus 
sign (e.g., 249−), and ambiguous bases coded using an 
N. Human mtDNA is densely coding, specifi cally coding for 
37 genes, and is thus generally highly conserved. The 
sequence polymorphisms are concentrated in two hypervari-
able regions that are located in the noncoding control region 
[ 55 ]. The control region is a 1.2 kb segment, which includes 
a cloning site that Anderson et al. arbitrarily set as base pair 
1. Hypervariable region I (HVI) spans positions 16,024–
16,365 and hypervariable region II (HVII) spans positions 
73–340 (Fig.  54.10 ). Homopolymorphic C-stretch regions 
around positions 16,189 of HVI and 310 of HVII may com-
plicate sequencing. MtDNA does not provide defi nitive iden-
tifi cation due to maternal kindred sharing the same sequence 
and its relatively low discriminatory power. Common haplo-
types exist (e.g., the 263G, 315.1C haplotype occurs in 7 % 
of Caucasians), but most haplotypes are rare. Polymorphisms 
in the rest of the molecule exist, but are too infrequent to be 
practically interrogated by traditional sequencing [ 56 ]. 

 In the late 1970s, Dr. Wesley Brown brought mtDNA 
analysis techniques to Dr. Allan Wilson’s molecular evolu-
tion laboratory at UC Berkeley, which eventuated in the 
beginnings of forensic mtDNA testing through Drs. Mary- 
Claire King, Mark Stoneking, and Svante Pääbo. In 1984, 
Dr. King began to use mtDNA for the “disappeared” in 
Argentina, which allowed lost children to be reunited with 
their grandparents [ 57 ]. Dr. Peter Gill at the Forensic Science 
Service (now disbanded) working with Erika Hagelberg of 
Cambridge University in the UK took the lead in mtDNA 
casework in 1992, and at about the same time AFDIL in the 
USA began to identify skeletal remains from the Vietnam 
War using this method [ 58 ,  59 ]. 

 In crime laboratories, mtDNA is most commonly used to 
analyze shed hairs from pubic combings or those found at 
scenes, because such hairs lack roots and the hair shaft con-
tains little or no nDNA. On average, an individual loses 200 
hairs per day, and thus it is not surprising that shed hairs 
constitute an important trace evidential specimen. MtDNA 
may also be used on fi ngernails and keratotic skin, which 
also lack nDNA. The fi rst recorded mtDNA case was in the 
successfully prosecuted 1996 case,  Tennessee v Ware , involv-
ing a single hair found in the throat of a victim [ 60 ]. 

 Occasionally, more than one mtDNA sequence exists in 
the same organism or tissue, a condition termed hetero-
plasmy. Although heteroplasmy was well known in plants 
and nonhuman animals, it was fi rst seen in human mtDNA 
by Dr. Peter Gill of the Forensic Science Service [ 61 ] and 

then confi rmed by one of the authors (VW) [ 62 ] during the 
identifi cation of Czar Nicholas Romanov II (Fig.  54.12 ). 
Paternal leakage, recombination, and high mutation rates 
may contribute to heteroplasmy. The rate of mutations in 
noncoding mtDNA is 10–20 times greater than that in 
nuclear DNA, possibly due to the exposure of mtDNA to 
oxygen- free radicals or DNA polymerase with a higher 
error rate [ 63 ]. Thus single base differences between pre-
sumed maternal relatives must be viewed with caution. A 
low level of heteroplasmy may, in fact, be present in all indi-
viduals. To be detected using standard DNA sequencing, the 
level of heteroplasmy must be above approximately 30 % of 
the mtDNA sequence; otherwise, it is not distinguishable 
from background noise. Heteroplasmy is not uniform 
throughout the body and appears to be somewhat tissue 
specifi c. In addition, heteroplasmy may be rapidly lost 
(reversion to a homoplasmic state) in family lineages 
because of the bottleneck phenomenon that occurs during 
reproduction from a single egg. Heteroplasmy can compli-
cate forensic analysis. For example, two hairs cannot be 
assumed to be from different individuals if they differ by a 
single nucleotide.

   MtDNA testing is not performed by most forensic labora-
tories because the standard analytical method is DNA 
sequencing, which is expensive, labor-intensive, relatively 
slow, and, owing to how ubiquitous and prevalent the mole-
cule is, may be susceptible to contamination. The exquisite 
sensitivity of the testing mandates special laboratory facili-

  Figure 54.12    The fi rst description of mtDNA heteroplasmy in humans 
was in the case of Czar Nicholas Romanov II, the last imperial Russian 
monarch. DNA sequence analysis shows that the czar ( a ) shares the 
heteroplasmy (C/T marked with an  asterisk ) at position 16,169 with his 
brother Georgij ( b ), but not with his distant relative Xenia Cheremeteff- 
Sfi ri ( c ) (fi ve generations removed) who has only the T nucleotide       
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ties and procedures. Also, interpretation is less straightfor-
ward than for routine STR results [ 64 ]. In 2006, the FBI 
created four regional state mtDNA laboratories (Arizona, 
Connecticut, Minnesota, and New Jersey), expanding foren-
sic mtDNA sequencing capacity beyond private and federal 
laboratories. The number of laboratories performing mtDNA 
sequencing has since increased.  

    Phenotypic Markers and Ancestry- Informative 
Markers 

 Most forensic DNA systems involve noncoding DNA loci 
and are not associated with phenotypic traits [ 65 ]. The ame-
logenin marker is a major exception in that it directly assesses 
the sex of an individual. Some of the loci, like vWA of the 
von Willebrand locus, have very weak associations with dis-
ease states or other phenotypic information; of course older 
serologic testing was phenotype-based. 

 In some instances use of descriptive traits of an individual 
may be desirable, particularly if no eye-witnesses exist. 
Phenotypic markers have been and continue to be developed 
for use in forensic investigations. Markers have been estab-
lished for eye color and weaker ones exist for hair and skin 
pigmentation [ 66 ,  67 ]. DNA Print Genomics (which ceased 
operations in 2009) had claimed their RETINOME system 
could predict eye color with 96 % accuracy. Generally, such 
tests are SNP assays for a set of informative but widely dis-
parate loci. A genetic version of “driver’s license” data 
would be useful for investigations, even if it were not to be 
used as probative evidence in court. A danger of misdirection 
from an incorrect prediction would have to be considered, 
since the accuracy is less than perfect [ 68 ]. 

 Ancestry-informative markers are used to suggest a 
geo-ethnic origin [ 69 ,  70 ]. DNA Print Genomics “DNA 
Witness” appeared to have used them successfully in some 
investigations, but the technique was controversial [ 71 ]. 
Other groups, most notably the National Geographic 
Genographic Project [ 72 ], with various sets of markers and 
analyses, claim to be able to make statements of various 
proportions regarding ancestry background. Of course, 
admixture and modern travel greatly limit the value of such 
efforts. Some would derisively characterize these trials as 
genetic profi ling [ 73 ].  

    Species Identifi cation 

 Animal, plant, and microbial identifi cation is sometimes 
important in a forensic investigation and can be accom-
plished using DNA analysis [ 23 ]. Typical forensic specimens 
include animal hair and fl y larvae. Animals are generally 

examined by forensic scientists using the cytochrome b [ 74 ], 
12S ribosomal RNA [ 75 ], or other mtDNA loci [ 76 ], and 
plants through their chloroplast DNA [ 77 ,  78 ]. This interro-
gated sequence is then entered into the online bioinformatics 
program BLAST ( B asic  L ocal  A lignment  S earch  T ool), 
hosted by the US National Institutes of Health. The utility of 
a BLAST search is that today almost all DNA sequences pro-
duced by scientists are entered into the database (often 
required for journal publication) meaning virtually every 
species ever studied at the molecular level is represented. 
BLAST undertakes a query of the questioned sequence and 
in a few seconds produces a list of the most similar sequences 
in the database (often 100 % matches), complete with 
sequence alignment and appropriate references. For instance, 
a questioned hair may have a 100 % match to dozens or hun-
dreds of dog sequences, followed by 99 % matches to more 
dog sequences, and will then begin to be interspersed with 
wolf sequences, coyote, etc. Except for extremely closely 
related, or highly exotic and rare species, BLAST queries 
typically result in an exact match, and the questioned specia-
tion is identifi ed. However, there is often a need for further 
strain (clade) or individualizing analysis. For instance, strain 
testing is used to trace marijuana plant sources [ 79 ]. Source 
attribution at the specifi c individual level is accomplished by 
DNA methodologies similar to human identity testing.  

    Tissue Identifi cation 

 Occasionally, determination of the tissue origin of a speci-
men is required. Since the DNA from an individual is the 
same in all tissues, forensic scientists assay either messenger 
RNA (mRNA), as certain genes are expressed in some tis-
sues and not others, or using immunoassays of the protein 
products [ 80 ,  81 ]. Commercial human gene expression 
microarrays have been used to determine tissue origin, but 
this is not a capability of crime laboratories.  

    Instruments and Technologies for DNA 
Typing 

 Since STRs replaced manual RFLP slab gel methods in the 
1990s, capillary electrophoresis (CE) of amplifi ed DNA, 
pioneered by Drs. John Butler and Bruce McCord, then at 
the FBI, has become the mainstay of forensic DNA labora-
tory operations around the world. CE instruments have 
replaced slab gel electrophoresis systems because of auto-
mation, faster run times, smaller sample volumes, and greater 
resolution. Typical casework calls for on-demand instrumen-
tation that can handle relatively few specimens but with fast 
run times. High-throughput CE instruments are used as batch 
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instruments for DNA data-banking operations. The ABI 
series of CE instruments (310, 3100, 3130 “Genetic 
Analyzers”) from ABI are predominant and virtually exclu-
sively used with the forensic community; the new ABI 3500 
instrument is to supplant older models and features an ability 
to detect 6 dyes. 

 The forensic community is investigating other technolo-
gies for DNA analysis and NIJ has funded development [ 82 ]. 
Commercial “Rapid ID” DNA (rDNA) instruments (GE 
Healthcare Life Sciences [Pittsburgh, PA] and NetBio 
[Waltham, MD] ANDE; IntegenX [Pleasanton, CA]  
RapidHIT; and Lockheed Martin Corp [Bethseda, MA] and  
Zygem [Solana Beach, CA] RapiD; LGC [London, UK] 
RapiDNA) were introduced in 2012 to perform sample prepa-
ration, amplifi cation, and electrophoresis to produce typing 
results within 2 h [ 83 ]. Their technology involves integrated 
microfl uidic systems. Such systems are designed to be used at 
police booking stations to permit searches while persons of 
interest are in custody. These systems may also make crime-
scene fi eld-testing practical. Next- generation sequencers vary 
in their technologies, but also have microfl uidics in common. 
They are designed for genomic/exomic applications for 
which they are incredibly rapid and relatively inexpensive for 
the amount of DNA sequenced. Analysis requires a specimen 
with a large quantity of DNA, relative to forensic evidentiary 
specimens, and is relatively expensive on a per run cost com-
pared to current STR kits. However, if the next-generation 
sequencing assay is focused on targeted areas of interest, then 
less specimen DNA would be required and possibly multiple 
specimens could be processed in batch mode. In fact, the 
massively parallel sequence reads resulting from next-gener-
ation sequencing may be a benefi t in analysis of degraded and 
low copy number DNA specimens.  

    Interpretation of Results 

 US crime laboratories will typically use the CODIS software 
(“popstats”) to generate their statistics based on the FBI’s 
allelic frequency data for Caucasian, African-American, and 
Hispanic racial groupings. STR systems are powerfully dis-
criminating with an average random match probability of 
less than one in a trillion using the 13 core loci. 
“Discriminatory power” should not be confused with “accu-
racy” (e.g., ABO blood group typing is accurate but has low 
discriminatory power). The high discriminatory power of 
STRs is achieved because the statistic from each STR locus 
is multiplied together, the so-called “product rule” [ 84 – 88 ]. 
Current STR systems utilize genetically unlinked loci (STR 
loci are on different chromosomes, except CSF1PO and 
D5S818 which are suffi ciently distant as to be genetically 
independent). Hardy-Weinberg disproportion, which may 

occur from population or racial grouping substructure (sub-
grouping), selection (non-random mating), inbreeding (mat-
ing within kindred), or linkage disequilibrium (from 
incomplete mixing of different ancestral populations), was 
cause for early court challenges to statistical interpretations 
of DNA results. Some of the early purported large deviations 
turned out to be an artifact of lower resolution RFLP tests 
where a single band was interpreted as a homozygote rather 
than two overlapping heterozygous bands [ 89 ,  90 ]. A 
National Research Council (NRC) report, NRC I [ 91 ], was 
issued in part to address these statistical concerns. The NRC 
I report itself proved controversial, which led to the NRC II 
report [ 92 ], that has, in fact, largely settled most statistical 
forensic identifi cation issues. 

 In the USA, a Random Match Probability (RMP) is usu-
ally calculated as the chance of a random match in the popu-
lation or racial grouping. Under conditions of Hardy-Weinberg 
proportions and linkage equilibria, the statistical calculation 
for the probability of an occurrence of a given genotype 
would be  p  2  in the case of a homozygote or 2 pq  in the case of 
a heterozygote, where  p  is the frequency of observed occur-
rence for the p allele and  q  is the frequency of for the q allele. 
Instead, to account for population substructure, the NRC II 
recommended for calculation of homozygote frequencies 
from population allelic data:  p  2  +  p (1 −  p ) θ , where  θ  is 0.01 
for the US population as a whole and US racial groupings 
(empirically determined); but a more conservative value of 
0.03 may be used in cases of smaller, isolated, and more 
inbred groups; and since heterozygote frequencies are 
overestimated in cases of disequilibria then 2 pq  can be used 
to calculate them (see Table  54.3  for an example RMP 
calculation).

   In Europe, a Likelihood Ratio (LR) is usually used, 
wherein the hypothesis of the prosecution that the defendant 
is guilty and was the source of the DNA (assumed to be 
100 % or 1) is divided by the hypothesis of the defense that 
the specimen is from someone else (some random individ-
ual) or  p  2  or 2 pq  (LR = 1/ p  2  or 1/2 pq ) a result greater than one 
would support the prosecution and a result smaller than one 
would support the defense (see Table  54.3  for an example LR 
calculation). 

 MtDNA and Y-chromosome markers yield haplotype 
population frequency data that do not involve the product 
rule, and instead the frequency of the observed haplotype in 
a database is considered (the counting method). There has 
been some discussion as to whether these haplotype frequen-
cies can be multiplied against each other as well as the STR 
statistic to achieve a summary discriminatory fi gure. 
Interpretation may be problematic when confronted with 
mixtures or from signifi cant apparent imbalances or allelic 
drop-in and drop-out (Fig.  54.13 ) when testing highly 
degraded or trace DNA specimens.
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       Convicted Offender Databases 

 The DNA Identifi cation Act of 1994 (US Public Law 103–
322) authorized the creation of the FBI’s National DNA 
Index System (NDIS). DNA profi les are uploaded using 
CODIS software, which may vary from state to state due to 
variations in state policy or statute [ 93 ]. Searches can be 

 performed locally through a Local DNA Index System 
(LDIS) or State DNA Index System (SDIS), and across state 
lines through NDIS. Identifying information other than the 
DNA profi le is not entered into the system. A match from an 
NDIS search results in the local crime laboratory of one state 
being put into contact with the local crime laboratory in 
another state to discuss case details. Uploading of DNA 

    Table 54.3    Example of random match probability and likelihood ratio calculations by ethnic group   

  D3S1358  a  

  allele   < 12    12    13    14    15    16    17    18    19   > 19  

 Caucasian  0.000  0.000  0.246  14.039  24.631  23.153  21.182  16.256  0.493  0.000 

 African 
American 

 0.476  0.238  1.190  12.143  29.048  30.714  20.000  5.476  0.476  0.238 

 Hispanic  0.000  0.000  0.239  7.895  42.584  26.555  12.679  8.373  1.435  0.239 

  D5S818  a  

  allele    7    8    9    10    11    12    13    14    15   > 15  

 Caucasian  0.000  0.000  3.077  4.872  41.026  35.385  14.615  0.769  0.256  0.000 

 African 
American 

 0.278  5.000  1.389  6.389  26.111  35.556  24.444  0.556  0.000  0.278 

 Hispanic  6.158  0.246  5.419  6.650  42.118  29.064  9.606  0.493  0.246  0.000 

                      

  D3S1358   13 , 16    RMP  ( 2  pq )   LR  ( 1 / 2  pq ) 

 Caucasian  0.000570  1754.39 

 African American  0.003655  273.60 

 Hispanic  0.000635  1574.80 

  D5S818   14    RMP  
( p   2   +  p ( 1 −   p ) 0.01 ) 

  LR  ( 1 / 2  pq ) 

 Caucasian  0.009982  100.180 

 African American  0.010031  99.691 

 Hispanic  0.010024  99.761 

  Combined statistic    RMP    LR  

 Caucasian  5.68974 × 10 −6   1.75755 × 10 5  

 African American  3.66633 × 10 −5   2.72752 × 10 4  

 Hispanic  6.36524 × 10 −6   1.57103 × 10 5  

   a Observed allele distributions in % (converted to proper fraction for calculations) 
 From: Budowle B, Moretti TR, Baumstark AL, Defebaugh DA, Keys KM. Population Data on Thirteen CODIS Core Short Tandem Repeat Loci 
in African Americans, U.S. Caucasians, Hispanics, Bahamians, Jamaicans, and Trinidadians. J For Sci 1999;44(6):1277–1286  

  Figure 54.13    Allelic drop out from sample 
degradation or primer site polymorphism is 
one of the few interpretative pitfalls in the 
analysis of STRs. Allelic drop in can occur 
from contamination. This fi gure demonstrates 
a drop out of allele 16 and a drop in of allele 
13 in the  upper  tracing compared to the  lower  
tracing       
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 profi les triggers federal regulatory requirements on the use 
of the DNA specimens and profi les. The federal government 
has its own database for federal crimes as well. The number 
of profi les in the DNA databases has increased dramatically 
as state laws have expanded the convicted offender require-
ments from selected offenses to all felons, a broad array of 
misdemeanor crimes, and even arrestees. In 2012, the US 
Supreme Court, in  MD v King , upheld the routine search of 
DNA databases when DNA samples are collected upon arrest 
[ 94 ]. Today, approximately ten million convicted offender 
profi les exist in the database. In recent years, “low strin-
gency matches” have enabled searches for family members 
to assist investigations when no DNA profi le of the perpetra-
tor is in the database [ 95 ,  96 ].  

    Quality Assurance and Laboratory Issues 

 The FBI formed the Technical Working Group on DNA 
Analysis Methods (TWGDAM) to allow analysts from dif-
ferent laboratories to share information on the new DNA 
technology. The DNA Identifi cation Act of 1994 gave the 
FBI regulatory oversight of DNA profi les entered into the 
national database [ 97 ]. The legislation called for a DNA 
Advisory Board (DAB) that produced recommended stan-
dards, based largely on guidelines of the TWGDAM, which 
were adopted with little change by the FBI director [ 98 ]. 
DAB requirements include minimal educational credits and 
experience of the testing personnel, profi ciency testing twice 
a year per analyst, annual audits, and technical and adminis-
trative reviews of all tests. TWGDAM has since been 
renamed the Scientifi c Working Group on DNA Analysis 
Methods (SWGDAM) [ 99 ] and continues to recommend 
new standards to the FBI Director. The FBI conducts audits 
of laboratories to verify and enforce compliance with the 
standards, at least with respect to profi les that are generated 
and uploaded into NDIS. 

 The FBI/DAB standards require accreditation. The 
American Society of Crime Laboratory Directors/Laboratory 
Accreditation Board (ASCLD/LAB) and, more recently, the 
Forensic Quality Services (FQS) accredit laboratories. The 
accreditation requirements and audits are rigorous and are 
based on the International Organization for Standardization/
International Electrotechnical Commission (ISO/IEC) 
Standard 17025. Standard reference materials from the 
National Institute of Standards and Technology (NIST) are 
available for autosomal STR analysis (SRM 2391b), Y-STRs 
(SRM 2395), mtDNA testing (SRM 2392), and DNA quanti-
fi cation (SRM 2372). Standards require annual comparisons 
with NIST-traceable standard materials [ 100 ]. In addition to 
these forensic science laboratory measures, judicial scrutiny 
provides further review of DNA fi ndings in those cases that 
go to court.  

    Legal Issues 

 Shortly after forensic DNA tests were fi rst introduced, 
defense attorneys attempted to directly attack this new 
 scientifi c evidence. These early challenges are sometimes 
referred to as the “DNA wars” [ 101 – 104 ]. The fi rst serious 
challenge to forensic DNA identity testing came in the 1989 
case of  New York v Castro  [ 105 ] but legal admissibility of 
RFLP analysis was generally established in the 1991 case of 
 US v Yee  [ 106 ], and for PCR-based STR analysis in a series 
of cases in 2001 and again in 2005 [ 107 – 110 ]. Most promi-
nent among the players were defense attorneys Peter Neufeld 
and Barry Scheck (subsequently part of the O.J. Simpson 
“dream team” and later founders of the Innocence Project), 
FBI lead scientist Dr. Bruce Budowle, and prosecutors 
Rockne Harmon and Woody Clark. The attacks were cen-
tered primarily on the issue of statistical interpretation. The 
early forensic DNA tests suffered from an inability to 
resolve discrete alleles. Moreover, the genetic independence 
of the loci was questioned based upon early Hardy–Weinberg 
disequilibrium calculations. Today, the “DNA wars” are 
largely over. The scientifi c basis of forensic DNA typing 
was never seriously questioned, but rather vitriolic chal-
lenges were launched at laboratory procedures and statisti-
cal interpretation. The admissibility of DNA evidence was 
not challenged in the 1995 O.J. Simpson trial despite the 
presence of a well- funded and experienced defense team; 
instead, the “weight” of the evidence was challenged, on the 
theory that police investigators had intentionally planted 
Mr. Simpson’s blood. The most common challenges today 
are to sample collection, preservation of the evidence, chain 
of custody, documentation, and validation studies [ 111 ]. 
New genetic testing systems and technologies will undergo 
renewed judicial scrutiny and in particular, LCN DNA test-
ing will generate anticipated challenges. While the chal-
lenges subside, the uses of DNA continue to grow. Police 
and prosecutors’ offi ce have created “cold case” units to try 
to close old cases with DNA evidence. Identifi cation of the 
unidentifi ed in medical examiner and coroner offi ces is also 
being pursued and is expected to close some old open cases 
as well. Indeed, the defense is now using forensic DNA 
identity tests after conviction to exonerate the previously 
convicted through the Innocence Project [ 112 – 114 ]. At the 
time of this writing there have been nearly 300 postconvic-
tion DNA exonerations.     
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    Abstract  

  Parentage testing, also known as relatedness testing, is largely performed using polymerase 
chain reaction of short tandem repeats. The situations in which relatedness testing can be 
useful include parentage confi rmation for legal cases, or for questions related to adoption, 
absent parents, or immigration. Sample collection methods depend on the purpose of the 
testing. Interpretation of the test results focus on exclusion or the likelihood of parentage 
when exclusion cannot be established, which requires use of standard probability calcula-
tions. Molecular testing of genetic systems can provide information to resolve questions of 
relatedness. Though these tests are powerful tools that can exclude almost all falsely 
accused parents, the tests alone do not prove absolutely that a relationship exists between 
two individuals.  
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 *In Memoriam: Herb Polesky 
 Herb Polesky authored this chapter in the fi rst edition of this book and is 
coauthor of the chapter in this edition. Herb Polesky died in December 
2011 while travelling with his wife Susan in Chile. Herb became active 
in the fi eld of parentage testing early on and had the good fortune to 
contribute signifi cantly to the fi eld of Identity Testing as a whole, but 
especially to the application of DNA- based technology for questioned 
parentage. Work published by Herb and his collaborators early in the 
history of DNA testing is classic and moved DNA extraction methods 
into an era of development, culminating with the fast and effi cient meth-
ods most laboratories use today. Herb also was instrumental in develop-
ing standards of practice, profi ciency testing, and accreditation programs 
for both the American Association of Blood Banks and the College of 
American Pathologists. Finally, Herb was a teacher. He valued education 
and was always watchful for opportunities to weave the education pro-
cess into an activity he was engaged in. While serving on the 
Histocompatibility and Identity Testing Committee of the College of 
American Pathologists, Herb endorsed and helped develop a Paper 
Challenge program which is still submitted to subscribing laboratories 
as part of their profi ciency testing process. Challenges typically repre-
sent unusual cases that a laboratory may see occasionally and provide 
the pathologists and staff with a learning and teaching opportunity.   Such 
is the legacy Herb Polesky leaves behind for the relationship testing fi eld 
and those in it who knew and worked with him. He will be missed. 
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       Historical Overview 

 Questions of parentage and other family relationships 
between individuals are not new. An early reference is found 
in the Bible (Kings 3:16–27), in which Solomon uses the 
threat of dividing the child to determine maternity. The 
application of scientifi c methods to this identifi cation prob-
lem followed the discovery of the ABO blood group. Laws 
recognizing the possible exclusion of parentage by blood 
group testing were enacted by some states as early as 1935. 
Between 1940 and 1960, as additional blood group systems 
were defi ned and shown to follow Mendelian inheritance, 
more tests to exclude paternity were introduced. When 
appropriate reagents and methods were used, these red blood 
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cell (RBC) group marker systems were reliable; however, 
the relatively small number of marker alleles and their distri-
bution in most populations limited the chance that a falsely 
accused man could be excluded. Subsequently, in the 1960s 
and 1970s, the discovery of polymorphic protein and red cell 
enzyme systems resulted in new markers that increased the 
power of the testing. The introduction of human leukocyte 
antigen (HLA)-A,B typing further expanded the possibility 
of excluding most falsely accused men [ 1 ]. 

 Prior to the 1970s, the information from genetic marker 
testing was largely limited to providing evidence that a rela-
tionship did not exist. As more test systems were used, when 
testing failed to exclude, the probability of the alleged rela-
tionship between the tested individuals could be reliably cal-
culated from the genetic information obtained. An 
amendment to the US Social Security Law (title IV D) in 
1974 required that women requesting fi nancial aid for depen-
dent children identify the father. This change in the law 
increased the importance of providing estimates that tested 
individuals could be related in an alleged way. 

 Reports suggesting the use of DNA markers based on 
restriction fragment length polymorphisms (RFLP) for the 
determination of parentage fi rst appeared in 1986 [ 2 ]. Over 
the next decade most laboratories performing relatedness 
testing applied DNA-based methods. The development of 
polymerase chain reaction (PCR) methods, that easily 
allowed testing of a minimal sample, led to a shift from 
testing by the classic marker systems (RBC antigens, 
HLA, etc.) to testing by only DNA marker systems [ 3 ]. 
The evolution of testing methods used by laboratories sub-
scribing to the College of American Pathologists (CAP) 
parentage profi ciency testing program between 1993 and 
2003 is shown in Fig.  55.1 . The doubling of the number of 

laboratories performing parentage testing over this time 
period correlated with a sharp increase in PCR testing and 
a decrease in all other testing methods. Today, virtually all 
parentage testing laboratories rely on PCR-based genetic 
testing methods. In the most recent report from the CAP, 
91 laboratories subscribed to the parentage profi ciency 
testing program.

       Indications for Relatedness Testing 

    Parentage 

 Attempting to determine whether a man is or is not the bio-
logic father of a child used to be the most frequent reason 
for performing relatedness testing. And although paternity 
testing may still represent the majority of tests performed, 
the expansion of testing into other biological relationships 
has occurred, largely due to the continued development of 
DNA markers with enhanced discriminatory power. As indi-
cated above, child support programs are mandated to iden-
tify fathers of children born out of wedlock. In many 
situations the mother is unsure of who is the father. By 
establishing paternity, the mother is able to obtain fi nancial 
support for the child from the father. Even when a child is 
born to a married couple, paternity is not a certainty. Family 
studies performed as part of medical trials have frequently 
reported that a small percentage of participants’ children 
have extramarital genetic origins. Testing may be requested 
when a divorce is pending or when a father has doubts about 
his relationship to a child. Relatedness testing also is useful 
when it is suspected that babies have been mixed up in the 
nursery or to confi rm the identity of a kidnapped child. 
Genetic marker tests can establish parentage of a child born 
to a surrogate mother or in some cases when assisted repro-
ductive technologies, such as in vitro fertilization, are used.  

    Adoption and Absent Parents 

 A change in laws concerning availability of adoption records 
has increased requests for testing to identify biologic par-
ents. Genetic evidence can confi rm whether a relationship 
exists. Testing may be requested when individuals who were 
raised separately desire to establish whether they are siblings 
[ 4 ]. Similarly, testing may be useful to identify a person sus-
pected of being an absent parent. In some cases, the estab-
lishment of parentage may be important with regard to 
resolution of inheritance claims. Proving membership in a 
Native American tribe is another reason for determining 
parentage.  

  Figure 55.1    The evolution of testing methods offered by laboratories 
subscribing to the College of American Pathologists (CAP) parentage 
profi ciency testing program between 1993 and 2003. There was a sharp 
increase in PCR testing with a concomitant drop in all other testing 
methods by 2003       
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    Immigration 

 One rapidly expanding area for testing is in support of the 
immigration process in which claimed relationships to US 
residents must be proven genetically. The current US immi-
gration quota system gives preference to relatives of US resi-
dents applying for immigrant status. Genetic testing evidence 
is considered in establishing the relationship between a US 
resident and a person desiring to immigrate to the USA. Often 
these cases involve putative children or parents with incom-
plete documentation of their relationship.  

    Forensic Parentage 

 The usual use of genetic testing in forensic cases is to com-
pare DNA profi le results generated from a reference sample 
from a suspect with the profi le produced from a crime scene 
sample or a sample recovered from a victim. This testing 
generally involves determining whether the DNA profi les 
produced from the two samples match or not. In contrast, 
relatedness testing depends on the comparison of DNA pro-
fi les produced from samples from two or more individuals 
alleged to be related in some way and the goal of the testing 
is to assess whether or not alleles present in the tested indi-
viduals are identical by descent (i.e., inherited within a given 
family pedigree). Family relationship testing can be used to 
identify the perpetrator of a sexual assault resulting in con-
ception, or for the identifi cation of victims of naturally 
occurring or man-made disasters through establishing 
genetic relationships to surviving family members.   

    Sample Considerations 

    Samples 

 Relationship testing can be done using any sample from 
which DNA can be extracted and amplifi ed. Most laborato-
ries routinely use carefully collected buccal swabs. The 
advantages of buccal swabs include the ease of collection 
from infants, the ability to be collected by individuals with 
minimal training, and ease of sample shipping with a low 
risk for breakage or need of special shipping containers [ 3 ]. 
Additional sample types include whole blood, cord blood, 
tissue samples, and dried blood spotted on fi lter paper. Fetal 
DNA can be obtained from amniocytes, chorionic villus 
samples, and placental scrapings; however, it is important to 
rule out maternal contamination (see Chap.   57    ) when using 
these samples. The isolation of fetal cells from maternal 
peripheral blood samples also has been reported, but several 
laboratories using state-of-the-art single nucleotide poly-
morphism (SNP) testing platforms have reported success-

fully performing paternity testing with maternal blood during 
pregnancy, testing thousands of SNPs present in fetal DNA 
(inherited from the biological father and not present in the 
mother’s DNA) [ 5 ]. 

 Nuclear or mitochondrial DNA obtained from bones 
found at grave sites has been compared to samples from pre-
sumed relatives to identify individuals missing in action. 
Proof that the bones found in a mass grave site were those of 
Czar Nicholas II and his family was based on comparison 
with the mitochondrial DNA of living maternal relatives [ 6 ] 
(see Chap.   54    ).  

    Sample Collection 

 A testing facility must ensure that samples are identifi able 
and traceable from the time of collection through testing and 
reporting of results [ 7 ]. Samples need to be inspected and 
must meet acceptability criteria at all stages of testing. 
Collection of the samples must be done by individuals with 
no interest in the outcome of the testing, usually an employee 
or an agent of the laboratory; however, in some cases, sub-
mitted samples are collected “at home.” Under these circum-
stances it is very important to have a second person witness 
and verify the collection procedure. 

 The American Association of Blood Banks (AABB) has 
developed very specifi c requirements for the information that 
must accompany samples used for parentage testing [ 8 ], includ-
ing records of the name, alleged relationship, date of birth, 
and race or ethnic background of the individuals to be tested. 
Records must include information about the place, date, and 
person(s) collecting the sample. At the time of sample collec-
tion, the individual to be tested should be queried about a his-
tory of hematopoietic progenitor cell transplantation at any 
time in the past, as well as about transfusion in the past 
3 months. If only DNA testing is to be done, it is unlikely that 
transfused donor DNA will be detected. In multiply transfused 
patients, DNA-based blood group testing is used to determine 
the blood group phenotype of the recipient when it is diffi cult 
to fi nd compatible donor blood because of the presence of anti-
bodies. For routine parentage testing, a photograph taken at the 
time of sample collection or a legible copy of a government 
photo ID, or both, should accompany the specimen.   

    Relationship Testing Methods 

    General Issues 

 RBC antigens, polymorphic red cell enzymes, serum pro-
teins including Gm and Km, and serologic tests for HLA-A 
and HLA-B markers have been very useful systems for relat-
edness testing, although their use has all but disappeared in 
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favor of DNA-based identity testing [ 9 ] (Fig.  55.1 ). The 
molecular methods used for testing parentage samples are 
identical to the methods for forensic testing described in 
Chap.   54    ; therefore, this discussion is limited to method- 
specifi c requirements and quality control issues, some of 
which are particular to parentage testing. As is true for all 
molecular tests, the reliability, reproducibility, and accuracy 
of the method should be evaluated prior to use. Any new 
method or system used by a testing facility should be vali-
dated in several ways beginning with learning most of what 
can be known about the system or assay through performing 
a literature review, by using the method in parallel with 
existing laboratory methods, by sample exchange with 
another laboratory, or by a combination of these approaches 
[ 8 ]. In addition, for amplifi cation-based methods, inclusion 
of negative controls to monitor for sample contamination is 
important. Regardless of the method used, appropriate docu-
mentation of all sample handling and testing steps is critical 
for parentage testing as mandated by AABB standards.  

    RFLP Analysis 

 While the use of RFLP analysis demonstrated the possibili-
ties associated with the use of DNA-based methods for par-
entage testing, this methodology is seldom, if ever, used in 
family relatedness testing currently. The RFLP methodology 
was powerful but suffered several limitations including sam-
ple requirements for the DNA used, the largely manual pro-
cessing required, and the inability to precisely identify all of 
the sometimes hundreds of alleles associated with a particu-
lar marker. With the introduction of PCR amplifi cation of 
DNA markers consisting of short tandem repeats (STRs) in 
the mid-1990s, many of the RFLP limitations disappeared, 
causing a natural progression of parentage testing laborato-
ries to adopt PCR-STR technology over RFLP analysis.  

    Short Tandem Repeat Typing 

 PCR amplifi cation of STR markers is the method most fre-
quently used for relationship testing. Several commercial 
test kits are available for multiplex amplifi cation of many 
STR markers. These kits usually include the 13 CODIS loci 
that form the foundation of felon databases that are routinely 
searched by forensic DNA laboratories hoping to link evi-
dentiary DNA profi les to incarcerated or even arrested indi-
viduals who may have committed the specifi c crime or 
additional crimes [ 10 ]. For parentage testing, unlike for stain 
analysis used when comparing evidentiary stains to possible 
sources, there is no specifi c recommended panel of loci. 

Although the CODIS loci can be used, alternative or 
additional loci, or both, can be selected at the discretion of 
each laboratory as long as the fi nal results achieve or exceed 
statistical signifi cance (see section on “Reporting of Test 
Results,” below) in almost all cases. 

 Typical STR typing results in a case of disputed paternity 
are shown in Fig.  55.2 . Visible in the electropherogram are 
peaks of fl uorescence corresponding to the collection of STR 
alleles for the different loci produced from genomic DNA 
extracted from each of the tested individuals (only those 
alleles amplifi ed from STR loci with primers coupled to the 
green fl uorescent dye JOE are shown for discussion pur-
poses). Each allele in the profi le is labeled with a numerical 
designation (seen as “al” with a number) that corresponds to 
the number of repeats of the 4 base pair (bp) repeated 
 element. In the child’s profi le, those alleles inherited from 
the father whose identity is in question are indicated with an 
arrowhead and are identifi ed through comparison of the pro-
fi les from mother (M) and child (C) (understanding that the 
mother’s relationship with the child is unquestioned). The 
alleged father (AF#1) lacks the obligate alleles for the THO1 
and D16S539 loci so is excluded, but AF#2 is included as 
evidenced by his sharing of at least one obligate allele with 
the child at each locus.

   Identifi cation of alleles for STR loci relies upon accurate 
size estimates (within 1 bp) of alleles amplifi ed from a 
genomic DNA template by PCR. Primers that direct the 
amplifi cation of STR alleles are coupled to one of three or 
four different fl uorescent dyes so the amplifi ed alleles can be 
detected by fl uorescence. The color of the emission coupled 
with the size determination of the DNA fragment allows a 
computer to designate a tentative repeat size for each ampli-
fi ed product that is confi rmed by comparing the amplicon in 
a sample to the collection of known allele repeat sizes for 
each STR locus (i.e., the allelic ladder) that is included with 
each electrophoretic run. Ultimately, the STR profi le 
obtained from a sample may consist of up to 30 identifi ed 
alleles (or more depending upon the STR kit used) obtained 
from 15 independent STR loci (or more) plus two fragments 
from the amelogenin locus that identify the sex of the sample 
donor (see Chap.   54     for explanation). Determination of cor-
rect allele sizes in STR amplifi cations is of critical impor-
tance. For this reason, a human control of known genotype is 
subjected to parallel testing with unknowns in each analysis 
to ensure the accuracy and reproducibility of the test system. 
Allele assignments can be made using computer software; 
however, verifi cation of allele assignments should include 
the visual inspection of peaks by a knowledgeable individ-
ual. Regardless of the reading method, AABB standards as 
of this writing require that PCR results be interpreted twice, 
independently [ 6 ].  
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  Figure 55.2    Typical STR typing results produced in a case of disputed 
parentage. DNA was extracted from a mother (M), a child (C), and two 
alleged fathers (AF#1 and AF#2) and amplifi ed using the Identifi ler ®  
multiplex STR typing kit (Applied Biosystems, Inc., Foster City, CA). 
Amplifi ed STR alleles were separated using capillary electrophoresis in 
an ABI 3130XL Genetic Analyzer and analyzed using GeneMapper 
software (Applied Biosystems). Only the results produced from the STR 

loci amplifi ed from primers in the multiplex kit coupled to the green 
fl uorescent dye JOE are shown in the fi gure and alleles are identifi ed 
based upon the number of repeats in the tandem array.  Arrows  show the 
location of possible paternally inherited alleles in the child’s sample. 
Alleged father 1 (AF#1) lacks obligate alleles for THO1 and D16S539 
so is excluded, but alleged father #2 (AF#2) is included because he 
shares at least one obligate allele with the child at every locus shown       
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    Nucleotide Sequence Determination 

 Nucleotide sequence determination can be used for relation-
ship testing either by a traditional sequencing method or by 
a sequence-specifi c method, such as analysis of HLA alleles 
by sequence-specifi c oligonucleotide probes or sequence-
specifi c primers [ 11 ,  12 ]. SNP analysis also can be applied 
using a variety of methods [ 13 ]. For all methods, inclusion of 
appropriate controls is important. Ideally, DNA sequencing 
should include analysis of both forward and reverse 
sequences. Comparison of results with a consensus sequence 
can be used for validation [ 8 ]. SSOP determination of HLA 
alleles should include a positive control probe that is comple-
mentary to a conserved sequence present in all alleles; like-
wise, the use of SSP requires that a positive internal 
amplifi cation control of a nonpolymorphic sequence be 
included with each reaction. While SNP analysis can be 
highly automated, its use for relationship testing requires the 
analysis of a large number of loci to achieve statistical sig-
nifi cance of the interpretation. 

 Next-generation DNA sequencing technology (NGS) has 
the potential to revolutionize the fi eld of family relationship 
testing. Using NGS platforms, it is possible to determine the 
sequence of billions of nucleotides in a single sequencing 
run and, under the assumption that there is one SNP in every 
1,000 bp of genomic DNA, there would be hundreds of thou-
sands of SNPs in a single NGS test result. Among the SNPs 
detected, a signifi cant proportion would differ between the 
mother and the child (i.e., those SNPs inherited from the 
father) and those remaining could be compared to an alleged 
father’s reference sample to determine exclusion/inclusion 
in the case. The only question regarding the use of NGS tech-
nology is whether or not it can be priced competitively with 
classic STR testing performed by most laboratories.  

    Y Chromosomal and Mitochondrial 
DNA Markers 

 Polymorphisms residing on sex chromosomes are not rou-
tinely used for relatedness testing. However, the amelogenin 
locus is routinely amplifi ed and is helpful to verify that male 
and female samples have not been switched. Mitochondrial 
DNA, which is maternally inherited, and Y chromosome 
markers (Y-STR) passed through the male lineage are useful 
for family and population reconstructions [ 14 ]. Sex-linked 
markers are especially useful when investigating questioned 
family relationships more distant than parent and child 
because of the conservation of haplotypes within the pedi-
gree stemming from the lineage-specifi c inheritance pattern. 
For example, comparing the Y-chromosomal haplotypes of a 
male child and a male cousin of the untested alleged father 
who descended from a brother of the untested alleged father 

could establish with high certainty that the child whose 
paternity is in question does indeed belong to the male lin-
eage within the pedigree. Autosomal STR markers would 
almost certainly fail to establish such a strong link. Sex- 
linked markers do have limitations, however. For example, in 
the scenario discussed above involving the Y-STR haplo-
types, although the untested and deceased alleged father of 
the child could be the true father, his brother, or the cousin 
also possibly could be the father of the child. With sex-linked 
markers it is not possible to distinguish amongst all male or 
female members of the family. Some additional approach, 
such as those described below, must be taken with the sex- 
linked DNA results to make the distinction.   

    Interpretation of Parentage Results 

    Overview 

 Parentage testing seeks to determine whether a particular 
relationship exists between a set of individuals as evidenced 
by shared alleles inherited by the child from the parent 
(alleles designated as identical by descent). If the results of 
the testing provide suffi cient evidence that the purported 
relationship does not exist, an exclusion is said to occur. 
When the results do not exclude a relationship, the situation 
is termed an inclusion, and a statistical analysis to calculate 
the probability or odds ratio that the relationship is true is 
performed using the test results. Several mathematical 
expressions are generally used to express the inclusionary 
results: paternity or parentage index (PI), combined paternity 
or parentage index (CPI), and the probability of paternity or 
parentage.  

    Exclusion 

 Test results from each of multiple independent systems are 
compared to establish whether the tested parties are related 
or unrelated. Table  55.1  shows examples of serological test 
results for several situations in which the test results indicate 
that a relationship does not exist. When an allele is found in 
a child that is not in the child’s mother, it must have come 
from the biological father. Therefore, in a standard trio pater-
nity case with a mother, father, and child, a direct exclusion 
for the system tested occurs when an alleged father does not 
have an allele that is found in the child but is not present in 
the child’s mother (AF#1 in Fig.  55.2 ; Table  55.1 ). An indi-
rect exclusion occurs when the exclusion is based on the 
observation that the child and the alleged father are homozy-
gous for different alleles (Table  55.1 ). This type of exclusion 
is not conclusive, since it is possible that the child and alleged 
father actually share a null gene that is not detected. 

R.W. Allen and H.F. Polesky



817

Therefore, before an opinion of nonpaternity is rendered 
based on an indirect exclusion, a search is made for addi-
tional direct or indirect exclusions. Exclusions in two inde-
pendent tests are suffi cient to exclude an individual as the 
biological father of a child, as long as the chance of mutation 
has been considered.

   Since mutations can occur, albeit rarely, in many of the 
DNA test systems, a single inconsistency in expected inheri-
tance is also not adequate to reach a conclusion of nonpar-
entage, particularly if the inconsistency is only one tandem 
repeat size different from the important allele in the alleged 
parent or child [ 7 ]. Mutation rates of commonly used loci are 
available, as well as statistical methods for incorporating the 
inconsistency into the fi nal reported calculation [ 8 ]. To avoid 
misinterpretation, results should be reported as phenotype 
rather than as assumed genotype when a test indicates a sin-
gle marker at a locus. In the parentage testing fi eld, the term 
“phenotype” is used to represent the measurable genetic 
markers in a given individual at a specifi c locus. Although 
confusing to those more familiar with the term “genotype” in 
this setting, the terminology for parentage testing has its ori-
gins in RBC typing in which a person with type A blood is 
said to have the A phenotype but could have the AA or AO 
genotype. Therefore, to avoid the assumption of homozygos-
ity, test results are reported as phenotypes, which may or 
may not refl ect the genotype. While it is less common for a 
DNA-based genetic test result not to match the actual geno-
type, null alleles and primer-site polymorphisms have been 
reported. In addition to mutation, technical errors, sample 
mix ups, and reagent problems such as primer-binding site 
differences can lead to false exclusions. When an individual 
is excluded, his or her phenotype must be confi rmed by 
repeating the test with an independent isolation of the DNA 
from the alleged parent and possibly also the child [ 7 ]. 

 Maternity is presumed when samples are submitted for 
testing. However, occasionally a different child is substituted 
for the biologic child. When test results are completed on a 
trio (mother, child, and alleged father), the results on the 
mother and child should fi rst be evaluated to determine that 
at each locus there is one common allele. This comparison is 
one of the ways that the laboratory can validate that the cor-
rect samples were tested. On rare occasions, inconsistencies 
between a mother and a child are observed. This fi nding can 
be due to a mutation and is not a maternal exclusion.  

    Inclusion 

 The most frequent use of relationship testing is to determine 
paternity. Each genetic system used in relationship testing 
should be well documented in the literature and must have 
been shown to follow Mendelian inheritance. Ideal genetic 
systems for relationship testing have multiple alleles, a low 
rate of mutation, and fairly uniform frequency distribution of 
alleles in the population [ 9 ]. The power of exclusion, which 
can be calculated for each locus based on the number of 
alleles in the population and their frequencies, represents the 
chance that an unrelated individual can be excluded by the 
locus. If a system has a few alleles that are common to most 
individuals, the chance that two unrelated individuals will 
share one or more alleles is high. If the system has multiple 
alleles, none of which occurs with a high frequency, then the 
power of exclusion is larger. 

 Based on Mendelian genetics, if a child has an allele that 
was not inherited from the mother, then it must have come 
from the biologic father. If the alleged father has that allele, 
then he is included among the group of men who could be 
the child’s father (AF#2 in Fig.  55.2 ). The examination of 
alleles at multiple genetic loci is used to statistically reduce 
the number of men who could be the biologic father. AABB 
standards provide guidelines for the statistical signifi cance 
that must be achieved to report the results, as described 
below. 

    Parentage Index 
 The PI expresses in mathematical terms how many times 
more likely it is that the tested individual is the biologic 
father of the child than a randomly selected man. Thus, the 
PI is an odds ratio comparing the probability that the child is 
the product of the mother and the alleged father vs the prob-
ability that the child is the product of the mother and a ran-
dom man of the same racial background. At each of the 
multiple loci tested, the chance that the tested individual 
passed the obligatory allele is compared to the chance that 
the allele could have been contributed by a random individ-
ual [ 15 ]. A formula to calculate the PI can be derived using 
the laws of probability for each potential combination of 

     Table 55.1    Examples o   f phenotypes that exclude parentage   

  Type of exclusion    Mother    Child    Tested man  
  Obligatory 
allele(s)  

 Direct  A  AB  C   b  

 AB  AC  AD   c  

 Two-haplotype  A  A  BC   a  

 AB  AB  CD   a  or  b  

 AB  A  BC   a  

 Unknown  AB  CD   a  or  b  

 Indirect a   A  A  B   a  

 AB  B  A   b  

 Unknown  B  A   b  

     The obligatory allele is based on the required paternal genetic contribu-
tion given the mother’s and the child’s phenotypes. If two alleles or two 
groups of linked markers are defi ned in one individual, but neither is 
present in the second tested person, the exclusion is defi ned as a “two- 
haplotype” exclusion 
  a Mutation must be considered if indirect exclusion is in a single 
system  
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alleles for a mother, child, and alleged-father trio at each 
locus, based on allele frequencies (Table  55.2 ). A PI must be 
calculated separately for each locus tested.

   Since the PI calculations require allele frequencies by 
racial group, for each locus the frequency of all the possible 
alleles must be determined from the phenotypes of at least 
100 unrelated individuals from the same racial group. The 
larger the available database, the smaller the error of the esti-
mate. The ideal population frequency is one calculated from 
testing done by the specifi c laboratory. These data should be 
evaluated by comparison with published frequencies. When 
a laboratory has accumulated additional test data or intro-
duces a new method, new values should be calculated and 
compared with existing frequencies. This is helpful in moni-
toring changes in the laboratory. For STR systems with dis-
crete alleles, it is fairly easy to establish frequency tables that 
can be validated and compared with those of other facilities. 
RFLP markers occur over a continuum and are infl uenced by 
measurement variables. Thus, determining the frequency of 
each band requires the use of the delta value for the test sys-
tem [ 9 ]. Computer programs and manual calculations must 
be periodically reviewed and validated. Cases may involve 
individuals from racial or ethnic groups for which there is 
only a limited sample from the testing laboratory. In these 
cases, published tables may be used [ 16 ]. Table  55.3  shows 
the variation in PI values by racial group for several STR 
markers using published allele frequencies.

       Combined Parentage Index 
 Assuming each locus tested is inherited independently, a CPI 
is calculated by multiplying the PI values of all the individual 
loci to obtain a combined odds ratio, as specifi ed by the third 
law of probability for completely independent events. AABB 
standards require that multiple independent genetic systems 
be tested that will provide a CPI of at least 100, which indi-
cates that it is 100 times more likely that “this man,” rather 
than “some random man,” is the father of this child [ 7 ]. 
Table  55.4  is an example of a case meeting this requirement 
for the three ethnic groups shown.

       Residual Paternity Index 
 The residual paternity index is a calculation that is useful 
when there are inconsistencies in inheritance for some sys-
tems. This index is calculated by multiplying the PI for all 
systems that fail to exclude. A high residual PI suggests that 
the true parent could be a relative of the tested individual. 
Since a father and son share at least one marker at each locus, 
and brothers have more markers in common with each other 
than either would with a random man, if the true father is 
related to the tested individual, the alleged father is less 
likely to be excluded in most systems. An avuncular index is 
used to calculate whether there is biological relationship 
between the alleged father’s child and aunts or uncles of the 
alleged father [ 17 ]. A high residual PI also may occur if the 
single inconsistency is due to a mutation or if there has been 
a laboratory error in testing or recording results of a single 
system. If the inconsistency is considered to be a mutation, 
the PI for the system can be calculated using a value for the 
mutation frequency, if known [ 18 ]. In these cases the CPI 
often exceeds 100 even though the PI for the system with the 
mutation is very small.  

    Probability of Parentage 
 If the individual in question is included as the parent by the 
genetic testing, this information is combined with the nonge-
netic evidence to calculate the probability of parentage ( W , 
expressed as a percentage) using Bayes’ theorem:

  
W

p

p p
=

( )( )
( )( ) + -( )

´
CPI

CPI 1
100

   

     Table 55.2    Phenotype results and formulas used to calculate the par-
entage index by allele combination   

  Mother    Child    Tested man    PI  

 A or AB  A  A  1/ a  

 A or AB  A  AB or AC  0.5/ a  

 B  AB  A  1/ a  

 B  AB  AC or AB  0.5/ a  

 AB  AB  AB or A  1/( a  +  b ) 

 AB  AB  AC  0.5/( a  +  b ) 

 BC  AB  AB or AD or AC  0.5/ a  

 BC  AB  A  1/ a  

  A, B, C, and D represent different alleles. A is always used to represent 
an obligatory paternal allele;  a  and  b  are frequencies of alleles A and B, 
respectively, in the same racial group as the tested man (alleged father)  

   Table 55.3    Calculation of the percentage index (PI) using allele frequencies for different racial groups   

 paternity indices (by ethnic background) 

  M    Child    Man    X  /  Y    Caucasian  
  African 
American    Native American  

 CSF1PO  9, 11  9, 11  11  1/( a  +  b )  2.98  4.10  3.29 

 D5S818  10  10, 13  13  1/ a   6.46  4.64  10.62 

 TH01  7, 8  8  8, 9  0.5/ a   4.36  2.41  9.23 

 TPOX  8  8  8  1/ a   1.86  2.77  2.63 

 Combined parentage index  156  127  848 

 Probability of paternity (%)  99.36  99.22  99.88 

   a , frequency for the obligatory paternal allele(s) in each population;  b , frequency of the child’s maternal allele when the mother and child are 
heterozygous for the same two alleles; M, mother; X/Y, odds ratio of tested man vs a random man being the father of this child (see Table  55.2 )  
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where  p  is the prior probability of nongenetic events and 
CPI is the combined parentage index [ 19 ]. The nongenetic 
information is referred to as the prior probability and 
includes information about access at the appropriate time, 
fertility, and so on. Since the nongenetic information is 
unknown to the testing facility, it is general practice to 
assign a neutral value of 0.5 (50 %) to perform this calcu-
lation. Alternatively, the probability of parentage can be 
calculated with prior probabilities of 0.1, 0.5, and 0.9 to 
give a range of probabilities. The number calculated, 
referred to as the posterior probability, is expressed as a 
percentage. If the CPI is 100, then the probability of par-
entage is 99 % when using a 50 % prior. The higher the 
value of the CPI, the closer the probability of parentage is 
to 100 %; however, 100 % can never be reached. If the 
genetic evidence indicates that no relationship exists (mul-
tiple exclusions), then the probability of parentage is 
reported as zero.  

    Random Man Not Excluded 
 Random man not excluded (RMNE) is a calculation that 
estimates the fraction of the population that would not be 
excluded by a test system based on the phenotypes of the 
mother and child [ 20 ]. The results of the tested man are not 
considered in determining this value. The RMNE value for 
several systems used as a battery of tests gives a power of 
exclusion for a random man that is compared to the 
mother–child pair. RMNE adds little or no additional 
information to the PI and is not routinely reported by most 
testing facilities.   

    Reconstruction Cases 

 In many circumstances it is possible to estimate the likelihood 
of a relationship when only some of the persons in the family 
are available for testing. 

    Motherless Cases 
 If only the man and child are tested, a PI can be calculated 
using formulas that compare the chance that the tested man 
will transmit the shared allele(s) to the child through a mat-
ing with a “random mother” with the chance that the allele(s) 
are from two unknown and random parents [ 21 ] (Table  55.5 ).

       Fatherless Cases 
 Formulas are available to calculate the possibility of parent-
age when the mother, child in question, and unquestioned 
relatives of the unavailable father are tested [ 22 ]. A common 
situation, shown in Fig.  55.3 , is to test one or both parents of 
a deceased man (i.e., the presumed grandparents). If the 

   Table 55.4    Detailed STR parentage test results for a Caucasian trio   

  Locus  

  STR test results    Frequency of 
OG(s)  

  Calculations  

  Locus PI    Mother    Child    Tested man    Formula   X  /  Y  

 CSF1PO  10, 11  10, 12  10, 12  12 = 0.33  0.5/0.33  1.52 

 D3S1358  15  15  15  15 = 0.26  1/0.26  3.85 

 D5S818  10, 11  10, 12  11, 12  12 = 0.35  0.5/0.35  1.43 

 D7S820  8, 11  8, 11  8, 11  8 = 0.16  1/(0.16 + 0.18)  2.94 

 11 = 0.18 

 D8S1179  12, 13  13, 14  14  14 = 0.21  1/0.21  4.76 

 D21S11  28  28, 30  29, 30  30 = 0.25  0.5/0.25  2 

 FGA  22, 24  22, 23  23  23 = 0.15  1/0.15  6.67 

 TH01  9  7, 9  7  7 = 0.22  1/0.22  4.55 

 vwa31/A  18, 19  18, 19  17, 19  18 = 0.23  0.5/(0.23 + 0.08)  1.61 

 19 = 0.08 

 Combined parentage index  11,444 

 Probability of paternity  99.99 % 

  OG(s), obligatory paternal allele(s). Frequency of OG(s) refers to the allele frequency of the given OG allele in the Caucasian population.  X / Y , 
odds ratio of tested man vs a random man being the father of this child. Formula  X / Y  can be found in Table  55.2 . Locus PI is calculated for each 
locus, and then the individual locus PIs are multiplied together to obtain the combined Parentage Index (PI). The probability of paternity is calcu-
lated using Bayes’ theorem and a neutral prior probability of 0.5  

   Table 55.5    Phenotype results and formulas used to calculate the PI by 
allele combination in motherless cases   

  Child    Tested man    PI  

 A  A  1/ a  

 A  AB  0.5/ a  

 AB  A  0.5/ a  

 AB  AB  ( a  +  b )/4 ab  

 AB  AC  0.25/ a  

  A, B, and C represent different alleles;  a  and  b  are frequencies of alleles 
A and B, respectively  
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obligatory paternal allele in the child is not present in either 
of the child’s presumed grandparents, the man is excluded. If 
it is present, then the PI can be determined. It is also possible 
to use tests of other children of the deceased man with or 
without testing their mother(s), his siblings, or other related 
individuals. In doing these reconstructions, one assumes that 
the surrogate individuals are biologically related to the 
father.

       Kinship Analysis 
 Estimation of whether two tested individuals are full sib-
lings, are half-siblings, or have some other relationship is 
possible using appropriate kinship coeffi cients [ 4 ,  23 ]. 
Although full siblings will share one or both alleles by 
descent in most systems, 25 % of the time they will not share 
a common allele. Molecular genetic markers also are very 
useful in determination of the zygosity of twins. Table  55.6  
shows the testing results for a mother and three children. 
From this data it is possible to determine whether the chil-
dren have the same or different fathers and thus are full or 
half siblings. For the case shown in Table  55.6 , the data indi-
cate the existence of multiple fathers.

       Reporting of Test Results 
 Many of the reports of relatedness testing may become part 
of legal proceedings. In some cases, one of the tested parties 
may challenge the results, and thus it is very important to 
have careful documentation of all steps from sample collec-
tion to reporting of results. AABB standards defi ne the 
required information for a report of parentage testing [ 7 ,  8 ]. 
The date of collection of each sample, the name of each 
 person tested, and his or her relationship to the child should 
be stated in the report. The phenotype observed for each 

  Figure 55.3    Reconstruction of a 
family with a deceased alleged father 
(?AF). ( a ) Phenotype results from two 
RFLP systems and three STR systems 
on members of the family shown in ( b ). 
( b ) Pedigree of family relationships. 
The alleged father (?AF) is deceased. 
His presumed parents (?GF and ?GM) 
were tested, and the results are given in 
( a ). Shown in  bold  are the obligatory 
paternal allele(s) (OG) that could be 
found in the alleged father if ?GF and 
?GM are his parents. These results 
show that Child 1 (Ch 1) could be the 
product of a mating between the mother 
and the deceased man (?AF). Child 2 
(Ch2) is excluded as being the child of 
?AF and the mother in several systems 
( shaded boxes ), since the OGs are not 
in the presumed parents of ?AF       

    Table 55.6    Relationship testing to determine sibship   

  Sample/
system    Mother    Child 1    Child 2    Child 3  

  Inferred 
paternal 
alleles  

 D3S1358  16  16  16  16  16 

 D5S818  11, 12  10, 11  12, 13  11   10 ,  11 ,  13  

 D7S820  12  11, 12  8, 12  9, 12   8 ,  9 ,  11  

 D8S1179  13, 15  13, 14  14, 15  10, 13  10, 14 

  The paternal alleles can be inferred from each child. The existence of 
more than two obligatory paternal alleles in loci D5S818 and D7S820 
indicates the existence of multiple fathers of these children  
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individual using standard nomenclature and the PI for each 
genetic system tested must be included. The report must 
explain whether a relationship can or cannot be excluded. 
The racial or ethnic background used for calculations, the 
combined parentage index, and the probability of parentage 
as a percentage must be stated. Any unusual fi ndings such as 
mutations must be explained.    

    Conclusion 

 Testing of multiple genetic systems by validated molecular 
methods can provide information to resolve questions of relat-
edness. Though these tests are powerful tools that can exclude 
almost all falsely accused parents, they alone do not prove 
absolutely that a relationship exists between two individuals.     
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Abstract

Allogeneic hematopoietic stem cell transplantation (HSCT) is a well-established treatment 

option for a variety of malignant and nonmalignant diseases. Each year, more than 28,000 

patients undergo allogeneic HSCT worldwide. Molecular analysis of chimerism levels is 

used to monitor the proportions of donor and recipient hematopoietic cells in patients after 

HSCT. Chimerism studies can help identify the source of hematopoiesis after engraftment, 

identify graft rejection in patients with poor hematologic recovery, and assist in the diagno-

sis and prediction of relapse and clinical graft-vs-host disease (GVHD). The most com-

monly applied method is PCR amplification of short tandem repeats (STR), a type of genetic 

polymorphism. The interpretation of chimerism results depends on the context in which the 

testing was done, i.e., the type of transplant, conditioning intensity, timing of testing post- 

transplant and results of concurrent blood counts and bone marrow morphology. While the 

methodology is technically straightforward, the implementation, analysis, and interpreta-

tion of results can be complicated. The clinical importance of chimerism results warrants 

the effort required by the laboratory for validation and performance of the test. In this chap-

ter we review the clinical utility of chimerism analysis and laboratory aspects of testing, 

including methods, reagents, approaches to pre- and post-transplant testing, analysis and 

interpretation, pitfalls and limitations, reporting, and data management.
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 Introduction

Allogeneic hematopoietic stem cell transplantation (HSCT) 

is a well-established treatment option for a variety of malig-

nant and nonmalignant diseases. Molecular analysis of chi-

merism levels is used to monitor the proportions of donor 

and recipient hematopoietic cells in patients after 

HSCT. Chimerism studies can identify the source of hemato-

poiesis after engraftment, identify graft rejection in patients 

with poor hematologic recovery, and assist in the diagnosis 

and prediction of relapse and graft-vs-host disease (GVHD). 

The most commonly applied method is PCR amplification of 
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short tandem repeats (STR), a type of genetic polymorphism. 

The interpretation of chimerism results depends on the context 

in which the testing was done, i.e., the type of transplant, 

conditioning intensity, timing of testing post-transplant and 

results of concurrent blood counts and bone marrow mor-

phology. In this chapter we review the clinical utility of 

 chimerism analysis and laboratory aspects of testing includ-

ing methods and analysis.

 Terminology

A chimera is a mythological creature consisting of the head 

of a lion, the body of a goat, and the tail of a serpent. In medi-

cine, a chimera is an individual whose cells derive from two 

or more genetically distinct individuals. While this can occur 

naturally by fetal-maternal transfer, in the context of HSCT, 

chimerism is the desired outcome, with the entire hemato-

poietic system genetically of donor origin. A variety of terms 

are used to describe post-transplant chimerism (Table 56.1). 

“Complete chimerism” (also referred to as “full donor chi-

merism”) indicates that only donor hematopoietic cells are 

identified. In contrast, when both recipient and donor cells 

are present in a cellular subset, this is referred to as “mixed 

chimerism.” The threshold that differentiates complete chi-

merism from mixed chimerism depends on the sensitivity of 

the assay used; that is, if the sensitivity of the assay is 5 %, 

then 95 % donor may not be a significantly different result 

from 100 % donor. Similarly, a technical result of complete 

chimerism does not indicate absolute absence of donor cells; 

only that it is below the limit of detection of the assay. 

Detection of < 1 % donor is sometimes referred to as “micro-

chimerism,” a term that arose from the solid organ transplant 

field, where passenger cells within the graft can persist in the 

recipient’s blood.

 Hematopoietic Stem Cell Transplantation

Each year, more than 28,000 patients undergo allogeneic 

HSCT worldwide. Allogeneic HSCT is accomplished by the 

infusion of either bone marrow or granulocyte colony stim-

ulating factor (G-CSF)-mobilized peripheral blood stem 

cells from a related or unrelated donor. The stem cell infu-

sion is preceded by the administration of a conditioning 

regimen (chemotherapy and/or radiotherapy), designed to 

eradicate residual malignant cells and induce sufficient 

immunosuppression to facilitate engraftment. Allogeneic 

HSCT permits the administration of myeloablative doses of 

chemotherapy and radiation, and offers important antitumor 

immunity through donor-derived T and NK cells. The 

genetic disparity between the donor and the recipient results 

in a therapeutic antitumor effect, often called the graft-vs-

tumor (GVT) response, but also results in immune-mediated 

damage to normal recipient tissues, causing a clinical syn-

drome called GVHD. Reduced intensity HSCT (RI-HSCT) 

involves the administration of non- myeloablative doses of 

chemotherapy and radiation in order to reduce the toxicity 

associated with aggressive conditioning. The lower toxicity 

of RI-HSCT allows its use in patients deemed ineligible for 

myeloablative transplants due to age, comorbidities, or prior 

therapies. RI-HSCT eradicates malignant cells through a 

powerful GVT effect and not through chemotherapy or 

radiation.

 Clinical Utility of Chimerism Analysis

Chimerism is a dynamic process following allogeneic HSCT, 

and its kinetics depend on the intensity of the conditioning 

regimen, sensitivity of different cell types to chemotherapy 

and radiation, the recipient’s prior therapies, composition of 

Table 56.1 Terminology of post-transplant chimerism analysis

Term Definition Significance

Complete or full donor chimerism Only donor detected Suggests complete hematopoietic engraftment, 

but low levels of recipient cells may not be 

detected depending on the method used to 

assess

Mixed chimerism Both donor and recipient detected May indicate increased risk of relapse; 

dynamic change most important (increasing, 

decreasing, or stable); for RI-HSCT, mixed 

chimerism is expected initially

Subset chimerism Mixed chimerism in a cellular 

subpopulation, e.g., T cells

Patterns of T cell and natural killer (NK) cell 

chimerism may be predictive of GVHD or 

graft loss in RI-HSCT recipients

Split chimerism Recipient detectable only in some cell 

lineages

May indicate relapse or risk of relapse; 

important to correlate with clinical picture and 

original disease cell lineage

Microchimerism <1 % recipient detected Associated with solid organ transplantation; 

unclear significance in setting of allogeneic 

HSCT

RI-HSCT reduced intensity hematopoietic cell transplation
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the graft, and other factors. Therefore, identification of 

 longitudinal changes (increasing or decreasing mixed chime-

rism over time) is most useful clinically. The interpretation 

of chimerism testing depends on clinical context, type of 

transplant, and time after transplant. For example, the pres-

ence of “10 % residual recipient cells” may have completely 

different implications on day 21 vs day 100 after HSCT, or if 

the patient had a myeloablative or a reduced-intensity condi-

tioning regimen prior to transplant. Similarly, the presence of 

“25 % donor cells” in a patient with aplastic appearing bone 

marrow is interpreted differently from a patient who has evi-

dence for relapsed leukemia occupying the marrow. Here we 

describe the common clinical situations and various clinical 

outcomes that can be evaluated with chimerism testing.

 Patterns of Engraftment

Recovery of normal hematopoiesis after HSCT occurs 

gradually after the stem cell infusion. In typical hemato-

logic recovery, granulocytes recover first (within 10–24 

days) and platelets and red blood cells ensue. Complete 

blood counts fail to reveal the origin of recovering hemato-

poiesis, which can be donor-or recipient-derived, and is 

very often mixed in the early phases after HSCT. Chimerism 

analysis is usually done in the first 100 days after the stem 

cell infusion to verify and document adequate engraftment 

of donor cells [1]. In myeloablative HSCT, if careful sequen-

tial studies are done, an early phase of mixed chimerism is 

usually observed, rapidly followed by conversion to com-

plete donor chimerism (Fig. 56.1a). In cases of graft failure, 

transient mixed chimerism transitions back to predomi-

nantly recipient chimerism, followed by disappearance of 

donor cells (Fig. 56.1b). Therefore, chimerism studies are 

useful in the evaluation of poor hematological recovery, 

which may be the result of engraftment failure, infection, 

GVHD, or ABO incompatibility. In RI-HSCT, mixed chi-

merism may persist for long periods of time without indicat-

ing engraftment failure.

The kinetics of the transition from mixed to complete chi-

merism reflect the complexity of immune interactions 

between donor and recipient cells as well as differences in 

the HSCT process for different clinical situations. The major 

determinants of engraftment timing and levels of mixed chi-

merism include the type of conditioning regimen used (mye-

loablative vs reduced-intensity), graft type (bone marrow vs 

peripheral blood stem-cells vs umbilical cord blood [UCB]), 

graft source (related vs unrelated donor), human leukocyte 

antigen (HLA) compatibility, numbers of CD34+ and CD3+ 

cells in the graft, prior chemotherapy, degree of lymphode-

pletion prior to transplant, type of disease (acute myeloge-

nous leukemia [AML], lymphoma, chronic myelogenous 

leukemia [CML], etc.), and the use of T cell depletion [2–11]. 

Acute GVHD is associated with accelerated engraftment, but 

the causal relationship is unclear. Faster engraftment may 

trigger GVHD by not allowing sufficient time for the immune 

system to develop tolerance [2, 3, 12, 13].

In RI-HSCT, higher levels of donor chimerism, and some-

times even early full chimerism, are more common in 

patients who had intensive chemotherapy prior to transplant, 

likely secondary to lymphodepletion, which leads to homeo-

static expansion of donor cells and therefore faster engraft-

ment [5, 14]. Strategies have been developed to intensify 

pre-transplant lymphodepletion in order to accelerate 

engraftment [11]. Chimerism analysis enables close moni-

toring in these cases.

In UCB transplants, slow engraftment and engraftment 

failure are common due to low numbers of CD34+ cells and 

HLA incompatibility. Chimerism is tested in these cases to 

monitor the engraftment process. Chimerism measurements 

as early as 14 days post-transplant can be helpful in predict-

ing the risk for graft failure [15]. In order to overcome the 

barriers of slow engraftment and high incidence of graft fail-

ure after UCB transplants, a commonly used approach is the 

Figure 56.1 Comparisons of typical time courses of engraftment (a) 

and graft failure (b) after bone marrow transplant. The example of 

relapse (b) shows recovery of donor engraftment after infusion of donor 

lymphocytes
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concurrent transplantation of two different UCB units, which 

accelerates engraftment and reduces the risk for graft failure 

[16, 17]. After double cord transplant, chimerism analysis 

often detects DNA from both UCB units at the same time, 

with occasional residual recipient cells, especially after 

reduced-intensity conditioning. The usual course is that both 

units contribute to early hematopoiesis, but by 21–100 days 

post-transplant, one of the units predominates, and eventu-

ally the minor unit can no longer be detected [17, 18]. The 

factors determining which unit “wins” include the CD3+ and 

CD34+ cell doses, the order of infusion, and the degree of 

HLA match [16, 19, 20]. Interestingly, cases have been 

reported where reversal of dominance occurs a long time 

after the transplant, even after documentation of full chime-

rism with one of the donors [20, 21]. Evaluation of chime-

rism in the setting of two donors is more complicated than 

with a single donor.

 Evaluation of Graft Failure

Graft failure presents as either failure to achieve adequate 

engraftment and recovery of blood counts (primary graft 

failure) or loss of normal blood counts after initial engraft-

ment (secondary graft failure) (Fig. 56.1b). In the evalua-

tion of graft failure, it is important to differentiate between 

graft rejection, defined as the absence of donor-derived 

hematopoiesis (usually < 5 % donor chimerism) in a patient 

with a hypocellular marrow, and poor graft function, where 

donor cells are present but production of blood elements is 

reduced. Poor graft function may result from a low dose of 

CD34+ cells in the graft, presence of recipient-derived 

anti- HLA antibodies against the donor cells, use of bone 

marrow or UCB as opposed to peripheral blood stem cells, 

infection, and factors in the bone marrow environment [22, 

23]. A poorly functioning graft may respond to infusion of 

additional stem cells. Graft rejection is more likely to be 

the result of immunologic rejection of the graft, and can be 

treated with modulation of immunosuppressive therapies, 

donor lymphocyte infusions, or a second HSCT [24]. In all 

cases of graft failure, an evaluation of a bone marrow 

biopsy is mandatory to exclude a relapsed malignancy. The 

combination of bone marrow histology and chimerism 

levels in bone marrow and blood are useful to help interpret 

the clinical picture.

Mixed chimerism does not always predict graft failure, 

and is very common after RI-HSCT. However, it is known 

that predominant donor chimerism precedes hematologic 

recovery. A persistently low level of donor chimerism in 

whole blood, T cells, or NK cells after transplant is associ-

ated with subsequent graft failure [1, 5, 25, 26]. Serial moni-

toring every 1–4 weeks can identify a downward trend 

which predicts graft failure. Serial monitoring is also useful 

to measure responses to treatments of graft failure, such as 

withdrawal of immunosuppression, infusion of additional 

stem cells or additional lymphocytes, or a second transplant 

from a different donor.

 Association with GVHD

In some studies, early conversion to full donor chimerism 

was associated with increased incidence of GVHD, while 

mixed chimerism seemed to be protective against acute and/

or chronic GVHD [25, 27–29]. Mechanistically, co-existence 

of recipient and donor cells may facilitate peripheral toler-

ance induction, but mixed chimerism is not fully protective 

against GVHD, and conversion to full donor chimerism is 

not required for initiation of GVHD [5, 30–32]. Studies of T 

cell subset chimerism are potentially more informative than 

whole blood, and show that high donor T cell chimerism is 

associated with GVHD [5, 9].

 Chimerism and Relapse in Myeloablative 
Transplants

The utility of chimerism testing for prediction of disease 

relapse depends on several factors. Attempts to associate 

mixed chimerism with relapse and survival outcomes resulted 

in conflicting results, possibly related to differences in dis-

eases and conditioning regimens studied, and the use of T cell 

depletion strategies in some studies. In myeloablative HSCT 

for CML, the presence of mixed chimerism or mixed T-cell 

chimerism within 90 days after transplant correlates with dis-

ease relapse and a poor outcome, but this seems to depend on 

the conditioning regimen [33], and has questionable value in 

diseases other than CML [7]. The timing of testing is critical; 

studies in CML have shown that not only mixed chimerism 

but also residual copies of BCR–ABL1 transcript are not pre-

dictive of relapse in the first 90 days after HSCT [34]. 

Therefore, in most clinical scenarios, early testing of mixed 

chimerism (day 30) should be reserved for evaluation of pos-

sible graft failure and not disease relapse [1].

Beyond the first 90 days post-transplant, many studies 

have demonstrated an association between persistence of 

recipient cells with relapse and worse survival [30, 35, 36]. 

More importantly, studies that looked at the dynamic changes 

in chimerism levels showed that a persistent or rapid trend of 

dropping chimerism levels often heralds relapse [31, 37–40], 

whereas stable mixed chimerism is not clearly associated 

with poor outcomes [27, 40–42]. One of the major limita-

tions of these reports is that they included primarily patients 

with chronic phase CML, which rarely requires HSCT today 

[33, 36, 43–45]. In acute leukemias, trends seem to be more 

important than single measurements, and frequent monitoring 

V.M. Van Deerlin and R. Reshef



827

is more likely to predict relapse successfully than less fre-

quent testing since the kinetics of chimerism prior to relapse 

can show an abrupt change [45–47].

 Chimerism in RI-HSCT

In RI-HSCT, early evaluation of chimerism may have a more 

important role than for myeloablative HSCT. The low inten-

sity conditioning regimen, combined with post-transplant 

immunosuppression, allows the establishment of mixed chi-

merism in most patients [48, 49]. With time, mixed chime-

rism may transition to complete chimerism, or remain stable 

and serve as a platform for subsequent immunotherapies 

such as donor lymphocyte infusions (DLI) [50]. After 

RI-HSCT, the initial recovery of neutrophil counts, tradition-

ally named “engraftment,” represents a mixed recovery of 

autologous hematopoiesis and engrafted donor cells, which 

quickly transition into complete myeloid chimerism 

(Fig. 56.1a) [5, 51]. Other lineages also recover gradually, 

but often remain in a mixed chimeric state for prolonged 

periods of time. Multiple factors determine the kinetics and 

the degree of donor chimerism achieved after RI-HSCT, and 

higher levels are achieved with a more intensive conditioning 

regimen, use of chemotherapy prior to transplant, use of 

G-CSF mobilized peripheral blood stem cells as opposed to 

bone marrow, and pre-transplant lymphopenia [5, 52]. The 

critical role of lymphodepletion prior to transplant in induc-

ing full donor chimerism has led to the development of che-

motherapy regimens that efficiently deplete recipient 

lymphocytes prior to RI-HSCT for lymphoma [11].

Is the degree of donor chimerism associated with out-

comes of RI-HSCT? Early studies showed that full T cell 

chimerism precedes full myeloid chimerism and suggested 

that full chimerism precedes GVT and GVH responses [51, 

53]. Other studies have found that low levels of T and NK 

cell chimerism predict graft rejection and lack of antitumor 

activity; high levels of T cell chimerism are associated with 

GVHD, while high levels of NK cell chimerism predict 

improved progression free survival [5, 26]. Some of these 

correlations might be specific to certain diseases and certain 

conditioning regimens [4, 6]. Recently, large retrospective 

studies have demonstrated the prognostic value of early (day 

30 and day 100) measurement of donor chimerism in pre-

dicting relapse and survival after related or unrelated donor 

transplants, regardless of disease [52, 54]. Similarly, full 

donor T-cell chimerism on day 100 after double UCB trans-

plants with reduced intensity conditioning seems to predict a 

lower incidence of relapse [55]. These studies strengthen the 

rationale for chimerism testing in the setting of RI-HSCT.

Failure to achieve full chimerism after both myeloabla-

tive and RI-HSCT can be overcome by DLI, which often 

successfully induces transformation from mixed to full 

chimerism and enhances the GVT response [56, 57]. 

Monitoring whole blood or T cell chimerism after HSCT 

has been used to guide and monitor preemptive DLI strate-

gies in patients with mixed chimerism, considered to be at 

high risk for rejection and disease relapse [35, 46, 51, 53, 

58–62]. Randomized studies have not been conducted to 

provide solid evidence for the benefit of this approach, but it 

is clear that DLI can induce favorable antitumor responses 

in several diseases [37, 58, 62]. Cytokine therapy also has 

been used to enhance engraftment and increase donor chi-

merism levels [63].

 Chimerism vs Minimal Residual Disease

Minimal residual disease (MRD) detection can be per-

formed by amplification of disease-specific markers such 

as BCR–ABL1 transcripts. The analytic sensitivity of MRD 

analysis (generally between one cell in 1,000 and one cell 

in 1,000,000) is greater than that of standard methods for 

chimerism analysis (generally 1–5 %). In addition, MRD 

detection with a disease-specific marker detects only the 

malignant cells, while chimerism analysis detects all recip-

ient cells without distinguishing between malignant and 

normal host cells. Chimerism testing is useful because it 

offers a universal way to detect residual recipient cells 

without the need to have a known disease-specific cytoge-

netic or molecular marker. A way to augment the sensitivity 

of chimerism analysis for early detection of relapse is by 

enriching the sample for cells that carry a phenotypic 

marker similar to the patient’s malignancy, i.e., enriching 

for CD19+ cells in a patient who underwent HSCT for 

B-lymphoblastic leukemia [64, 65]. Cells also can be 

enriched for either an abnormal phenotype or CD34 posi-

tivity (a surface marker of immaturity, which is carried by 

most acute leukemias) [66, 67]. Potentially the best way to 

predict disease relapse is to combine chimerism testing 

with other MRD assays, if available, to increase the predic-

tive value of both tests [37, 68, 69].

 Guidelines for Chimerism Testing in HSCT

The American Society for Blood and Marrow 

Transplantation published a set of guidelines for the testing 

of chimerism after allogeneic HSCT (Table 56.2) [53]. 

These guidelines support the use of STR or variable num-

ber tandem repeat (VNTR) analysis of peripheral blood 

samples as the standard method to analyze chimerism and 

specify that lineage specific chimerism is useful following 

non-myeloablative and reduced-intensity conditioning.
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 Other Applications of Chimerism Analysis

 HSCT for Nonmalignant Conditions
RI-HSCT is commonly used to treat nonmalignant condi-

tions, where mixed chimerism is sufficient to reverse a clini-

cal phenotype such as congenital immunodeficiency, enzyme 

deficiency, or hemoglobinopathy. In these situations chime-

rism studies are helpful in predicting the clinical benefit. For 

example, in HSCT for congenital immunodeficiency, the 

increase in T cell chimerism correlates with immune recon-

stitution [70], and in HSCT for hemoglobinopathies, estab-

lishment of 25 % donor chimerism is sufficient to reverse the 

clinical phenotype of sickle cell anemia and thalassemia, and 

usually correlates with transfusion independence [71, 72]. 

Factors that are associated with stable mixed chimerism 

include younger donor age, sibling donor, and the type of 

conditioning regimen used. Acute GVHD occurs more often 

in patients who achieve full donor chimerism [73].

 Donor-Derived Clonal Disorders
Donor-derived malignancies are rare after HSCT and solid 

organ transplants [74]. These malignancies can easily be 

confused with relapsed disease in a patient after HSCT, and 

therefore chimerism testing is important to identify the ori-

gin of the malignant clone. When the donor is still alive, this 

may require advising the donor about appropriate screening 

procedures. Similarly, chimerism analysis allows determina-

tion of the origin of proliferating lymphocytes in post- 

transplant lymphoproliferative disorders.

 Transfusion-Associated and Solid Organ 
Transplant-Associated GVHD
GVHD is rarely associated with the transfusion of cellular 

blood products containing viable passenger lymphocytes as 

well as solid organ transplants. In both cases, immunosup-

pressed individuals are unable to eradicate donor-derived 

competent T cells. The result is a severe form of GVHD that 

primarily attacks the bone marrow, leading to aplasia, which 

is frequently fatal if not identified early. In these cases of 

transfusion-associated GVHD, prior donor DNA is usually 

not available, but analysis of the recipient’s blood will reveal 

foreign DNA [75]. Chimerism studies can show mixed chi-

merism in these patients, and cases of > 50 % T cell donor 

chimerism have been described [76]. This topic is described 

further in Chap. 57.

 Methods

 Fluorescence In Situ Hybridization

Fluorescence in situ hybridization (FISH) analysis for the X 

and Y chromosomes (XY-FISH) can be used for chimerism 

analysis by hybridization of interphase preparations with 

two differentially labeled probes for sequences on the X 

and Y chromosomes, respectively [77]. Classic karyotyping 

methods could be used for detection of X and Y chromo-

somes but would be labor-intensive, slow, and limited by the 

number of cells able to be analyzed. For example, to attain a 

sensitivity of 1 %, more than 300 cells would need to be 

evaluated. FISH allows the rapid screening of a large number 

of cells. The method can yield quantitative results by rapidly 

counting between 500 and 1,000 cells. A sensitivity of 

approximately 0.1 % or lower can be achieved [59]. 

Standardization of XY-FISH has made it suitable for clinical 

use [78]. However, the major limitation of XY-FISH is the 

applicability only for sex-mismatched transplants.

 Tandem Repeats

Tandem repeats are a class of polymorphism consisting of a 

variable number of tandemly repeated core sequences [79]. 

Tandem repeats are classified according to the number of 

Table 56.2 Comparison of chimerism analysis in myeloablative and RI-HSCT based on recommendations of the National Marrow Donor 

Program and the International Bone Marrow Transplant Registry 2001 Workshop

Myeloablative HSCT RI-HSCT (Non-myeloablative)

Recommended sample Peripheral blood Peripheral blood and cell lineage 

subpopulations

Frequency of analysis 3, 6, and 12 months after HSCT; after 

complete chimerism, based on change in 

clinical condition

Every 2–4 weeks

Significance Mixed chimerism, particularly increasing 

mixed chimerism, may help predict relapse; 

significance depends on disease and cell 

lineage of chimerism

Early patterns of chimerism may predict 

either GVHD or graft loss

Method Tandem repeat loci sensitive for detection of 

recipient allele(s)

Tandem repeat loci sensitive for detection of 

both recipient and donor allele(s)

GVHD graft-vs-host disease, RI-HSCT reduced intensity hematopoietic stem cell transplantation
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nucleotides in each core sequence. Minisatellites have core 

sequences of approximately 8–80 base pairs (bp) and are 

also known as VNTR. In contrast, microsatellites, also 

known as STR loci, have core sequences of up to 7 bp [80]. 

Allelic variation at each VNTR and STR locus arises from 

the number of core repeats present. STR alleles have between 

3 and 40 tandem core repeats; each STR locus typically has 

10–20 different allelic variants. Variant alleles with imper-

fect repeats also occur [80].

STR loci and some VNTR loci are amenable to PCR 

amplification using primers that flank the repeating 

sequence. After amplification, the number of repeats is cal-

culated from the size of the PCR product, or, more simply, 

the products are compared to an “allelic ladder” constructed 

to contain the majority of known repeat size alleles in the 

human population at a particular locus [80]. PCR amplifi-

cation of tetranucleotide (four bp in each core repeat) and 

pentanucleotide (five bp in each core repeat) STR loci has 

become the predominant method for DNA-based human 

identification [81]. Comprehensive information about STR 

loci and their application in human identification is avail-

able from a Web site sponsored by the National Institute 

of Standards and Technology (http://www.cstl.nist.gov/

div831/strbase, accessed 4/12/2015).

Amplification of STR loci has become the most fre-

quently applied technology for the study of chimerism after 

HSCT for several reasons [82, 83]. By examining multiple 

STR loci, which is made easier by multiplex PCR, it is pos-

sible to find at least one STR locus for each donor–recipient 

pair that can be used to distinguish the donor from the 

recipient; thus, STR-PCR is essentially universally infor-

mative, except in identical twins. In addition, STR-PCR 

can be used to quantitatively discriminate mixtures of DNA 

based on relative amplification of alleles. The sensitivity of 

STR-PCR for chimerism analysis can achieve a limit of 

detection of about 1 % chimerism if performed following 

recommended guidelines [84]. STR alleles are relatively 

similar in size due to the small repeat unit; thus, compared 

with VNTR alleles, which have larger differences, STR-

PCR theoretically is better for quantification because pref-

erential amplification of smaller alleles is less likely to 

occur. The advent of capillary electrophoresis (CE) and 

automated fluorescent detection has made the analysis of 

PCR products technically straightforward. In addition, the 

availability of commercial reagents for STR-PCR simpli-

fies assay development.

 Y Chromosome Analysis

Amplification of Y chromosome-specific sequences can be 

used for assessment of chimerism in sex-mismatched HSCT 

involving a male patient and a female donor, which repre-

sents approximately 25 % of all HSCT cases. Because the 

targeted sequences are present only on the Y chromosome, 

the method is very sensitive. Sensitivities as high as 1 male 

in 100,000 female cells (<0.001 %) have been reported, 

although the clinical relevance of chimerism detection at 

Table 56.3 Comparison of methods of chimerism analysis

Method Sensitivity Advantages Disadvantages

Karyotyping 5–10 % Monitors chromosomal 

abnormalities as well

Requires dividing cells; low 

sensitivity; high false-positive rate

RFLP 5–10 % Highly informative Requires Southern blot analysis; 

alleles not distinct

Red blood cell phenotyping 0.04–3 % Simple Not very informative; can be 

affected by transfusion; not useful 

for rapidly proliferating diseases

STR-PCR 1–5 % Highly informative; quantitative Only moderate sensitivity; 

multiplex amplification may 

decrease sensitivity

FISH for X and Y chromosomes 0.1–0.5 % Sensitive; feasible to screen large 

numbers of cells for quantitative 

result

Only for sex-mismatched 

transplants

SNP Analysis 0.01–1 % Highly sensitive; quantitative Less quantitative with higher 

chimerism; need to evaluate many 

SNPs to find informative SNP

Y-chromosome PCR 0.001–0.1 % Sensitive; highly informative in 

sex-mismatched transplants

Only for sex-mismatched 

transplants with male recipient 

and female donor

Cell sorting + STR-PCR 0.0001–0.1 % Informative; sensitive; cell lineage 

information important

Requires large volume of blood; 

technically demanding

RFLP restriction fragment length polymorphisms, SNP single nucleotide polymorphism, STR-PCR short tandem repeat polymerase chain reaction, 

XY-FISH X and Y chromosome fluorescence in situ hybridization
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such high levels of sensitivity is not clear [45, 85]. Use of 

quantitative real-time PCR has the advantage of being not 

only sensitive but also quantitative for very low levels of 

mixed chimerism, useful for detecting an increasing or 

decreasing signal over time. Amplification of the amelo-

genin gene, which is present on both the X and Y chromo-

somes, but is 6 bp longer on the Y chromosome homolog, is 

used for sex typing in forensic analysis and also has utility 

for chimerism analysis [80]. The major disadvantage of all Y 

chromosome PCR methods is the limited application to only 

a subset of sex-mismatched transplants.

 Single Nucleotide Polymorphism Analysis

Single nucleotide polymorphisms (SNPs) are primarily bial-

lelic variants at a single nucleotide position. SNPs occur on 

average every 1.3 kilobases (kb) in the human genome. Since 

SNPs are sequence polymorphisms rather than length poly-

morphisms, their utility for chimerism analysis is based on 

the frequency of heterozygosity in the particular population 

under study. With only three potential genotypes for most 

SNP loci (AA, AB, BB), the chance of distinguishing two 

individuals is much lower than for STR loci, which have 

10–20 alleles per locus. Consequently multiple SNPs must 

be analyzed to successfully distinguish all donors and recipi-

ents. One investigator statistically calculated the number of 

SNPs required to identify an informative locus in 96.5 % of 

cases to be 25 SNPs [86]. In one study using a panel of 51 

SNPs, an informative locus was found in 100 % of cases; 

however, this study used a microarray-based system to 

enable high-throughput testing [87]. While the number of 

loci necessary is a disadvantage, an advantage of SNP detec-

tion over tandem repeat amplification is that SNPs are less 

susceptible to preferential amplification of alleles based on 

length, and stutter peaks (described later) are not a concern.

While there are many methods for analysis of SNPs, real- 

time PCR technology is commonly used for SNP-based chi-

merism analysis [82, 88]. Real-time PCR permits sensitive 

detection of mixed chimerism using SNPs at a level of 

approximately 0.1 %. Although real-time PCR is quantita-

tive, the coefficient of variation (CV) at chimerism levels 

above 5 % is as high as 30–50 %, compared with a CV of 

about 5 % for STR-PCR methods [77]. Thus, while SNP 

real-time PCR is more sensitive and quantitative, particularly 

at low levels of mixed chimerism, the variability of the quan-

titation when the level of recipient is above 5 % does not 

permit accurate determination of dynamic change in mixed 

chimerism levels [82]. Real-time PCR SNP analysis of 

mixed chimerism is a promising method; yet, despite years 

of evaluation and new technologies for analysis, SNPs have 

not supplanted STRs for chimerism analysis [82].

 Laboratory Testing

PCR amplification of STR loci is currently the most com-

monly accepted and most widely used method for assess-

ment of mixed chimerism after HSCT [53, 84, 89]. Therefore, 

the remainder of this chapter details the use and interpreta-

tion of PCR testing of STR loci for analysis of mixed chime-

rism in a clinical laboratory.

 STR Amplification Reagents

Chimerism analysis requires the identification of at least one 

informative STR locus that distinguishes recipient from 

donor cells prior to transplant, in order to be able to monitor 

recipient cells, donor cells, or both in the recipient after 

transplant. A variety of commercial reagents are available 

for amplification of STR loci. The majority of commercially 

available STR amplification reagents are designed for foren-

sic analysis in which a maximum amount of information is 

desired from frequently limited samples. Multiplex PCR, in 

which multiple loci are amplified simultaneously by includ-

ing more than one set of PCR primers in the reaction, is ideal 

for this purpose. The STR locus-specific PCR products from 

the multiplexed reactions are distinguished by the expected 

size range of the products for each locus (designed to be non-

overlapping) and by the use of different fluorophores for 

each locus in a multiplexed set, allowing amplification of 

loci with overlapping product sizes. High-order multiplex 

primer sets have been designed that amplify 16 or more STR 

loci. The two major suppliers of forensic STR primer sets are 

Promega Corporation (Madison, WI) and Life Technologies 

(Foster City, CA), each with a variety of multiplex combina-

tions, some designed for detection with specific methods or 

instruments. At the time of writing of this chapter, enforce-

ment of a patent held by Promega currently prohibits the use 

of the Life Technologies STR reagents for chimerism analy-

sis in the setting of HSCT and other clinical and research 

applications. Primer sequences are also available online and 

in publications for laboratories to develop and validate their 

own assays; however, the optimization of multiplex amplifi-

cation is time-consuming and complex.

 Selecting a STR Marker Panel

All STR loci are not created equal. Some are more informa-

tive than others based on allele frequencies and rates of het-

erozygosity. The possible constellations of alleles can be 

grouped into several categories [90, 91]. Some loci have a 

higher proportion of ideal allele constellations that improve 

the ability to detect low levels of recipient in a donor 
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 background. The Penta E locus was found to have the highest 

percent of ideal allele constellations in a study that evaluated 

27 loci in 203 recipient–donor pairs [90]. Interestingly, in 

our laboratory’s experience using 15 STR loci for pre- 

transplant analysis and then selecting a single optimal locus, 

Penta E was the most commonly selected single locus. In 

contrast, CSF1PO was the least selected locus and it had the 

lowest frequency of ideal allele constellations in the study by 

Thiede et al. [90]. In Europe, the EuroChimerism consortium 

was established to facilitate harmonization of chimerism 

diagnostics between European centers because of their asser-

tion that existing forensic commercial primer sets are not 

ideal for chimerism [92]. This group recommended an STR 

marker panel specifically for chimerism analysis to maxi-

mize informativity, reliability, and sensitivity. Nevertheless, 

in our experience over 15 years, 12–15 commercially avail-

able forensic loci have been used successfully in an active 

transplant program to perform chimerism analysis. Even 

though several loci have been informative more often than 

others, the less informative loci have all been used for some 

recipient–donor pairs, indicating that they all have potential 

value; this is especially true in a two-donor transplant case 

where several loci are usually needed to monitor chimerism.

 Detection Method

Amplified STR products can be detected in numerous ways, 

as described for forensic analysis in Chap. 54. By far the 

most frequently used method in clinical laboratories for 

analysis of STR amplification products is fluorescent detec-

tion by CE, which has the advantage that a gel does not need 

to be poured and analysis of samples is rapid [80]. CE can be 

performed with a single capillary instrument or with a multi- 

capillary instrument; for example, with 16 or 24 capillaries. 

The advantage of multiple parallel capillary systems is that 

analysis can be performed more rapidly than with a single 

capillary instrument. Capillary arrays with 96 or more capil-

laries are available; however, their instrument and reagent 

costs are greater, and thus they are only cost-effective for 

very high-volume testing. CE instruments that can detect 

multiple fluorophores permit not only multiplex amplifica-

tion of loci resulting in PCR products overlapping in size, but 

also inclusion of a size marker for accurate sizing of the frag-

ments. Of note, not all fluorophores are detected by all CE 

instruments; therefore it is important to check for compati-

bility before selecting reagents.

 Pre-transplant Testing

The goal of pre-transplant analysis is to identify the informa-

tive loci that can be used to monitor chimerism after HSCT. 

This is accomplished by determining the STR alleles of the 

recipient and the donor(s) at each STR locus in the marker 

panel used by the laboratory, and then selecting at least one 

locus with one or more different donor and/or recipient 

alleles in a constellation pattern conducive to sensitive and 

accurate monitoring of post-transplant chimerism.

 Samples
Usually peripheral blood samples from the donor and recipi-

ent are used to extract DNA for pre-transplant analysis. 

Analysis of an additional buccal cell sample from the recipi-

ent not only serves as a quality control to confirm the identity 

of the recipient sample in the laboratory, but also as a control 

for balanced amplification of alleles in a non-hematopoietic 

lineage. If there is allelic imbalance in the blood sample at a 

particular locus, comparison with the buccal sample amplifi-

cation pattern can help determine if the effect is constitu-

tional, stochastic, or due to disease (Fig. 56.2). A locus with 

significant unbalanced amplification of alleles in either sam-

ple should be avoided.

On occasion, a recipient is transplanted prior to the STR 

evaluation of a pre-transplant sample. In this case, a post- 

transplant blood sample will not be useful for identification 

of the recipient’s genotype. Buccal cells are the most com-

monly used source of recipient DNA if blood is not an option, 

although any other available historical tissue that is appropri-

ately preserved can be used. While post-transplant buccal 

samples will be of mostly recipient genetic origin, they will 

frequently contain a minority of admixed donor DNA, 

thereby generating a mixed chimeric pattern [93]. Since the 

recipient’s alleles usually predominate, they can be deduced 

if the donor alleles are known. A saliva or mouthwash sam-

ple is not equivalent to a buccal cell sample since saliva gen-

erally contains significantly more leukocytes. In one study, 

the median amount of donor DNA in the buccal swabs was 

21 % whereas it was 74 % in the mouthwash samples [94]. 

If only donor alleles are detected in a buccal swab DNA sam-

ple (and the donor is not an identical twin sibling), complete 

“engraftment” of buccal epithelial cells should be consid-

ered. Several cases of buccal cell “engraftment” after HSCT 

have been reported [95].

 Identification of Informative Loci
To identify ideal informative loci for each recipient–donor 

pair usually many loci must be examined. This is particularly 

true when the individuals are related and share many alleles 

by inheritance. Multiplex amplification increases the speed 

and decreases the labor associated with the analysis of mul-

tiple loci. Of the loci found to be informative, not all will be 

appropriate for chimerism analysis. This is because the goal 

is not to differentiate the individuals as in forensic identity 

testing but to detect small amounts of recipient or donor 

alleles in a mixed specimen [90].
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The main factor limiting the utility of some informative 

alleles is the presence of a stutter peak which is one repeat 

smaller (n − 1) and, to a much lesser extent, one repeat larger 

(n + 1) or two repeats smaller (n − 2) than each major allele 

peak [96]. When tandem repeats are amplified, stutter peaks 

are thought to result from slippage of the polymerase, caus-

ing mispairing of the template, which is shifted by one repeat 

unit, resulting in an additional PCR product predominantly 

one repeat smaller than the expected PCR product. The 

intensity of the n − 1 stutter peak is usually approximately 

2–11 % of the area of the corresponding STR allele [96]. The 

amount of stutter is influenced by the locus (some loci tend 

to have more stutter than others), the core repeat unit length 

(smaller core repeats have more stutter than larger repeats), 

and the allele size (larger repeat alleles have more stutter 

than smaller repeat alleles) [80].

For chimerism analysis, optimal informative loci have one 

or two recipient-specific allele(s) that do not co-localize with 

a donor allele or stutter peak (Fig. 56.3) [97]. Ideally, the 

recipient-specific allele should be at least two repeats larger 

or three repeats smaller than the donor allele(s) to avoid the 

stutter locations [89]. Having two unique recipient alleles that 

meet these criteria (recipient is heterozygous) may provide 

confirmation that a recipient DNA is present; however, at low 

levels of chimerism a heterozygous allele may be below the 

limit of detection compared to a homozygous peak. In addi-

tion, due to the theoretical possibility for preferential amplifi-

cation of shorter fragments, the sensitivity for detection of a 

minor recipient-cell population may be greater if the informa-

tive recipient allele(s) have fewer repeats than the donor 

allele(s) [89]. Because of the many possible combinations of 

alleles between recipients and donors, each recipient–donor 

pair presents a unique situation, and each must be evaluated 

on a case-by-case basis to determine which loci can be used 

and which should be excluded due to artifacts (like stutter) 

that will reduce sensitivity and accuracy. These are only 

guidelines for the selection of informative loci; how useful or 

accurate a particular locus will be post-transplant ultimately 

is determined empirically by use in the post-transplant set-

ting. In some instances, an optimal locus cannot be identified. 

In this case, post- transplant analysis still can be performed 

using a suboptimal locus with the caveat that the sensitivity of 

detection will be decreased because of co-localization of the 

recipient-specific allele with a stutter or other background 

peak. As described in the analysis section, chimerism calcula-

tions can be adjusted with caution to take stutter contributions 

into account.

Another factor to consider when selecting informative 

loci is whether there are specific alleles for both the recipient 

and the donor (Fig. 56.3). While this is not essential for mye-

loablative HSCT, for which the combined donor and recipi-

ent allele pattern of included loci must be optimized to 

enhance detection of a small percentage of recipient DNA in 

a donor background, it is very important for non- 

myeloablative HSCT, since any level of mixed chimerism 

(low donor or low recipient) may be seen. If no such locus 

can be found, then at least two loci should be selected, one 

optimized for detection of recipient allele(s) and the other for 

donor allele(s). As the level of mixed chimerism in the 

patient changes from low to high donor chimerism or vice 

versa in case of disease relapse, the loci used may need to be 

changed to optimize sensitivity (Fig. 56.4). The use of more 

than one informative locus to generate an average chimerism 

result will minimize the effect of artifacts and maximize ana-

lytic sensitivity. However, even if multiple loci are used the 

set of loci included in the average should be reevaluated if 

the percent of recipient DNA is very high.

220 230 240

220 230 240

Buccal Cells

Blood

D7S820

D7S820

al 8
sz 223.31
ar 16354

al 10
sz 231.29
ar 16458

al 8
sz 223.38
ar 5106

al 10
sz 231.28
ar 20115

Figure 56.2 Amplification of the D7S820 locus in DNA obtained 

from buccal cells and blood in a patient with myelodysplastic syn-

drome. The blood, which contained disease, shows that one allele (8, 

vertical arrow) has only 25 % of the peak area of the other allele peak 

(10). The fact that the alleles are not imbalanced in the buccal cells sug-

gests that this is due to a chromosomal abnormality related to the dis-

ease and not a constitutional polymorphism affecting amplification of 

allele 8. Thus, D7S820 should be excluded from calculations of chime-

rism due to underestimation of the % recipient if the disease relapses
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 HSCT with Two Donors
A patient with a failed first transplant may undergo a second 

transplant with a new donor. The first donor may or may not 

be detectable in the recipient blood at the time of the second 

transplant. In addition, UCB transplants typically involve at 

least two donors. All these situations complicate the assess-

ment of chimerism because all the individuals need to be 

able to be detected and distinguished. Generally one or more 

STR loci can be identified that have a unique allele for each 

individual. Prior to transplant an algorithm can be developed 

on a case-by-case basis to assess and calculate the percent of 

recipient, donor 1, and donor 2 [84, 98].

 Post-transplant Testing

The goal of post-transplant analysis is to monitor chimerism 

after HSCT. This is accomplished by determining the per-

centage of recipient and the donor(s) alleles present in 

peripheral blood, lineage-specific cellular subsets, or bone 

marrow after HSCT.

 Sample Types
Peripheral blood, lineage-specific cellular subsets, or bone 

marrow from the recipient after transplant can be analyzed 

for chimerism or to confirm engraftment. For RI-HSCT 

typically peripheral blood and a T-cell subset are evaluated 

in parallel at all time-points. CD3+ T-cells and other lineages 

such as myeloid and NK cells, can be obtained by manual or 

automated cell selection procedures [26, 99]. A commonly 

used procedure is the use of magnetic beads that bind to 

tetrameric antibody complexes recognizing CD3 or other 

lineage- specific markers (for example, StemCell 

Technologies, Vancouver, Canada). The unbound cells can 

be washed away and the cells of interest remain bound to the 

magnetic particles ready for DNA extraction. A purity of 

>99 % can be achieved for some subset types; however, the 

age of the sample is a critical preanalytic factor to control. 

Technical recommendations from the United Kingdom 

National External Quality Assessment Service for Leukocyte 

Immunophenotyping Chimerism Working Group 

(UK-CWG) suggest that lineage-specific cell separation 

should ideally be performed within 24 h of sample collection 

[84]. Additionally, each new lot of separation reagents should 

be assessed for production of high-purity subsets. This can 

be done using flow cytometry. Alternatively, commercial 

assays are available to assess purity of some cell subsets (for 

example PeloBiotech, Planegg, Germany or Accumol, 

Calgary, Canada). If using flow cytometry, it is important to 

be aware that certain individuals express one or more soluble 

serum factors that can cause cross-linking with the magnetic 

particles. This may result in visible aggregates in the enriched 

Figure 56.3 Identification of informative loci using PCR amplification 

of STR loci and CE analysis. The STR alleles at four loci (GammaSTR, 

Promega Corporation) are compared for a recipient–donor pair to iden-

tify the best informative locus. The number of repeats in each allele is 

determined by comparison to the allelic ladder for which the sizes are 

indicated. While all four loci are informative for distinguishing the 

recipient from the donor, the D16S539 locus is best because the recipient-

specific allele (red vertical arrow) is separated from the nearest donor 

allele by at least two repeats. In contrast, for the D5S818 and D13S317 

loci, the recipient-specific allele (green vertical arrows) co-localizes 

with a donor stutter peak, the location of which is indicated by the diago-
nal green arrows. The D7S820 recipient- specific allele (black vertical 
arrow) is acceptable, but, if present, an n + 1 stutter (black diagonal 
arrow) from the smaller size donor allele may interfere with detection. 

The allele combination at the D16S539 locus also has the advantage of 

a unique donor allele (red diagonal arrow). PCR polymerase chain reac-

tion, STR short tandem repeat, CE capillary electrophoresis
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cell fraction following positive selection. These aggregates 

may appear as distinct, high side-scatter populations on for-

ward-scatter vs side-scatter plots during flow cytometry 

analysis of the enriched fraction. This population consists 

solely of particles, with no cells or platelets present.

 Approaches to Testing
In selecting the approach to use for post-transplant testing 

one must balance several factors: laboratory workflow, 

cost, accuracy, and analytic sensitivity. While sensitivity is 

theoretically optimized when a small number of loci are 

tested (single locus or low-number multiplex), laboratory 

workflow is more efficient with a high-order multiplex 

(fewer controls to run, less time determining which reagents 

to run for each patient, all reactions can be set up at the 

same time). Although cost of reagents is higher with high-

order multiplex  reactions, the improved efficiency of labora-

tory workflow may balance this factor, making it worthwhile 

to consider a reagent such as PowerPlex 16 (Promega 

Corp.) to simplify both pre- and post-transplant analysis. 

Figure 56.4 If the recipient or donor is homozygous and that allele is 

shared with the donor or recipient, respectively, this locus will not be 

equally informative at all levels of chimerism. Electropherograms at 

two loci (CSF1PO and TH01) are shown for two post-transplant time 

points (a and b) for a recipient–donor pair. For each time point, the 

donor and pre-transplant recipient (PRE-TX) alleles are shown as well 

as a post-transplant (POST-TX) sample showing mixed chimerism. For 

this recipient–donor pair, when the percentage of donor DNA is low (a), 

the CSF1PO locus is not informative (NI) for detection of donor 

because a small change in donor would be smaller than the measure-

ment error of chimerism due to variable amplification of the two 

alleles. In contrast, the TH01 locus (bottom of panel a), which has a 

donor-specific allele is informative and sensitive for detection of donor 

(11 % donor). Similarly, when the percentage of donor DNA is increased 

(b), the situation is reversed. The CSF1PO locus is informative and 

sensitive for detection of low amounts of recipient (13 %R). On the 

other hand, the TH01 locus is not informative (NI) because, as with the 

CSF1PO locus when the donor was low, the potential variable amplifi-

cation of the alleles (measurement error) could lead to a false-positive 

or a false-negative result. When the minor component (recipient or 

donor) is approximately 25 % or less, loci with this constellation of 

alleles should be excluded from use. In the ChimerMarker software 

(SoftGenetics). The use of loci with this constellation of alleles is called 

“deconvolution;” deconvolution should only be used when absolutely 

necessary if using this software because it does not distinguish between 

the two types of deconvolution
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A further advantage of using PowerPlex 16 for post-transplant 

testing is that accuracy may be theoretically improved if 

more than one locus is averaged (see section “Analysis and 

Interpretation” below). Indeed, the UK-CWG recommends 

reporting the mean of three or more markers where possi-

ble [84]. Changes made by the manufacturer in the condi-

tions and reagents for PowerPlex 16 in recent years have 

improved the analytic sensitivity for detection of DNA 

mixtures of low percent (<5 %), making it amenable to use 

for post-transplant testing.

The alternative to using PowerPlex 16 is selecting from 

one of several lower-order multiplexes such as GammaSTR, 

CTTv, and CS7 (Promega Corp.). In this scenario, all loci are 

tested pre-transplant (PowerPlex 16 and CS7) [83]. One or 

more loci are selected and the primer set containing the 

locus/loci is selected for all post-transplant testing. Use of a 

primer set containing more than one optimal informative 

locus is preferable. This method has a lower reagent cost for 

the post-transplant analysis, but is more labor-intensive than 

using PowerPlex 16 for the technologists since they have to 

determine which primer set to use for each patient and set up 

the reactions separately.

 Optimizing and Assessing Sensitivity
Irrespective of the primer set used, the sensitivity of chimerism 

analysis can be optimized. As mentioned earlier, the amount 

of DNA is important for sensitivity because it directly reflects 

the number of cells being analyzed. Since most commercial 

STR reagents are designed for forensic analysis of limited 

samples, the amount of input DNA indicated in the forensic 

protocols (usually <1 ng) may be less than optimal for chi-

merism analysis. Each laboratory should determine the max-

imum amount of DNA (usually 10–25 ng) that can be used 

without increasing the nonspecific background and spurious 

peaks that make interpretation difficult. The number of PCR 

cycles can be optimized to balance analytic sensitivity with-

out exceeding the linear range of the detection method to 

ensure accurate quantification [84, 97]. The injection time 

for CE instruments, which is the time of applied voltage dur-

ing which sample migrates into the capillary and is essen-

tially equivalent to the amount of product loaded on a gel, 

also must be optimized (Fig. 56.5). Appropriate injection 

times are specific to each instrument. In some cases, very 

small recipient-specific peaks may be detected even though 

the predominant donor alleles are off- scale and not within 

Figure 56.5 Optimizing sensitivity of PCR amplification of STR loci 

with CE analysis. The post-transplant (POST-TX) analysis of a recipient–

donor pair at the D7S820 locus is shown at two injection times (9 and 

22 s) on an ABI 3100 CE instrument (a). The donor and recipient pre-

transplant (PRE-TX) alleles are shown. Because the recipient- specific 

peaks are small (arrows), the y-axis is expanded (zoomed-in view) to 

examine the baseline in greater detail (b). The zoomed-in view shows the 

presence of recipient-specific alleles in the 22-s injection, but they are not 

as clearly visible in the 9-s injection. To evaluate the post- transplant sam-

ple, a comparison is made to the donor baseline at the same y-axis scale, 

which in this case does not show a non-specific peak. PCR polymerase 

chain reaction, STR short tandem repeat, CE capillary electrophoresis

56 Chimerism Testing in Allogeneic Hematopoietic Stem Cell Transplantation



836

the linear range for quantification. The off-scale donor allele 

peak areas or heights would be under- representative of the 

actual amount of donor PCR product in the sample, but the 

percent recipient, if detected, can be reported as less than the 

limit of detection.

Unlike standard molecular pathology assays, assessment 

of the lower limit of detection (LOD) cannot be assessed for 

every possible sample, because each locus in each recipient–

donor pair is a new situation. Mixing and artificial dilution 

experiments of a few sample pairs can be done to determine 

an average LOD (<1–10 % is typical), but the actual level of 

sensitivity may be higher or lower in different samples and 

even for different loci in the same sample. This variability 

may be explained not only by differences in methodology 

(number of loci co-amplified, input DNA, detection method) 

but also by differences in sensitivity for each recipient–donor 

pair based on each locus and its constellation of alleles [97]. 

Except in rare patient-specific scenarios, analytic sensitivi-

ties for chimerism analysis should generally be about 1 %. 

However, not all samples or loci will be equally analytically 

sensitive for the detection of low levels of mixed chimerism. 

If a locus is poorly amplified, then ability to detect low levels 

of donor or recipient will be compromised. If the yield of 

DNA is low due to low cellularity, this may affect the LOD 

for all loci tested. The total fluorescence at a locus should be 

high enough that a minor component of 1 % is detectable 

above background [92, 100]. The relevant peak areas or 

heights needed for 1 % sensitivity depend on whether the 

alleles are homozygous or heterozygous. In the simplest sce-

nario where the recipient and donor are both homozygous for 

different alleles, if the detection threshold (the lowest peak 

that can accurately be distinguished from the baseline) using 

a specific instrument is 50 relative fluorescence units (RFU), 

then the sum of the unique donor allele peak areas must be 

5,000 RFU in order to detect the recipient at 1 %. Any locus 

in a multiplex set for which the constellation of recipient and 

donor alleles does not achieve good sensitivity should be 

excluded from the average calculation, if more than one 

locus is averaged. If all loci tested have a compromised LOD, 

then a note stating this should be included in the report.

 Analysis and Interpretation

CE results from post-transplant STR analysis are analyzed to 

determine whether recipient specific allele(s) are present, 

and if they are present, the percentage of recipient (%R) is 

calculated. Although analysis is focused on optimizing 

detection of the recipient component because it is usually the 

minor component, the percent donor (%D) or (100 − %R) is 

the value generally reported since clinicians base most 

patient management decisions on the level of donor in the 

patient. Absence of recipient-specific alleles or 100 % donor 

is consistent with complete engraftment at the level of 

sensitivity of the assay. Dynamic comparisons should be 

made only across the same type of sample, for example, 

peripheral blood, bone marrow, or cell lineage.

 How Many Loci to Use?

The use of multiplex primer sets simplifies many aspects of 

chimerism testing as described above and enables the use of 

more than one locus to calculate chimerism. But is it neces-

sary or advisable to use more than one locus? The use of a 

single locus or multiple loci each has advantages and disad-

vantages. An advantage of using a single locus is that manual 

calculation is relatively easy, so software to facilitate calcu-

lations is not needed. In contrast, since manual calculation of 

multiple loci is not time efficient, use of automated software 

for analysis is optimal. Commercial software packages are 

available (for example ChimerMarker, SoftGenetics, State 

College, PA) to simplify analysis of multiple loci. An advan-

tage of using the mean of multiple loci is that the effect of 

any amplification artifact is minimized. In addition, this 

approach may prevent unrecognized chromosomal abnor-

malities such as loss of heterozygosity (Fig. 56.2) or extra 

copies of chromosomes from impacting the accuracy of chi-

merism results [82]. Furthermore, our experience indicates 

that using multiple loci increases the probability that low 

level recipient will be detected at one of the analyzed loci, 

whether it is stochastic or due to a locus-specific effect. 

These advantages would tend to greatly favor using multiple 

loci. For these reasons, as mentioned above, the UK-CWG 

recommends a minimum of three loci, if possible [84].

According to the Participant Summary Reports from the 

College of American Pathologists (CAP) Monitoring 

Engraftment (ME) proficiency testing survey, 75 % of par-

ticipating laboratories use two or more loci to calculate chi-

merism; 10 % always use 14 or more loci. However, in one 

survey it was noted that 21 % of laboratories reported <100 % 

donor for a sample with a target value of 100 % donor. This 

may be due to reliance by some laboratories on automated 

software to average the results of multiple loci without regard 

to the appropriateness of each locus included. The more loci 

that are included without careful review of the contribution 

of background signals or artifacts in the calculation of chi-

merism, the less likely that a result of 100 % recipient or 

donor will be reported. Thus, the main drawback of using 

multiple loci in the chimerism calculation is the potential pit-

fall of automated analysis of data near 100 % recipient or 

donor. Near 100 % donor, the qualitative result of detected or 

not detected is more important than the quantitative value. 

Accuracy near 100 % ideally requires a manual review of the 

electropherograms with comparison to the donor baseline. 

Manual review of multiple loci for cases with >95 % donor 
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is possible, but could be cumbersome if the laboratory has a 

high volume of testing. Thus, automated analysis with chi-

merism software has many advantages, but must be done 

with careful attention to the interpretation. The ideal solution 

is to review all the loci at the time of the pre-transplant analy-

sis to select the markers to include for post-transplant analy-

sis using a pure donor sample and to analyze it as if it were a 

post-transplant sample. Any loci which do not yield a result 

of 0%R (100%D), as well as loci which are suboptimal due 

to co-localization of the recipient alleles in stutter locations, 

should be excluded from post-transplant analyses. A similar 

analysis can be performed with a pure recipient sample, if 

available, to select the markers best able to assess a result of 

100%R (0%D).

Selecting a single optimal informative locus to calculate 

chimerism, on average, achieves an overall result essentially 

equivalent to the mean of multiple loci. We have demon-

strated this in our laboratory experimentally (Fig. 56.6) and 

by review of data from the CAP ME proficiency survey for 

the last 2 years with over 70 participating laboratories. The 

key is the selection of an optimal locus using criteria 

described above to minimize the contribution of stutter peaks 

and other artifacts. That is not to say that a single locus will 

always perfectly match the mean of multiple loci, but on 

average, data suggest it will (Fig. 56.6). This is in part 

because the locus was selected to be optimal (including 

excluding chromosomal abnormalities at the locus in the 

diagnostic sample if possible) and because manual review 

enables identification and avoidance of artifacts. A single 

locus in a particular recipient–donor pair may have a signifi-

cant bias compared to the true value at middle ranges (25–

75 %) of chimerism due to a variety of factors; however, 

generally the locus will be consistently biased with each test 

for a specific recipient–donor pair. Thus, dynamic changes 

assessed over time will not be significantly affected by bias 

at a single locus used to follow the patient. In addition, a 

single locus, by virtue of the fact that it was selected to be 

optimal for the detection of low recipient, will generally pro-

vide a good assessment of complete engraftment (100 % 

donor) and low %R with manual review. Consequently, a 

single locus can achieve results similar to those of multiple 

loci, but has the advantage of being easier to analyze and 

more accurate qualitatively compared to an automated calcu-

lation of multiple loci without careful review of which loci to 

exclude. A schema for issuing a report on varying numbers 

of loci has been published taking into account variability 

between locus results [100].

In summary, both single and multiple loci are acceptable 

methods of calculating chimerism and both have some issues 

that must be evaluated before reporting results [82]. For mul-

tiple loci, the focus should be on the qualitative results near 

100 % recipient or donor by careful selection of which loci 

to exclude. For a single locus, careful consideration of the 

patient’s cytogenetic results to avoid loci on chromosomes 

affected by the malignancy and any artifacts that could affect 

the quantitative results is warranted. When a single locus is 

used, there is always the option, if a multiplex primer set was 

used, to review additional loci to confirm a questionable 

result before reporting.

 Calculations

 Single Donor
If both donor- and recipient-specific allele(s) are clearly 

identified in the post-transplant sample, then the percentage 

of recipient and donor DNA in the sample can be calculated 

[83, 92, 97]. For each allele peak, the intensity of the fluores-

cent signal, indicated by the peak area or height, is propor-

tional to the amount of PCR product. CE instrument software 

can calculate the area or height of any peak recognized as an 

allele-specific signal. Either peak areas or heights can be 

used for chimerism analysis calculations as long as the same 

measure is used consistently and validated by the individual 

laboratory. In this chapter, peak area is used.

The percentage of recipient-specific DNA can be calcu-

lated as the quotient of the recipient specific peak area(s) to 

the sum of the recipient and donor specific peak areas, as 

shown in Fig. 56.7a, b. If the donor and recipient are both 

heterozygous and do not share any alleles, then the peak areas 

of both recipient alleles are added together for the numerator 

Figure 56.6 Comparison of the percent recipient (%R) result calcu-

lated using a single optimal locus to the mean result of all informative 

loci (mean 9, range 3–14, loci used) amplified with PowerPlex 16 

reagents (Promega Corp.). Data are from 43 patients. The trend line 

(red dashed line) shows excellent correlation indicating that in most 

cases a single locus is approximately equivalent to the average of mul-

tiple loci. (Acknowledgement to Dr. Gregary Bocsi for assistance in 

data analysis.)
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and the areas of all four peaks (two donor and two recipient) 

are added for the denominator (Fig. 56.7b). When the recipi-

ent and donor share an allele, the %R is calculated based only 

on the unique alleles. The peak area of the shared allele does 

not enter into the calculation because it stays constant; that is, 

100 % of the cells in the sample (donor and recipient) will 

have the shared allele (Fig. 56.7c). When the donor is homo-

zygous for an allele and the recipient is heterozygous for the 

same donor allele and a second unique allele, as shown in 

Fig. 56.7d, the recipient area of the shared allele can be esti-

mated by the area of the unique recipient allele. Thus, the %R 

is calculated as two times the unique recipient allele peak area 

divided by the sum of all peak areas (Fig. 56.7d). In this latter 

scenario, as the %R increases above 50–75 %, use of an alter-

nate locus for the calculation should be considered because 

the constellation of alleles is not sensitive or accurate for 

detection of low %D (Fig. 56.4). In all cases, the fraction is 

converted to a percentage by multiplying by 100, and the %D 

is calculated as 100 minus the %R. Given that this method is 

inherently semiquantitative, rounding to the nearest percent 

to report the result is acceptable.

If recipient specific allele peak(s) are not visible initially, 

then close examination of the baseline in the region of the 

expected recipient-specific alleles is critical to identify small 

recipient peak(s) for each informative locus being analyzed. 

Depending on the analysis software being used, the scale of 

the y-axis can be adjusted to “zoom in” on the baseline 

(Fig. 56.5). Comparison of the post-transplant sample base-

line at the location of the recipient alleles to the correspond-

ing baseline of a donor sample is useful to assess for 

nonspecific peaks. Any peaks, including any bleed-through 

peaks from another fluorophore that happen to co-localize 

with the recipient alleles, that are present in the donor back-

ground in the location of a recipient-specific allele will not 

be mistaken for a recipient signal. When evaluating the donor 

baseline, the peak area(s) of the relevant donor-specific 

peaks should be compared to the peak area(s) in the post- 

transplant specimen. The peak area comparison is only valid 

if the areas of all the alleles are similar, because the level of 

background nonspecific signal is directly related to the adja-

cent peak areas. In cases of graft loss, comparison of the 

post-transplant sample baseline at the location of the donor 

alleles to the corresponding baseline of a pre-transplant 

recipient DNA sample can distinguish low levels of donor 

from nonspecific background signals in the recipient. For 

this reason, the use of recipient and donor DNA baseline 

controls is important. Historical recipient and donor baseline 

electropherogram traces are easy to use if a chimerism analy-

sis software is used; however, it is important to make sure 

that the amplification levels of the donor baseline sample 

was optimal (not too high and not too low) so that it is repre-

sentative of artifacts and stutter background. If using historical 

Figure 56.7 Formulas for 

calculation of percent 

recipient. Four representative 

scenarios (a–d) for 

combinations of informative 

recipient (R) and donor (D) 

alleles are shown. Recipient 

alleles are black, donor alleles 

are white, and shared peaks 

are striped. When 

heterozygous alleles are 

present, the numbers 1 and 2 

indicate each allele. For each 

scenario, the third line in each 

box is a hypothetical 

post-transplant sample 

showing a mixed chimeric 

pattern. The calculation for 

the pattern shown in panel 

(d), also known as 

deconvolution, should only be 

used when the heterozygous 

individual (R in this example) 

is also the minor component. 

The formula that would be 

used to calculate the percent 

recipient is given, in which 

“A” represents the peak area 

of the appropriate peak 

designated by the subscript
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recipient and donor baselines for comparison to post-transplant 

analyses, the pre-transplant samples should be retested if any 

significant reagent changes occur.

 Two Donors
Calculation of chimerism is more complicated when two 

donors are involved since up to six alleles could theoretically 

be detected in one sample and many allelic configurations 

are possible [98]. There are three main questions to assess in 

a double-donor post-transplant analysis:

 1. Is any recipient (R) DNA present?

 2. Is any donor 1 (D1) present?

 3. Is any donor 2 (D2) present?

Selection of informative loci before transplant is directed 

at finding alleles at one or more loci to answer these ques-

tions. While early in the transplant both donors may be 

detectable, usually one donor eventually predominates with 

loss of the other donor, so that only one donor is detectable 

after engraftment. If, for example, D1 DNA predominates, 

the questions being asked in post-transplant testing change to 

become more like a single donor case:

 1. Is any R DNA detectable?

 2. Is any D2 DNA detectable?

Even after D2 becomes undetectable, it can still reemerge, 

so it is important to check for the detection of D2 to ensure 

that the chimerism percentages are calculated correctly. The 

clinical significance of which donor is detected varies 

depending on the type of transplant and the clinical situa-

tion. The approach is to find at least one allele at one locus 

that can unequivocally identify the presence of R. If R is 

absent, then the same or another locus should be used to 

determine if any D2 (or D1 as appropriate) is detected 

(Fig. 56.8). A qualitative assessment of detected alleles is a 

helpful first step that will then define the next steps to calcu-

late the %D1 and %D2. If only D1 allele(s) and no recipient 

allele(s) are detected, then this will be reported as 100 % D1 

and 0 % D2.

If either the minor donor component and/or R are detected 

then a calculation must be done. The concept is the same as 

for single donors: 100 % = %R + %D1 + %D2. If no alleles 

are shared among the three individuals the calculation is 

straightforward:

 

% / (
)

R Ra Ra Ra Ra D a
D a D a D a

= +( ) + +
+ + + ´

1 2 1 2 1 1
1 2 2 1 2 2 100  

where a1 = allele 1 and a2 = allele 2 [98].

If Ra1 or Ra2 is shared with D1 or D2 the formula can 

be modified using 2 × Ra1 or 2 × Ra2 with the same denom-

inator (using the shared peak area in place of the individual 

areas as shown in Fig. 56.8). Alternatively, when one or 

more allele(s) are shared it is sometimes easiest to do the 

calculation in a stepwise manner calculating each compo-

nent separately using different loci. A detailed algorithm 

for calculating chimerism with shared alleles has been 

published [98]. In addition, ChimerMarker software 

(SoftGenetics) has an analysis mode for assessment of two 

donor chimerism (Fig. 56.8). From the pre-transplant eval-

uation, a case-specific analysis algorithm should be devel-

oped for which alleles and loci can be used to answer each 

of the questions above. The loci used can be subsequently 

refined and simplified after transplant as engraftment of 

one donor predominates.

 Potential Pitfalls and Limitations

 Assessment of Errors
There are several sources of error in the calculation of chi-

merism [101]. Measurement error estimates the relative 

deviation of DNA measurements from optimal at a single 

locus in a post-transplant sample. This is analogous to allelic 

imbalance which represents the ratio of heterozygous alleles 

at a single locus. Optimally, the measurement should be 1, 

indicating no imbalance between either donor–recipient 

allele pair. Percent measurement error (%ME) is only rele-

vant for constellations of alleles in which the recipient and 

donor are both heterozygous.

 
%ME =

-
´

A B

C
100

 

%ME is calculated with A as the sum of the two smaller 

allele peak areas (A = R1 + D1) and B is the sum of the two 

larger allele peak areas (B = R2 + D2) and C = the larger of 

A or B.

A high %ME indicates a greater likelihood that the calcu-

lation at a particular locus will be inaccurate so the locus 

should either be excluded, or the data used with caution.

Locus error provides a measure of how the %D chime-

rism calculation (CHM) at a particular locus (CHMlocus) is 

performing compared to the mean chimerism value using all 

loci (CHMmean). Suboptimal amplification of one or more 

alleles, stutter contributions which are not accounted for, and 

nonideal constellations of recipient and donor alleles are all 

potential sources of high percent locus error (%LE). Since 

the mean may be smaller or larger than the value at a particu-

lar locus, the absolute value of the difference is taken to cal-

culate %LE as shown in the formula below. %LE is only 

relevant if more than a single locus is being used in the chi-

merism analysis.

 

%LE
CHM CHM

CHM
mean locus

mean

=
-

´100
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Any locus with a %LE greater than 10 % should be evalu-

ated to determine if there is an obvious cause for the 

 variability, and therefore a reason for excluding the locus 

from the final calculation. In general, a higher %LE may be 

noted and tolerated at low levels of chimerism.

The coefficient of variation (CV) is another measure of 

the overall variability of the chimerism results. The %CV 

is calculated from the overall mean chimerism value and 

the standard deviation (σ) of all the included locus values.

Figure 56.8 Two-donor chimerism analysis using ChimerMarker 

software (SoftGenetics). Electropherograms of a pre-transplant recipi-

ent (Pre-TX) and two donors (Donor 1 and 2) at the Penta D locus (CS7, 

Promega Corp.) from an ABI 3130 CE instrument (Life Technologies). 

ChimerMarker software labels each peak with a color-coded box with 

the peak size in base pairs, the peak area, and either the origin (R, D1, 

or D2) or the ratio of the sister peaks (to demonstrate how equally the 

two alleles amplified). An early post-transplant sample (Early Post-TX) 

within 30 days after transplant is shown in which predominantly Donor 

2 has engrafted, but minor contributions of Donor 1 (blue arrow) and 

recipient (red arrows) are detected. Post-transplant chimerism was cal-

culated using the following peak areas from the post-transplant sample: 

%R = (250 + 334)/(919 + 35,783 + 250 + 35,019 + 334) = 584/72,305 =  

0.8 %, %D1 = 919/72,305 = 1.3 %, %D2 = 100.0 − 2.1 = 97.9 %. In a sub-

sequent chimerism analysis only Donor 2 was detectable. CE capillary 

electrophoresis
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%CV

mean
= ´

s
100

 

As with other error measurements, %CV is only a guide 

to flag potential problems and not as an absolute exclusion-

ary criterion. For example, in Fig. 56.9 in the T cell subset, 

the %CV is low because the two included loci (Penta E and 

Penta D) have similar results; however, in the peripheral 

blood with a lower %R, the %CV is very high because one 

locus was not sensitive enough to detect the chimerism 

(Penta D), but 1.5 % chimerism was detected in the other 

(Penta E). Thus, in this case there is an explanation for the 

high percent CV which can be ignored.

The margin of error (MOE) is calculated using a T-table 

value obtained according to degree of freedom (Tscore) and 

the confidence interval (for example 90 %) multiplied by the 

standard error (SE) of the mean [102]. The standard error of 

the mean is calculated as s / N  where N = number of infor-

mative markers.

 MOE SE Tscore= ´  

A large MOE compared to the chimerism result is sugges-

tive of greater variability in the data, in which case the results 

should be interpreted with caution.

If using chimerism software such as ChimerMarker 

(SoftGenetics), these error measurements are calculated 

and abnormal results are flagged automatically (Fig. 56.9). 

However, if the source of a high error measure is an artifact 

which could be manually corrected, the disadvantage of 

using analysis software is the relative inability to change the 

chimerism formula for specific analyses. In such cases, loci 

with artifacts can be excluded from the calculations, which is 

possible if a high- order multiplex with 16 loci is being used.

 Stutter Adjustment
Loci for chimerism analysis should be selected to avoid 

recipient alleles that co-localize with a donor stutter peak 

(n − 1 repeat, n − 2 repeats, or n + 1 repeat). If the recipient 

and donor are related, identification of ideal informative loci 

can be challenging. If using multiple loci, those loci in which 

a stutter peak would alter the calculation can be excluded. 

Comparison of the post-transplant recipient peak to the stut-

ter peak in the donor baseline sample can help to determine 

whether the recipient signal is real if there is no unique recip-

ient allele not affected by stutter. If for any reason it is neces-

sary to use or include a locus in which a stutter peak would 

significantly alter the results, such as shown in Fig. 56.10a, 

several adjustment methods can be applied (see below), 

although the sensitivity for detection of low level recipient 

chimerism may be affected. The choice of adjustment 

method depends on the specific situation and the constella-

tion of the donor and recipient alleles. In addition, these are 

only relevant for manual calculations, i.e., not if automated 

chimerism software is used.

 Heterozygous Allele Estimate
When a heterozygous recipient has a unique informative 

allele and a second one that co-localizes with a donor stutter 

peak, the accuracy of quantification is affected rather than 

the sensitivity. The area of the peak co-localizing with the 

stutter is greater than the recipient contribution due to the 

additional stutter signal. To avoid an overestimate of the per-

cent recipient, the peak area of the unique allele can be used 

as an estimate of the second recipient allele. Therefore, the 

area of the unique allele is multiplied by two (instead of 

including the area of the peak that co-localizes with the stut-

ter peak) and used in the appropriate formula (Fig. 56.10b). 

This method also can be used to avoid other background arti-

facts affecting one recipient allele.

 Donor Baseline Calculation
The donor baseline is a good control for the post-transplant 

sample if donor chimerism is high and if the levels of ampli-

fication (peak areas) are similar. While the peak areas cannot 

be directly compared between electropherograms, the per-

cent contribution of the stutter peak to the chimerism result 

can be used. Thus, a calculation can be made for the donor 

stutter peak from the donor baseline sample analysis (using 

the same formula that would be used for the recipient if the 

stutter were not present), and this value can be subtracted 

from the chimerism result (Fig. 56.10c) [96]. Calculated dif-

ferences of 1 % or less should not be used as the sole evi-

dence for detected recipient; rather, if questionable, they can 

be reported as no recipient detected if they are below the 

LOD of the assay. Differences greater than 10 % clearly indi-

cate presence of recipient DNA, because the contribution of 

recipient PCR product will be incremental and thereby addi-

tive to the stutter peak area. Differences between 1 and 10 % 

must be assessed on a case-by-case basis. To be clearly pres-

ent, the recipient contribution must be greater than the stan-

dard deviation of the stutter percentage. In these cases, 

finding an alternate locus to use is the best option.

 Stutter Percent Calculation
The stutter percentage (i.e., the percentage of the stutter peak 

relative to its main allele peak) is usually consistent within a 

narrow range for each locus, although it varies within a locus 

by allele size. An alternative method to perform stutter 

adjustment is to use the stutter percentage to calculate a cor-

rection for the area as shown in Fig. 56.10d [96]. The stutter 

percentage can either be determined on a case-by-case basis 

using the actual donor baseline sample or an average stutter 

percent can be determined for each locus using many sam-

ples and allele sizes. Once the stutter percentage is deter-

mined, the major allele peak area is multiplied by this value 

to determine what the expected area of the stutter peak would 

be. This calculated stutter value is then subtracted from the 

actual peak area in the stutter location. This adjusted peak 

area is used in the final chimerism calculation.
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Figure 56.9 Single donor chimerism analysis in T cell subset and 

unfractionated peripheral blood using ChimerMarker software 

(SoftGenetics). Electropherograms (ABI 3130, Life Technologies) of 

recipient pre-transplant (Pre-TX) and two post-transplant (Post-TX) 

samples at the Penta E locus are shown. The recipient (R) is heterozy-

gous for alleles 13 and 15 and the donor (D1 by convention of the soft-

ware to designate the first donor) is heterozygous for alleles 10 and 15. 

Thus, allele 15 is shared between the recipient and donor (D1R). Each 

peak is labeled by the ChimerMarker software with a color coded box 

at the top with the peak size in base pairs, the peak area, and the source 

of the peak (R, D1, or D1R). The allele size in repeats is given at the 

bottom of each peak in a green box. The post-transplant samples are 

predominantly of donor origin with D1 and D1R peaks present. At the 

left of each post-transplant sample is a screen shot of the ChimerMarker 

single donor chimerism analysis results. Of the seven loci amplified 

(CS7, Promega Corp.), four were excluded before analysis for nonopti-

mal allele configurations, so the results of these loci are not shown. Of 

the remaining three shown, one (LPL) is not informative (NI). In addi-

tion to calculating the percent recipient chimerism (%R CHM) for each 

informative locus in each sample and the average chimerism (average 

of all informative loci), several measures of error are given: locus error 

(LE), coefficient of variation (CV), standard deviation (St. Dev), and 

margin of error at 90 % confidence interval (MOE). The formula for 

calculating the chimerism at the Penta E locus is given at the top left 

and the corresponding manual calculation with the actual areas in the 

electropherogram panels for both post-transplant samples. A similar 

calculation was done at the Penta D locus (electropherograms not 

shown) by the software, given in the result tables at left. For the T cell 

sample (middle left panel), the percent LE is low [1(average chime-

rism) − (locus % R chimerism)/average chimerism) × 100]. In contrast, 

in the post-transplant blood sample (bottom left panel) which has a 

much lower level of recipient chimerism, the recipient-specific allele is 

not detected at the Penta D locus, indicating that this locus is less sensi-

tive than Penta E. Although the Penta E may be a false positive, this is 

unlikely because recipient is present in the T-cells which were origi-

nally isolated from the same blood sample. Therefore, the result of 0 % 

at the Penta D locus is indicative of lower analytic sensitivity at this 

locus. In this post-transplant blood sample, therefore, the LE and CV 

are very high, but these values are irrelevant because there is an expla-

nation for the apparent variability. The average chimerism is reported, 

rounded to the nearest integer, as %D (or 100 - %R) which is 99 % for 

blood and 89 % for T cells

V.M. Van Deerlin and R. Reshef



843

 Chromosomal Abnormalities
Chromosomal abnormalities are common in hematologic 

malignancies and may affect identity testing results if the 

locus used for chimerism analysis is present on the aberrant 

chromosome. Chromosomal abnormalities may be identified 

by cytogenetic analysis. If loci used for chimerism analysis 

are on the aberrant chromosome(s), the locus/loci should be 

avoided for chimerism analysis in the specific donor–recipi-

ent pair. On occasion unusual amplification patterns may 

provide evidence of abnormalities such as unequal amplifi-

cation due to extra chromosomes or chromosomal deletions 

(Fig. 56.2). Chromosomal abnormalities also can arise after 

treatment. Such abnormalities have been reported and may 

produce unexpected or unusual post-transplant allele patterns 

and chimerism analysis results that are not consistent with 

the clinical status of the patient [103]. The use of multiple 

loci to calculate chimerism can minimize the potential 

impact of chromosomal abnormalities.

 Doublet Peaks
Non-template addition of an extra nucleotide, usually an 

adenosine (A), at the 3′ end of PCR products is a known 

occurrence with DNA polymerases, particularly Taq [80]. 

This adenylation results in a PCR product that is 1 bp longer 

than the DNA template sequence. The degree of adenylation 

is dependent on the sequence of the template strand. 

Incomplete addition of A nucleotides can occur if too much 

DNA template is used. Addition of the A can be favored with 

a final incubation step at 60 °C at the end of the PCR reaction. 

If not all the PCR products have an extra A, this will lead to 

the appearance of split, or doublet, peaks. Usually this affects 

all the allele peaks at a particular locus. It is best to optimize 

reaction conditions to prevent incomplete adenylation, but if 

not possible and the peak areas of such doublet peaks are 

used to calculate the percent recipient, the areas of both parts 

of each peak should be summed and used for manual calcu-

lations (Fig. 56.11).

Figure 56.10 Example of chimerism analysis affected by a co- 

localized stutter peak. (a) Electropherograms of a recipient, donor, and 

post-transplant sample (post-tx) at the TH01 locus (CTTv, Promega 

Corp.) are shown. Below each peak the box indicates the repeat number 

(al), size in base pairs (sz), and area (ar). Stutter peaks (n − 1) are indi-

cated for the donor and recipient. In the post-transplant sample recipi-

ent allele 2 (R2) co-localizes with the stutter peak from donor allele 1 

(Stutter + R2). Using all the peak areas in a standard chimerism formula 

would overestimate the percent recipient if an adjustment is not per-

formed. Several adjustments to the chimerism calculation for stutter are 

shown in b, c, and d. For all three alternative methods, the final percent 

recipient (%R) result is given. (b) The heterozygous allele estimate 

method (b) assumes that the contribution of the R2 allele to the stut-

ter + R2 peak area is similar to the area of R1. Thus, two times the area 

of R1 is used in the formula instead of the area of R1 plus the area of 

R2. (c) The donor baseline calculation method (c) uses the donor elec-

tropherogram to calculate the stutter contribution to the chimerism 

calculation by using the same chimerism formula used for post-trans-

plant samples (formula). The corresponding peak areas from the donor 

baseline and the post-transplant electropherograms are used to calculate 

chimerism. The value from the donor baseline only represents the stut-

ter contribution. Since this value is a percent and not an area it can be 

subtracted from the total post-transplant chimerism calculation to 

obtain the corrected chimerism (Corrected %CHM). (d) A stutter per-

cent calculation is shown. In this example, the area of the stutter peak 

relative to the area of D1 is calculated as a percent (%Stutter). A stan-

dard average percent for the laboratory can be substituted if desired. 

Using the D1 peak area in the post-transplant sample, the %Stutter is 

used to calculate the contribution of stutter to the Stutter + R2 peak. The 

corrected area of R2 is used in the formula from (c) to calculate the final 

corrected percent chimerism. All three methods yield similar results for 

this case
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 Reports

General molecular reporting guidelines should be followed 

for the reporting of chimerism results [104]. If pre-transplant 

testing is done, a report should be issued indicating that at 

least one informative locus that distinguishes recipient from 

donor DNA was identified. This pre-transplant report serves 

to inform the clinicians that the pre-transplant samples have 

been obtained and the pre-transplant analysis was successful. 

Post-transplant reports should report the %D rounded to the 

nearest integer for each specimen type tested; ideally periph-

eral blood and lineage-specific cellular subsets should be 

reported together in a single report to allow for easy visual-

ization and longitudinal comparison by the clinicians. For 

two donor transplants the identification numbers for each 

donor should be provided along with the percent of each 

donor chimerism as well as the overall total percent donor 

chimerism. If the result of any sample or cellular subset had 

a compromised limit of detection, this should be noted in the 

report. The report is a method of communication between the 

laboratory and the clinicians; therefore, each laboratory 

should determine the information and format that are most 

valuable to their clinicians. In cases where mixed chimerism 

is detected or only donor (complete engraftment) is detected 

the report interpretation will reflect these results. However, 

there are a few possible results where a nonstandard interpre-

tation is needed (see below).

 Bone Marrow Specimens

When normocellular bone marrow is tested for chimerism, 

the finding of 1–3 % recipient DNA is very frequent. This is 

because there are non-hematopoietic cells, for example stro-

mal cells, in the marrow. Thus, while mixed chimerism is 

commonly detected in bone marrow, low level chimerism is 

not likely to be clinically significant. Histologic and clinical 

correlation is always important. In particular, when the marrow 

is hypocellular the %R can be artificially elevated because 

the relative contribution of non-hematopoietic cells to the 

total DNA is high. In this situation an interpretive statement 

such as the following is recommended: “In the context of the 

concurrent bone marrow histologic evaluation demonstrat-

ing a hypocellular marrow, this chimerism result may not 

accurately reflect the percent of recipient hematopoietic cells 

due to the potential relative overrepresentation of non-hema-

topoietic elements in the bone marrow aspirate.” This sce-

nario should be considered whenever a bone marrow is 

tested and the donor chimerism is decreased (recipient 

increased) and there is no evidence of relapse.

 Discordant Chimerism Result Between  
Blood and T-Cell Subset

When peripheral blood DNA is tested alongside a T cell 

subset, the detection of recipient DNA in T cells should by 

default imply that recipient DNA is present in whole blood. 

Occasionally recipient DNA is detected in T cells only and 

not in whole blood because T cells are only a subset of all 

nucleated blood cells so the overall level of chimerism in 

blood may be below the analytical sensitivity of the assay. 

This commonly occurs when the %R in the T cells is low 

and/or when the T cells represent a small proportion of all 

nucleated cells, which is a common scenario in the first 

few months after HSCT. The interpretation in the report 

should reflect this false-negative result rather than report 

complete donor engraftment. The opposite is not true. If 

recipient DNA is detected in the peripheral blood, but not 

the T cells then this simply means that the cells of recipient 

origin are not of T cell lineage. Interpretation of both “dis-

cordant” results should be made in the context of clinical 

and histologic correlation. For example, low levels of 

recipient T cells usually indicate incomplete donor engraft-

ment, but persistence or reemergence of recipient T cells in 
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a patient with a T cell malignancy may indicate residual 

disease or relapse.

 Data Management and Quality Control

Chimerism analysis poses several unique clerical and data 

management issues for the clinical laboratory. The labora-

tory must have a mechanism to match donor and recipient 

pre-transplant samples and track the results of pre-transplant 

testing for use in post-transplant testing. Subsequently, the 

results of repeated post-transplant testing for each patient 

needs to be easily accessible for review with each new sam-

ple and for longitudinal assessment of engraftment trends. 

Specimen and result tracking can be accomplished with a 

well-organized paper folder system or electronically using 

software such as ChimerMarker (SoftGenetics). Longitudinal 

assessment of a patient’s chimerism results enables critical 

evaluation of the significance of changes over time for each 

sample type (blood, T-cells, bone marrow, etc.) [100].

Quality control is inherent to chimerism analysis because 

identity testing is performed on each sample. A pre- transplant 

buccal sample in addition to the recipient blood can confirm 

that the recipient and donor DNA samples are properly iden-

tified. Quality control at the DNA level for specimen switch-

ing is inherent for all post-transplant samples since the 

expected genotypes are known and the patients are repeat-

edly tested over time so that any unexpected result, such as 

different alleles, is immediately noted and investigated. If 

multiplex primer sets are used for post-transplant sample 

amplification, it is important to consider whether a small 

peak seen in one fluorophore is a true peak rather than a 

bleed-through from another fluorophore window. Proficiency 

testing for chimerism analysis is available from the CAP in 

the ME survey.

 Conclusion

The monitoring of chimerism after HSCT has become routine 

to confirm engraftment and detect and monitor mixed chime-

rism. The use of chimerism analysis and its clinical utility 

are different for myeloablative and RI-HSCT. Chimerism 

analysis has clinical utility in guiding the use of therapeutic 

interventions such as DLI to treat or prevent relapse or graft 

loss. Although many methods have been applied, PCR 

amplification of STR loci is the method of choice because it 

is informative, quantitative, relatively rapid, and sensitive. 

While the methodology is technically straightforward, the 

implementation, analysis, and reporting of results are more 

complicated. The clinical importance of chimerism results 

warrants the effort required by the laboratory for validation 

and performance of the test.

References

 1. Dubovsky J, Daxberger H, Fritsch G, et al. Kinetics of chimerism 

during the early post-transplant period in pediatric patients with 

malignant and non-malignant hematologic disorders: implications 

for timely detection of engraftment, graft failure and rejection. 

Leukemia. 1999;2059(13):60–9.

 2. Mackinnon S, Barnett L, Bourhis JH, Black P, Heller G, O’Reilly 

RJ. Myeloid and lymphoid chimerism after T-cell-depleted bone 

marrow transplantation: evaluation of conditioning regimens 

using the polymerase chain reaction to amplify human minisatel-

lite regions of genomic DNA. Blood. 1992;80:3235–41.

 3. Chalmers EA, Sproul AM, Mills KI, et al. Effect of radiation dose 

on the development of mixed haemopoietic chimerism following 

T cell-depleted allogeneic bone marrow transplantation. Bone 

Marrow Transplant. 1992;10:425–30.

 4. Valcarcel D, Martino R, Caballero D, et al. Chimerism analysis 

following allogeneic peripheral blood stem cell transplantation 

with reduced-intensity conditioning. Bone Marrow Transplant. 

2003;31:387–92.

 5. Baron F, Baker JE, Storb R, et al. Kinetics of engraftment in 

patients with hematologic malignancies given allogeneic hemato-

poietic cell transplantation after nonmyeloablative conditioning. 

Blood. 2004;104:2254–62.

 6. Mohty M, Avinens O, Faucher C, Viens P, Blaise D, Eliaou 

JF. Predictive factors and impact of full donor T-cell chimerism 

after reduced intensity conditioning allogeneic stem cell trans-

plantation. Haematologica. 2007;92:1004–6.

 7. Offit K, Burns JP, Cunningham I, et al. Cytogenetic analysis of 

chimerism and leukemia relapse in chronic myelogenous leuke-

mia patients after T cell-depleted bone marrow transplantation. 

Blood. 1990;75:1346–55.

 8. van Leeuwen JE, van Tol MJ, Joosten AM, et al. Persistence of 

host-type hematopoiesis after allogeneic bone marrow transplan-

tation for leukemia is significantly related to the recipient's age 

and/or the conditioning regimen, but it is not associated with an 

increased risk of relapse. Blood. 1994;83:3059–67.

 9. Mickelson DM, Sproat L, Dean R, et al. Comparison of donor chi-

merism following myeloablative and nonmyeloablative allogeneic 

hematopoietic SCT. Bone Marrow Transplant. 2011;46:84–9.

 10. Sugita J, Tanaka J, Hashimoto A, et al. Influence of conditioning 

regimens and stem cell sources on donor-type chimerism early 

after stem cell transplantation. Ann Hematol. 2008;87:1003–8.

 11. Salit RB, Fowler DH, Wilson WH, et al. Dose-adjusted EPOCH- 

rituximab combined with fludarabine provides an effective bridge 

to reduced-intensity allogeneic hematopoietic stem-cell transplan-

tation in patients with lymphoid malignancies. J Clin Oncol. 

2012;30:830–6.

 12. Frassoni F, Strada P, Sessarego M, et al. Mixed chimerism after 

allogeneic marrow transplantation for leukaemia: correlation with 

dose of total body irradiation and graft-versus-host disease. Bone 

Marrow Transplant. 1990;5:235–40.

 13. Mohr B, Koch R, Thiede C, Kroschinsky F, Ehninger G, 

Bornhauser M. CD34+ cell dose, conditioning regimen and prior 

chemotherapy: factors with significant impact on the early kinet-

ics of donor chimerism after allogeneic hematopoietic cell trans-

plantation. Bone Marrow Transplant. 2004;34:949–54.

 14. Carvallo C, Geller N, Kurlander R, et al. Prior chemotherapy and 

allograft CD34+ dose impact donor engraftment following non-

myeloablative allogeneic stem cell transplantation in patients with 

solid tumors. Blood. 2004;103:1560–3.

 15. Moscardo F, Sanz J, Senent L, et al. Impact of hematopoietic chi-

merism at day +14 on engraftment after unrelated donor umbilical 

cord blood transplantation for hematologic malignancies. 

Haematologica. 2009;94:827–32.

56 Chimerism Testing in Allogeneic Hematopoietic Stem Cell Transplantation



846

 16. Barker JN, Weisdorf DJ, DeFor TE, et al. Transplantation of 2 

partially HLA-matched umbilical cord blood units to enhance 

engraftment in adults with hematologic malignancy. Blood. 

2005;105:1343–7.

 17. Ballen KK, Spitzer TR, Yeap BY, et al. Double unrelated reduced- 

intensity umbilical cord blood transplantation in adults. Biol 

Blood Marrow Transplant. 2007;13:82–9.

 18. Gutman JA, Turtle CJ, Manley TJ, et al. Single-unit dominance 

after double-unit umbilical cord blood transplantation coincides 

with a specific CD8+ T-cell response against the nonengrafted 

unit. Blood. 2010;115:757–65.

 19. Ramirez P, Wagner JE, Defor TE, et al. Factors predicting single- 

unit predominance after double umbilical cord blood transplanta-

tion. Bone Marrow Transplant. 2012;47(6):799–803.

 20. Haspel RL, Kao G, Yeap BY, et al. Preinfusion variables predict 

the predominant unit in the setting of reduced-intensity double 

cord blood transplantation. Bone Marrow Transplant. 2008;41: 

523–9.

 21. Yen HJ, Chiou TJ, Hung GY, et al. Long-term mixed full-donor 

chimerism with dominance reversion after a double-unit cord 

blood transplant. Eur J Haematol. 2008;80:366–7.

 22. Mattsson J, Ringden O, Storb R. Graft failure after allogeneic 

hematopoietic cell transplantation. Biol Blood Marrow Transplant. 

2008;14:165–70.

 23. Spellman S, Bray R, Rosen-Bronson S, et al. The detection of 

donor-directed, HLA-specific alloantibodies in recipients of unre-

lated hematopoietic cell transplantation is predictive of graft fail-

ure. Blood. 2010;115:2704–8.

 24. Wolff SN. Second hematopoietic stem cell transplantation for the 

treatment of graft failure, graft rejection or relapse after allogeneic 

transplantation. Bone Marrow Transplant. 2002;29:545–52.

 25. Hill RS, Petersen FB, Storb R, et al. Mixed hematologic chime-

rism after allogeneic marrow transplantation for severe aplastic 

anemia is associated with a higher risk of graft rejection and a 

lessened incidence of acute graft-versus-host disease. Blood. 

1986;67:811–6.

 26. Matthes-Martin S, Lion T, Haas OA, et al. Lineage-specific chimae-

rism after stem cell transplantation in children following reduced 

intensity conditioning: potential predictive value of NK cell chi-

maerism for late graft rejection. Leukemia. 2003;17:1934–42.

 27. Svenberg P, Mattsson J, Ringden O, Uzunel M. Allogeneic hema-

topoietic SCT in patients with non-malignant diseases, and impor-

tance of chimerism. Bone Marrow Transplant. 2009;44:757–63.

 28. Balon J, Halaburda K, Bieniaszewska M, et al. Early complete 

donor hematopoietic chimerism in peripheral blood indicates the 

risk of extensive graft-versus-host disease. Bone Marrow 

Transplant. 2005;35:1083–8.

 29. van Besien K, Dew A, Lin S, et al. Patterns and kinetics of T-cell 

chimerism after allo transplant with alemtuzumab-based condi-

tioning: mixed chimerism protects from GVHD, but does not por-

tend disease recurrence. Leuk Lymphoma. 2009;50:1809–17.

 30. Lamba R, Abella E, Kukuruga D, et al. Mixed hematopoietic chi-

merism at day 90 following allogenic myeloablative stem cell 

transplantation is a predictor of relapse and survival. Leukemia. 

2004;18:1681–6.

 31. Zeiser R, Spyridonidis A, Wasch R, et al. Evaluation of immuno-

modulatory treatment based on conventional and lineage-specific 

chimerism analysis in patients with myeloid malignancies after 

myeloablative allogeneic hematopoietic cell transplantation. 

Leukemia. 2005;19:814–21.

 32. Alpdogan O, van den Brink MR. Immune tolerance and transplan-

tation. Semin Oncol. 2012;39:629–42.

 33. Mackinnon S, Barnett L, Heller G, O’Reilly RJ. Minimal residual 

disease is more common in patients who have mixed T-cell chime-

rism after bone marrow transplantation for chronic myelogenous 

leukemia. Blood. 1994;83:3409–16.

 34. Radich JP, Gehly G, Gooley T, et al. Polymerase chain reaction 

detection of the BCR-ABL fusion transcript after allogeneic mar-

row transplantation for chronic myeloid leukemia: results and 

implications in 346 patients. Blood. 1995;85:2632–8.

 35. Horn B, Soni S, Khan S, et al. Feasibility study of preemptive 

withdrawal of immunosuppression based on chimerism testing in 

children undergoing myeloablative allogeneic transplantation for 

hematologic malignancies. Bone Marrow Transplant. 2009;43: 

469–76.

 36. Roman J, Serrano J, Jimenez A, et al. Myeloid mixed chimerism 

is associated with relapse in bcr-abl positive patients after unma-

nipulated allogeneic bone marrow transplantation for chronic 

myelogenous leukemia. Haematologica. 2000;85:173–80.

 37. Thiede C, Bornhauser M, Oelschlagel U, et al. Sequential moni-

toring of chimerism and detection of minimal residual disease 

after allogeneic blood stem cell transplantation (BSCT) using 

multiplex PCR amplification of short tandem repeat-markers. 

Leukemia. 2001;15:293–302.

 38. Bader P, Kreyenberg H, Hoelle W, et al. Increasing mixed chimerism 

defines a high-risk group of childhood acute myelogenous leuke-

mia patients after allogeneic stem cell transplantation where pre-

emptive immunotherapy may be effective. Bone Marrow 

Transplant. 2004;33:815–21.

 39. Miflin G, Stainer CJ, Carter GI, Byrne JL, Haynes AP, Russell NH. 

Comparative serial quantitative measurements of chimaerism fol-

lowing unmanipulated allogeneic transplantation of peripheral blood 

stem cells and bone marrow. Br J Haematol. 1999;107:429–40.

 40. Ortega M, Escudero T, Caballin MR, Olive T, Ortega JJ, Coll MD. 

Follow-up of chimerism in children with hematological diseases 

after allogeneic hematopoietic progenitor cell transplants. Bone 

Marrow Transplant. 1999;24:81–7.

 41. Choi SJ, Lee KH, Lee JH, et al. Prognostic value of hematopoietic 

chimerism in patients with acute leukemia after allogeneic bone 

marrow transplantation: a prospective study. Bone Marrow 

Transplant. 2000;26:327–32.

 42. Schattenberg A, De Witte T, Salden M, et al. Mixed hematopoietic 

chimerism after allogeneic transplantation with lymphocyte- 

depleted bone marrow is not associated with a higher incidence of 

relapse. Blood. 1989;73:1367–72.

 43. Huss R, Deeg HJ, Gooley T, et al. Effect of mixed chimerism on 

graft-versus-host disease, disease recurrence and survival after 

HLA-identical marrow transplantation for aplastic anemia or 

chronic myelogenous leukemia. Bone Marrow Transplant. 

1996;18:767–76.

 44. Gardiner N, Lawler M, O’Riordan J, DeArce M, Humphries P, 

McCann SR. Persistent donor chimaerism is consistent with 

disease- free survival following BMT for chronic myeloid leukae-

mia. Bone Marrow Transplant. 1997;20:235–41.

 45. Bader P, Beck J, Frey A, et al. Serial and quantitative analysis of 

mixed hematopoietic chimerism by PCR in patients with acute 

leukemias allows the prediction of relapse after allogeneic 

BMT. Bone Marrow Transplant. 1998;21:487–95.

 46. Bader P, Klingebiel T, Schaudt A, et al. Prevention of relapse in 

pediatric patients with acute leukemias and MDS after allogeneic 

SCT by early immunotherapy initiated on the basis of increasing 

mixed chimerism: a single center experience of 12 children. 

Leukemia. 1999;13:2079–86.

 47. Bader P, Kreyenberg H, Hoelle W, et al. Increasing mixed chime-

rism is an important prognostic factor for unfavorable outcome in 

children with acute lymphoblastic leukemia after allogeneic 

 stem- cell transplantation: possible role for pre-emptive immuno-

therapy? J Clin Oncol. 2004;22:1696–705.

 48. Giralt S, Thall PF, Khouri I, et al. Melphalan and purine analog- 

containing preparative regimens: reduced-intensity conditioning 

for patients with hematologic malignancies undergoing allogeneic 

progenitor cell transplantation. Blood. 2001;97:631–7.

V.M. Van Deerlin and R. Reshef



847

 49. Slavin S, Nagler A, Naparstek E, et al. Nonmyeloablative stem 

cell transplantation and cell therapy as an alternative to conven-

tional bone marrow transplantation with lethal cytoreduction for 

the treatment of malignant and nonmalignant hematologic dis-

eases. Blood. 1998;91:756–63.

 50. Sykes M, Preffer F, McAfee S, et al. Mixed lymphohaemopoietic 

chimerism and graft-versus-lymphoma effects after non- 

myeloablative therapy and HLA-mismatched bone-marrow trans-

plantation. Lancet. 1999;353:1755–9.

 51. Childs R, Clave E, Contentin N, et al. Engraftment kinetics after 

nonmyeloablative allogeneic peripheral blood stem cell transplan-

tation: full donor T-cell chimerism precedes alloimmune 

responses. Blood. 1999;94:3234–41.

 52. Reshef R, Hexner EO, Loren AW, et al. Early donor chimerism 

levels predict relapse and survival after allogeneic stem-cell 

transplantation with reduced intensity conditioning. Biol Blood 

Marrow Transplant. 2014;20:1758–66.

 53. Antin JH, Childs R, Filipovich AH, et al. Establishment of com-

plete and mixed donor chimerism after allogeneic lymphohemato-

poietic transplantation: recommendations from a workshop at the 

2001 Tandem Meetings of the International Bone Marrow 

Transplant Registry and the American Society of Blood and 

Marrow Transplantation. Biol Blood Marrow Transplant. 2001; 

7:473–85.

 54. Koreth J, Kim HT, Nikiforow S, et al. Donor chimerism early after 

reduced-intensity conditioning hematopoietic stem cell transplan-

tation predicts relapse and survival. Biol Blood Marrow 

Transplant. 2014;20:1516–21.

 55. Peterlin P, Delaunay J, Guillaume T, et al. Complete donor T cell 

chimerism predicts lower relapse incidence after standard double 

umbilical cord blood reduced-intensity conditioning regimen allo-

geneic transplantation in adults. Biol Blood Marrow Transplant. 

2015;21:180–4.

 56. Mapara MY, Kim YM, Wang SP, Bronson R, Sachs DH, Sykes M. 

Donor lymphocyte infusions mediate superior graft-versus- 

leukemia effects in mixed compared to fully allogeneic chimeras: 

a critical role for host antigen-presenting cells. Blood. 2002;100: 

1903–9.

 57. Spitzer TR, McAfee S, Sackstein R, et al. Intentional induction of 

mixed chimerism and achievement of antitumor responses after 

nonmyeloablative conditioning therapy and HLA-matched donor 

bone marrow transplantation for refractory hematologic malig-

nancies. Biol Blood Marrow Transplant. 2000;6:309–20.

 58. Peggs KS, Kayani I, Edwards N, et al. Donor lymphocyte infusions 

modulate relapse risk in mixed chimeras and induce durable salvage 

in relapsed patients after T-cell-depleted allogeneic transplantation 

for Hodgkin's lymphoma. J Clin Oncol. 2011;29:971–8.

 59. Bader P, Niethammer D, Willasch A, Kreyenberg H, Klingebiel T. 

How and when should we monitor chimerism after allogeneic stem 

cell transplantation? Bone Marrow Transplant. 2005;35:107–19.

 60. Dey BR, McAfee S, Colby C, et al. Impact of prophylactic donor 

leukocyte infusions on mixed chimerism, graft-versus-host dis-

ease, and antitumor response in patients with advanced hemato-

logic malignancies treated with nonmyeloablative conditioning 

and allogeneic bone marrow transplantation. Biol Blood Marrow 

Transplant. 2003;9:320–9.

 61. Massenkeil G, Nagy M, Lawang M, et al. Reduced intensity con-

ditioning and prophylactic DLI can cure patients with high-risk 

acute leukaemias if complete donor chimerism can be achieved. 

Bone Marrow Transplant. 2003;31:339–45.

 62. Mohamedbhai SG, Edwards N, Morris EC, Mackinnon S, 

Thomson KJ, Peggs KS. Predominant or complete recipient T-cell 

chimerism following alemtuzumab-based allogeneic transplanta-

tion is reversed by donor lymphocytes and not associated with 

graft failure. Br J Haematol. 2012;156:516–22.

 63. Shatry A, Levy RB. In situ activation and expansion of host tregs: 

a new approach to enhance donor chimerism and stable engraft-

ment in major histocompatibility complex-matched allogeneic 

hematopoietic cell transplantation. Biol Blood Marrow Transplant. 

2009;15:785–94.

 64. Zetterquist H, Mattsson J, Uzunel M, et al. Mixed chimerism in 

the B cell lineage is a rapid and sensitive indicator of minimal 

residual disease in bone marrow transplant recipients with pre-B 

cell acute lymphoblastic leukemia. Bone Marrow Transplant. 

2000;25:843–51.

 65. Mattsson J, Uzunel M, Tammik L, Aschan J, Ringden O. 

Leukemia lineage-specific chimerism analysis is a sensitive pre-

dictor of relapse in patients with acute myeloid leukemia and 

myelodysplastic syndrome after allogeneic stem cell transplantation. 

Leukemia. 2001;15:1976–85.

 66. Lion T, Daxberger H, Dubovsky J, et al. Analysis of chimerism 

within specific leukocyte subsets for detection of residual or recurrent 

leukemia in pediatric patients after allogeneic stem cell transplanta-

tion. Leukemia. 2001;15:307–10.

 67. Bornhauser M, Oelschlaegel U, Platzbecker U, et al. Monitoring 

of donor chimerism in sorted CD34+ peripheral blood cells allows 

the sensitive detection of imminent relapse after allogeneic stem 

cell transplantation. Haematologica. 2009;94:1613–7.

 68. Serrano J, Roman J, Sanchez J, et al. Molecular analysis of 

lineage- specific chimerism and minimal residual disease by 

RT-PCR of p210(BCR-ABL) and p190(BCR-ABL) after alloge-

neic bone marrow transplantation for chronic myeloid leukemia: 

increasing mixed myeloid chimerism and p190(BCR-ABL) 

detection precede cytogenetic relapse. Blood. 2000;95: 

2659–65.

 69. Kroger N, Zagrivnaja M, Schwartz S, et al. Kinetics of plasma- 

cell chimerism after allogeneic stem cell transplantation by highly 

sensitive real-time PCR based on sequence polymorphism and its 

value to quantify minimal residual disease in patients with multi-

ple myeloma. Exp Hematol. 2006;34:688–94.

 70. Haddad E, Le Deist F, Aucouturier P, et al. Long-term chimerism 

and B-cell function after bone marrow transplantation in patients 

with severe combined immunodeficiency with B cells: a single- 

center study of 22 patients. Blood. 1999;94:2923–30.

 71. Andreani M, Manna M, Lucarelli G, et al. Persistence of mixed 

chimerism in patients transplanted for the treatment of thalas-

semia. Blood. 1996;87:3494–9.

 72. Hsieh MM, Kang EM, Fitzhugh CD, et al. Allogeneic hematopoi-

etic stem-cell transplantation for sickle cell disease. N Engl J Med. 

2009;361:2309–17.

 73. Stikvoort A, Gertow J, Sundin M, Remberger M, Mattsson J, 

Uhlin M. Chimerism patterns of long-term stable mixed chimeras 

posthematopoietic stem cell transplantation in patients with non-

malignant diseases: follow-up of long-term stable mixed chime-

rism patients. Biol Blood Marrow Transplant. 2013;19:838–44.

 74. Sala-Torra O, Hanna C, Loken MR, et al. Evidence of donor- 

derived hematologic malignancies after hematopoietic stem cell 

transplantation. Biol Blood Marrow Transplant. 2006;12:511–7.

 75. Schoniger-Hekele M, Muller C, Kramer L, et al. Graft versus 

host disease after orthotopic liver transplantation documented by 

analysis of short tandem repeat polymorphisms. Digestion. 

2006;74:169–73.

 76. Shin CR, Nathan J, Alonso M, et al. Incidence of acute and chronic 

graft-versus-host disease and donor T-cell chimerism after small 

bowel or combined organ transplantation. J Pediatr Surg. 2011; 

46:1732–8.

 77. Thiede C. Diagnostic chimerism analysis after allogeneic stem cell 

transplantation: new methods and markers. Am J Pharmaco-

genomics. 2004;4:177–87.

 78. Dewald G, Stallard R, Al Saadi A, et al. A multicenter investiga-

tion with interphase fluorescence in situ hybridization using X- 

and Y-chromosome probes. Am J Med Genet. 1998;76:318–26.

 79. Bennett P. Demystified … microsatellites. Mol Pathol. 2000;53: 

177–83.

56 Chimerism Testing in Allogeneic Hematopoietic Stem Cell Transplantation



848

 80. Butler JM. Forensic DNA typing: biology, technology, and genet-

ics of STR markers. 2nd ed. New York: Academic; 2005.

 81. Butler JM. Genetics and genomics of core short tandem repeat 

loci used in human identity testing. J Forensic Sci. 2006;51: 

253–65.

 82. Gineikiene E, Stoskus M, Griskevicius L. Recent advances in 

quantitative chimerism analysis. Expert Rev Mol Diagn. 2009; 

9:817–32.

 83. Van Deerlin VM, Leonard DG. Bone marrow engraftment analy-

sis after allogeneic bone marrow transplantation. Clin Lab Med. 

2000;20:197–225.

 84. Clark JR, Scott SD, Jack AL, Lee H, Mason J, Carter GI, Pearce 

L, Jackson T, Clouston H, Sproul A, Keen L, Molloy K, Folarin N, 

Whitby L, Snowden JA, Reilly JT, Barnett D. Monitoring of chi-

merism following allogeneic haematopoietic stem cell transplan-

tation (HSCT): technical recommendations for the use of short 

tandem repeat (STR) based techniques, on behalf of the United 

Kingdom National External Quality Assessment Service for 

Leucocyte Immunophenotyping Chimerism Working Group. Br J 

Haematol. 2015;168(1):26–37.

 85. Fehse B, Chukhlovin A, Kuhlcke K, et al. Real-time quantitative 

Y chromosome-specific PCR (QYCS-PCR) for monitoring hema-

topoietic chimerism after sex-mismatched allogeneic stem cell 

transplantation. J Hematother Stem Cell Res. 2001;10:419–25.

 86. Oliver DH, Thompson RE, Griffin CA, Eshleman JR. Use of sin-

gle nucleotide polymorphisms (SNP) and real-time polymerase 

chain reaction for bone marrow engraftment analysis. J Mol 

Diagn. 2000;2:202–8.

 87. Fredriksson M, Barbany G, Liljedahl U, Hermanson M, Kataja M, 

Syvanen AC. Assessing hematopoietic chimerism after allogeneic 

stem cell transplantation by multiplexed SNP genotyping using 

microarrays and quantitative analysis of SNP alleles. Leukemia. 

2004;18:255–66.

 88. Alizadeh M, Bernard M, Danic B, et al. Quantitative assessment 

of hematopoietic chimerism after bone marrow transplantation by 

real-time quantitative polymerase chain reaction. Blood. 2002;99: 

4618–25.

 89. Lion T. Summary: reports on quantitative analysis of chimerism 

after allogeneic stem cell transplantation by PCR amplification of 

microsatellite markers and capillary electrophoresis with fluores-

cence detection. Leukemia. 2003;17:252–4.

 90. Thiede C, Bornhauser M, Ehninger G. Evaluation of STR infor-

mativity for chimerism testing—comparative analysis of 27 STR 

systems in 203 matched related donor recipient pairs. Leukemia. 

2004;18:248–54.

 91. Watzinger F, Lion T, Steward C, Eurochimerism C. The RSD 

code: proposal for a nomenclature of allelic configurations in 

STR-PCR-based chimerism testing after allogeneic stem cell 

transplantation. Leukemia. 2006;20:1448–52.

 92. Lion T, Watzinger F, Preuner S, et al. The EuroChimerism concept 

for a standardized approach to chimerism analysis after allogeneic 

stem cell transplantation. Leukemia. 2012;26(8):1821–8.

 93. Berger B, Parson R, Clausen J, Berger C, Nachbaur D, Parson 

W. Chimerism in DNA of buccal swabs from recipients after allo-

geneic hematopoietic stem cell transplantations: implications for 

forensic DNA testing. Int J Legal Med. 2013;127(1):49–54.

 94. Thiede C, Prange-Krex G, Freiberg-Richter J, Bornhauser M, 

Ehninger G. Buccal swabs but not mouthwash samples can be 

used to obtain pretransplant DNA fingerprints from recipients of 

allogeneic bone marrow transplants. Bone Marrow Transplant. 

2000;25:575–7.

 95. Rennert H, Leonard DG, Cushing M, Azurin C, Shore T. Avoiding 

pitfalls in bone marrow engraftment analysis: a case study high-

lighting the weakness of using buccal cells for determining a 

patient’s constitutional genotype after hematopoietic stem cell 

transplantation. Cytotherapy. 2013;15:391–5.

 96. Chen DP, Tseng CP, Tsai SH, Wu TL, Chang PY, Sun 

CF. Systematic analysis of stutters to enhance the accuracy of 

chimerism testing. Ann Clin Lab Sci. 2008;38:264–72.

 97. Nollet F, Billiet J, Selleslag D, Criel A. Standardisation of multi-

plex fluorescent short tandem repeat analysis for chimerism test-

ing. Bone Marrow Transplant. 2001;28:511–8.

 98. Kristt D, Gesundheit B, Stein J, et al. Quantitative monitoring of 

multi-donor chimerism: a systematic, validated framework for 

routine analysis. Bone Marrow Transplant. 2010;45:137–47.

 99. Tobiasson M, Olsson R, Hellstrom-Lindberg E, Mattsson J. 

Early detection of relapse in patients with myelodysplastic syn-

drome after allo-SCT. Bone Marrow Transplant. 2011;46(5): 

719–26.

 100. Kristt D, Stein J, Yaniv I, Klein T. Assessing quantitative chi-

merism longitudinally: technical considerations, clinical appli-

cations and routine feasibility. Bone Marrow Transplant. 

2007;39:255–68.

 101. Kristt D, Klein T. Reliability of quantitative chimerism results: 

assessment of sample performance using novel parameters. 

Leukemia. 2006;20:1169–72.

 102. ChimerMarker User Manual. SoftGenetics LLC; 2011.

 103. Zhou M, Sheldon S, Akel N, Killeen AA. Chromosomal aneu-

ploidy in leukemic blast crisis: a potential source of error in inter-

pretation of bone marrow engraftment analysis by VNTR 

amplification. Mol Diagn. 1999;4:153–7.

 104. Gulley ML, Braziel RM, Halling KC, et al. Clinical laboratory 

reports in molecular pathology. Arch Pathol Lab Med. 2007;131: 

852–63.

V.M. Van Deerlin and R. Reshef



849

      Specimen Identification Through DNA 
Analysis       

     Gregary     Bocsi     ,     Andrew     Ricci     ,     Gregory     J.     Tsongalis     , 
and     Vivianna     M.     Van     Deerlin     

        G.   Bocsi ,  D.O.    
  Department of Pathology ,  University of Colorado School of 
Medicine ,   Aurora ,  CO ,  USA     

    A.   Ricci ,  M.D.    
  Department of Pathology ,  Hartford Hospital ,   Hartford ,  CT ,  USA     

    G.  J.   Tsongalis ,  Ph.D.    
  Department of Pathology ,  Geisel School of Medicine at 
Dartmouth ,   Lebanon ,  NH ,  USA    

  Norris Cotton Cancer Center, Dartmouth-Hitchcock Medical 
Center ,   Lebanon ,  NH ,  USA     

    V.  M.   Van   Deerlin ,  M.D., Ph.D.      (*) 
  Pathology and Laboratory Medicine, Molecular Pathology 
Laboratory, Perelman School of Medicine ,  University of 
Pennsylvania ,   Philadelphia ,  PA ,  USA   
 e-mail: vivianna@upenn.edu  

  57

© Springer International Publishing Switzerland 2016
D.G.B. Leonard (ed.), Molecular Pathology in Clinical Practice, DOI 10.1007/978-3-319-19674-9_57

    Abstract  

  Specimen identifi cation through DNA analysis is an approach to solve several conundrums 
that may arise during the course of routine laboratory testing. In this chapter methods for 
specimen identifi cation by DNA analysis are described, including specimen selection and 
specimen preparation, genotyping approaches, and result interpretation. Clinical applica-
tions for these methods are discussed, and example cases demonstrate how the methods can 
be applied to solve relevant problems such as identifi cation of misidentifi ed specimens, 
unexpected tissue in a specimen, maternal contamination of a prenatal diagnostic specimen, 
diagnosis of donor-associated malignancies, graft-vs-host disease, as well as gestational 
trophoblastic disease.  

  Keywords  

  Identity testing   •   Specimen identifi cation   •   Specimen misidentifi cation   •   Hydatidiform 
mole   •   Molar pregnancy   •   Gestational trophoblastic disease   •   Graft-vs-host disease   • 
  Donor-associated malignancy   •   Floater   •   Macrodissection   •   Microdissection     

     Introduction 

 In 1995, television viewers around the world followed a 
criminal trial,  People of the State of California v. Orenthal 
James Simpson , which introduced many viewers to some of 
the nuances of DNA testing. More recently, the fi lm and 
television industries have incorporated identity testing or 
DNA analysis in many productions, further familiarizing 
the lay public with the concept of “DNA testing” for identi-
fi cation purposes. In 1997, one of the fi rst case reports on 
the use of forensic DNA analysis for specimen identifi cation 
was published [ 1 ]. While analysis of identity through DNA 
typing has its origins in parentage testing and forensic iden-
tity testing, similar techniques have also found clinical util-
ity in pathology laboratories for a variety of sample 
identifi cation applications [ 2 – 5 ]. Such applications include 
identifi cation of the origin of mislabeled specimens [ 2 ], 
exclusion of a potential source for a surreptitious histologic 
“fl oater” in an anatomic pathology specimen [ 2 ,  4 ,  6 ], diag-
nosis of hydatidiform moles [ 7 ,  8 ], detection of maternal 
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cell contamination in prenatal specimens [ 9 ,  10 ], identifi ca-
tion of cell lines or research specimens [ 11 ], diagnosis of 
graft-vs-host disease (GVHD) [ 12 ], and identifi cation of the 
origin of tumor cells in a transplant recipient [ 13 ]. 

 Specimen misidentifi cation is not a rare event in clinical 
practice. For prostate biopsies, the combined rate of type 1 
(complete transposition between patients) and type 2 (contami-
nation of a patient’s tissue with that of other patients) errors has 
been estimated as 0.93 % or nearly 1 in 100 [ 14 ]. Recently, 
DNA testing helped to resolve biopsy misidentifi cations in a 
large multicenter clinical trial (The Reduction by Dutasteride 
of Prostate Cancer Events clinical trial) [ 15 ], and The Dark 
Report (  http://www.darkreport.com/    ) has reported that a large 
Urology Group in New England approached a commercial 
laboratory to perform DNA testing on cheek swabs to confi rm 
patient identity on  all  patients with a positive prostate biopsy 
[ 16 ]. On occasion a patient who questions a new cancer diag-
nosis requests DNA identifi cation analysis of the tumor to con-
fi rm that the diagnostic specimen originated from the patient’s 
body. A full description of the scientifi c principles and tech-
nologies for identity testing appears in Chap.   54    . The practice 
of specimen identifi cation through DNA analysis is well-estab-
lished, but the cost- effectiveness of the use of these techniques 
must be determined on a case-by-case basis. This chapter 
focuses on identity testing issues and result interpretation spe-
cifi c to patient identifi cation and related applications of identity 
testing in the clinical laboratory.  

    Methods for Specimen Identifi cation 

 DNA typing exploits the polymorphic differences in DNA 
between individuals to resolve questions of identity. The fi rst 
polymerase chain reaction (PCR) based DNA typing system 
to become commercially available was the AmpliType PM + 
DQA1 system from Applied Biosystems (formerly Perkin 
Elmer, Foster City, CA). This kit typed multiple loci simul-
taneously using a reverse dot blot procedure with an array of 
immobilized allele specifi c probes in a dot blot pattern on a 
strip of nylon membrane. The AmpliType PM+DQA1 ampli-
fi cation and typing kit was used routinely by many forensic 
laboratories, and it was applied to cases of clinical specimen 
identifi cation as it could be used with many different speci-
men types [ 1 ,  17 – 19 ]. In recent decades, short tandem repeat 
(STR)-based methods have supplanted reverse dot blot meth-
ods, in part due to their greater discriminatory power. Single 
nucleotide polymorphism (SNP) analysis and mitochondrial 
DNA polymorphism analysis have some applications. 

    Short Tandem Repeat Analysis 

 Among methods of specimen identity testing, STR analy-
sis has become the method of choice in most laboratories 

due to the convenience of several commercial assays, 
accessibility of equipment and genotyping software to 
assist with the analyses, and availability of technical 
resources and experience to facilitate the interpretation of 
results. The forensics community took the lead in defi ning 
panels of STRs (also known as microsatellites) leading to 
the development of the Combined DNA Index System 
(CODIS) loci originally selected by the US Federal Bureau 
of Investigation (FBI) for criminal identifi cation investiga-
tions [ 20 ]. These loci have proven extremely useful 
because they exhibit not only polyallelism but also wide 
distribution of the different alleles across various racial 
and ethnic groups. Combined, these features allow STR-
based testing to offer a great degree of discriminatory 
power for specimen identifi cation. 

 For both forensic analysis and specimen identifi cation, 
the ability to work with minute samples is important, as illus-
trated by the application of microdissection in resolution of 
tissue section “fl oater” cases (see below). STR-based meth-
ods employing PCR amplifi cation of specifi c STR regions of 
the genome are applicable to small samples, permitting the 
interrogation of nucleic acids extracted even from samples 
with only a few cells as well as from partially degraded sam-
ples such as from formalin-fi xed, paraffi n-embedded (FFPE) 
tissue. Many STR polymorphisms are present in the human 
genome, and specifi c subsets are commercially available for 
identity testing purposes. 

 Multiplex primer sets are commercially available for 
amplifi cation of STR loci (  http://www.cstl.nist.gov/
strbase/multiplx.htm    ) [ 20 ]. Such primers co-amplify mul-
tiple STR loci in a single reaction. Fluorescent labeling of 
the PCR primers at overlapping loci with different fl uoro-
phores allows multiplexing of STR loci which may have 
alleles that fall in the same size range. After amplifi cation 
of the STR loci, fragment size analysis, usually by capil-
lary electrophoresis, enables precise determination of the 
size of the polymorphisms at each locus for a specimen 
[ 2 ]. In general, two specimens are considered different 
when the alleles differ for at least one locus. The calcu-
lated probability that two individuals will share a set of 
STR alleles by chance depends upon the number of loci 
tested, as well as the ethnicity of the individual. Different 
alleles at as few as eight loci can quickly push the proba-
bility of two specimens matching by chance to less than 
1 in 100,000,000, well below the number of patient speci-
mens encountered in an entire year in a histology labora-
tory. Detailed information on STRs is available at   http://
www.cstl.nist.gov/strbase/    .  

    Single Nucleotide Polymorphism Analysis 

 SNPs are the most common genetic variants in the human 
genome and occur approximately every 100–300 bases. 
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Each individual has an allelic profi le at these sites. Several 
studies related to specimen identifi cation have been pub-
lished using SNP profi ling by real-time PCR as an alterna-
tive to STR analysis [ 21 ,  22 ]. SNP analysis has advantages 
over STR analysis, including a lower cost per reaction, 
smaller target sequence which is more amenable to amplifi -
cation in degraded specimens, and no requirement for capil-
lary  electrophoresis equipment. A disadvantage of SNP 
analysis is a lower power of discrimination for each marker 
thus requiring use of a larger number of markers. Which 
SNPs to detect and their population frequencies must be 
carefully considered. Currently, SNP analysis is not fre-
quently used for specimen identifi cation except in degraded 
specimens.  

    Mitochondrial DNA Polymorphism Analysis 

 Mitochondria contain a circular genome that is distinct from 
the nuclear genome. Within this genome are two noncoding 
regions, hypervariable regions I and II, which vary in their 
sequences and contain known polymorphisms. Indeed, for 
unrelated individuals, the mitochondrial DNA sequence will 
differ at multiple nucleotide positions. However, maternal 
relatives share mitochondrial sequences except for the pres-
ence of new mutations. Mitochondrial DNA polymorphism 
analysis therefore can be used both to exclude the possibility 
that an unknown sample matches a reference sample or that 
the sample is derived from a maternal relative of the refer-
ence sample. Because mitochondrial genomes are naturally 
amplifi ed due to the presence of multiple mitochondria per 
cell and the circular DNA is more resistant to degradation, 
sequencing of mitochondrial DNA may prove useful as an 
alternative to STR typing of archival specimens with low 
DNA content and high DNA degradation [ 23 ,  24 ]. 
Mitochondrial DNA polymorphism analysis is not com-
monly used for clinical laboratory specimen identity 
analysis.   

    Clinical Applications 

 DNA analysis of polymorphic markers used in forensic iden-
tity and relationship testing can aid in the identifi cation of 
specimens that are essential to proper management of a 
patient when the possibility of specimen misidentifi cation 
has arisen. As the cost of STR-based identity testing 
decreases, it has been suggested that routine verifi cation of 
the source of certain cancer-positive diagnostic specimens 
(e.g., prostate biopsies), may become a cost-effective 
approach for preventing medical errors resulting from a mis-
identifi ed patient sample [ 25 ]. 

    Specimen Identifi cation 

 For patient safety and quality assurance purposes, clinical 
specimens are required to be labeled with two patient identi-
fi ers to assure the proper identifi cation of the patient speci-
men and to associate each specimen with a correct patient. 
Examples of identifying information include patient name, 
date of birth, medical record number, demographic data, 
date/time of specimen collection, and laboratory identifi ers 
such as a unique accession number. Despite written policies, 
training of personnel, and the careful attention of personnel 
collecting and handling specimens, sample mislabeling or 
switches occasionally occur. Tissue specimens may be mis-
labeled, co-mingled, or interchanged at the time of collection 
(i.e., multiple biopsies from the same or different patients) or 
during the various stages of tissue processing such as label-
ing of the blocks containing the tissue or the glass slides with 
sections of the tissue [ 1 ,  3 ,  15 ,  17 ,  26 ]. In a Q-probe study 
performed by the College of American Pathologists (CAP), 
mislabeling occurred in approximately 1 per 1,000 cases 
[ 26 ]. Sometimes, a patient will not believe a tissue diagnosis 
made on a sample submitted under the patient’s name and 
will challenge a physician to prove that the tested and 
reported specimen was truly the patient’s specimen. 

 Mislabeled or unlabeled clinical specimens remain famil-
iar identifi cation issues in clinical laboratories. According 
to regulatory standards, these improperly labeled or unlabeled 
specimens should not be tested by a clinical laboratory. The 
strict adherence to this standard varies by specifi c circum-
stances. On occasion, when the clinician can defi nitively 
document the identity of such a specimen and the specimen 
is irreplaceable, a laboratory makes an exception. Ideally, 
though, one rejects a mislabeled specimen in favor of a new, 
equivalent specimen. Unfortunately, some specimens are 
diffi cult or impossible to replace. For example, a replace-
ment blood sample is rather easily obtained in most circum-
stances, unless the specimen was a timed or pretreatment 
specimen. On the other hand, in the anatomic pathology 
laboratory, tissue specimen recollection may be diffi cult or 
impossible and typically results in increased morbidity for a 
patient who must undergo a repeat procedure. Occasionally, 
the specimen itself may be so unique that it suggests its likely 
source. In the right circumstances, available DNA identity 
testing methods can confi rm or exclude the source of a 
sample.  

    Histologic “Floaters” 

 Unfortunate occurrences that become critical challenges for 
the anatomic pathologist are tissue fragments referred to as 
“fl oaters.” These tissue contaminants do not originate from 
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the patient’s specimen but become intermingled with it at 
some point between specimen collection and pathologist 
interpretation. Indeed, these small fragments of loose tissue 
may be “carried over” from one case to another during vari-
ous tissue handling or processing steps in the laboratory. 
During gross dissection, a tissue fragment from one dissect-
ing fi eld can be brought to another by a scalpel blade, for-
ceps, or improper cleaning between grossing of specimens 
from different patients. Later, during histologic processing 
(i.e., fi xation, dehydration, impregnation, sectioning, or 
staining), a tissue fragment may literally or fi guratively fl oat 
away from its source and become associated with another 
specimen. Such specimen contamination may occur despite 
rigorous quality control procedures. In one study, cross con-
tamination to blank slides occurred in 8 % of cases (most 
commonly during the staining process) [ 27 ]. 

 In many cases, during the course of careful histological 
examination of a slide, an anatomic pathologist is able to 
confi dently identify when an unexpected fragment of tissue 
is present and dismiss it from diagnostic consideration. This 
is more easily accomplished when the “fl oater” does not 
resemble the histology of the remaining tissue, is positively 
recognized as coming from another case, is physically dis-
tinct from the main mass of tissue on the slide, or presents 
incongruous histology [ 2 ,  4 ]. However, when the “fl oater” is 
a type of cell or tissue compatible with the expected speci-
men or is closely intermingled with the expected cells or tis-
sue, it is diffi cult to exclude the possibility that it is part of 
the sample originating from the patient. In addition, a 
“fl oater” may be a few cells or a cluster of cells that are dif-
fi cult to evaluate and defi nitively classify. A common sce-
nario is a tissue section that includes a small number of 
malignant cells suspected to be “fl oaters” by a pathologist. 
The pathologist cannot simply ignore such cells, but defi ni-
tive interpretation and reporting of their signifi cance is not 
straightforward. In the past, when diagnostic certainty could 
not be assured because of potential “fl oater” contamination, 
clinical recommendations were limited to a cautionary note 
such as “advise close follow-up and short term rebiopsy if 
possible” or a similar disclaimer. Using identity testing 
methods and processing techniques to carefully separate 
regions of tissue on a slide, the relevance of a potential 
“fl oater” to the diagnosis can be resolved.  

    Identifying Donor Cells in a Transplant 
Recipient 

 Chapter   56     details the utility of identity testing in the setting 
of hematopoietic stem cell transplantation (HSCT). 
Identifying cells of donor origin in a transplant recipient can 
be useful in additional settings, such as a new post-transplant 
neoplasm or suspected graft-vs-host disease in the recipient. 

    Donor-Transmitted Malignancies 
 Donor origin cancer, including malignancies transmitted 
with the graft as well as tumors that develop within a graft, 
have been estimated to occur in 0.02–0.06 % of recipients 
[ 28 – 30 ]. Donor-transmitted malignancies are more common 
in solid organ transplants than in HSCT [ 13 ]. When a trans-
plant recipient develops a malignancy in the transplanted 
organ or in another location, identifi cation of the origin of 
the tumor (recipient or donor) is important for patient man-
agement and for identifi cation of other individuals who may 
be at risk because they received other tissues or organs from 
the same donor. Donors with a history of cancer are usually 
excluded; however, in some cases the cancer is remote or is 
not recognized at the time of tissue donation. 

 To assess the origin of a tumor sample one must have 
DNA from the recipient, the donor, and the tumor; the tumor 
being of “unknown” identity. The STR allele genotypes of 
these samples are compared. Usually the explanted paraffi n- 
embedded tissue, if available, is a good source of recipient 
DNA; alternatively, recipient buccal cells may be used. 
Donor DNA or blood may be banked in an HLA laboratory 
or a donor tissue sample may be available (e.g., donor gall-
bladder is usually available in liver transplant cases). 
Alternatively, the transplanted organ can serve this function 
with the caveat that recipient white blood cells may be 
admixed, which can complicate the assignment of donor 
alleles. Assessment of the tumor specimen depends on 
whether the tumor is in the transplanted organ or in another 
location because this will determine the expected origin of 
the DNA of the adjacent normal tissue. The tumor specimen 
(either a biopsy or excision) should be evaluated as a paraf-
fi n-embedded tissue (unless it is a blood-based malignancy) 
in order to separate tumor from adjacent normal tissue, if 
possible. When the tumor is within the transplanted organ, 
the presence of recipient- origin white blood cells will com-
plicate the interpretation. In such cases, a judgment must be 
made based on the relative abundance of donor and recipient 
DNA; therefore, it is preferable to isolate the tumor for DNA 
extraction by macrodissection or microdissection. A tumor 
that is not in the transplanted organ is easier to interpret as 
the presence of donor DNA is not expected, and the presence 
of a signifi cant amount of donor DNA will indicate a tumor 
of donor origin. Assessment of recipient blood to rule out the 
presence of circulating donor DNA is a helpful control. 

 In a sex mismatched transplant, origin of a tumor can be 
inferred by traditional karyotyping when one has a viable 
tissue specimen with proliferating cells. Fluorescent in situ 
hybridization (FISH) can play a role in the evaluation of sex 
mismatched transplant recipients if the available sample is 
fresh frozen tissue, a cytologic preparation, or formalin-fi xed 
paraffi n-embedded tissue as the presence of two X chromo-
somes vs one X and one Y chromosome in the tumor cells 
can exclude a donor of the opposite sex as the source. 
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Limitations of FISH include nuclear truncation artifacts, 
hybridization failures, and a reliance on single regions of 
chromosomes that may be altered in a malignancy.  

    Graft-vs-Host Disease 
 Graft-vs-host disease (GVHD) results when donor T cells 
recognize alloantigens expressed on host antigen-presenting 
cells and initiate an attack on host epithelial cells, damaging 
host tissue in a variety of possible anatomic locations includ-
ing the skin, mouth, eyes, gastrointestinal tract, or liver. As 
such, skin, gastrointestinal tract, or liver abnormalities in the 
setting of an organ transplant or even certain types of blood 
transfusion can point to the possible diagnosis of GVHD. A 
National Institutes of Health working group recognized two 
main categories of GVHD: acute and chronic [ 31 ]. Diagnostic 
manifestations in the skin, mouth, eyes, female genitalia, 
esophagus, lungs, and connective tissues exist for both cate-
gories. Although not always mandatory for the diagnosis of 
GVHD, a biopsy can confi rm the diagnosis. 

 While the donor T cells are nonneoplastic, they may be 
abundant in GVHD. Although low levels of donor T cell chi-
merism may be observed in the peripheral blood of liver 
transplant recipients during the fi rst month after transplanta-
tion [ 32 ], a study of liver transplant associated GVHD found 
T cell macrochimerism [ 33 ] of at least 4 % in the peripheral 
blood of patients with histologically diagnosed GVHD after 
transplant. Hence, DNA-based identity testing of a specimen 
with T cells can confi rm donor origin and provide support for 
a diagnosis of GVHD. 

 Specimens for confi rmation of GVHD are similar to speci-
mens for assessment of a donor-associated malignancy, with 
selection of a recipient specimen, the “unknown” specimen 
suspected of containing the infl ammatory cells of GVHD (usu-
ally blood or epithelium), and a donor specimen. Results sup-
porting a diagnosis of GVHD would consist of the presence of 
donor DNA at a signifi cant level in a specimen where only 
recipient DNA is expected, whereas detection of only recipient 
DNA indicates that GVHD is less likely. A negative result (no 
donor DNA detected) requires careful interpretation when only 
minimal infl ammatory cells are present in the “unknown” 
specimen, as this can represent a false-negative result.   

    Maternal Cell Contamination of Prenatal 
Specimens 

 Clinical laboratories performing prenatal diagnostic testing 
of chorionic villus sampling (CVS) or amniocentesis speci-
mens, or of products of conception face the risk of inaccurate 
prenatal diagnosis due to the presence of maternal cells in 
the specimen. If the specimen is mistakenly thought to con-
tain only fetal cells, contaminating maternal cells may lead 
to a misdiagnosis even when the level of contamination is 

seemingly modest (1–2 %) [ 34 ]. Even with only approxi-
mately 10 % of fetal cell preparations complicated by mater-
nal cell contamination, the problem is so well recognized 
that maternal cell contamination assessment has been recom-
mended for all prenatal specimens [ 35 ,  36 ]. Despite the rec-
ommendation, all laboratories performing prenatal genetic 
testing do not exclude maternal cell contamination for every 
prenatal specimen [ 37 ]. 

 Sometimes there is frank maternal blood in an amniotic 
fl uid sample, but low levels of contamination usually go 
unnoticed. Interestingly, culture conditions favor growth of 
amniocytes over contaminating maternal cells, resulting in 
less maternal cell contamination of amniotic fl uid cultures 
compared to direct amniotic fl uid specimens [ 38 ]. CVS 
specimens present a higher risk of maternal cell contamina-
tion because completely separating the fetal cells from the 
maternal decidua is diffi cult to accomplish by gross 
dissection. 

 STR analysis can be used to test DNA isolated from a 
fetal specimen with comparison to maternal DNA tested in 
parallel to determine if maternal alleles are present and if so, 
to approximate the percentage of maternal DNA [ 9 ,  10 ]. The 
percent contaminating maternal DNA is signifi cant depend-
ing on the prenatal testing method and its sensitivity. A rela-
tively insensitive method may not be affected by 10 % or less 
maternal contamination; however a very sensitive method 
could result in an incorrect interpretation due to the unin-
tended presence of maternal DNA. Therefore, the signifi -
cance of the level of maternal contamination is assessed in 
the context of the intended use of the prenatal specimen. 
Recommendations by the American College of Medical 
Genetics, the Clinical Laboratory Standards Institute, and 
the Clinical Molecular Genetics Society confi rm the impor-
tance of maternal cell contamination testing in prenatal diag-
nosis. Detailed preanalytical, technical, interpretive, and 
reporting guidelines for maternal cell contamination testing 
are available [ 36 ].  

    Evaluation of Hydatidiform Moles 

 Aberrant fertilization of a normal or abnormal egg by one or 
more sperm can lead to the formation of a hydatidiform mole. 
A hydatidiform mole can be classifi ed as either complete or 
partial. Complete hydatidiform moles occur when one (90 %) 
or two (10 %) sperm fertilize an anucleate ovum, and the pro-
liferating gestational tissue is entirely paternally derived (i.e., 
androgenetic diploidy). A complete hydatidiform mole can 
be either homozygous, when a single sperm fertilizes an 
empty ovum and that sperm’s haploid genetic material is 
duplicated, or heterozygous when two sperm fertilize an 
empty ovum. Partial hydatidiform moles arise from the fertil-
ization of a single egg by two sperm and are triploid with both 
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maternal and paternal genetic material (i.e., diandric triploid; 
usually 69XXX or 69XXY). 

 Differentiation of a hydatidiform mole from a non-molar 
specimen, as well as the type of hydatidiform mole, is impor-
tant for clinical management of the patient because complete 
hydatidiform moles have a higher risk of developing into 
choriocarcinoma than do partial moles. Reliable diagnosis of 
hydatidiform moles based solely on morphology is challeng-
ing especially after early evacuation of a complete mole and 
in many instances of partial moles [ 39 ]. Ancillary techniques 
such as DNA ploidy analysis, immunohistochemistry, con-
ventional karyotyping, and interphase FISH can inform the 
diagnosis, but have limitations [ 40 ]. Partial moles are trip-
loid, so can be distinguished from a non-molar specimen by 
DNA ploidy analysis. In contrast, complete moles with a 
higher risk of choriocarcinoma are diploid and harder to dis-
tinguish from a non-molar specimen by DNA ploidy analy-
sis. STR analysis defi nitively distinguishes complete moles, 
partial moles, and non-molar specimens. 

 As with other applications of identity testing in the clini-
cal laboratory, STR analysis is the most commonly applied 
approach to compare the genotypes of the hydropic chori-
onic villi to those of the decidua (or maternal blood) to deter-
mine the genetic origin of the villi. For identity testing, 
chorionic villi are microdissected from maternal decidua. 
Signifi cant contamination with decidua tissue will compli-
cate analysis since a complete mole has no maternal DNA 
while a partial mole does. The maternal DNA for compari-
son can be obtained from maternal blood if available, or 
alternatively from microdissected decidua. Additional test-
ing of paternal DNA, while not required, can help confi rm 
the informative alleles in the molar tissue. Analysis of com-
plete moles will identify only non-maternally derived homo-
zygous or heterozygous alleles at multiple loci in the 
hydropic villi consistent with fertilization of an empty ovum 
[ 7 ,  8 ]. Analysis of partial moles will show three different 
alleles at multiple loci, one of maternal origin and two of 
paternal origin consistent with the fertilization of a normal 
egg by two sperm. Non-molar specimens are usually diploid 
with one maternal and one paternal allele (biparental dip-
loidy). In many cases, if the maternal and molar tissue is 
adequately separated, visual inspection of the results of STR 
analysis can be diagnostic of a complete or partial hydatidi-
form mole.   

    Specimen Considerations 

    Specimen Selection and Documentation 

 The critical initial step in identity testing is selection of 
appropriate specimens to test, which are determined in con-
sideration of the purpose for the testing and the questions 

needing to be answered. At a minimum there will be an 
unknown sample and a known sample. In some cases addi-
tional known samples for comparison from one or more indi-
viduals may be required (Table  57.1 ).

   For specimen identifi cation testing, the “unknown” DNA 
from the specimen is compared to “known” DNA from a 
specimen verifi ed to be from the individual, such as a blood 
sample or a tissue block from a previous procedure. For mis-
labeled specimens, additional documentation of specimen 
handling and processing is useful. In contrast, for the identi-
fi cation of suspected fl oaters that are not consistent with the 
remainder of the specimen section, “unknown” DNA from 
microdissected fl oater tissue will be tested and compared to 
“known” DNA from an area of tissue containing tissue con-
sistent with what is expected for the specimen. In this sce-
nario it may also be prudent to analyze a verifi ed alternative 
sample from the same individual as the current specimen in 
question as a further confi rmation that the “known” DNA 
did, in fact, originate from the individual whose sample was 
contaminated by the fl oater. Confi rmation of the actual 
source of the fl oater is unnecessary in most cases. In a case 
of two possibly switched samples, both are “unknown” and 
can be compared with two “known” samples from the two 
potential source individuals. 

 Analysis of maternal cell contamination of a fetal speci-
men requires a known maternal blood sample in addition to 

   Table 57.1       Specimens frequently used for identity testing   

  Type of analysis    Typically tested specimens  

 Specimen identifi cation  Unknown specimen 

 Specimen confi rmed to be from the 
known individual(s) 

 Histologic fl oater  Macrodissected fl oater tissue 

 Main tissue on slide separated from 
fl oater tissue 

 If available, additional specimen 
confi rmed to have tissue from the known 
individual helps confi rm the origin of the 
main tissue in the block 

 Pathogenic donor cells 
in a transplant recipient 

 Post-transplant tissue with suspected 
donor cells present 

 Specimen with only recipient cells (e.g., 
pre-transplant blood, tissue, or buccal 
cells) 

 Specimen with only donor cells 

 Maternal contamination 
of a prenatal diagnostic 
specimen 

 Prenatal specimen or products of 
conception 

 Maternal specimen 

 Gestational 
trophoblastic disease 

 Gestational specimen with suspicious 
features, microdissected to enrich for 
gestational cells (villi) 

 Maternal specimen (blood or carefully 
microdissected decidua) 

 Paternal specimen (optional) 
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the “unknown” fetal sample. Similarly, diagnosis of a hyda-
tidiform mole requires analysis of both chorionic villi and a 
known maternal sample. In the typical post-transplant sce-
nario, analysis of the “unknown” tumor specimen is com-
pared with the analysis of “known” specimens from the 
donor and recipient. 

 These are only general examples, some of which are illus-
trated in the cases described later. In fact, identity testing for 
sample identifi cation is useful in a host of situations, each 
requiring careful specimen selection on a case by case basis 
to ensure that the tested specimens refl ect the best choices 
from the available specimens, and that the results of testing 
those specimens will enable resolution of the clinical 
question.  

    Tissue Processing 

 While specimen handling and processing are major issues 
for certain types of molecular genetic testing, the use of 
smaller polymorphic markers allows identity testing to be 
performed on specimens that would be less than ideal for 
other clinical molecular tests. Frequently, identity testing 
for sample identifi cation involves the use of FFPE tissue 
specimens, which is the routine method for preserving tis-
sue for histopathology in nearly all histology laboratories. 
Commercial reagents simplify extraction of adequate DNA 
for identity testing from FFPE tissue sections. However, 
not all fi xatives or chemical treatments used in the histol-
ogy laboratory are compatible with PCR amplifi cation. 
Specimens exposed to fi xatives containing heavy metals 
(for example B5 fi xative) are not recommended due to inhi-
bition of enzymatic reactions in PCR. Similarly, decalcifi -
cation solutions are usually acidic as are some fi xatives 
(e.g., Carnoy’s, Zenker’s, and Bouin’s fi xatives), which 
degrade the DNA and render the specimens unsuitable for 
PCR amplifi cation. Therefore, it is very important to review 
the tissue processing during selection of tissue blocks for 
identity testing to avoid incompatible treatments. In 
extraordinary cases when the only specimen available is 
suboptimal but the testing will have a signifi cant impact on 
patient management, testing of the compromised specimen 
can be considered. In such cases, if there is some amplifi ca-
tion of the DNA, it may only be for loci with the smallest 
PCR target sizes. In some situations, suffi cient information 
may be obtained to provide a limited interpretation, at the 
risk of over-interpreting potential artifacts that can occur at 
low DNA concentrations. If critical, testing using SNPs or 
mitochondrial DNA can be considered since those methods 
are more tolerant of degraded specimens. 

 Some staining methods may produce added damage to the 
nucleic acids. Most hematoxylin and eosin (H&E) stained 
tissue sections are acceptable [ 6 ,  41 ]. However, because 

reagents for histochemistry or immunohistochemistry may 
substantially degrade the nucleic acids or inhibit PCR and 
the effects of such potential interferences may not have been 
thoroughly examined during assay validation, due caution 
should accompany interpretation of STR analysis of previ-
ously stained material.  

    Selection of Tissue for Testing 

 Identity testing of tissue specimens begins with review of all 
available material by an anatomic pathologist. After assess-
ing the quantity and distribution of the available material, the 
best method of isolating DNA from the submitted material is 
chosen. Available methods range from extraction of DNA 
from an entire tissue section to extracting DNA from small, 
isolated areas within a tissue section by macrodissection or 
microdissection. Regardless of the fi nal method used, the 
goal of tissue selection is to obtain the appropriate specimens 
for comparison. 

    Testing All Tissue Within a Block 
 When the identity of all of the tissue in a block is in question, 
several (e.g., three) 10 μm thick section rolls from the FFPE 
tissue block can be cut and placed directly into microcentri-
fuge tubes for DNA extraction. This saves time and elimi-
nates the effort of preparing a slide and then scraping the 
tissue off the slide for DNA extraction.  

    Testing Areas of Interest Within a Single Block 
 When different portions of tissue in the same block poten-
tially originate from different sources, macrodissection or 
microdissection of the tissue from representative slides (see 
below) is appropriate to separate the tissues for subsequent 
comparison. Macrodissection after appropriate training and 
practice can be regularly employed using readily available 
tools [ 42 ]. Microdissection techniques permit more precise 
selection of cells for testing, but require more expertise and 
expensive equipment. 

 When the only slide containing the area of interest has 
been previously stained and coverslipped, xylenes can be 
used to remove the coverslip (with a risk of losing the desired 
cells) for DNA extraction from the stained tissue [ 6 ,  41 ]. 
Importantly, the scenario of tissue present on only a single 
level is suggestive of a true “fl oater” and may not merit fur-
ther testing because tissue that is truly a part of the specimen 
is typically present on more than one level of a block.  

    Macrodissection 
 For macrodissection, an anatomic pathologist first iden-
tifies and outlines representative cellular, nucleated, 
non-necrotic areas of interest on a stained slide using a 
permanent marking pen (see Fig.  57.1a ). Then, unstained 
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4–10 μm sections are cut and placed onto glass slides 
(e.g., 5–15 slides are prepared). The first slide, “cut off 
the top,” and the last slide “cut off the bottom” are 
stained with H&E to demonstrate the distribution of the 
areas of interest across the intervening unstained slides. 
Identifying the distinct areas of interest is necessary 
when the tissue on a slide is not homogenous. Regions 
representing “floaters,” benign, malignant, or other rel-
evant tissues and cells on a slide are delineated with a 
diamond etching pen (on the non-tissue-containing sur-
face of the slide) or a permanent marking pen on a cov-
erslipped slide (Fig.  57.1a, b ). Alternatively, a permanent 
marking pen can be used to mark areas of interest directly 
on a faced FFPE block, and this marked area can be man-
ually separated from the remainder of the block. The 
marked slides are used as guides for identifying and 
marking the areas of interest on the unstained slides that 
will be used for dissection and extraction of DNA 
(Fig.  57.1c ). Macrodissection is done by eye or using a 
low power dissecting microscope and the equivalent cir-
cled tissue regions are scraped off the unstained slides 
(Fig.  57.1d ).

       Microdissection 
 Diamond etching pens and permanent marking pens are use-
ful for delineating distinct areas on a slide, and in most cases 
of identity testing they are satisfactory for marking relevant 
areas to be collected for DNA extraction and comparison. 
When greater precision is required, microdissection tech-
niques (i.e., use of a higher power microscope to assist dis-
section) may be used to isolate discrete cells or clusters of 
cells from a complex tissue section.    

    Laser Capture Microdissection 
 Laser capture microdissection (LCM) permits reliable pro-
curement of pure cell populations from tissue sections. The 
principle advantage of LCM is the ability to isolate clusters 
of cells or even single cells of interest as a pure population 
free from contaminating stromal, infl ammatory, and other 
surrounding cell types. Its precision can also complicate 
analysis by limiting the choice of analysis methods to those 
that are amplifi cation-based because the amount of material 
isolated often is minute. Due to the increased expertise and 
cost associated with the LCM systems, many laboratories are 
unable to use LCM routinely for identity testing. 

  Figure 57.1    Macrodissection can be used to enrich for tumor and/
or normal tissue from histologic tissue sections for identity testing, 
depending on the question being asked. Regions of interest on an 
H&E stained slide are indicated by an anatomic pathologist by cir-
cling the tissue areas of interest using a permanent marking pen, as 
shown in ( a ) (*, tumor; N, normal). This functions as a guide slide for 

marking regions of interest on unstained slides of sections adjacent to 
the tissue on the guide slide ( b ). A fi nal H&E stained slide cut after 
the unstained sections is used to confi rm that the tissue of interest is 
present on all the unstained slides. The marked tissue from the 
unstained slides ( c ) can then be individually scraped with a scalpel to 
isolate the tissue of interest ( d )       
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 LCM systems such as the ArcturusXT™ LCM System 
(Life Technologies, Grand Island, NY), Leica LMD6500 and 
LMD7000 (Leica Microsystems Inc., Buffalo Grove, IL), or 
PALM MicroBeam (Carl Zeiss AG, Oberkochen, Germany) 
are available. Each system has unique technologies and tech-
niques for separating the selected areas of interest from tis-
sue sections. In general, the systems include an inverted 
microscope, an infrared laser, control systems for the laser 
and the microscope stage, and a digital imaging system to 
permit the user to view and capture images of the microdis-
sected fragments [ 43 ]. The systems differ mostly in terms of 
the slides and other consumables they require to separate and 
collect the cells.  

    Chemical Microdissection 
 An alternative to LCM is The PinPoint Slide DNA Isolation 
System™ (Zymo Research, Orange, CA) [ 17 ]. With this 
system a solution is applied to the microscopic area of 
interest. The solution dries into a thin fi lm that captures the 
underlying cells. The fi lm is lifted with a scalpel and trans-
ferred into a tube for DNA extraction. This method is more 
time consuming than macrodissection of marked slides 
and requires a specifi c kit, but because the area of interest 
is precisely selected by an anatomic pathologist, the pos-
sibility that an incorrect area will be used for analysis is 
reduced.  

    Interpretation of Results 

    Specimen Identifi cation 

 Sample identifi cation determines whether two samples 
originated from the same or different individuals. 
Comparison of a tissue or other specimen with an identi-
fi ed specimen from the potential source patient, such as 
peripheral blood, can be used to verify the source of the 
specimen in question. Interpretation of the results involves 
comparison of the alleles (STR or sequence polymor-
phisms) between the samples. The identifi cation of non-
matching alleles, preferably in two or more loci, provides 
evidence to exclude a potential individual as the source of 
the sample, or at least to conclude that both samples did 
not originate from the same individual. The possibility of 
microsatellite instability, loss of heterozygosity, or chro-
mosomal abnormalities should be considered when malig-
nant tissues are being compared to normal samples using 
STR analysis, as described further below. If an exact allele 
match is observed between two samples, then the likeli-
hood that they are from the same person is high, and 
the matching probability can be determined from pub-
lished  data or manufacturer data for the loci used. The fol-
lowing case is an example of identity testing for sample 
identifi cation. 

    Case 1 
 Two blocks of tissue (Unknown A and Unknown B) obtained 
from two different individuals were suspected of being 
switched and mislabeled. An alternate, confi rmed sample 
from each individual (Confi rmed A and Confi rmed B) was 
available. DNA was extracted from all four specimens and 
each was amplifi ed at 12 STR loci. Comparison of the geno-
types indicated that the unknown samples had been switched 
(Table  57.2 ). Blocks Unknown A and Unknown B were rela-
beled to accurately refl ect their true source, thereby avoiding 
the diagnoses of the two individuals being switched.

   A “confi rmed” specimen is partially a subjective designa-
tion due to the possibility of specimen misidentifi cation. As 
such, in interpretive reports language such as “…block num-
ber 1 is identifi ed as originating from patient ‘1’ and block 
number 2 is identifi ed as originating from patient ‘2’…” 
makes it clear that even for specimens with presumably con-
fi rmed identity there remains the possibility of preanalytical 
errors resulting in a specimen misidentifi cation.   

    Analysis of Floaters 

 To assess the origin of an extraneous, frequently small, tissue 
fragment (fl oater) in a tissue section, the genotype of the 
majority of the tissue on the slide is compared with that of 
the fl oater. As with other forms of identity testing, differ-
ences in two or more markers should be identifi ed in order to 
exclude the patient as the source of the fl oater. Generally it is 
not necessary or cost-effective to identify the source of the 
extraneous tissue; however, if desired, possible source cases 
with similar histology that were processed during the same 
time period can be tested. As always, histopathologic review 
of the case to verify the nature of the submitted material and 
to select the appropriate tissues for analysis is essential 
before initiating identity testing. The histopathologic review 
also informs the analysis, as macrodissection is frequently 

   Table 57.2    Case 1 genotypes confi rming that specimens were switched   

  Alleles (repeats)  

  Locus  
  Confi rmed 
A  

  Confi rmed 
B  

  Unknown 
A    Unknown B  

 D3S1358  17,18  15,16  15,16  17,18 

 TH01  6,9.3  7,9  7,9  6,9.3 

 D21S11  28,30  30,32.2  30,32.2  28,30 

 D18S51  14,16  14,15  14,15  14,16 

 PentaE  7,11  11,16  11,16  7,11 

 D5S818  12,13  11,13  11,13  12,13 

 D13S317  9  10,11  10,11  9 

 D7S820  12,13  10,11  10,11  12,13 

 D16S539  11  9,10  9,10  11 

 CSF1PO  10,11  11  11  10,11 

 vWA  14,17  15,18  15,18  14,17 

 TPOX  8  8,11  8,11  8 
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imperfect and a minor component of the predominant tis-
sue’s genotype may be detected in what is intended to be 
only fl oater tissue. When mixed genotyping result are 
obtained, correlation with the histologic picture usually will 
show intermingled “known” and “fl oater” cells in the speci-
men with the mixed genotype result. 

    Case 2 
 An isolated fragment of adenocarcinoma was identifi ed in a 
single block of prostate needle biopsies. The remaining fi ve 
blocks were completely benign. A “fl oater” was suspected 
and the possible source was another prostate biopsy case 
processed immediately prior to the case with the suspected 
fl oater. The adenocarcinoma fl oater was macrodissected, as 
well as the majority tissue from the benign case with the 
fl oater and the prior case with adenocarcinoma. The three 
tissue DNAs were tested at 12 STR loci and the results con-
fi rmed that the tissue fragment was a “fl oater” (Table  57.3 ). 
As expected, testing of the amelogenin locus confi rmed that 
both samples were from male patients.

        Cells of Possible Donor Origin in Transplant 
Recipients 

    Case 3 
 GVHD was suspected in a patient who was critically ill and 
pancytopenic one month after an orthotopic liver transplant. 
A bone marrow biopsy showed that his bone marrow was 
aplastic. Identity testing was requested to determine whether 
donor cells were circulating in the recipient, which would 
support a diagnosis of GVHD [ 44 ]. Twenty STR loci were 
amplifi ed using recipient DNA (FFPE tissue from the 
explanted native liver), donor DNA (FFPE tissue from the 

donor gallbladder that was removed and processed at the 
time of transplant), and three recipient-derived specimens: 
peripheral blood, CD3-positive cells (T cells) isolated from 
peripheral blood, and bone marrow. The results confi rmed 
the presence of donor cells in each specimen. The relative 
amounts of recipient and donor DNA were calculated from 
the allele peak areas of four representative loci (Fig.  57.2 ), 
which demonstrated 62 % donor alleles in the recipient’s 
bone marrow and supported the diagnosis of GVHD. GVHD 
after solid organ transplant has been reported, and in several 
cases macrochimerism (>1 % donor DNA) was observed. 
Thus, the fi nding of signifi cant donor DNA in this case was 
consistent with the clinical impression of GVHD [ 45 ]. The 
percent of donor DNA in the blood may be tracked over time 
using this same method.

       Case 4 
 Six months after receiving a double lung transplant, a patient 
was diagnosed with metastatic squamous cell carcinoma in a 
subcarinal lymph node. Identity testing was requested to 
ascertain whether the squamous cell carcinoma was of recip-
ient or donor origin and to guide treatment of the patient and 
other potential recipients of organs from the same donor. 
Identity testing using 12 STR loci was performed using DNA 
from an FFPE cell block from an a fi ne needle aspiration 
(FNA) of the subcarinal lymph node with squamous cell car-
cinoma, an FFPE tissue section from the native right lung, 
and a stored peripheral blood specimen from the donor. Test 
results showed that the lymph node with the squamous cell 
carcinoma DNA had the same alleles as DNA extracted from 
the recipient’s native lung specimen at 11 informative STR 
loci (Fig.  57.3  and Table  57.4 ). In interpretation of the test 
results, consideration was given to the surgical pathologist’s 
note that the FNA only contained 5–10 % tumor cells. The 
relative amounts of neoplastic and nonneoplastic cells can 
help in interpretation of relative peak heights in an electro-
pherogram and must be compared with an assay’s ability to 
detect low levels of a minor DNA component. There was no 
evidence of donor allele peaks in the FNA specimen’s elec-
tropherogram and the assay was validated to detect at least a 
5 % component of DNA. In this context, the results were 
interpreted as consistent with a recipient origin of the squa-
mous cell carcinoma cells in the lymph node.

         Maternal Cell Contamination of a Prenatal 
Specimen 

    Case 5 
 A 37 year old pregnant woman underwent CVS. A limited 
amount of villi were collected, cultured, and karyotyped 
with a result of 46, XX. Identity testing was requested to 
determine whether the karyotype refl ected only chromosomes 

   Table 57.3    Case 2 genotypes confi rming the presence of a fl oater   

  Alleles (repeats)  

  Locus  
  Suspected 
fl oater  

  Suspected 
source of fl oater  

  Benign block 
containing 
fl oater  

 vWA  11,18  11,18  16,17 

 TH01  10  10  6 

 TPOX  8,11  8,11  9,11 

 CSF1PO  11,12  11,12  10 

 LPL  11,12  11,12  10,12 

 F13B  6,10  6,10  9,10 

 FESFPS  10,12  10,12  11,12 

 F13A01  3.2,7  3.2,7  5,6 

 D5S818  10,13  10,13  11 

 D13S317  9,10  9,10  9,10 

 D7S820  11,12  11,12  10 

 D16S539  10,12  10,12  12 

 Amelogenin  X,Y  X,Y  X,Y 
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of the fetus or contaminating maternal cells. Identity testing 
using 12 STR loci and the amelogenin locus was performed 
using DNA from the cultured chorionic villus sample and 
DNA from a peripheral blood sample from the mother. The 
identity testing results demonstrate that the CVS contained 
fetal DNA with evidence of Mendelian inheritance, as well 
as low-level maternal contamination. The relative amounts 
of maternal and fetal DNA were calculated from the allele 
peak areas at informative loci with approximately 4 % mater-
nal DNA present (Fig.  57.4 ).

        Analysis of Hydatidiform Mole 

 Identity testing is used to characterize hydatidiform moles as 
complete or partial moles, as well as homozygous or hetero-
zygous complete moles. 

    Case 6 
 A 25-year-old pregnant woman underwent a dilation and 
evacuation procedure after a missed abortion. The surgical 
pathologist who examined the specimen noted degenerated 

hydropic chorionic villi suggestive of a molar pregnancy. 
Tissue was submitted for cytogenetics and the resulting 
karyotype was 46, XX. Her physician was concerned about 
persistent trophoblastic disease or early choriocarcinoma 
based on serial measurements of human chorionic gonado-
tropin (hCG) in the patient’s blood. Most cases of complete 
mole or choriocarcinoma have 46 chromosomes which are 
all of paternal origin. The genetic origin of the villi from the 
products of conception was questioned and DNA genotyping 
analysis was requested. Macrodissection was used to isolate 
the hydropic chorionic villi from the remaining tissue on the 
section (selected regions shown in Fig.  57.5 ).

   Identity testing at 12 STR loci was performed on DNA 
from three specimens: macrodissected hydropic chorionic 
villi (Fig.  57.5 ) and maternal and paternal peripheral blood 
specimens. The chorionic villus genotype (Fig.  57.6  and 
Table  57.5 ) showed a mixed pattern attributable to incom-
plete separation of abnormal villus tissue from adjacent 
normal decidua by macrodissection, which is a common 
problem due to the diffi culty in separating villus tissue 
from decidua using macrodissection rather than microdis-
section. Although the pattern appears triploid (three alleles 

  Figure 57.2    Electropherograms from Case 3. Amplifi cation results 
for four STR loci are shown for DNA extracted from recipient native 
liver tissue ( a ), donor gallbladder tissue ( b ), and post-transplant recipi-
ent bone marrow ( c ). The bone marrow specimen shows the presence of 
both donor (green D) and recipient (R) alleles at all four loci. Alleles 

shared by the donor and recipient are indicated (D/R). The percent of 
donor DNA is calculated from the peak areas as described in Chap.   56    . 
In this sample, the donor DNA was 62 %. This result was interpreted as 
macrochimerism supportive of a diagnosis of GVHD.  al  allele,  ar  area 
of peak,  GVHD  graft-vs-host disease,  STR  short tandem repeat       
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at some loci), each locus has a predominant allele peak 
matching a single paternal allele and smaller adjacent peaks 
attributable to contaminating maternal alleles. This case 
demonstrates the importance of careful microdissection, as 

well as careful interpretation of the results in the context of 
the histology. A higher level of maternal contamination 
would be diffi cult to interpret. Based on a comparison with 
the paternal genotype, the dominant allelic pattern in the 
hydropic villi sample is most consistent with paternal isodi-
somy in which only a single paternally derived allele is 
present at each informative locus. The reported histologic 
features and identity testing interpretation support the diag-
nosis of a complete hydatidiform mole.

         Identity Testing Results for Neoplastic Tissue 
with Mutations 

 The presence of a genotype mismatch at two or more loci is 
usually suffi cient to conclude that two samples are from two 
different individuals. However, when one of the tissues is 
neoplastic, the differences at a single locus or few loci may 
be due to mutations in the tumor tissue. Nucleotide poly-
morphisms are often conserved between the normal and 
tumor tissue from the same patient, but microsatellite insta-
bility (MSI), loss of heterozygosity (LOH), and chromo-
somal alterations occur in tumors and should be considered 

  Figure 57.3    Electropherograms from Case 4. Amplifi cation results for 
four STR loci are shown for DNA isolated from tumor-containing spec-
imen ( a ), recipient native lung ( b ), and donor blood ( c ). Results indicate 

no evidence of donor-specifi c alleles in the tumor-containing specimen 
( a ) at the level of sensitivity of the assay (5 %), supporting a recipient 
origin for the tumor.  al  allele,  ar  area of peak,  STR  short tandem repeat       

   Table 57.4    Case 4 genotypes demonstrating a match between the 
tumor and the recipient and confi rming the tumor originates from recip-
ient not donor cells   

  Alleles (repeats)  
  Locus    Tumor    Recipient    Donor  

 VWA  15, 19  15, 19  15, 18 

 TH01  7, 9.3  7, 9.3  7 

 TPOX  8, 11  8, 11  8, 11 

 CSF1PO  12  12  8, 9 

 LPL  12  12  10 

 F13B  8  8  7, 10 

 FESFPS  10  10  8 

 F13A01  4, 7  4, 7  3.2, 6 

 D5S818  12  12  11, 13 

 D13S317  11, 12  11,12  12, 13 

 D7S820  10, 12  10, 12  8, 10 

 D16S539  11  11  9, 11 

 Amelogenin  X  X  X 
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  Figure 57.4    Electropherograms from Case 5. Amplifi cation result for 
the TPOX locus is shown for DNA from chorionic villus sample (CVS) 
( a ) and maternal blood ( b ). The CVS specimen shows a small amount 
(3.8 %) of maternal contamination indicated by the presence of the 

maternal allele of 6 repeats ( red arrow ). Mother and fetus share the 11 
repeat allele. The percent of maternal contamination can be calculated 
using the peak areas as described in Chap.   56    .  al  allele,  ar  area of peak       

  Figure 57.5    H&E-stained FFPE tissue section of a chorionic villus 
sample from a suspected molar pregnancy. Regions of hydropic villi 
were circled ( green circles ) with a marking pen to create a guide slide 
used as a reference for macrodissection of tissue on adjacent unstained 
slides. DNA was extracted from the macrodissected tissue for identity 
testing (fi g. 57.6)       

as a possible cause for allelic differences. MSI in a tumor 
results when errors in DNA replication of microsatellites 
(simple repetitive sequences) are unable to be repaired by 
DNA mismatch repair (MMR) proteins, either due to mis-
match repair gene mutation or promoter hypermethylation. 
Since identity testing relies on polymorphic STR sequences, 
MSI at a locus being tested is a theoretical confounding fac-
tor in the interpretation of identity testing results. LOH at a 
tested locus is also possible. If a deletion or other mutational 
event involving a tested allele renders the tumor cells either 
hemizygous or homozygous at that allele compared to the 
heterozygous benign cells, then that discrepancy may mis-
takenly be interpreted as an indication that the tumor did not 
originate from the patient. Loci known to be frequently 
compromised by MSI, LOH, or chromosomal alterations 
and loci compromised in a specifi c tumor should not be uti-
lized for an identity testing application. Therefore, when 
analyzing neoplastic tissue, examination of a number of loci 
rather than relying on the results at a single locus is neces-
sary, and a cytogenetic karyotype, if available, can be used 
to assist with interpretation.   

 

 

57 Specimen Identifi cation Through DNA Analysis

http://dx.doi.org/10.1007/978-3-319-19674-9_56


862

    Conclusion 

 Identity testing methods are well established for use in a 
variety of scenarios encountered in a clinical laboratory. 
Beyond the routine use for monitoring engraftment for 
HSCT, the applications described in this chapter demonstrate 
wide-ranging applicability of identity testing for clinical 
specimen identifi cation. These applications include sus-
pected specimen misidentifi cations, histologic fl oaters, or 
concern over the attribution of a diagnosis for a patient. 
Identity testing also has a demonstrable diagnostic role in the 
classifi cation of hydatidiform moles, assessment of maternal 
cell contamination in prenatal specimens, determination of 
the origin of a tumor in a transplant recipient, and diagnosis 
of GVHD. In a vast majority of cases, polymorphic DNA 
marker analysis combined with clinical information and his-
tologic correlation provides the answer to questions which 
are otherwise diffi cult to resolve.     

  Figure 57.6    Electropherograms from Case 6. Amplifi cation results 
for four STR loci are shown for DNA extracted from maternal blood 
( a ), paternal blood ( b ), and macrodissected hydropic chorionic villi ( c ). 
The dominant alleles in the villus sample are composed of only a single 
paternal allele most consistent with paternal isodisomy. In addition, at 

all informative loci, both maternal alleles ( red arrows ) are present as a 
result of incomplete macrodissection with inclusion of maternal 
decidua. This result was interpreted as a complete hydatidiform mole. 
 al  allele,  ar  area of peak       

   Table 57.5    Case 6 alleles identifi ed at each locus tested with brack-
eted alleles present at lower amplitude and derived from contaminating 
maternal tissue due to incomplete macrodissection of the villi from the 
decidua   

  Alleles (repeats)  
  Locus    Villi    Maternal    Paternal  

 VWA  17 [19]  17, 19  16, 17 

 TH01  6 [8]  6, 8  6, 9.3 

 TPOX  8  8  8, 11 

 CSF1PO  12 [11]  11  12 

 LPL  10 [12]  10, 12  10, 12 

 F13B  8 [10]  10  8, 10 

 FESFPS  8 [10, 12]  10, 12  8, 10 

 F13A01  5 [6, 7]  6, 7  5, 6 

 D5S818  12 [9, 11]  9, 11  12 

 D13S317  14 [8, 12]  8, 12  14 

 D7S820  11 [10, 12]  10, 12  9, 11 

 D16S539  11 [12]  11, 12  11, 12 

 Amelogenin  X  X  XY 
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Molecular HLA Typing

Malek Kamoun, Jill A. Hollenbach, Steven J. Mack, 
and Thomas M. Williams

Abstract

This chapter describes the molecular genetics of the HLA genes, which reside within a 

genetic complex referred to as the major histocompatibility complex (MHC). The MHC 

contains the most polymorphic coding sequences in the human genome. HLA molecules 

provide the molecular basis for immunologic self-recognition, and many HLA genes encode 

proteins that function within immune regulatory networks.

This chapter describes (1) methods used for population genetic analyses including esti-

mation of allele and haplotype frequencies and disease association studies; (2) the clinical 

utility of HLA typing for solid organ and bone marrow/hematopoietic cell transplantation, 

autoimmune diseases, and other disorders; (3) available assays for HLA typing, definition 

of typing resolution, and interpretation and reporting of test results.

Keywords

58

 Molecular Genetics of the Human Major 
Histocompatibility Complex

Histocompatibility antigens were first described by Snell, 

Rood, and others discovered that in humans antibodies to 

white blood cell antigens can be induced after pregnancy or 

transfusion. These antibodies provided the tools to define the 

human leukocyte antigens (HLA) ([1–3] and references 

therein). Recently, using molecular methods, researchers 

have defined thousands of different HLA alleles. The HLA 

genes reside within a genetic complex referred to as the 

major histocompatibility complex (MHC). The MHC com-

prises about 4 megabases (Mb) on the short arm of chromo-

some 6 (6p21.3). The MHC contains the most polymorphic 

coding sequences in the human genome. HLA genetic diver-

sity accounts for more than 10 % of all genetic diversity 

observed in the human genome. HLA molecules provide the 

molecular basis for immunologic self-recognition, and many 

HLA genes encode proteins that function within immune 

regulatory networks.

A number of genes in the MHC, arranged in order from 

the telomeric to the centromeric end, are displayed in 

Table 58.1. The MHC can be divided into three major 

regions, each of which controls the production of molecules 

that have distinct biologic functions [4]. The class I region 

includes the HLA-A, HLA-B, HLA-C, and related loci; the 

*) 
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class II region includes the HLA-DR, HLA-DQ, and 

encode a variety of proteins including molecules of the com-

plement system (C2, C4, and Bf) and tumor necrosis factors 

(TNFs). Class I and class II loci encode two distinct classes 

of highly polymorphic cell surface molecules whose function 

is to capture and display various antigenic peptides to CD8+ 

and CD4+ T lymphocytes, respectively. The class II region 

transporter, the LMP genes that encode proteosome subunits, 

and the genes encoding the DMα and DMβ chains ([4] and 

references therein).

 HLA Polymorphism

HLA genes are codominantly expressed, and most individu-

als are heterozygous at the classical (i.e., presenting peptides 

for inspection by T cells) HLA class I and class II loci. The 

nomenclature for the alleles of the HLA system is decided by 

an international nomenclature committee. Antigen names are 

composed of a letter designating the HLA protein encoded 

by a locus or loci and a number, for example, A2, B7, Cw4, 

DR17, and DQ3. Allele names are based on nucleotide 

sequence variation among alleles identified using DNA-

based techniques (discussed below). The number of alleles at 

the HLA class I and class II loci and a listing of their sero-

logically defined specificities and allele equivalents are 

available online at several Web sites (for instance, the 

Anthony Nolan Trust Web site at http://www.anthonynolan.

org/clinicians-and-researchers/anthony-nolan-research- 

institute/hla-informatics-group and also at http://hla.alleles.

org

site at http://www.ebi.ac.uk/imgt/hla/).

 Pattern of HLA Polymorphism

Most of the sequence diversity for the HLA class I loci is 

localized to the second and third exons and, for the class II 

loci, to the second exon of each gene. HLA diversity is gen-

erated through the selection of alleles with nonsynonymous 

substitutions encoding amino acid differences within the 

peptide-binding site. This contrasts with the bias against sub-

stitutions within the introns and other binding domains. 

Linear sequences identifying residues critical to the expres-

sion of allospecificities are found in the helices of the α1 and 

α2 domains as well as external portions of the β-pleated 

-

tant for peptide binding but not defined by alloantibodies are 

identified by DNA-based techniques [5–7].

The pattern of allelic sequence diversity for both the class 

I and class II loci is unusual; most alleles differ from their 

closest neighbor by multiple substitutions, with some alleles 

differing in the second and third exons by as much as 15 %. 

This pattern is suggestive of segmental exchange of nucleo-

tide motifs between alleles of the same locus. There are also 

a few examples of interlocus gene conversion, and most are 

the result of HLA-B and HLA-C recombination. Thus, dif-

ferent HLA alleles of a locus are patchwork (i.e., mosaic) 

combinations of polymorphisms. The extensive allelic diversity 

at HLA loci is thought to have been generated by polymorphic 

Table 58.1 Names for genes in the HLA class I and class II regions, 

ordered from telomeric to centromeric location on chromosome 6

Name Molecular characteristics

HLA-F Class I-like molecule

Class I-like molecule

HLA-H Class I pseudogene

HLA-A Class I α chain

HLA-J Class I pseudogene

HLA-E Class I-like molecule

HLA-C Class I α chain

HLA-B Class I α chain

MICA MHC class I-like molecule

MICB MHC class I-like molecule

HLA-DRA DR α chain

HLA-DRB9 DRB pseudogene, isolated fragment

HLA-DRB3 DR β3 chain determining DR52 and 

Dw24, Dw25, Dw26 specificities

HLA-DRB2 β-like sequences

HLA-DRB1 DR β 1 chain determining specificities 

DR1, DR2, DR3, DR4, DR5, etc.

HLA-DQA1 DQ α chain as expressed

HLA-DQB1 DQ β chain as expressed

HLA-DQB3 DQ β-chain-related sequence, not 

known to be expressed

HLA-DQA2 DQ α-chain-related sequence, not 

known to be expressed

HLA-DQB2 DQ β-chain-related sequence, not 

known to be expressed

β chain

(associated with antigen presentation)

loading class I molecules with peptides)

ABC transporter (associated with 

antigen presentation)

loading class I molecules with peptides)

HLA-DMB DM β chain (control peptide loading by 

class II molecules)

HLA-DMA DM α chain (control peptide loading by 

class II molecules)

α chain as expressed

β chain as expressed

α-chain-related pseudogene

β-chain-related pseudogene
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sequence motifs generated by gene duplication and recombi-

national mechanisms such as gene conversion-like events, 

which have shuffled these polymorphic sequence motifs. 

6, 7]. 

is that the sharing of specific epitopes on the HLA molecules 

leads to antigenic cross-reactivity. Due to epitope sharing, 

HLA antigens may be arranged in cross- reactive groups or 

2, 3

greater latitude in donor–recipient HLA matching and at 

the same time may be used to predict potential problems 

with graft outcome. A problematic consequence of the com-

binatorial nature of HLA alleles is that a given pattern of 

sequence motifs may be consistent with more than a single 

genotype. This problem of ambiguity in DNA-based typing 

is discussed below.

 HLA Haplotypes

The term “haplotype” applies to any set of genetic polymor-

phisms at contiguous loci. These neighboring polymor-

phisms are co-transmitted on a single parental chromosome 

in the absence of recombination. A haplotype can be defined 

at any level of polymorphism. Alleles at different HLA loci 

are often described as being transmitted as a multi-locus 

haplotype (e.g., the A1-B8-DR3 haplotype), but the sequence 

variants associated with specific HLA allele names are in 

fact haplotypes of individual polymorphisms at a given 

locus. An individual inherits one haplotype from each par-

ent. In any family having more than one sibling, there is a 

1 in 4 chance that the two siblings will be HLA identical and 

number of existing alleles, the number of possible haplo-

types is astronomical. However, due to linkage disequilib-

rium (LD), the number of haplotypes found in a population 

is more restricted [7, 8].

-

served within humans and other primates, whereas the num-

ber of HLA-DR genes varies in different haplotypes. Within 

the HLA-DR region, the DRB1 gene encodes the DRβ1 

chain, which determines the DR private specificities DR1, 

DR2, DR3,DR4, DR5, and so on. The DRB3, DRB4, and 

DRB5 genes encode the DRβ3, DRβ4, and DRβ5 chains, 

which determine the DR52, DR53, and DR51 specificities, 

respectively (Fig. 58.1).

is a relatively rare event, occurring for the most part no more 

than 1 % per meiosis between HLA-A and HLA-B and 

between HLA-B and HLA-DR. Recombination also can 

occur between HLA-A and HLA-C and between HLA-B and 

HLA-C (0.6 % and 0.2 %, respectively). Such recombination 

can have important clinical implications for transplantation.

Figure 58.1
indicated by shaded boxes. Expressed genes are indicated by open 
boxes. The serologic specificity encoded by a gene is given underneath 

each expressed gene box. a Rarely observed haplotypes. b The DR51 and 

DR53 specificities may not be expressed on certain haplotypes (Adapted 

I and II genes and molecules. Rev Immunogenet. 1999;1:105–123)
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 Linkage Disequilibrium or Gametic Association

associations are regularly found between certain alleles of 

HLA-A and HLA-B, HLA-C and HLA-B, HLA-B and 

HLA-DR, and HLA-DR and HLA-DQ. In some so-called 

extended haplotypes, significant LD extends over 3 Mb from 

at the centromeric end, including HLA class III genes ([8] 

and references therein). It is this LD that allows the identifi-

cation of bone marrow or stem cell donors in population reg-

istries who are matched with a given patient at multiple loci 

 HLA Gene Frequencies in Human Populations

Although a very large number of alleles (e.g., >1,600 for 

HLA-B) can be found in the global population, a much 

smaller number (e.g., 30–50 for HLA-DRB1) is present in 

most individual populations. Importantly, different popula-

tions tend to have different frequency distributions of alleles 

and exhibit different patterns of LD. This variability exists 

among both racial and ethnic groups.

 Clinical Utility of HLA Typing

 Solid Organ Transplantation

 Kidney and Pancreas

at the end of 2010. Treatment modalities include hemodi-

alysis, peritoneal dialysis, and kidney transplantation. 

Kidney transplant is the most effective treatment for 

patients with ESRD. However, despite a waiting list of 

over 90,000 patients, only 10,622 deceased donor kidneys 

were transplanted in 2010. The median time a patient with 

graft was > 5 years. Longer time on dialysis is one of the 

strongest risk factors for inferior transplant outcomes. The 

pursuit of kidney donation from living donors is essential 

to addressing the long and ever-growing waiting list 

(Scientific Registry of Transplant Recipients, 2011; http://

www.srtr.org/).

Many transplant candidates have potential living donors, 

but approximately one-third of these potential donations do 

not lead to a transplant because of blood group type or cross-

referred to as kidney exchange or live-donor paired exchange, 

provides an opportunity for donors to indirectly donate to 

their intended recipient, thereby ensuring living donor kid-

ney transplantation without the barrier of incompatibility. 

Nearly all the initial donor exchange transplants in the 

database, crossmatching potential pairs, and timing the 

transplants have become increasingly complex, raising con-

cerns regarding programmatic efficiency and efficacy 

(reviewed in Ref. 9).

 HLA Matching of Living Related Donors
Transplants are performed using donor–recipient pairs shar-

ing HLA-A, HLA-B, and HLA-DR antigens from one or 

two haplotypes. The analysis of HLA matching for kidney 

graft survival over the period of 1985–1999 is based primar-

ily on serologic typing data. The half-life survival for a graft 

from an HLA-identical sibling is 23 years, compared to a 

one-haplotype- related donor, which has a half-life of 12.8 

years [6, 10].

 HLA Matching of Cadaveric Donors

9] indicate that HLA serologic 

matching appears to have an effect on long-term graft sur-

vival of kidneys from cadaveric donors. Although the 1-year 

graft survival is not very different in cases involving a com-

plete match from those who are completely mismatched, 

after 5 years the gap in percent survival widens significantly, 

suggesting that the immunosuppressive drugs are potent in 

avoiding early graft loss due to acute rejections. However, as 

the drug dosages are tapered over time, the HLA-matching 

zero mismatches for HLA-A, HLA-B, or HLA-DR antigens 

achieve a graft survival half-life of 11.3 years compared to a 

half-life of 6.3 years for grafts that were completely mis-

matched for these antigens. HLA matching is especially ben-

eficial in second transplants and in patients with preformed 

antibodies. The effect of HLA-A, HLA-B, and HLA-DR 

matching remains significant even with the most recent 

forms of immunosuppression [10].

 UNOS HLA-Matching Algorithm for Allocation 
of Cadaveric Kidneys and Pancreases
The selection of a recipient for any given random cadaveric 

donor is based on an HLA-matching algorithm defined by 

http://www.unos.org). The current allocation policy 

considers the degree of HLA matching at HLA-A, HLA-B, 

and HLA-DR. The organs are distributed locally first, and if 

no match is found, they are offered regionally, and then 

nationally, until a recipient is found. Nationwide organ shar-

ing is mandatory for pediatric and sensitized candidates with 

M. Kamoun et al.
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zero HLA-A, HLA-B, and HLA-DR mismatches; local and 

regional organ sharing is based on one or two HLA-DR mis-

matches. All other match grades are allocated without regard 

to mismatching. The main purpose of this algorithm is to try 

to transplant more minority patients while at the same time 

not reducing overall graft outcome.

 Transplantation of Other Solid Organs
HLA typing for heart and lung transplant patients and their 

potential donors is an important step for donor selection by 

-

plished by avoiding HLA class I and class II antibody speci-

transplant. HLA typing in these patients usually includes 

low-resolution HLA-A, HLA-B, HLA-C, HLA-DRB1, 

HLA-DRB3, HLA-DRB4, HLA-DRB5, and HLA-DQB for 

or allele-specific antibodies are present, HLA typing of 

or allele-level typing as needed.

The effect of HLA-A, HLA-B, and HLA-DR matching 

on the survival of heart and lung transplants is statistically 

significant. In addition, donor-specific antibodies to HLA 

antigens are associated with graft failure and poor survival. 

Antibody- mediated rejection appears in about 10–20 % of 

heart transplant patients, correlating with factors of poor out-

come such as increased incidence for hemodynamic com-

promise rejection, greater development of cardiac allograft 

vasculopathy, and higher incidence of mortality. The effect 

of HLA matching for liver transplants is less clear.

 Hematopoietic Cell Transplantation

 HLA Typing Requirements
Typically, HLA typing for hematopoietic cell transplantation 

(HCT) initially would include low-resolution typing for 

HLA-A, HLA-B, HLA-C, HLA-DRB1, HLA-DRB3, HLA- 

DRB4, HLA-DRB5, and HLA-DQB1 loci. Allele-level typing 

is subsequently performed in the final identification of suit-

able donors for HCT. Three different categories of donors 

usually are considered in the following order of preference: 

HLA genotypically identical siblings, HLA-mismatched 

relatives, and matched or mismatched unrelated donors.

 Histocompatibility Assessment in HLA-Matched 
Relatives
The goal when screening for an HLA-matched sibling donor 

is to identify which of any siblings have inherited the same 

HLA haplotype from their parents. This requires typing all 

siblings and, if possible, both parents for HLA-A, HLA-B, 

probability that a patient will have an HLA match within 

the family is 30–35 %. For those patients who do not have 

an HLA-matched sibling within the family, an HLA-

mismatched relative who shares one haplotype can be con-

sidered. However, the clinical data clearly indicate that with 

increasing disparity for HLA-A, HLA-B, HLA-DRB1, or 

HLA- DQB1 loci, there is increased risk of graft-vs-host dis-

 Histocompatibility Assessment in Unrelated 
Donors
When a matched sibling donor does not exist for a patient 

requiring allogeneic HCT (70 % of cases), searching for 

extended family members or donors from unrelated bone 

marrow registries would be the next option. Registries of 

volunteer bone marrow donors as well as cord blood exist in 

most developed countries. The largest of these is the National 

http://www.

marrow.org).

The probability of finding a matched donor at HLA-A, 

HLA-B, HLA-DRB1, and HLA-DQB1 depends on the eth-

nic origin of the patient and the composition and size of the 

-

types can help predict the probability of finding matched 

donors and assist in developing a search strategy, because 

some alleles and haplotypes are more common than others, 

and they are distributed at different frequencies in different 

racial and ethnic groups. When searching for a donor, for 

some alleles, an allele-level match is more likely to be found 

among persons of a particular ethnicity [11–14

matching algorithm HapLogicSM is based on this principle: 

highest potential to match the patient. This allows transplant 

physicians searching the Be The Match Registry® (operated 

patients. The transplant center is responsible for selecting an 

-

mends that, when possible, patients and adult donors (mar-

row or peripheral blood stem cells) should be fully matched 

(8 of 8 loci) at high resolution for HLA-A, HLA-B, HLA-C, 

HLA-A, HLA-B (antigen level), and HLA-DRB1 (allele 

level). This does not imply that availability of a partially 

Instead, a less-than-optimal match is another risk factor to be 

 Likelihood of Finding an Unrelated Donor  
or Cord Blood Unit
Today, patients are more likely to find an unrelated donor or 

potential hematopoietic cell options for patients in need of 

an unrelated donor can be available: marrow, peripheral 
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increased with the continuing growth and increasing diver-

sity of the Be The Match Registry. As of 2012, the registry 

patients are able to find at least one potential 4 of 6 HLA- 

However, patients belonging to racial groups that are not 

well represented in the registries have a considerably 

decreased probability of matched donor identification [12].

 Relative Impact of HLA Disparities
HLA compatibility affects not only the ability to achieve sus-

tained engraftment following HCT but also the risk of devel-

6, 13, 15

quantitative and qualitative characteristics of donor and 

recipient HLA mismatching. Moreover, studies have reached 

different conclusions regarding the relative contributions of 

HLA class I and class II mismatching because of population- 

based differences in the specific HLA-mismatch combina-

tions between patients and donors ([13] and references 

therein). In an analysis of HCT for chronic myelogenous 

leukemia (CML), the risk of graft failure is affected primar-

ily by donor disparity for HLA class I including HLA-C. The 

incidence of rejection correlates with the number of donor- 

incompatible alleles. The incidence of graft rejection is 

0.7 % for zero, 8 % for a single, and 19 % for multiple class 

I allele incompatibilities. Donor disparity for class II does 

not increase the risk of rejection [6, 13].

The level of matching is more critical for HCT than for 

solid organ transplantation because of the risk of 

more frequent than allograft rejection. Analysis of HLA and 

analysis of HCT for CML, patients with a single class II mis-

match at HLA-DR or HLA-DQ have a hazard ratio of 1.8 

compared to HLA matches. Single class I mismatches are 

mismatching at class I and class II confers a hazard ratio of 

2.0. Allele mismatches for HLA-A, HLA-B, HLA-C, HLA- 

DRB1, and HLA-DQB1 also are a significant factor for sur-

and those mismatched at both class I and class II alleles have 

a significantly lower survival than patients and donors fully 

matched for HLA-A, HLA-B, HLA-C, HLA-DRB1, and 

HLA-DQB1. A single class I mismatch or single class II mis-

match does not appear to affect survival [6, 13, 15]. It is 

after transplant would have an impact on the relative risk 

associated with various HLA loci. Criteria for “permissible” 

mismatching in HCT are center dependent. However, very 

few centers would perform HCT across more than one HLA 

mismatch at HLA-A, HLA-B, HLA-DR, or HLA-DQ. 

and survival outcomes in pediatric and adult patients receiv-

ing cord blood transplants with up to two HLA antigen 

mismatches (i.e., a 4 of 6 match) are similar to those for 6 of 

6 HLA-matched unrelated donor marrow transplants, as long 

as the recipient received an optimal CD34 cell dose adjusted 

16–19].

 HLA and Disease Association

 Population Genetic Analyses
The extensive polymorphism observed for HLA loci requires 

a rigorous approach to data analysis [20]. The complex pat-

terns of LD commonly observed for HLA data can make it 

difficult to identify specific causal genetic variants. Disease 

association studies of highly polymorphic HLA data may 

require the consideration of multiple units of analysis, 

including amino acid, allele, genotype, and haplotype levels, 

as well as consideration of gene–gene or gene–environment 

interactions. The selection of the appropriate statistical tests 

is critical and will be dependent on the nature of the data set 

as well as the specific research hypotheses being tested; there 

is no single analytical approach that can be applied to all 

data.

tests for fit Hardy–Weinberg equilibrium (HWE) expecta-

tions, and estimations of haplotype frequencies are the pri-

mary steps in analyzing immunogenetic data and provide 

additional means to assess underlying population substruc-

ture, as well as additional units of analysis on which associa-

tion analyses will be performed. Basic methods for these 

analyses are described below.

 Calculation of Gene (Allele) Frequencies
In the age of molecular typing techniques, HLA gene (allele) 

-

via direct counting, where the number of observations for a 

given allele is divided by the number of chromosomes 

(2n, where n = sample size) under study.

 Hardy–Weinberg Testing
The Hardy–Weinberg (HW) model is useful for primary 

quality control (QC) verification of the integrity of genotype 

data, as molecular genotyping errors can result in both 
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individual genotype deviations and overall (locus-level) 

deviations from HWE. In addition, HW testing also is useful 

for detecting sampling errors (see below) in population 

samples. Confidence in the accuracy of HW testing therefore 

is crucial for confidence in subsequent analyses, as many 

analytical methods (e.g., LD and haplotype estimation) are 

predicated on an assumption of HWE in the data set.

In a HW test, observed genotype counts are compared to 

-

lated from a table of all possible genotypes generated using 

an appropriate statistical method [21]. The relationship 

given as

 
f A A pi i i( ) = 2

 
and

 
f A A p pi j i j( ) =2 ,

 

where pi is the allele frequency of allele Ai and pj is the allele 

frequency of allele Aj
significantly from these allele and genotype frequencies.

p-value to 

estimate the significance of observed deviations across all 

genotypes. Significant deviation of observed genotype counts 

sampling errors (the sampling of admixed, stratified, sub-

structured, or some other form of blended populations), 

inbreeding or other nonrandom mating, natural selection, and 

not common. 

resulting in an excess of homozygotes) are the first consider-

(especially when such deviations are detected only at a single 

locus in a multi-locus analysis), rather than the operation of 

selection, admixture, or nonrandom mating, unless the data 

are suspected to be from an unusual population.

 Haplotype Estimation
Haplotype-level analyses are important to studies of the eti-

ology of human disease, selective forces acting on popula-

tions, and optimal bone marrow donor registry (BMDR) 

size. Multi-locus analyses can be used to identify associa-

tions between markers and disease loci that are not evident 

with single-locus analyses. Haplotypes are used for disease 

association mapping, quantitative trait locus (QTL) map-

ping, and imputing underlying genetic markers.

Study design and subject recruitment depend on which of 

the alternative approaches of identifying haplotypes by segre-

gation analysis in families or estimating haplotypes from 

population samples of phase-unknown unrelated individuals 

will be applied. Estimated haplotypes and haplotype frequen-

cies (HFs) play a central role in most genetic studies [21].

It is important to understand that haplotype estimation 

always results in population-level frequency estimates, 

rather than haplotype assignments for individuals. Due to 

the limitations of current haplotype estimation methods, 

estimated haplotypes observed fewer than three times in a 

population should be considered unreliable.

 Analysis in Disease Association Studies
The case–control study is the most common study design in 

HLA disease association studies. Case–control studies can 

be very sensitive to population stratification within sample 

cohorts. This issue is particularly important for HLA data, as 

HLA allele frequency distributions can vary considerably 

between human populations. If study subjects are not chosen 

with scrupulous attention to homogeneity of ancestral back-

ground, population-based genetic differences between cases 

and controls may be misinterpreted as disease associations.

The results of the basic population-level analyses out-

lined above can be used in case–control association analyses. 

Depending on the study hypothesis, the units of analysis may 

include gene, carrier, genotype, and/or haplotype  frequencies 

in cases and controls. Assurance that the control population 

critical.

 Contingency Tables
A contingency table is used to test the independence of fre-

quency distributions for categorical variables. Tests for het-

erogeneity between specific groups (e.g., cases and controls) 

for HLA data can be performed using contingency table test-

ing and a standard Chi-square (χ2) measure.

A contingency table always is constructed utilizing raw 

counts, rather than frequency data. The preferred approach in 

this type of analysis for highly polymorphic HLA data is to 

first examine heterogeneity in overall allele frequency distri-

butions in cases vs controls for a particular locus, using a 

2 × k row by column (r × c) contingency table. If overall het-

erogeneity is detected at the locus level, the contributions of 

individual alleles to the overall deviation can be examined in 

a series of 2 × 2 tests.

When significance of the association of all individual 

alleles is assessed with the a priori knowledge of overall het-

erogeneity at the locus, it is not necessary to correct for mul-

tiple comparisons in subsequent 2 × 2 tests; however, if no 

overall heterogeneity has been detected, analysis of 2 × 2 

tests requires corrections for multiple comparisons (usually 

via the Bonferroni method), with a correction factor mini-

mally equivalent to the number of alleles tested.

Low-frequency alleles pose a particular challenge in tra-

ditional χ2 association tests in disease studies. The χ2 test can 

lead to false acceptance or rejection of the null hypothesis 

when the expected genotype counts in a contingency table 

are small. It is not unusual for 30 or more HLA alleles to be 

observed at a locus, with a wide range of frequencies, and the 

preferred approach is to combine low-frequency alleles into 

a single “binned” category, by combining alleles with an 
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expected value of less than five in cases or controls prior to 

calculation of the χ2 statistic. The χ2 statistic for a contin-

gency table analysis of case–control data for a genetic asso-

ciation is calculated as

 

c 2

2

=
-( )å

O E

E
i i

i
 

where

Oi = the observed count of allele i
Ei = the expected count of allele i
The expected count for each cell in the r × c table is calcu-

lated as

 

row total allele column totali

n

( )´( )
2  

where

column total = sum of the counts in the column

row total = number of observations of allele i in all subjects

n = number of individuals (cases + controls)

2n = number of chromosomes (cases + controls)

The degrees of freedom (df) for the χ2 analysis are the 

number of alleles with expected values in cases and controls 

of five or greater, plus the combined category, minus 1 (i.e., 

k − 1). A p-value is obtained by comparing the test statistic to 

the χ2 distribution for the appropriate df.

 Odds Ratio and Relative Risk

describe the strength of association between two variables 

and reflect the ratio of odds of an outcome (e.g., disease) in 

one group (e.g., individuals with a particular allele) to the 

odds of this outcome in another group (individuals without 

that allele). Relative risk (RR) is a different measure that 

describes the risk of having the outcome of interest relative 

to exposure (e.g., positive or negative for a particular allele). 

preferred for retrospective studies.

with a corresponding confidence interval (CI). The standard 

probability level is generally 95 %, meaning that there is a 

RR = 1, a CI that includes 1 is not considered statistically 

significant.

 Logistic Regression
Logistic regression (LR) analyses also can be used in case–

control studies. LR is a form of generalized linear modeling 

for data with a binary outcome variable, such as case–control 

data. LR provides a means to develop association models that 

include the contribution of numerous covariables. LR is a 

critical tool in the analysis of complex multivariate data sets.

LR analysis always is performed using software, but 

extreme care must be taken in the coding of HLA data, as 

most LR software is not designed to handle high levels of 

polymorphism common in these data sets. A regression anal-

ysis produces a model that includes all of the variables that 

are useful in predicting the (binary) outcome variable. LR 

-

come and can be particularly useful in HLA studies that must 

consider a large number of cofactors.

 HLA Typing for Autoimmune Diseases 
and Other Disorders

Specific alleles of HLA molecules are associated with cer-

tain diseases. Associations have been shown to be of two 

types: those with disease association with class I antigens 

and those with strong associations with class II antigens 

(Table 58.2). Importantly, as shown in Table 58.2, the fol-

lowing HLA disease associations are of diagnostic impor-

tance. The best known is the association of HLA-B27 with 

ankylosing spondylitis (AS) and associated spondyloar-

thropathies (reviewed in Ref. 23). More than 90 % of AS 

patients are B*27, which is found in 5–10 % of the general 

population. An increased incidence of B*27 also is seen in 

patients with Rieter syndrome and anterior uveitis.

Celiac disease (CD) is caused by an immune response to 

gluten in genetically predisposed individuals. Although 

patients with CD may be asymptomatic, infants and young 

children commonly present with diarrhea, failure to thrive, 

and abdominal pain and distention. The prevalence of CD in 

the general population is estimated to be higher than 1 %. 

Approximately 95 % of patients with CD have the HLA-DQ2 

heterodimer encoded by the DQA1*05 and DQB1*02 

alleles, which are found in 20–30 % of the general popula-

tion. Close to 5–10 % of CD patients have the DQ8 heterodi-

mer encoded by the DQA1*03 and DQB1*0302 alleles, 

which are present in 10 % of the general population. High- 

risk HLA class II haplotypes include DR3/DR3. DR3/DR7, 

DR11/DR3, or DR11/DR7 carrying DQA and DQB suscep-

tibility alleles in cis/trans associations [24–26]. Since 

25–40 % of the general population has either DQ2 or DQ8, 

the presence of either heterodimer is not diagnostic of CD; 

the primary use of HLA-DQ typing is to rule out CD and 

genetic susceptibility for CD. Determining genetic suscepti-

bility can avoid continual serologic testing and initiation of a 

gluten-free diet, especially in individuals in high-risk groups.

Narcolepsy is a chronic sleep disorder characterized by 

daytime sleepiness and dysosomnia. Narcolepsy is associ-

ated with DRB1*15 and DQB1*06:02. The DQB1*06:02 

allele is found in over 90 % of patients with narcolepsy–

cataplexy and is found in about 20 % of the general popula-

tion [27–29].
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Birdshot retinochoroidopathy (BSCR) is a rare disease, 

characterized by a posterior uveitis with multiple hypopig-

mented choroidal and retinal lesions. >95 % of patients carry 

A*29 [30, 31].

disease characterized by oral aphthous lesions, genital ulcers, 

and other symptoms and occurs more frequently in the 

B*51 (50–80 % of patients carry B*51) [32, 33].

 HLA Typing for Drug Hypersensitivity 
Reactions

Hypersensitivity reactions to drugs typically occur within 

the first few weeks after drug intake, but in the case of a 

reexposure, symptoms can be seen within hours, suggesting 

a delayed-type hypersensitivity reaction. Cutaneous adverse 

drug reactions include Stevens–Johnson syndrome (SJS), 

toxic epidermal necrolysis (TEN), and drug-induced hyper-

sensitivity syndrome (DIHS). SJS is considered to be a minor 

form of TEN. These reactions usually are manifested by 

painful blistering skin rashes that may cause the skin to 

slough off. Lesions also may involve the mucous membranes. 

Complications may include internal organ lesions and sepsis 

and may cause death. The amount of skin sloughing deter-

mines morbidity. In either case, urgent medical care is neces-

sary. SJS and TEN also can be caused by other factors such 

as infections or can be idiopathic.

Abacavir is a nucleoside analog reverse transcriptase 

is associated with hypersensitivity to abacavir [34, 35]. 

B*57:01 is found most frequently in Caucasians (4 %) and 

less frequently in African (1 %), Asian (0.9 %), or Hispanic 

(<0.1 %) populations.

Carbamazepine (CBZ) is an anticonvulsant known to be 

associated with cutaneous adverse drug reactions (cADRs), 

including SJS, TEN, and DIHS. B*15:02 is associated with 

these disorders in Asians [36–38]. Studies from Europe have 

shown that B*15:02 is not a universal marker for SJS/TEN. 

The prevalence of B*15:02 is high among Chinese (5–15 %), 

Malays (12–15 %), and Thais (8–27 %), but low among 

Japanese, Korean, Sri Lankan, and most ethnic groups in 

(FDA), the makers of this drug have agreed to include the 

recommendation that all Asians be genotyped for this HLA 

allele before the drug is prescribed. In addition, a recent 

87.5 % specificity as a risk predictor for CBZ-induced cADRs. 

Although DIHS is clinically distinguished from SJS and TEN, 

these data indicate that they share a common genetic factor as 

well as a common pathophysiological mechanism [39].

Allopurinol is used to treat hyperuricemia. B*58:01 was 

found to be highly associated with hypersensitivity to 

allopurinol- induced SJS and TEN in Asian populations [40, 

41]. It is not clear if similar association exists in Caucasians 

and Africans.

Table 58.2 Examples of HLA testing for autoimmune diseases

Disease HLA test Comment

Ankylosing spondylitis (AS) HLA-B*27 B27 is found in >95 % of patients with AS but 

also is found in 7 % of the white population. 

The presence of B27 is not diagnostic. The 

absence of B27 tends to exclude AS.

Celiac disease HLA-DQ2 (DQA1*05/DQB1*02) and DQ8 More than 97 % of celiac patients carry either 

HLA-DQ2 (DQA1*05/DQB1*02) or 

HLA-DQ8 (DQA1*03/DQB1*0302) or both. 

carry these HLA-DQ variants.

Narcolepsy HLA-DR2, DQB1*06:02 DR2 (DRB1*1501-DQB1*0602) is present in 

nearly all patients with narcolepsy but also is 

found in ~20 % of the general population. The 

presence of DQB1*0602 is not diagnostic of 

narcolepsy, but the absence of DQB1*0602 

tends to exclude narcolepsy.

Birdshot retinochoroidopathy HLA-A*29 >95 % of patients carry HLA-A*29

HLA-B*51 50–80 % of patients carry HLA-B*51

Table 58.3 Examples of HLA testing for hypersensitivity reactions to 

drugs

Drug Clinical indication HLA specificity

Abacavir Antiviral B*57:01

Carbamazepine Antiepileptic B*15:02

Carbamazepine Antiepileptic A*31:01a

Allopurinol Hyperuricemia B*58:01
aJapanese population established by genome-wide association studies
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 Genome-Wide Association Studies Within 
the MHC

-

eminence of the human MHC in terms of the magnitude of 

the effect, statistical confidence, and the number of associa-

tions with autoimmune, infectious, inflammatory, and 

adverse drug effects (Fig. 58.2). Importantly, the MHC has 

the greatest genome-wide effect on control of human immu-

the MHC were identified and none elsewhere. Stepwise 

regression analyses have narrowed these associations to four 

42]. Specific amino acids in the HLA-B 

peptide-binding groove, which were previously described, as 

-

ciations and reconcile the previously reported protective and 

risk alleles.

 Mechanisms for the Association of HLA Alleles 
with Autoimmune Diseases
The biological mechanisms underlying the associations 

between HLA antigens and various diseases remain mostly 

unknown. HLA-associated diseases are caused by interplay 

of multiple genes and environmental factors, in which HLA 

genes most often confer the strongest genetic predisposition. 

Based on results of a genome-wide search for susceptibility 

genes, HLA accounts for more than 50 % of the genetic risk 

in type 1 diabetes [23, 43]. Susceptibility to rheumatoid 

arthritis (RA) is strongly associated with the DRB1*04:01, 

DRB1*04:02, *04:03, and *04:07 are not associated with 

RA and may instead confer protection. A possible role of 

pocket 4 (residues 67, 70, 71, and 74) of the β chain of DR4 

molecules has been suggested.

In type 1 diabetes, both susceptibility and protection are 

associated primarily with some class II HLA molecules. 

Association is strongest with heterozygosity for HLA-DR3- 

and HLA-DR4-bearing haplotypes. Data support that HLA- 

associated predisposition to type 1 diabetes is mainly 

determined by a complex multi-locus effect including 

HLA-DQ and HLA-DR alleles [22, 42]. This may explain 

differences among populations with respect to susceptibility 

associated with particular HLA-DQ or HLA-DR molecules. 

The HLA-DQ molecule associated with susceptibility often 

shares an amino acid other than aspartic acid at position 57 on 

the HLA-DQβ chain that is located in pocket 9 of the peptide-

associated with protection carry aspartic acid at this position 

(reviewed in Ref. 23).

 Fine Mapping of Causal MHC Variants Associated 
with Complex Disease Traits
The mechanisms through which DNA sequence polymor-

phism operates remain unknown. The location of primary 

signal is confounded by multiplicity of DNA polymor-

phisms, frequencies in the population, and LD that may 

extend over several megabases in the MHC. Diseases often 

are found to be associated with common ancestral HLA hap-

lotypes encompassing a very large number of MHC genes, 
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many of which are candidates for complex disease association. 

Disease susceptibility appears to result from complex multi-

locus effects spanning the entire HLA class I, class II, and 

class III regions with evidence of shared loci [44–46]. Recent 

studies showed that a 3′
47], poten-

tially adding to the effects of genetic variation encoding the 

peptide-binding region of the HLA class I loci and indicating 

that both structural and regulatory variants are important and 

may be operating in tandem. Narrowing the HLA associa-

tions and identifying the causal HLA genes would require 

deep sequencing of MHC haplotypes using new technolo-

gies applied to large disease cohorts in different populations 

of distinct ancestry.

 Other Applications

HLA-matching algorithms have been used for patients 

receiving repeated infusions of platelet concentrate who 

become refractory due to the generation of antibodies to 

HLA class I antigens expressed on the surface of platelets. 

-

cines rely on defined HLA-restricted epitopes. Identification 

of the appropriate HLA type is an important step in identify-

ing patients who could benefit from these therapies.

 Available Assays

-

ratories have been applied to the problem of identifying HLA 

alleles (Ref. [6] and references therein). Strategies based on 

allele-specific DNA amplification, oligonucleotide probe 

hybridization, and DNA sequencing have become the most 

common methods. Each of these methods relies on isolation 

of genomic DNA from the tested individual with polymerase 

HLA gene. Samples for testing are usually peripheral blood 

but may be any nucleated cell or tissue. Laboratories typically 

amplify at least exons 2 and 3 of class I genes and exon 2 of 

class II genes, but may prepare larger amplification products 

that include exons 4 and 5 of class I genes for DNA sequenc-

ing. Amplification primers may be located within exons or 

introns. Intronic primers allow complete analysis of exons 

and inspection of exon–intron junctions for splice-site muta-

specific amplification since the HLA loci are the products of 

gene duplication and divergence and retain substantial homol-

ogy. Further, many HLA loci have closely related pseudo-

genes that do not encode functional polypeptides but may 

discussed below generates a large amount of data for each 

patient that must be compared to extensive lists of potential 

alleles, hybridization probe “hit” patterns, or allele sequence 

libraries to assign an allele type. While this may be done man-

ually, most laboratories use software packages that must be 

updated frequently to include newly recognized alleles.

 Resolving Power of Methods

Laboratories tailor HLA-typing assays to the specific clinical 

applications discussed above. For example, assays helpful in 

evaluation of narcolepsy may test only for presence or 

absence of DQB1*06:02. Matching unrelated donors and 

recipients for HCT requires allele-level (high resolution) 

typing at several class I and II loci. Conversely, low- 

resolution typing at the allele-group or serologic-equivalent 

level is typically performed for renal transplantation. Choice 

of the methods discussed below depends on typing volume, 

turnaround time requirements, and the resolution needed.

 Sequence-Specific Primer Polymerase Chain 
Reaction
The sequence-specific primer polymerase chain reaction 

so that their 3′-most nucleotide or nucleotides are comple-

mentary to a polymorphic position that distinguishes an 

allele or allele group from other alleles ([6] and references 

therein). If the individual possesses the allele(s) of interest, 

typically identified by agarose gel electrophoresis or can be 

detected in real time [6, 47]. If one or both primers are not 

complementary to their targets at their 3′ ends, the reaction 

will fail. By choosing many pairs of primers in independent 

reactions to cover all allele groups, laboratories can perform 

allele typing. Laboratories include a second set of generic 

primers for a control gene in each reaction, as a DNA ampli-

fication control. Because of the large number of allele 

resolution HLA-A, HLA-B, and HLA-DRB1 typing for a 

single patient. Additional reactions are required if allele-

-

low to moderate typing volumes in laboratories. Since it can be 

HLA alleles in time-sensitive situations such as in deceased 

donors prior to renal transplantation.

 Sequence-Specific Oligonucleotide Probe 
Hybridization
For sequence-specific oligonucleotide probe hybridization 

of a particular HLA gene are hybridized to a large panel of 
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oligonucleotide probes that include the known polymor-

phisms ([6] and references therein). Hybridization and 

washing conditions of high stringency allow detection of 

single- nucleotide differences. Most laboratories detect 

bound probes colorimetrically or by chemiluminescence. 

The reactivity of the entire panel is analyzed against 

expected results for particular alleles or groups of alleles to 

-

als immobilized on a membrane, with subsequent hybridiza-

tion with a single probe. By preparing many membranes, the 

assays employ multiple probes immobilized on a membrane 

individual [6

typically employ enzyme labels and colorimetric substrates 

microspheres can be mixed together and distinguished by 

their unique fluorescence signatures when analyzed by a 

analyzed simultaneously, and the entire assay is carried out 

in a single vessel with the addition of a single reagent. 

probes must attain specificity under identical hybridization 

-

cially. This type of method is very attractive for rapid, low- 

results or allele-level results using larger panels of probes.

 DNA Sequencing

attractive for allele-level typing because of the large numbers 

of alleles known to exist at several of the HLA loci. In theory, 

any known or new allele should be detected by this method if 

defined by polymorphisms within the nucleotide sequence 

-

merases for sequencing reactions, improved fluorescent dyes 

for dideoxynucleotides, powerful analysis software, and cap-

illary electrophoresis instruments have made DNA sequenc-

ing technically easier and less labor-intensive for complex 

clinical molecular tests such as HLA typing [48]. Careful 

-

tion of the two alleles present in an individual is a crucial 

in the electropherograms will not be reliably identified and 

result in a false homozygous genotype. DNA sequencing 

requires less modification in response to new alleles than 

other methods and is a powerful and general way of perform-

ing allele-level typing.

The very large number of alleles and the patchwork pat-

terns of polymorphisms clustered within a few exons make 

setting the phase of linked polymorphisms difficult and 

results in “ambiguous” typing results, i.e., data that are con-

sistent with many different possible genotype assignments. 

Resolving these ambiguities with current techniques can be 

to reducing genotype ambiguity and achieving high- resolution 

HLA typing is to use the massively parallel clonal sequencing 

Current typing methods, including Sanger  sequencing, yield 

ambiguous typing results because of incomplete genomic 

coverage and inability to set phase for HLA allele determina-

provide very high-resolution HLA genotyping. High-

throughput genotyping can be achieved by use of primers 

with multiplex identifier tags to allow pooling of the ampli-

cons generated from different individuals prior to sequenc-

and the power of high-throughput sequencing platforms. 

high-throughput, and accurate HLA typing by multiplexing 

thousands of samples in a single sequencing run. Several 

strategies have been used; the first is an amplicon sequencing 

approach focused primarily on the exons of HLA class I and 

DQA1, DQB1, DRB1, DRB3, DRB4, and DRB5 (DRB3/4/5). 

class I gene followed by fragmentation, shotgun sequencing, 

system is being phased out). Later, the Illumina (MiSeq) and 

of these approaches [49, 50

Biosciences single-molecule real- time (SMRT) system to 

potentially generating complete allele-level genotypes for 

both HLA class I and class II genes [51].

-

mits phasing of polymorphisms within the amplicon but 

due to phasing can be eliminated using a bioinformatic 

approach wherein genotyping software considers all possi-

ble combinations of allelic amplicon sequences at various 

However, this approach assumes that a potential genotype 

assignment with novel alleles that are absent from the data-

of the entire HLA gene can set phase for linked polymor-

phisms by shotgun assembly of overlapping short sequence 

reads and paired- end reads of fragments derived from the 

HLA amplicon.
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a large amount of novel HLA sequences including noncod-

sequences (synonymous substitutions and intronic and flank-

ing sequence) may have important biological function influ-

encing gene expression. In addition, these polymorphisms 

can distinguish otherwise identical HLA haplotypes and 

contribute to disease association and population genetic 

analyses.

 Other Methods
Nontargeted HLA typing: High-resolution HLA typing can 

be inferred from whole-genome sequences or whole-exome 

sequences using bioinformatics and software algorithms. 

Furthermore, the entire 4–5 Mb HLA region has been tar-

geted by hybrid capture with probe panels. HLA types can 

HLA genes themselves. The imputation algorithms are 

in the exons of HLA class I and class II genes. The accu-

racy of these imputation algorithms is highest when the 

training samples and the test samples come from similar 

ethnic populations. In general, the HLA typing perfor-

mance of these imputation systems is high (>98 % concor-

dance) at the single-field level and somewhat less accurate 

at the two-field level.

Early in the development of DNA-based HLA typing, 

was employed. This approach declined in importance as lab-

oratories realized that the complexity and number of HLA 

strand conformation analysis is a method employing the 

-

ucts from the tested individual with those prepared from a 

reference allele. The migration of the heteroduplexes is 

assessed on an acrylamide gel and compared to a library of 

migration profiles [6]. HLA alleles are likely to have unique 

migration patterns, especially when tested with several refer-

ence alleles. This is a fairly rapid method and is a simple and 

elegant way to assess whether a donor and a recipient are 

identical at a locus. Rare alleles not represented in the library 

with known migration patterns are difficult to identify.

 Interpretation and Reporting of Test Results

 HLA Nomenclature

HLA nomenclature and convention of HLA allele naming 

are shown in Table 58.4 and illustrated in Fig. 58.3. The 

alleles of each of the HLA genes are numbered based on 

the original serologic nomenclature. HLA alleles are desig-

nated by a superscripted asterisk after the locus of origin and 

a number corresponding to the particular allele (e.g., HLA- 

A*02:01). The parallel testing using serologic and DNA 

genotyping of HLA alleles has led to the use of one nomen-

clature for the description of low-resolution typing where 

the HLA assignment might include more than one possible 

related allele (e.g., HLA-A A2) and a nomenclature reflect-

ing the high-resolution allelic typing. Thus, different HLA 

allele subtypes (e.g., for A2) can appear indistinguishable 

when tested by serology or with a limited panel of nucleic 

acid probes, so a generic or low-resolution typing is obtained. 

The naming of new HLA alleles is decided by an interna-

tional nomenclature committee; however, the workshop pre-

fix “w” and other designations often precede formal naming 

by the international nomenclature committee. As a result, the 

literature can be confusing for the uninitiated. Another fea-

ture of the nomenclature is the Bw4 and Bw6 specificities. 

Table 58.4 Nomenclature of HLA alleles

Nomenclature Indication

HLA The HLA region and prefix for an HLA gene

HLA-DRB1 A particular HLA locus, i.e., DRB1

HLA-DRB1*13 A group of alleles that encode the DR13 antigen or sequence homology to other DRB1*13 alleles

HLA-DRB1*13:01 A specific HLA allele with a unique protein sequence

HLA-DRB1*13:01:02 An allele that differs by a synonymous mutation from DRB1*13:01:01

HLA-DRB1*13:01:01:02 An allele that contains a mutation outside the coding region from DRB1*13:01:01:01

HLA-A*24:09N A “null” allele, an allele that is not expressed

HLA-A*30:14L An allele encoding a protein with significantly reduced or “low” cell surface expression

HLA-A*24:02:01:02L An allele encoding a protein with significantly reduced or “low” cell surface expression, where the 

mutation is found outside the coding region

HLA-B*44:02:01:02S An allele encoding a protein that is expressed as a “secreted” molecule only

HLA-A*32:11Q An allele that has a mutation that has previously been shown to have a significant effect on cell 

surface expression, but where this has not been confirmed and its expression remains “questionable”

www.hla.alleles.org)
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All HLA-B alleles encode one of two possible epitopes 

located on the alpha 1 helix that were originally defined by 

serology as Bw4 and Bw6 specificities. The “w” prefix is 

retained in this case to distinguish them from true HLA alleles. 

Annual HLA nomenclature reports with frequent updates are 

http://www.anthonynolan.org/clinicians-and- researchers/

anthony-nolan-research-institute/hla-informatics- group, or 

http://www.ebi.ac.uk/imgt/hla/).

Due to the complexity of the HLA system, a common lan-

guage for histocompatibility terms is used to avoid misun-

derstanding and for accurately reporting HLA typing results. 

In early 2010, representatives from clinical, registry, and his-

tocompatibility organizations joined together as the 

Harmonization of Histocompatibility Typing Terms Working 

-

sicians, and registries to communicate histocompatibility 

HLA typing resolution, HLA matching, and a format for 

reporting HLA assignments [52]. These recommendations 

are summarized below.

 Definitions of Typing Resolution

The following definitions of typing resolution are currently 

recommended; however, the field of HLA biology continues 

to evolve; thus, changes in terminology are likely to occur in 

the future.

 Allelic Resolution
The DNA-based typing result is consistent with a single 

allele as defined in a given version of the World Health 

described on the reference Web site (http://hla.alleles.org). 

An allele is defined as a unique nucleotide sequence for a 

gene as defined by the use of all of the fields in a current 

allele name. Examples include A*01:01:01:01 and A*02:07 

58.3 

and Table 58.4.).

 High Resolution
A high-resolution typing result is defined as a set of alleles that 

encode the same protein sequence for the region of the HLA 

molecule called the antigen-binding site and that excludes 

alleles that are not expressed as cell surface proteins.

 Low Resolution
A DNA-based typing result at the level of the digits compris-

ing the first field in the DNA-based nomenclature. Examples 

include A*01 and A*02. If the resolution corresponds to a 

serologic equivalent, this typing result also should be called 

low resolution.

Other Levels of Resolution

agreement with the entity requesting the testing limits the 

typing efforts to a subset of alleles, the laboratory may report 

its results at a level of resolution that falls between high reso-

lution and low resolution. Examples include consideration of 

only those alleles that are expected to be found in the local 

population or that are designated as common and well 

code for reporting ambiguous allele typings. HLA alleles 

that have identical nucleotide sequences across the exons 

encoding the peptide-binding domains (exons 2 and 3 for 

HLA class I and exon 2 only for HLA class II alleles) are 

fields of the allele designation of the lowest numbered 

HLA-A*02:101:01:02N

HLA 
Prefix

Gene

Field 1; allele group

Field 2; specific HLA protein

Field 3; used to show a synonymous 
DNA substitution within the coding region

Field 4; used to show differences 
in a non-coding region

Suffix used to denote 
changes in expression

Hyphen used to separate 
gene name from HLA prefix

Field separators

Figure 58.3 Convention for 

HLA allele naming (This 

figure was adapted from one 

Steven Marsh, Anthony Nolan 

Research Institute, London, 

www.hla.

alleles.org])
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allele in the group. The group designation contains three 

codes, hla_nom_g.txt, is available to download at http://hla.

alleles.org/alleles/g_groups.html.

 Replacement of the Term “Confirmatory 
Typing”

Verification Typing

the unit itself) with the purpose of verifying concordance of 

the typing assignment with the initial HLA typing assign-

ment for that unit. Concordance does not require identical 

levels of resolution for the two sets of typing but requires 

the two assignments to be consistent with one another.

Extended Typing
Extended HLA typing is performed to add additional 

information to an existing HLA assignment. The pur-

pose of this additional HLA typing (1) may include 

assignments at additional HLA loci (e.g., to type HLA-C 

for an HLA-A-, HLA- B-, HLA-DRB1-typed volunteer 

donor) and/or (2) may include increased resolution at any 

previously typed HLA locus (e.g., to type an individual 

with HLA-B serologic assignments to identify the HLA-B 

alleles). For some cases, extended typing will fulfill 

requirements for verification typing at a particular locus. 

In these cases, a combined term “verification/extended 

typing” can be used.

 Format for Reporting HLA Assignments

HLA typing assignments must be clearly understood by the 

end user. HLA laboratories should have a written agreement 

with each transplantation entity requesting HLA typing 

regarding the specifications for the typing. The agreement 

should include the loci to be tested, the level of resolution of 

the typing, and the format in which typing results will be 

nomenclature for factors of the HLA system (http://www.

hla.alleles.org) and comply with other applicable interna-

tional conventions (e.g., multiple allele code definitions as 

Unresolved Alternative Assignments
Best practice for reporting is to include all uncertainty in 

the typing assignment relevant to the level of resolution. 

This means that genotypes and/or alleles that have not 

been excluded should be listed in the report as not having 

been excluded. If it is not possible to provide a list of all 

unresolved alternatives on the report, the laboratory should 

indicate that alternative assignments exist and provide a 

rationale for the HLA assignment that is selected for inclu-

sion in the report.

Reporting a String of Alleles
Slashes should be used to separate a string of alternative 

alleles (e.g., A*02:01/02:02/02:07/02:20 to mean A*02:01 

or A*02:02 or A*02:07 or A*02:20). Based on resolution 

requirements, allele names might be truncated from the right; 

for example, A*02:01 is understood to include all silent sub-

stitutions, differences outside the coding region, and expres-

sion codes that begin with the digits 02:01.

 Matching

Directionality of Match
The laboratory may wish to refer to directionality of the mis-

match in cases where the patient or a potential donor is 

homozygous at a locus or has a nonexpressed allele. If the 

patient is homozygous and one of the HLA assignments is 

identical to an assignment of the heterozygous donor (e.g., 

patient A*01:01:01:01, potential donor A*01:01:01:01, 

A*23:01), the mismatch may be referred to as a mismatch in 

the host-vs-graft vector direction. If the potential donor is 

homozygous and one of the HLA assignments is identical to 

an assignment of the heterozygous patient, the mismatch 

may be referred to as a mismatch in the graft-vs-host vector 

direction.

Matching Within a Family

 HLA Haplotypes Identical by Descent
This phrase may be used when (1) parental HLA assign-

ments are available, (2) all four haplotypes are unequivo-

cally defined in the family, (3) the HLA assignments of the 

parents are clearly distinguishable from one another, and (4) 

the assignments include HLA class I and class II loci to the 

extent that potential recombinations have been ruled out. 

The patient and potential donor who share both haplotypes 

may be described as HLA identical by descent.

 HLA Identical for All Loci Tested
This phrase may be used to refer to matching of related 

donors who appear to share the HLA loci tested with the 

patient based on segregation within the family. This phrase 

would refer to matching in which not all HLA loci are 

tested (e.g., HLA-A, HLA-B, HLA-C, DRB1 typed, but not 

excluded.
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 Families Where Segregation to Confirm Identity  
by Descent Is Not Possible
When it is not possible to unequivocally define haplotypes, 

the phrases used to describe matching should be those used 

for an unrelated donor.

 Matching of Patient to Unrelated Donor or 
Matching Within a Family Where Identity  
by Descent Cannot Be Ascertained
The report should indicate the number of loci tested, the 

potential identity of the assignments (e.g., 8/8, 7/8, or 9/10), 

and the level of resolution used to determine the potential 

identity (e.g., high resolution or low resolution).

 Correlation of Serologic and Nucleic Acid- 
Based HLA Typing

-

logic designations and the actual serology test results for 

many alleles. For most of these alleles, the serologic types 

are known to correspond to the first field of the molecular 

-

ment or serologic typing results are available, use of the one-

field low-resolution type for conversion is appropriate. Most 

of the time, molecular typing gives clear results that can 

readily be interpreted, even when serologic typing is ambig-

uous. However, for many new alleles, the serologic equiva-

lents have yet to be defined.

 Conversion of HLA Molecular Types for UNOS 
Matching and Data Entry into UNet

For cadaveric kidney transplantation, matching at the antigen 

level still is considered the standard method by which donor 

the basis of the HLA-matching algorithm for cadaveric kid-

ney and pancreas allocation (http://www.unos.org/). The list 

of antigens and criteria are reviewed annually. While molecu-

lar class I typing is more robust and more accurate than sero-

logic typing, a definition of equivalent “antigens” is needed 

for the purpose of proper organ allocation. When allelic 

nomenclature was initiated, it was intended to reflect the 

existing serological nomenclature. Thus, for most types, low-

resolution (one-field) class I molecular typing provides the 

appropriate serologic equivalent. However, as new alleles 

were discovered, names of alleles were derived based on 

nucleotide sequence similarities that did not always result in 

similar serology. Thus, in many cases, derivation of a sero-

logic designation based on an interpretation of a molecular 

HLA type is difficult. The low-resolution molecular types 

B*15 and B*40 represent complex examples. The use of the 

B15, B40, or other broad antigen designation can cause incor-

rect donor–recipient “matching” and can render molecular 

typing less specific and less accurate than serologic typing for 

the purpose of organ allocation. Because of these complexi-

laboratories to report the correct serologic equivalents for the 

and to allow screening for unacceptable antigens.

Another problematic issue involves the molecular detec-

tion of serologically null alleles (see next section). For 

instance, a patient with the null variant of A24 could make 

an antibody to A24. A donor with A24 should not be consid-

ered to be a zero mismatch for a recipient with an A24 null 

allele. Ideally, null alleles should be identified either by use 

of parallel serologic typing or by use of molecular kits that 

identify null alleles. All confirmed null alleles should be 

entered as blanks.

 Null Alleles

Most HLA alleles are defined by polymorphisms that are 

essentially missense mutations leading to amino acid substi-

tutions. Null alleles are variants that result in reduced or 

absent expression of mature class I and II proteins on the 

plasma membrane. Null alleles generally result from either 

alterations at exon–intron boundaries that cause aberrant 

RNA splicing or nonsense mutations that lead to truncated 

polypeptides. Most of the null alleles occur within the 

HLA-A and HLA-B loci; however, they are found at other 

class I and II loci as well. The nucleic acid sequences that 

characterize some of these null alleles may not be in the 

genetic region normally targeted by DNA typing; thus, with-

out serologic information, these null alleles may go unde-

tected. However, once a null allele is identified by serology 

and characterized by nucleic acid sequencing to identify the 

reason for the lack of expression, the null allele readily can 

be detected in subsequent individuals by DNA testing proce-

dures alone. Testing strategies that do not distinguish 

between a null allele and its closely related expressed coun-

terpart can lead to clinically significant errors. Fortunately, 

the allele frequencies of most null alleles appear to be less 

than 0.001. However, exceptions occur: DRB4*01:03:01:02N 

is relatively common and C*04:09N is associated with the 

HLA-B*44:03 carrying haplotype in some ethnic groups. 

programs must distinguish common null alleles according to 

.
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 New Alleles

Laboratories performing clinical HLA typing will encounter 

patients and donors who appear to have heretofore unknown 

alleles. New alleles can be observed at relatively high rates, 

particularly in indigenous populations [7] that have previ-

ously been poorly characterized for HLA polymorphism. 

in unexpected negative or positive reactions or reactions with 

for the panel of oligonucleotide probes used may indicate 

that a new allele is present. DNA sequencing assay results 

will indicate the presence of a nucleotide or nucleotides that 

have not previously been observed at a particular position in 

a library of known alleles. Finally, typings that indicate that 

an individual is heterozygous for two alleles that are each 

uncommon are sometimes alternatively explained by the 

presence of a known common allele and a new allele whose 

sequences. Since typing strategies often rely on heterozy-

alleles is new may not be possible. Thus, a method of isolat-

ing suspected new alleles in a hemizygous form via tradi-

tional cloning techniques, allele-specific amplification, or 

single-allele amplification is necessary for unambiguous 

characterization. The sequences of potential new alleles 

http://www.

ebi.ac.uk/imgt/hla/

Committee will review the data submitted and assign the 

-

tive sequence for the allele and information about the ethnic-

ity and HLA alleles identified at other loci in the individual 

with the new allele. With the use of clonal sequencing such 

-

entire gene sequences. Consequently, the number of rare 

sequence variants and the proportion of non-“common and 

well-defined” alleles are expected to expand dramatically.

 HLA Typing Problems

Ambiguities
Two major sources of ambiguity in HLA typing are polymor-

phisms outside the gene regions targeted by testing and the 

lack of information about phase in heterozygous individuals. 

Many laboratories choose tests designed to analyze exon 2 of 

class II genes and exons 2 and 3 of class I genes, since these 

regions include most of the known polymorphisms and 

encode domains that interact with bound peptides; however, 

polymorphisms occur in other exons as well. When a method 

does not test for a possible polymorphism, the typing is 

necessarily ambiguous. The laboratory should discuss with 

clients whether an ambiguity is likely to be clinically rele-

vant, although the impact on transplant outcome of many 

known polymorphisms in other exons is unknown.

The second major reason for ambiguous typings derives 

from the fact that heterozygous typing data often is entirely 

consistent with two, three, or more possible pairs of alleles 

include the sequences of both alleles in an individual and 

contain several heterozygous possibilities, identification of 

the cis/trans relationships of the heterozygosities may not be 

possible. These ambiguous heterozygous combinations can 

be solved in several ways. Allele-specific amplification 

resolve ambiguities. Family studies will resolve heterozy-

gosity ambiguities, if appropriate relatives are available for 

testing. Traditional cloning techniques are a general solution 

but are time-consuming and labor-intensive. Single-allele 

amplification is a general and rapid, but expensive solution.

Recombination
The fact that recombination within the MHC sometimes 

occurs during meiosis is discussed above. When recombina-

tion appears to have occurred within a family, interpretation 

of results can be difficult. Before concluding that recombi-

nation explains the results seen, laboratories should con-

sider the possibilities of typing error and false paternity as 

alternatives.

False Paternity
HLA typing is a form of identity testing and may reveal false 

paternity when members of a family are tested. Some trans-

plantation clinicians do not want to disclose to families 

before testing that discovery of false paternity is possible. 

The ethical considerations associated with this issue are 

complex. When results are consistent with false paternity, 

the findings can be discussed with the ordering healthcare 

provider verbally and the conclusion of nonpaternity not 

stated explicitly in the report.

 Laboratory Issues

 Quality Control

Controls
Laboratories find assembling a comprehensive array of pos-

itive controls for over 3,000 known class I and II alleles 

difficult or impossible. Most laboratories acquire examples 

of the more common alleles for use in quality control over 

time in the course of clinical and research typing. The 

and Immunogenetics (ASHI) maintain a cell repository of a 
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subset of known alleles (http://www.ashi-hla.org/). If controls 

for an allele cannot be obtained, alternative approaches 

targets that have an identical sequence at a site of interest. 

Since HLA alleles in aggregate form a combinatorial array 

of possible sequences in the polymorphic regions, there are 

generally many opportunities to use surrogate alleles as 

positive controls.

Contamination

products is a problem clinical histocompatibility laborato-

ries face in common with other clinical molecular laborato-

ries. Appropriate measures to prevent contamination have 

been widely described (see Chapter 62; such information is 

available at the ASHI Web site [http://www.ashi-hla.org/]). 

-

in the many reactions necessary to type an individual vary in 

size and composition so that a general way to test for their 

presence may be difficult to devise.

 Certifications of Laboratories 
and Professionals

Clinical histocompatibility laboratories are high-complexity 

laboratories that must be licensed under CLIA.

Laboratories may be inspected and accredited by the 

deemed status for purposes of accreditation of clinical histo-

compatibility laboratories. Laboratories are generally 

ASHI administers a program to assess the qualifications of 

doctoral-level individuals to direct ASHI-accredited labora-

tories. Directors can be certified by examination adminis-

tered by the American Board for Histocompatibility and 

Immunogenetics (ABHI). The ABHI also certifies labora-

tory staff as histocompatibility technologists and specialists 

(http://www.ashi-hla.org/). The National Credentialing 

have certification programs in molecular pathology for 

technologists.

 Proficiency Testing

Three proficiency testing programs for HLA typing are avail-

to assess the ability of laboratories to correctly identify HLA 

blood samples for which laboratories can perform low-reso-

lution or allele-level typing at one or several of the HLA 

class I and class II loci. These organizations also offer chal-

lenges for other histocompatibility laboratory tests such as 

crossmatching. Results from a number of years of DNA- 

based HLA allele identification proficiency testing chal-

lenges have demonstrated that participating laboratories 

-

tional cell exchange program for many years. Laboratories 

are challenged to correctly type samples that often include 

unusual or recently described alleles. An important attribute 

correlation of serologic and DNA-based results for a tested 

sample.
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Abstract

High-throughput, massively parallel DNA sequencing, more commonly termed  

“next- generation sequencing,” is an innovation in sequencing that emerged during the past 

decade. Next-generation sequencing (NGS) is not a single technology, but rather several 

different technologies that share a common feature of massively parallel sequencing of 

clonally amplified or single DNA molecules in a flow cell or chip. Inherent to NGS tech-

nologies are unique sequencing chemistries that differ from the Sanger dideoxynucleotide 

chain termination chemistry. NGS can generate, in a single instrument run, hundreds of 

millions to gigabases of nucleotide sequence data depending upon platform configuration, 

chemistry, and flow cell or chip capacity. This chapter describes principles of NGS and 

considerations for its application to clinical molecular tests. Although several NGS tech-

nologies have been commercialized, technologies finding greatest adoption into clinical 

laboratories are emphasized. Current clinical testing applications including multigene pan-

els and exome and genome sequencing for candidate and causal gene identification are 

discussed. While the examples are primarily based on analyses for inherited disorders, the 

principles described are applicable to oncology and infectious diseases, with certain modi-

fications mostly specific to the specimen characteristics and sensitivity requirements for 

these other applications.

Keywords

 Introduction

High-throughput, massively parallel DNA sequencing, more 

commonly termed “next-generation sequencing,” is an inno-

vation in sequencing that emerged during the past decade. 

Next-generation sequencing (NGS) is not a single technology, 

but rather several different technologies that share a common 

feature of massively parallel sequencing of clonally ampli-

fied or single DNA molecules in a flow cell or chip. Inherent 

to NGS technologies are unique sequencing chemistries that 

differ from the Sanger dideoxynucleotide chain termination 

chemistry. NGS can generate, in a single instrument run, 

hundreds of millions to gigabases of nucleotide sequence 
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data depending upon platform configuration, chemistry, and 

flow cell or chip capacity. This chapter describes principles 

of NGS and considerations for its application to clinical 

molecular tests. Although several NGS technologies have 

been commercialized, technologies finding greatest adoption 

into clinical laboratories are emphasized. Current clinical 

testing applications including multigene panels and exome 

and genome sequencing for candidate and causal gene iden-

tification are discussed. While the examples are primarily 

based on analyses for inherited disorders, the principles 

described are applicable to oncology and infectious diseases, 

with certain modifications mostly specific to the specimen 

characteristics and sensitivity requirements for these other 

applications. To address the space limitations of a chapter, 

the authors refer the reader to references and reviews that 

provide greater detail where appropriate.

 Instrumentation

Conceptualization and instrument prototyping for the first 

NGS instruments began in the late 1990s and early 2000s. In 

2005, the first commercial NGS platform, designated the 

GS-20, was launched by 454 Life Sciences, a company 

founded by Jonathan Rothberg. Shortly thereafter, the first 

NGS publication, authored by Margulies and colleagues, 

reported sequencing the entire 580,069 bp genome of 

Mycoplasma genitalium at 96 % coverage and 99.96 % 

accuracy in a single GS-20 run [1]. In 2007, Roche Applied 

Sciences acquired 454 Life Sciences and introduced the sec-

ond version 454 instrument, the GS FLX. As the initial com-

mercialized NGS technology, a review of 454 technical 

principles is historically important and illustrative as its 

workflow is relevant to other NGS technologies.

The first step for sequencing on the 454 is to generate a 

“library” of overlapping DNA fragments from genomic 

DNA. The most popular fragmentation method employs an 

acoustic wave-based technology commercialized by Covaris 

(Woburn, Massachusetts) in which a tube of genomic DNA 

in solution is placed in the Covaris water bath chamber and 

subjected to bursts of ultrasonic frequencies (>400 KHz) 

transmitted via very short wavelengths (~3 mm). Burst 

intensity and duration can be independently programmed 

resulting in a tunable fragment size distribution suitable for 

NGS (typically a few hundred base pairs (bp) in length 

depending on NGS platform requirements). After DNA 

fragmentation, fragment ends have overhangs which are 

enzymatically repaired to blunt ends prior to ligation to 

454-specific adapter oligonucleotides required for down-

stream processes (see Fig. 59.1).

Once generated, the overlapping fragment library is sub-

jected to a clonal amplification step using emulsion PCR 

(ePCR). Under limiting dilution concentrations, the library is 

denatured and hybridized to individual beads whose surfaces 

contain capture oligonucleotides with sequences comple-

mentary to the adapter oligonucleotides. The beads are then 

mixed with PCR buffer components and biotinylated prim-

ers in conjunction with oil and surfactant under limiting dilu-

tion conditions to create individual water-in-oil microvesicles 

containing single beads with hybridized library fragments. 

The emulsion is subjected to PCR during which clonal 

expansion of single DNA molecules bound to individual 

Figure 59.1 Roche 454 GS FLX sequencing. Template DNA is frag-

mented, end repaired, ligated to adapters, and clonally amplified by 

emulsion PCR. After amplification, the beads are deposited into 

picotiter- plate wells with sequencing enzymes. The picotiter plate 

functions as a flow cell where iterative pyrosequencing is performed. 

A nucleotide-incorporation event results in pyrophosphate (PPi) release 

and luminescence localized to the plate wells. APS adenosine 5′-phos-

phosulfate. From Karl V. Voelkerding, Shale A. Dames, and Jacob 

D. Durtschi. Next-Generation Sequencing: From Basic Research to 

Diagnostics. Clinical Chemistry 2009; v. 55, p. 641–658. Reproduced 

with permission from the American Association for Clinical Chemistry
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beads occurs. After amplification, the emulsion is disrupted, 

and beads containing clonally amplified template DNA are 

enriched by a streptavidin hybridization step, removing the 

majority of beads without clonal amplicons.

The 454 technology introduced the concept of sequencing 

clonal amplicons in a flow cell. Specifically, the 454 flow 

cell is referred to as a “picotiter” plate and is made from a 

fused fiber-optic bundle into which millions of individual 

wells are etched into the surface. Beads containing clonal 

amplicons are deposited into individual picotiter wells that 

contain enzymatic components for pyrosequencing with 

luminescence signal generation. When loaded into the GS 

FLX instrument, the picotiter plate functions as a flow cell 

wherein iterative pyrosequencing is performed by successive 

microfluidic addition of polymerase and dNTPS (i.e., A fol-

lowed by C, then G, then T, etc.). A nucleotide-incorporation 

event in a well containing a clonally amplified template 

results in pyrophosphate release, and the luminescence gen-

erated in the well is transmitted through the fiber-optic 

picotiter plate and recorded by a charge-coupled device 

(CCD) camera. With each dNTP reagent flow, wells are 

imaged and analyzed for signal-to-noise parameters. The 

collected data is algorithmically translated into a linear 

sequence output. One of the recognized strengths of the 454 

technology is the progressive increase in sequencing read 

lengths that have been achieved, beginning with 100 base 

length reads on the GS-20 that have now been extended up to 

1,000 bases.

In 2006, the second NGS technology, termed Solexa, was 

introduced onto the market. Review of this technology is 

essential as it is now the dominant NGS method [2]. In 1997, 

Shankar Balasubramanian and David Klenerman conceived 

of an approach to sequence single DNA molecules attached 

to microspheres, and in 1998 they founded Solexa. The goal 

of sequencing single DNA molecules was not achieved, and 

Solexa elected to pursue sequencing of clonally amplified 

templates. By 2006, the Solexa Genome Analyzer was com-

mercialized and Illumina acquired Solexa.

The Genome Analyzer utilized a flow cell comprised of 

an optically transparent slide with eight individual microflu-

idic lanes on which oligonucleotide anchors are bound to the 

slide surface. As with the 454 method, genomic template 

DNA first is converted into a randomly overlapping frag-

ment library using either Covaris fragmentation followed by 

enzymatic end repair and Illumina adapter ligation, or via 

Nextera transposition (described below). As shown in 

Fig. 59.2, the fragment library is denatured and, under 

limiting dilution conditions, is added to the flow cell and 

immobilized by hybridization to the oligonucleotide anchors. 

In contrast to ePCR, DNA templates are amplified by an 

isothermal “bridge” amplification method mediated by for-

mamide denaturation that relies upon captured DNA 

strands “arching” over and hybridizing to an adjacent anchor 

oligonucleotide. Multiple amplification cycles result in 

conversion of single-molecule DNA templates to clonally 

amplified arching clusters with each cluster containing 

approximately 1,000 clonal DNA molecules. For sequenc-

ing, clusters are denatured, and then a chemical cleavage 

reaction and wash are conducted, leaving only forward 

strands for single end sequencing. Sequencing of the forward 

strands is initiated by hybridizing a primer complementary 

Figure 59.2 Cluster generation and sequencing on the Illumina plat-

form. Denatured, adapter-modified DNA library fragments are hybrid-

ized, under limiting dilution concentrations, to complementary 

oligonucleotide anchors immobilized on the flow cell surface. Bridge 

amplification generates clonal clusters, which are subsequently cleaved 

to form single strands. Sequencing primer is annealed, and four 

uniquely fluorophore-labeled reversible dye terminators and poly-

merase (POL) are added during each sequencing cycle. Prior to initia-

tion of the next sequencing cycle, the fluorescence signal of the 

incorporated base is optically recorded, and the fluorophore and termi-

nation block is cleaved and washed away. Sequencing is progressive 

and cyclical, and the read length is dependent on the number of sequenc-

ing cycles. From Karl V. Voelkerding, Shale A. Dames, and Jacob 

D. Durtschi. Next-Generation Sequencing: From Basic Research to 

Diagnostics. Clinical Chemistry 2009; v. 55, p. 641–658. Reproduced 

with permission from the American Association for Clinical Chemistry
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to adapter sequences followed by addition of polymerase and 

a mixture of four uniquely labeled, fluorescent “reversible” 

chain terminating nucleotides. The dye-labeled nucleotides 

are incorporated according to sequence complementarity in 

each strand in a clonal cluster. After incorporation, excess 

reagents are washed away, the clusters are optically interro-

gated, and fluorescence is recorded. With subsequent chemi-

cal steps, the chain termination moiety and fluorescent labels 

are removed and washed away, allowing for a next sequenc-

ing cycle to be performed. Initial read lengths with Solexa/

Illumina were 36 bases but are currently 300 bases. In addition, 

Illumina developed a “turnaround chemistry” that allows 

sequencing of clonal clusters in the opposite strand direction, 

resulting in bi-directional sequencing of templates.

Recently, Illumina acquired an alternative library prepa-

ration method termed Nextera (developed by Epicentre, 

Madison, Wisconsin) [3]. This approach fragments DNA and 

introduces adapter sequences in a process termed “tagmen-

tation.” A transposase enzyme is complexed with a transpo-

son, which is modified to contain Illumina-specific adapter 

sequences. DNA is fragmented to a desired size distribution 

by optimization of the enzyme concentration and incubation 

time, and then adapter sequences are inserted at the cut site. 

The Illumina adapter-tagged fragments are then PCR ampli-

fied with tailed primers containing sequences for annealing 

on the Illumina flow cell, sequencing, and optional indexing 

(or barcoding) to uniquely label all fragments of each library. 

Indexing multiple libraries allows for pooling to leverage 

instrument capacity and reduce per sample costs. Most 

library preparation methods currently require an input of one 

to several micrograms of genomic DNA, whereas the 

Nextera technology requires only 50 nanograms of input 

genomic DNA, which is a sufficient quantity to assure ade-

quate library complexity.

The introduction of the 454/Roche and Solexa/Illumina 

technologies began a paradigm shift in the biomedical 

research community. Many complex genomic studies that 

were previously either cost prohibitive or not technically 

feasible by the Sanger sequencing were now possible using 

NGS. Additional NGS technologies were subsequently com-

mercialized including clonal amplicon-based sequencing 

by ligation (SOLiD/Life Technologies) and fluorescence-

based single-molecule sequencing methods introduced by 

Helicos and Pacific Biosciences. As of this writing, several 

NGS technologies that were commercialized are either 

being phased out (454/Roche) or have been abandoned 

(SOLiD and Helicos), primarily due to insufficient market 

share. The research community has continued to use the 

Pacific Biosciences platform due to its ability to generate 

several thousand base length reads, a feature that has gained 

traction in the microbial genome sequencing community. 

However, a relatively high sequence read error rate (~10 %) 

and an approximate $750,000 platform cost have thus far 

precluded its entry into clinical use. In 2014, the first single-

molecule sequencing technology utilizing engineered pro-

tein nanopores was introduced by Oxford Nanopore 

Technologies. The nanopores are embedded in a membrane 

in a buffer with an applied electrical field. As strands of 

DNA pass through the nanopore, they cause a nucleotide 

base-dependent change in current which is registered and 

algorithmically converted to sequence. In its first commer-

cial iteration, the Oxford Nanopore platform is handheld in 

size (MinION), and its first applications have been focused 

on microbial genome sequencing. The sequence read lengths 

are on the order of several thousand bases; however, they 

display substantial error rates (>5 %). At present, consider-

able effort is ongoing to develop bioinformatic algorithms 

capable of processing and analyzing sequencing reads gen-

erated by the MinION. For more detail on Pacific 

Biosciences and Oxford Nanopore, the reader is referred to 

other reviews describing these methods [4–6].

The most recently commercialized and clinically adopted 

NGS technology, termed Ion Torrent Thermo Fisher Scientific 

(Waltham, MA) (launched in 2011), also was developed by 

Jonathan Rothberg (founder of 454) [7]. The sample prepara-

tive workflow is quite similar to the 454 technology in that 

template DNA is converted to an overlapping fragment 

library and clonally amplified on beads. The flow cell is a 

chip manufactured from semiconductor material with a 

high-density micron-scale well pattern etched into its sur-

face. Underlying the well layer is a proprietary ion-sensing 

technology comprised of a sensing layer and a pattern of 

photolithographic generated transistors and circuits that can 

monitor ionic changes in individual wells. Sequencing of 

clonally amplified library fragments is conducted by an iter-

ative, sequential flow introduction of the four natural nucleo-

tides and polymerase. In contrast to measuring pyrophosphate 

release, hydrogen ion liberated during nucleotide incorpora-

tion and phosphodiester bond formation is registered by the 

ion sensing mechanism. If three identical adjacent bases on a 

template are being sequenced (e.g., a TTT homopolymer), 

the approximate tripling of hydrogen ion liberated generates 

an approximately tripled ion signal and is interpreted as a 

three-identical-base incorporation. Currently, the Ion Torrent 

technology is capable of generating 400 base length reads. In 

comparison to 454 and Illumina, sequencing speeds are sig-

nificantly faster with Ion Torrent because there is no require-

ment for generating luminescence or monitoring fluorescence 

with subsequent chemical reversal of chain termination. 

Table 59.1 shows a comparison of 454, Illumina, and Ion 

Torrent platforms including chemistry, current read lengths, 

error propensity, and error rates. For additional comparative 

details, the reader is referred to recent reviews [5, 8–10]. 

Next discussed are fundamentals of NGS bioinformatics.
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 Bioinformatics and Data Analysis

 Sequence Reads and Base Quality Scores

For the 454 and Illumina methods, NGS raw data is com-

prised of luminescent or fluorescent images, respectively, 

recorded after each iterative sequencing step. Each platform has 

its own algorithm for image processing, image compilation, 

signal-to-noise ratio assessment, and conversion into linear 

sequence. Nucleotide bases are assigned individual “quality” 

scores which share a conceptual analogy to Phred scores intro-

duced in 1998 for estimating accuracy and quality of the 

Sanger sequence data [11, 12]. A Phred score provides qual-

ity values, q, using a mathematical scale converting the esti-

mated probability of an incorrect call, e, to a log scale:

 
q e= - × ( )10 10log  

Miscall probabilities of 0.1 (10 %), 0.01 (1 %), and 0.001 

(0.1 %) yield increasing confidence Phred scores of 10, 20, 

and 30, respectively. Factors that contribute to lower quality 

bases in NGS include nonoptimal signal-to-background 

noise levels, cross talk between signals from adjacent beads 

or clusters, and a phenomenon termed dephasing due to 

unequal extension of individual reads in a clonal cluster or 

on a bead surface [13]. The signal output from Ion Torrent is 

a change in pH, and obtaining optimal signal-to-background 

pH ratios requires careful control of reagent pH. As with the 

454 and Illumina methods, Ion Torrent signals are converted 

to linear sequence with quality scores assigned to individual 

bases. While each platform has a unique signal-to-sequence 

processing algorithm, instrument-specific sequence files are 

convertible to a common text-based file format termed 

FASTQ that contains sequence reads and individual base 

quality scores.

 Sequence Mapping, Alignment, and Variant 
Calling

FASTQ-formatted sequence reads are used for two major 

computational purposes: assembly and alignment. 

Assemblies are performed when no reference genome exists 

for the sequenced DNA, an example being a previously 

uncharacterized pathogen. Assembly algorithms search for 

overlapping sections of sequence reads and join them 

together to generate longer length “contigs” that serve as a 

scaffold for genome assembly and subsequent alignments. 

To achieve more complete assemblies, longer sequence read 

lengths and sequencing from both ends of library fragments 

(termed paired-end read sequencing) are desirable. For most 

clinical applications, however, reference genomes exist (e.g., 

the human genome reference or a previously sequenced 

pathogen), and the primary computation is alignment of 

reads to the reference sequence. The unique features of NGS, 

notably shorter read lengths and massive read numbers, have 

spurred the development of many new alignment, variant 

calling, and annotation algorithms. While the reader is 

referred to a recent review on the topic of NGS bioinformat-

ics [14] for greater details, major process steps are described 

next (shown in Fig. 59.3).

Table 59.1 NGS platforms and specifications

Platform
Template 
preparation Chemistry Read lengtha Run timeb Throughputc Primary errors

Error 
ratesd

Roche 454
GS Junior ePCR Pyrosequencing 400 10 h 35 Mb Indel ~1

GS FLX+ ePCR Pyrosequencing 700–1,000 23 h 700 Mb Indel ~1

Illumina
MiSeq Bridge 

amplification

Reversible dye 

terminators

36–250 4–40 h 600 Mb–8 Gb Substitution ~0.5–1

HiSeq 2000 Bridge 

amplification

Reversible dye 

terminators

100 11 days 600 Gb Substitution ~0.5–1

HiSeq2500 

Rapid Run 

Mode

Bridge 

amplification

Reversible dye 

terminators

150 27 h 120 Gb Substitution ~0.5–1

Ion Torrent
PGM ePCR Hydrogen ion sensing 100–200 2.5–4.5 h 500 Mb–1 Gb Indel ~0.5–2

Proton ePCR Hydrogen ion sensing 200 ~4+ h Up to 10 Gb Indel ~0.5–2

ePCR emulsion PCR, Gb gigabases, h hour, Mb megabases
aRead length in bases
bRun time varies with read length and single vs paired-end sequencing
cThroughput varies with read length and single vs paired-end sequencing
dPercentage of errors per base within single reads at maximum read length as reported by vendor and literature
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Alignment is the process of determining the best match 

between the sequencing reads and the reference sequence. 

Due to the large number of sequence reads that must be pro-

cessed, NGS alignment algorithms typically employ one of 

two approaches to decrease computational time, and these 

include a data compression method referred to as a 

 Burrows- Wheeler Transform (BWT) and a method based on 

the concept of a hash table. The BWT approach is integral to 

the popular open-source Burrows-Wheeler Aligner (BWA) 

algorithm that has become a standard for sequence alignment 

[15–17]. For hash table-based alignment, a first step is conver-

sion of the reference sequence or the sequence reads into a 

population of shorter length sequences (termed an index), in 

which each sequence is given a read identifier that can be 

computationally tracked. By using indexes of shorter length 

(referred to as “seeds”), alignments proceed more rapidly [14]. 

An example of a popular aligner that utilizes a hash table 

function to create an index from the reference genome is 

NovoAlign (Novacraft, Selangor, Malaysia) [18]. For both 

BWT and hash table-based aligners, key criteria for initial 

mapping and alignment are established, including the number 

of nucleotide mismatches permitted across a given read or 

seed length and whether gaps in alignment are allowed to 

accommodate insertions and deletions (indels). With initial 

criteria applied, a first mapped and aligned read data set is 

generated. This data set is known to contain inaccuracies, 

and therefore additional algorithms are used to yield a more 

refined and accurate final set of alignments as described below.

Most alignment algorithms can provide results in a 

sequence alignment/map (SAM) file format, which contains 

information about read position and orientation in relation-

ship to the reference sequence and confidence in the align-

ment. A binary version of SAM is the BAM format, and the 

SAM/BAM formats are the most commonly used file for-

mats for storing and secondary manipulation of read align-

ments. After initial alignment, SAM/BAM files are used as 

inputs into secondary algorithms that refine and increase 

alignment accuracy prior to identifying differences between 

the sequencing reads and the reference sequence, a process 

referred to as variant calling. Popular open-source soft-

ware for refining alignments and calling variants are the 

Genome Analysis Toolkit (GATK) [19] and SAMtools [20]. 

Algorithms within the GATK program are the most widely 

used for refining Illumina reads. Three major refinement 

steps are (1) marking and removal of reads with the same 

start and end points, referred to as PCR duplicates; (2) local 

realignment to improve accuracy in identifying indels; and 

(3) recalibration of base quality scores. PCR duplicates arise 

from sequencing identical fragments generated by PCR during 

library preparation. PCR nucleotide errors can be introduced 

Figure 59.3 Exome and 

genome bioinformatic 

processing steps. Sequential 

steps required to generate an 

annotated variant list from 

exome and genome raw 

sequencing data are indicated 

in bold. For each step, 

programs used in the authors’ 

laboratory are listed along 

with the file type that is 

generated, where applicable. 

BWA Burrows- Wheeler 

Aligner, GATK Genome 

Analysis Toolkit, VCF Variant 

Call Format. Reprinted from 

Coonrod EM et al. (2013). 

Developing Genome and 

Exome Sequencing for 

Candidate Gene Identification 

in Inherited Disorders. Arch 

Pathol Lab Med. Volume 

137(3): 415–433 with 

permission from Archives of 

Pathology & Laboratory 

Medicine. Copyright 2013. 

College of American 

Pathologists
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and propagated through unequal amplification of fragment 

library templates, and these errors can manifest as false-pos-

itive variants. During removal of PCR duplicates, only a 

single read with overall highest base qualities is retained for 

analysis. The purpose of recalibrating base quality scores is 

to compensate for the fact that the Phred-like quality scores 

generated by the Illumina platform have been demonstrated 

to deviate from the true error rate. Figure 59.4 shows an 

example of how local realignment improved the accuracy of 

detecting a 3 bp deletion in the FOXP3 gene. The mapped 

and aligned reads are visualized in the open- source 

Integrative Genomics Viewer (IGV) [21, 22]. Subsequent to 

initial and refined alignment steps, variants are called and 

tabulated in the Variant Call Format (VCF) File that contains 

variant chromosomal position, reference base, and the alter-

nate base(s) (e.g., single-nucleotide variant (SNV), indel).

 Coverage and Variant Calling

By virtue of NGS libraries being comprised of randomly 

overlapping fragments, multiple reads align to the reference 

in a staggered fashion. This multiplicity provides quantita-

tive information reflected in the number of reads aligned to 

the reference sequence at a given location and is designated 

as read coverage depth. Another feature of randomly frag-

mented libraries is that fragments are sequenced in both 

directions to yield forward and reverse strand sequences, 

and ideally their percentages should be approximately 

equal. If a variant is present, then the percentage of reads 

that contain the variant can be expressed as an “allelic read 

percentage,” and the number of forward and reverse 

sequence strands containing the variant can be enumerated. 

Figure 59.5 shows a representative example of a heterozygous 

Figure 59.4 Generating refined alignments. Local realignment of an 

indel from a genome sequenced on the Illumina HiSeq 2000 and visu-

alized in the Integrative Genomics Viewer is shown. The upper panel 
shows results from initial mapping and alignment of reads with an 

apparent 3 base pairs (bp) deletion in the FOXP3 gene on the X chro-

mosome of a male. In the upper panel, four reads contain the deletion 

(depicted by black bars within the read) and four reads do not contain 

the deletion. In the four reads that do not contain the deletion, six 

flanking single- nucleotide variants (SNVs) are present (T variant in 

red and A variant in green). The initial alignment suggests heterozy-

gosity for the deletion on the X chromosome, but this is unlikely 

given that the sequence reads are derived from a male. The lower 

panel shows results after local realignment in which all reads contain 

the 3 bp deletion. In addition, flanking, false-positive SNVs are no 

longer present. The Sanger sequencing trace shown below confirms 

the deletion and zygosity of the g.49120967_49120971delTAT dele-

tion. Reprinted from Coonrod EM et al. (2013). Developing Genome 

and Exome Sequencing for Candidate Gene Identification in Inherited 

Disorders. Arch Pathol Lab Med. Volume 137(3): 415–433 with per-

mission from Archives of Pathology & Laboratory Medicine. 

Copyright 2013. College of American Pathologists
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SNV and illustrates the concepts of coverage and allelic 

read percentage. Several points and caveats are important 

when considering coverage and variant calling. First, greater 

variant calling accuracy is achieved when there is a consen-

sus among aligned reads that agrees with predictions for the 

variant. For example, a sample with a heterozygous SNV 

would ideally display a 50/50 ratio of reads containing 

variant and reference nucleotides, and forward and reverse 

strand reads would be equivalently represented in both 

 variant- and reference-containing reads. By extension, a 

homozygous variant would be expected to be present in 

100 % of aligned sequences with equal representation of 

forward and reverse strands. In practice, a wider range of 

allelic read percentages for true heterozygous and homozy-

gous variants is observed. Further, forward and reverse 

strand read percentages divergent from expected are com-

monly seen (referred to as “read strand bias”). These read 

strand biases arise from technical and bioinformatic sources 

including differential PCR amplification of library frag-

ments, sequencing errors in difficult-to-sequence regions, 

and misalignment of related sequences (e.g., pseudogenes 

or highly homologous genes).

Second, the minimum number of reads required to call a 

variant has not been standardized and varies depending on 

application needs and sequencing platform accuracy (i.e., 

lower sequencing error rates require fewer reads to accu-

rately establish a variant call). In the 1000 Genomes Project 

[23], coverage as low as four- to six-fold has been used in a 

large-scale screening mode, whereas in other research stud-

ies 20- to 30-fold coverage has been empirically found to 

offer a balance between sensitivity, specificity, and sequenc-

ing costs for detection of constitutional variants [24–26]. By 

extension, clinical laboratories are typically requiring a min-

imum of 20- to 30-fold coverage for the detection of consti-

tutional variants and are often designing diagnostic assays so 

that much higher coverages are routinely obtained in an 

effort to increase variant detection and improve variant call 

confidence.

Third, coverage depth across sequenced regions is vari-

able, and factors that contribute to this are differential liga-

tion of adapters to fragments during library preparation and 

differential amplification during clonal expansion [27]. NGS 

assays can be designed to achieve sufficient sequencing to 

meet clinically necessary minimum coverage for areas prone 

to lower coverage.

Fourth, whereas the above noted 50/50 and 100 % ratios 

are pertinent to identifying constitutional heterozygous and 

homozygous variants, respectively, they do not apply when 

identifying somatic variants in cancer samples comprised of 

a mixture of tumor and normal cell populations (where allelic 

read percentages for true somatic variants of interest can be 

Figure 59.5 Example view of mapped and aligned Illumina reads in 

a genome browser. A screenshot of the ZRSR2 gene from the 

Integrative Genomics Viewer is shown. Relative height of the gray 

boxes at the top indicates read coverage depth (Coverage). Mapped 

and aligned reads in the forward direction are shaded red, while reads 

aligning in the reverse direction are shaded blue (Aligned Reads). 

Variants from the reference are highlighted by a unique color. Forty-

nine of 245 reads from exome sequence generated using the 

NimbleGen SeqCap in-solution exome capture and run on the Illumina 

HiSeq 2000 are shown. A cytosine to thymine (C>T) variant change is 

present with the T variant highlighted in red in the aligned reads. The 

heterozygous change also is indicated in the coverage portion of the 

viewer, and in this case because the variant is a heterozygote, the box 

is split into two colors, red for the variant nucleotide (T) and blue for 

the reference nucleotide (C). This T variant is present in 46 % of 

reads, while the other 54 % of reads contain a C at this position. The 

T variant is present in both forward and reverse reads. The reference 

nucleotide sequence (Reference Sequence) is shown below the 

aligned reads along with the amino acid translation of the sequence. 

This region was sequenced by the Sanger sequencing to confirm the 

heterozygous (C>T) variant. The trace from this sequence is shown at 

the bottom (Sanger Sequencing)

K.V. Voelkerding et al.
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quite low), as well as for tumor heterogeneity in which not 

all tumor cells have acquired the same variants. To identify 

low allelic read percentage somatic variants, increased read 

coverage in the several hundred- up to thousand-fold range 

are being applied empirically for clinical testing [28, 29]. 

In sum, multiple variables ultimately need to be considered in 

variant calling, and more sophisticated algorithms are begin-

ning to emerge for the detection of variants in both constitu-

tional and somatic testing applications. For example, the 

open-source GATK program factors in coverage depth, read 

bias, recalibrated base quality scores, and variant prior and 

posterior probabilities based on comparison to control 

 samples. In combination, these factors are used by GATK to 

generate statistical measures that predict variant accuracy 

and generate a “refined” VCF file.

 Annotation

A final step is to input the VCF file information into an 

“annotation” program that ascribes additional features to 

variants. Open-source software that contain annotation func-

tions are ANNOVAR [30, 31], GATK, and snpEff [32], 

among others. Annotation outputs can include many fea-

tures, but those that are common are chromosomal location 

of base change from reference, whether the variant is in a 

gene and its respective location (e.g., exon, intron, splice 

site), the consequence of the change to a codon (e.g., synony-

mous vs nonsynonymous, missense vs frameshift), and 

zygosity (e.g., homozygous or heterozygous). Often incor-

porated into annotation software programs are algorithms 

that predict the functional impact of variants on proteins 

such as Sorting Intolerant from Tolerant (SIFT) [33, 34], 

PolyPhen-2 [35], and MutationTaster [36, 37].

 Clinical Applications

The impact of NGS on biomedical research has been 

transformative. Similarly, the ongoing translation of NGS 

into the clinical laboratory represents a significant shift. In 

this section, two major clinical applications of NGS are dis-

cussed: (1) disorder- or disease-based multigene panel 

sequencing, and (2) exome and genome sequencing for can-

didate and causal gene identification.

 Multigene Panel Sequencing via Targeted 
Enrichment

Investigations into the genetic basis of a growing number of 

inherited disorders have revealed that a clinical phenotype can 

be due to multiple causative genes with a broad mutational 

spectrum. Examples include X-linked mental retardation, 

mitochondrial disorders (secondary to mutations in both the 

mitochondrial genome and nuclear genes), congenital hear-

ing loss, cardiomyopathies, and primary immune deficien-

cies [8, 10, 38–41]. A comprehensive diagnostic approach 

can require the analysis of a few dozen to over one hundred 

genes. Similarly, molecular analyses of hematopoietic and 

solid malignancies continue to identify a growing number of 

genes relevant to diagnostic stratification, prognosis, and 

therapeutic response [42–44]. The technical complexity of 

multiple gene analysis is very challenging with the Sanger 

sequencing, whereas it can be addressed by targeted enrich-

ment of multiple genes followed by NGS.

In general, enrichment strategies can be categorized as 

either amplification-based or oligonucleotide-array-capture-

based [45, 46]. For amplification-based enrichment, single 

locus or multiplex PCR remains a mainstay method. 

Resequencing of exons by targeted PCR enrichment has 

been demonstrated for a number of genes wherein amplicons 

are generated from a sample, pooled in equimolar ratios, 

then ligated to adapter oligonucleotides to generate an NGS 

library (without overlapping fragments). This approach inte-

grates well with the longer read length technologies (e.g., 

Roche 454). Another strategy for target enrichment is to use 

overlapping long-range PCR with 5–10 kilobase amplicons, 

which are then pooled, fragmented, and converted into a 

library. Multiple samples can be sequenced together if index 

or barcode sequences are incorporated into adapter 

sequences. After sequencing, indexed reads are assigned to 

their respective sample of origin by bioinformatic algo-

rithms, which is sometimes referred to as “deconvolution” 

[47–49]. To automate PCR amplification of many targets, a 

highly parallel PCR microdroplet technology has been com-

mercialized by RainDance Technologies (Lexington, MA) 

[50, 51]. In this technology, individual primer pairs for tar-

gets are designed (for amplicon lengths of 200–600 bp), syn-

thesized, and sequestered in individual, stable, emulsion 

microdroplets. Up to a few thousand primer pairs can consti-

tute a microdroplet primer population. For targeted amplifi-

cation, genomic DNA is first fragmented into a size range of 

2,000–4,000 bp and then randomly distributed into a sepa-

rate microdroplet population. On an automated microfluidic 

platform, individual primer pair and genomic DNA micro-

droplets are merged by exposure to a voltage potential so that 

one microdroplet containing fragmented genomic DNA is 

associated with one microdroplet containing an individual 

primer pair. The fused microdroplets are collected into a 

single microfuge tube and thermocycled to achieve highly 

parallel PCR amplification. After amplification, the droplets 

are disrupted and the pooled amplification products are con-

verted into a library for NGS. An additional PCR-based 

enrichment approach, Fluidigm (South San Francisco, CA), 

commercialized their Access Array platform based on a 
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microfluidic chip that contains nanoliter-scale reaction 

chambers separated by valves. Forty-eight samples can be 

loaded onto the chip, and each sample can be distributed 

into 48 chambers with unique or multiplex primer pairs for 

subsequent PCR. After amplification, valves are reversed 

and samples are returned to their original wells and pro-

cessed for NGS.

Oligonucleotide array capture methods constitute the sec-

ond major enrichment strategy [52–59]. With array methods, 

genomic DNA, or genomic DNA converted into an NGS 

library, is hybridized to oligonucleotides complementary to 

target regions of interest. After hybridization, the enriched 

material is eluted from the array and processed for 

NGS. Originally, capture oligonucleotides were formatted 

on solid surface arrays, but this approach has been sup-

planted by in-solution formats offered by Roche NimbleGen 

(Madison, WI), Agilent (Santa Clara, CA), Illumina, and 

most recently Integrated DNA Technologies (IDT, Coralville, 

IA). In-solution oligonucleotide array capture procedures 

require several hours to days of hybridization depending on 

methodology, and an important array design consideration is 

the specificity of capture probes and the potential for co- 

capture and enrichment of nontarget sequences, notably 

from closely related genes and pseudogene analogs which 

can lead to false-positive variants in alignments. The inher-

ent coverage variability in NGS libraries can be compounded 

by uneven and inadequate capture using in-solution probes, 

sometimes necessitating oligonucleotide array redesign.

A novel hybrid between capture and amplification 

approaches termed HaloPlex (Halo Genomics, Uppsala, 

Sweden and acquired by Agilent Technologies) is being 

adopted for clinical use. In this method, genomic DNA is 

digested with different combinations of restriction endonu-

cleases and then hybridized to biotinylated oligonucleotide 

probes whose right and left sides are complementary to the 

fragment ends. The probes also contain a sequencing motif 

and index. Probe hybridization yields a genomic DNA circu-

lar structure that is isolated by incubation with magnetic 

streptavidin beads and then closed by ligation. Ligated cir-

cles are amplified by PCR yielding a library ready for 

sequencing.

Each enrichment method has advantages and disadvan-

tages. For clinical applications, the choice of enrichment 

technology will depend on target size, content, and labora-

tory workflow preferences. Array capture is better suited for 

enrichment of larger target regions up to the scale of the 

human exome but is prone to co-capture of highly homolo-

gous sequences. Although amplification-based strategies are 

not as scalable, their increased target enrichment specificity 

may be preferable or required depending on target content. 

As an example of in-solution array capture data, Fig. 59.6 

shows two genes, FOXP3 and HLA–DOB, and their respective 

Figure 59.6 Exome read coverage and targeted regions. Paired-end 

exome sequencing reads are shown for two example genomic loci in the 

Integrated Genomics Viewer. Boxes along the bottom show the posi-

tions of the capture probes for the NimbleGen SeqCap in-solution cap-

ture design (Capture Probes). The reference sequence is shown above 

the capture probes, and exons are represented by blue boxes (Reference). 

Changes to the reference sequence are shown by vertical multicolored 

hatch marks throughout the coverage and aligned read regions (Aligned 

Reads). Left panel shows capture probes and coverage of seven exons 

from the FOXP3 gene located on the X chromosome. Right panel 
shows capture probes and coverage of two of four exons from the HLA–

DOB gene located on chromosome 6. HLA–DOB belongs to a larger 

gene family with highly homologous sequences, making the design of 

unique capture probes difficult. As a result, only two exons shown here 

contain unique probes, are captured efficiently, and can be aligned to 

the reference sequence, thus highlighting that problematic genomic 

regions are not included in capture probe design. Reprinted from 

Coonrod EM et al. (2013). Developing Genome and Exome Sequencing 

for Candidate Gene Identification in Inherited Disorders. Arch Pathol 

Lab Med. Volume 137(3): 415–433 with permission from Archives of 

Pathology & Laboratory Medicine. Copyright 2013. College of 

American Pathologists

K.V. Voelkerding et al.
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capture results. The left panel shows capture probes and 

coverage of seven exons from the FOXP3 gene located on 

the X chromosome. The right panel shows capture probes 

and coverage of two of four exons from the HLA–DOB gene 

located on chromosome 6. HLA–DOB belongs to a large 

gene family with highly homologous sequences, making the 

design of unique capture probes difficult for all exons.

Currently, the majority of clinical NGS testing is com-

prised of multigene panels for inherited disorders and oncol-

ogy applications (discussed further in the Considerations for 

Clinical Implementation of NGS). The adoption of multi-

gene panels has been greatly facilitated by lower cost plat-

forms, notably the Illumina MiSeq and the Ion Torrent 

PGM. In parallel, exome sequencing (and to a lesser degree 

genome sequencing) is being increasingly applied to identify 

causal and candidate genes in patients with disorders sugges-

tive of a genetic etiology. We next discuss exome and genome 

sequencing, and the Illumina technology is highlighted as it 

has been used in the majority of clinical exome and genome 

publications.

 Exome and Genome Sequencing for Candidate 
and Causal Gene Identification

In the scenario of a suspected inherited disorder, the over-

arching goal of exome or genome sequencing is to generate a 

list of variants from which a presumptively rare and patho-

genic variant (or variants depending on mode of inheritance) 

can be identified. The complexity of this goal is reduced if a 

family with more than one affected member or even a trio of 

both parents and the affected child can be tested, as this 

allows segregation analyses of putative pathologic variants to 

be performed. While complex, the reported success of exome 

and genome sequencing for identifying candidate and causal 

genes in patients and families whose disorders strongly sug-

gest a genetic etiology is 25–40 % [60–63]. Technical and 

bioinformatic considerations are presented before describing 

how to “search” for candidate genes.

As shown in Fig. 59.7, initial preparatory steps are the 

same for exome and genome libraries and include genomic 

DNA fragmentation and conversion of fragments into an 

oligonucleotide adapter-tagged library. For exome sequenc-

ing, in-solution capture with probes complementary to cod-

ing regions is performed as described above to yield an 

exome- enriched library. Several commercial vendors offer 

in- solution exome capture probe reagents including Agilent 

which uses RNA probes and Roche NimbleGen and Illumina 

which use single-stranded DNA oligonucleotide probes. 

While there is considerable overlap in the performance 

characteristics of these three approaches, each differs in tar-

geted capture areas and capture probe sequence composi-

tion [64–66].

Prior to Illumina sequencing, the genome or exome 

library concentration needs to be determined to guide the 

preparation of an appropriate dilution for loading onto the 

flow cell. Quantitative PCR (qPCR) is performed on the 

library using amplification primers complementary to the 

adapter oligonucleotide sequences that bind to the flow cell 

surface capture oligonucleotides. A qPCR standard curve is 

generated using artificial templates of known concentrations 

that also contain the same primer target sequences comple-

mentary to the flow cell surface capture oligonucleotides. 

The library concentration is determined by comparing the 

PCR crossing threshold of the library to those of the standard 

curve templates. The use of PCR primers complementary to 

adapter sequences that bind to flow cell surface oligonucle-

otides specifically assesses the number of library molecules 

that should form clusters. Based on the library concentration 

determined by qPCR, a dilution is prepared with the goal of 

achieving optimal cluster density formation.

The bioinformatic steps for generating annotated variants 

from Illumina exome or genome sequencing data are similar 

to those described above. After sequencing, FASTQ read 

files are aligned to the human genome reference sequence 

using BWA followed by refined alignment and variant call-

ing with GATK. Annotation is performed with either GATK 

or ANNOVAR. The process of alignment and variant calling 

generates, for a genome, approximately 3–3.5 million posi-

tions that differ from the human reference sequence. In com-

parison, approximately 15,000–30,000 differences from the 

reference will be observed in the coding regions in a genome 

or exome data set depending on bioinformatic filtering 

parameters. Within these ranges, the greatest number of vari-

ants from the human genome reference is observed in indi-

viduals of African and African-American descent, an 

intermediate number are observed in individuals of Asian 

descent, and the fewest variants are observed in Caucasians 

of European descent. At this time, genome sequencing costs 

approximately three times more than exome sequencing. 

Operationally, analyses of either genome or exome data typi-

cally focus on coding region variants and variants in close 

proximity to coding regions because this currently is the 

most “interpretable” portion of the genome. In considering 

the use of exome vs genome sequencing, exome sequencing 

does not provide as comprehensive an analysis of coding 

regions as genome sequencing. This reflects the difficulty of 

designing specific capture probes for all coding regions due 

to the variability of capture efficiency and the presence of 

cross homologous sequences. Figure 59.8a shows a compar-

ative example of these differences for the RET gene in exome 

and genome data sets. The genome data shows comprehen-

sive coverage across the gene region, whereas the exome 

data has sequencing reads only in locations enriched by 

capture probes. Figure 59.8b illustrates in exome sequencing 

of the ABCF1 gene that some exon regions do not have 
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probes and therefore are not covered (Fig. 59.8b), while the 

genome sequencing data is complete across this region. 

Another technical consideration of exome sequencing that 

impacts data analysis is that coding regions with high or low 

GC content are captured less efficiently under single tem-

perature hybridization conditions. This variability of capture 

was described by Clark et al. [65] and is inherent to all three 

commercially available exome capture reagents. The effect 

of GC content is particularly pronounced for the first exon of 

human genes, which on average have higher GC content. 

This can lead to reduced coverage of first exons in exome 

data sets as illustrated for the MAZ gene in Fig. 59.9 where 

read coverage for exon 1 is greatly reduced compared to 

other exons although a capture probe is included for this 

exon. While these limitations exist, exome sequencing is 

routinely performed at higher coverage depths compared to 

genome sequencing (due to cost considerations). The 

increased coverage depth can allow for identification of cod-

ing region variants missed in lower coverage genome 

sequencing data [26, 65].

The operational premise used in most candidate gene dis-

covery analyses is that one is looking for a rare variant(s) that 

encodes a pathologic change (with high phenotypic pene-

trance) in the form of a missense, nonsense, frameshift, or 

splicing mutation. Depending on the presumed inheritance 

pattern, either single variants (e.g., dominant, X-linked, or a 

Figure 59.7 Sample 

preparation for genome and 

exome sequencing. Workflow 

diagram for converting 

genomic DNA into a genome 

or exome library for 

sequencing using the Illumina 

platform is shown. Options 

(1–6) for fragmenting DNA 

are shown at top right. 
Library preparative steps 

(A–C) as assessed on the 

Agilent BioAnalyzer are 

indicated. Steps for exome 

enrichment after polymerase 

chain reaction (PCR) 

amplification of adapter 

ligated library fragments are 

boxed. Example quantitative 

PCR traces are shown. 

Reprinted from Coonrod EM 

et al. (2013). Developing 

Genome and Exome 

Sequencing for Candidate 

Gene Identification in 

Inherited Disorders. Arch 

Pathol Lab Med. Volume 

137(3): 415–433 with 

permission from Archives of 

Pathology & Laboratory 

Medicine. Copyright 2013. 

College of American 

Pathologists

K.V. Voelkerding et al.
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new `e novo] mutation) or combinations of variants (e.g., 

recessive homozygous or compound heterozygous) are being 

sought in the form of SNVs or indels. Copy-number varia-

tions or other structural changes may be disease causing, and 

improving their identification in exome and genome data is 

an active area of investigation. Prior to searching for caus-

ative variants, other data such as linkage or identity by 

descent in families may have identified areas of the genome 

for focused analysis. Due to the enormity of either exome or 

genome data sets, bioinformatic tools are required to narrow 

down variant lists to a smaller subset of variants in candidate 

genes. In this evolving area, two main categories of bioinfor-

matic approaches are used: heuristic filtering methods and 

statistical prediction algorithms or a combination thereof. 

A schematic of these two approaches is shown in Fig. 59.10.

A heuristic is a series of logic steps applied to arrive at a 

solution. In the context of candidate gene identification, the 

heuristic is typically guided by the premise of a rare variant 

that co-segregates with disease; therefore, one first assump-

tion is that the causative variant is not represented in data-

bases of “control” genomes, such as dbSNP [67], the 1000 

Genomes Project, or in-house control databases. When 

applied as a filter, variants present in these databases are 

removed and typically reduce an exome variant list by about 

95 % from 15,000 to 20,000 variants to approximately 1,000 

variants. Caveats with this filter are that some known rare 

pathogenic variants and more common variants linked to 

disease by genome-wide association studies are present in 

dbSNP and a subset of the 1000 Genomes Project subjects 

are likely carriers for a genetic disease or may have late-onset 

Figure 59.8 Comparison of genome and exome data. Screenshots of RET 

(a) and ABCF1 (b) sequence alignments in the Integrative Genomics 

Viewer. In both a and b, top panels show genome read coverage and 

aligned reads (Genome), and bottom panels show exome read coverage 

and aligned reads (Exome). Reference exon positions and locations of 

corresponding NimbleGen capture probes are depicted as dark blue 
boxes (labeled Reference and Capture Probes, respectively). NimbleGen 

SeqCap EZ Human Exome Library version 2.0 reagents were used for 

exome enrichment, and the genome and exome samples were sequenced 

on the Illumina HiSeq 2000. These comparative results highlight the 

increased amount of sequencing information generated by genome 

sequencing (i.e., noncoding in addition to coding sequences) compared 

to exome sequencing. In addition, shown are differences between the 

well-captured gene, RET, and the suboptimally captured gene, ABCF1, 

using the exome sequencing approach. In this example, all exons in 

RET have exon capture probes and sequence information, whereas sev-

eral exons in the ABCF1 gene do not have exon capture probes. In con-

trast, all exons in both genes are sequenced with the genome sequencing 

approach. Reprinted from Coonrod EM et al. (2013). Developing 

Genome and Exome Sequencing for Candidate Gene Identification in 

Inherited Disorders. Arch Pathol Lab Med. Volume 137(3): 415–433 

with permission from Archives of Pathology & Laboratory Medicine. 

Copyright 2013. College of American Pathologists

Figure 59.9 Effect of GC content on exome capture. Integrative 

Genomics Viewer screenshot of exome sequencing results for the MAZ 

gene using NimbleGen SeqCap EZ Human Exome Library version 2.0 

capture probe enrichment and Illumina HiSeq 2000 sequencing. Read 

coverage (Coverage) and aligned reads (Aligned Reads) are shown 

with reference exon positions and locations of corresponding 

NimbleGen capture probes depicted as dark blue boxes and labeled 

Reference and Capture Probes, respectively. The capture probe track 

shows that a probe has been generated to capture exon 1, but the read 

viewer shows only nine reads aligned to exon 1 compared to the 

greater read depth observed for the other MAZ exons. This indicates 

suboptimal capture during probe hybridization. Reprinted from 

Coonrod EM et al. (2013). Developing Genome and Exome Sequencing 

for Candidate Gene Identification in Inherited Disorders. Arch Pathol 

Lab Med. Volume 137(3): 415–433 with permission from Archives of 

Pathology & Laboratory Medicine. Copyright 2013. College of 

American Pathologists
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genetic diseases. Variants can alternatively be filtered into 

frequency bins such as 0–1 % and 1–5 % based on minor 

allele frequency (MAF) within the context of dbSNP, the 

1000 Genomes Project, or in-house control databases. This 

approach assumes that variants with higher MAF values are 

less likely to be pathogenic but could lead to missing a 

deleterious compound heterozygous set of variants with 

different MAF values. Although most known highly pene-

trant, disease-causing variants are present at a frequency of 

< 1 % in the population, deleterious variants can be present at 

higher frequencies [68].

The goal of the following filtering steps is to further 

reduce the list of potential candidate genes and their associ-

ated variants (Fig. 59.10). There are several options for filter-

ing depending on the scenario, including (1) examining only 

genes previously implicated in the patient’s disease pheno-

type, (2) identifying intersects (i.e., shared variants) and dif-

ferences between affected and unaffected individuals based 

on pedigree information, (3) incorporating linkage or iden-

tity by descent (IBD) information from genomic microarray 

analyses, and (4) applying filters based on assumptions about 

the candidate gene and variant (e.g., zygosity, variant classi-

fication, or predictions of pathogenicity) (Fig. 59.10). To 

predict the functional effect of a DNA variant on the encoded 

protein, programs such as SIFT, Genomic Evolutionary Rate 

Profiling (GERP) [69, 70], and PolyPhen are often used and 

the results incorporated into the filtering and/or prioritization 

process. Once a candidate gene has been identified, cross- 

referencing the literature and consulting databases including 

the Human Gene Mutation Database (HGMD) [71], Online 

Mendelian Inheritance in Man (OMIM) [72], and locus- 

specific databases (e.g., http://www.arup.utah.edu/database/) 

may identify a previously described genotype-phenotype 

correlation for the specific variant or loss of gene function.

Heuristic filtering methods have proven successful in 

identifying the majority of reported candidate and causative 

genes. They do not, however, provide any measure of statis-

tical uncertainty for a specific variant or candidate gene. 

Recently, a probabilistic candidate gene algorithm termed 

the Variant Annotation, Analysis, and Selection Tool 

(VAAST) has been described [73]. Using a multiparameter 

likelihood equation, VAAST compares allele frequencies 

between cases, controls, and background data sets in con-

junction with modeling variant severity by amino acid sub-

stitution analysis to provide a list of variants, each associated 

with a VAAST ranking score and a p-value. The p-value is a 

measure of the probability that a variant is statistically sig-

nificant in a case as compared to the control data set. 

Successful application of VAAST was recently reported in 

the discovery of a causative variant in a previously uncharac-

terized, rare, dominant, X-linked Mendelian disorder caus-

ing infant boys to have an “aged appearance” and cessation 

of growth after birth called Ogden syndrome (OMIM# 

300855) [74]. In the future, additional algorithmic approaches 

for candidate gene identification are expected to emerge and 

will likely increasingly incorporate stratification based on 

population genetics data and cross correlation with evolving 

genotype-phenotype databases.

Figure 59.10 Heuristic and statistical probability approaches for can-

didate gene discovery. Shown is a schematic of sequential bioinfor-

matic steps used by the authors for candidate gene discovery from 

exome and genome sequencing data. Annotated variant lists from 

genome or exome sequencing can be analyzed with heuristic filtering 

approaches, statistical probability approaches, or a combination of 

both to generate candidate gene lists. Multiple process steps are 

involved in heuristic filtering, as depicted. The process steps that 

incorporate pedigree information and cross-referencing of gene data-

bases are critical components of both heuristic and statistical probabil-

ity approaches. The additional steps involved in heuristic filtering are 

described in the text. GERP Genomic Evolutionary Rate Profiling, 

HGMID Human Gene Mutation Database, IBD identity by descent, 

IGV Integrative Genomics Viewer, LOH loss of heterozygosity, OMIM 

Online Mendelian Inheritance in Man, PolyPhen Polymorphism 

Phenotyping, SIFT Sorting Intolerant from Tolerant, VAAST Variant 

Annotation, Analysis, and Selection Tool. Reprinted from Coonrod 

EM et al. (2013). Developing Genome and Exome Sequencing for 

Candidate Gene Identification in Inherited Disorders. Arch Pathol Lab 

Med. Volume 137(3): 415–433 with permission from Archives of 

Pathology & Laboratory Medicine. Copyright 2013. College of 

American Pathologists

K.V. Voelkerding et al.

http://www.arup.utah.edu/database/


903

Follow-up medical, genetic, and/or functional studies are 

important to establish causality of a candidate gene with pre-

dicted deleterious variants. Correlation of known effects of 

gene function or loss with clinical symptoms and phenotype 

in the medical record can support the causality of the variant; 

however, correlation often requires discussion with the 

ordering physician(s), the patient, or their family regarding 

specific symptoms not described in the clinical record but 

known to result from the functional gene loss. In some cases, 

additional laboratory testing of the patient informed by the 

candidate gene can support causality. There are several dif-

ferent categories of variants that may be uncovered during a 

search for candidate genes. First, the gene and variant may 

have been previously associated with the patient phenotype. 

Second, the gene may have been previously implicated in the 

disease phenotype while the variant is novel. Screening for 

this variant in patients with similar signs and symptoms 

along with unaffected controls can be powerful for establish-

ing causality. Third, the gene may not have been previously 

implicated in the patient phenotype but is supported by its 

known biological function. Here it is essential to understand 

the frequency of the variant in an ethnically matched data set 

and to screen for variants in the gene in unaffected individu-

als and patients with similar signs and symptoms.

 Considerations for Clinical Implementation 
of NGS

A growing number of clinical laboratories are performing or 

developing clinical NGS-based tests. Multigene panels are 

driving this translation, and a literature base describing the 

development, validation, and implementation of NGS multi-

gene panels is emerging. Overall, these reports describe 

encouraging performance characteristics for different multi-

gene targets (e.g., retinal disorders, Lynch syndrome, BRCA1 

and BRCA2, and congenital hearing loss) using different 

enrichment approaches and sequencing platforms while also 

highlighting test limitations [38, 75–81]. Based on these initial 

reports and expected improvements in sequencing chemistries 

and options for data analysis, NGS is becoming a routine 

method in the clinical molecular laboratory. In this final sec-

tion, we present several additional considerations based on our 

observations and those reported in the literature.

Clinical molecular tests based on NGS technologies 

should incorporate core principles shared with other clinical 

laboratory tests. Assay design, development, and optimiza-

tion, followed by validation and subsequent quality control 

and assurance monitoring, are cornerstones. For multigene 

panel tests, panel content, choice of enrichment method, and 

platform compatibility are initial considerations. One con-

tinual challenging aspect is the rapidly growing knowledge 

base of genes involved in a particular phenotype posing the 

proverbial “moving target” problem to gene panel design. 

One approach is the design of panels to include only genes 

for which there is substantial evidence for their causal asso-

ciation with the disease phenotype. Alternatively, the panel 

can be expanded to include genes whose role in a given dis-

ease is biologically plausible but currently not proven. In this 

approach, only genes with the highest evidence for pheno-

typic association are reported clinically, while information is 

collected on less well-established gene-disease relationships 

for future use.

Major vendors offer free target enrichment design using 

chromosomal coordinates for the genes of interest, the 

sequencing platform, and the read length information to gen-

erate an in silico design report. The designs contain lists of 

primers and/or probes for the genes of interest and a bioin-

formatic projection of how comprehensively the targets will 

be enriched. Design success can vary significantly between 

target genes and enrichment methods. Critical to the success 

of these designs is the vendors’ reporting on the potential for 

co-amplification or co-capture of nontarget, highly homolo-

gous sequences such as pseudogenes. In conjunction, the 

laboratory should independently determine if target genes 

have homologs or pseudogenes using homology search tools 

such as BLAST. While the presence of a highly homologous 

gene or pseudogene is not an absolute contraindication for 

inclusion in a multigene panel test, the laboratory needs to be 

aware that bioinformatic analysis of the corresponding func-

tional target gene may be confounded by the pseudogene or 

homolog, especially when using an in-solution oligonucle-

otide capture method.

The next step is to assess the performance of the enrich-

ment method in the laboratory. Pilot testing will define met-

rics such as actual target coverage in comparison to in silico 

predictions. Gene regions with inadequate coverage may be 

addressed by deeper sequencing or by redesign of the enrich-

ment method. For regions that are recalcitrant to sequencing 

by NGS, the laboratory can develop an alternative analytical 

approach, such as targeted Sanger sequencing. In addition to 

determining coverage adequacy, assessment of sequence 

read qualities and allelic read percentage ranges provides 

method performance assessments. Plotting allelic read per-

centages for variants and performing confirmatory Sanger 

sequencing on a subset provide an evidence base by which 

the laboratory can establish allelic read percentage ranges for 

heterozygous and homozygous variant calls. The presence of 

co-captured homologs or pseudogenes can manifest as 

regions of poor sequence mapping and alignment or as vari-

ants with lower allelic read percentages. Interference by 

homologs and pseudogenes needs to be empirically deter-

mined because they can contribute to assay background 

noise. The range of allelic read percentages tends to be 

broader for in-solution capture-based enrichment methods 

compared to those that are amplification based.
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Feedback from variant confirmation methods can guide 

the adjustment of technical wet bench approaches and bioin-

formatic parameters. For example, false-positive results may 

be due to co-capture of highly homologous sequences, 

sequencing errors, or alignment and variant calling errors. 

False-negative results may arise from inadequate coverage or 

alignment and variant calling errors. Therefore, confirmatory 

studies must be sufficiently comprehensive to define the sen-

sitivity and specificity of the test, which is a significant but 

essential undertaking. If false-positive results are due to bio-

informatic parameters, then these may be reduced by increas-

ing the stringency of alignment and variant calling or 

utilizing different algorithms. The Sanger sequencing for 

confirmation of specific variants may reveal variants (NGS 

false negatives) in flanking regions not detected by NGS due 

to inadequate coverage or less permissive alignment and 

variant calling parameters.

Once basic technical performance characteristics of a tar-

geted enrichment panel have been established, validation is 

undertaken using a series of samples. This is optimally done 

with the same reagent lots for sequencing, and the bioinfor-

matic analysis parameters should be consistent. Traditionally, 

laboratories validating single-gene Sanger sequencing assays 

have tested samples with pathologic mutations present in the 

gene of interest. However, even at the single-gene level, 

obtaining samples with mutations for rare disorders can be 

challenging. This challenge is magnified when validating a 

multigene panel; therefore, a more practical approach to val-

idating NGS-based tests is to perform a methods-based vali-

dation to determine the ability to accurately detect the types 

of variants for which the assay is designed (e.g., SNVs and 

indels). The combination of multiple gene targets and mul-

tiple samples typically yields a diversity of variants in most 

targeted genes with the caveat that some genes or gene 

regions are highly conserved and have fewer variants.

An open question is what constitutes an adequate valida-

tion for an NGS-based clinical test, and an important practi-

cal limitation for laboratories is the current significant cost of 

enrichment and sequencing reagents. In this context, reports 

describing the development and performance of NGS multi-

gene panels have used sample numbers ranging from a dozen 

to over 80 with a mix of normal and variant-containing sam-

ples. One approach to reduce validation costs is the use of 

barcoding or indexing of samples, followed by pooling and 

data deconvolution. While a conceptually attractive approach 

from an operational and cost perspective, key caveats require 

attention. The use of sufficiently distinct combinations of 

indexes is critical to allow for unambiguous bioinformatic 

deconvolution and original sample assignment. Nucleotide 

errors can be introduced into indexes by PCR amplification 

during library or enrichment protocols, and these can lead to 

misassignment of sequence reads during deconvolution, 

which would manifest as variants with lower allelic read 

percentages than expected. Thus, pilot studies with confir-

matory analyses should be performed to determine if the 

pooling and deconvolution approach yields equivalent 

results to those observed with single sample sequencing.

Following validation and implementation, ongoing moni-

toring of the assay performance through an ongoing quality 

assurance program is essential. Important metrics to accrue 

are false-positive and false-negative rates, which are deter-

mined through continuous or periodic confirmatory studies. 

An ongoing operational and cost challenge for laboratories is 

the evolution of NGS reagents and platform hardware and 

software that necessitate revalidation. This is anticipated to 

be a continual feature of NGS for some time.

While multigene panels are more common, several clini-

cal laboratories now offer diagnostic exome and genome 

sequencing. In essence, exome sequencing is a large-scale 

multigene panel, and the considerations and caveats 

described above are directly applicable. Commercial exome 

enrichment reagents contain largely overlapping capture 

probe content. An important caveat is that current capture 

probe sets do not target the entire human coding region and 

in practice approximately 85 % of the coding region is 

enriched. During pilot experiments, the laboratory needs to 

define the coding regions that are adequately captured and 

sequenced. Conversely, the laboratory should define coding 

regions that are not represented or consistently display low 

coverage and those which are challenging or not feasible to 

interpret due to various factors including co-capture and 

alignment of highly homologous sequences or genome 

regions otherwise prone to sequencing errors. It is attractive 

to consider using exome sequencing as an “all-purpose” 

enrichment method followed by selective analysis of genes 

guided by phenotype. However, due to the incomplete cover-

age of the exome, this is feasible for some, but not all, sets of 

genes [80].

In contrast to exome sequencing, genome sequencing 

improves coding region coverage and approximately 95 % of 

coding regions are sequenced. Although co-enrichment of 

highly homologous regions is not inherent to genome 

sequencing, these regions and low-complexity intronic and 

intergenic regions pose the same bioinformatic challenges 

noted for multigene panels and exomes. As the cost of genome 

sequencing declines, genome sequencing may become the 

method of choice and thereby supplant panels and exome 

sequencing. From a practical standpoint, the actual prepara-

tion of a genome library is technically more straightforward 

than multigene panel and exome sequencing. Computationally, 

analysis of genome-scale data requires a much greater com-

putational hardware infrastructure for expeditious alignment 

and variant calling and for data storage. In practice, most 

groups (including ours) that perform genome sequencing for 

candidate gene discovery efforts focus their analyses on 

coding regions. As our understanding of the contribution of 
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noncoding variants to human disease increases, the ability to 

expand analyses into noncoding regions afforded by genome 

sequencing will be advantageous. For further details on the 

use of NGS in the clinical molecular laboratory, the reader is 

referred to several reviews [64, 82–84]. These reviews 

describe the successful application of NGS approaches to 

clarifying diagnoses, adjusting patient treatment based on the 

patient’s genotype, and identifying novel causative variants 

associated with a variety of diseases.

 Results Reporting and Informed Consent

The implementation of NGS into clinical practice has posed 

new questions with respect to appropriate test utilization, 

informed consent, and the reporting of genetic testing results 

[85–87]. While the conceptual framework for pretesting 

consent and genetic counseling and posttesting reporting 

and counseling has been in place and practiced for many 

years, studies have determined that patients and family 

members struggle with fully understanding the meaning of 

genetic testing results, even for single-gene tests [88, 89]. In 

this context, active discussions are ongoing within profes-

sional societies involved in genetic testing to address the 

question of how to assure the adequacy of the consent pro-

cess and how and what results to deliver from multigene 

panel and exome and genome sequencing [90]. As multi-

gene panel testing is largely performed for the purpose of 

determining if a mutation(s) is present in a gene previously 

associated with a disease, it is qualitatively similar to sin-

gle-gene testing. However, multigene panel testing is inher-

ently accompanied by an increase in the number of variants 

requiring classification and potentially reported, all of which 

adds substantially to the interpretive load in the clinical lab-

oratory setting. As described earlier, clinical exome and 

genome sequencing are being applied primarily to elucidate 

genetic causes in the setting of enigmatic diagnostic sce-

narios, and the reader is referred to a policy statement on the 

clinical use of exome and genome sequencing published by 

the American College of Medical Genetics and Genomics 

(ACMG) [91]. The policy statement provides guidance on 

indications for diagnostic testing, reporting, and pre- and 

posttesting considerations including informed consent and 

counseling. When exome and genome sequencing are 

applied in a phenotype or symptom- guided approach, bioin-

formatic analyses are focused to yield a list of candidate 

genes and associated variants which, in some cases, contain 

the causal diagnostic variant(s). When applied in this man-

ner, noncandidate genes throughout the genome that do not 

appear in the candidate gene list are typically not evaluated. 

However, the total variant file from exome or genome 

sequencing for each individual contains multiple variants in 

genes that are predicted to result in loss of gene function or 

otherwise affect gene function [92, 93].

A subset of functional variants may not be directly perti-

nent to patient management, and these are termed “second-

ary” or “incidental” variant findings [94]. An ongoing area 

of research and discussion is whether or not to evaluate for 

and disclose all or some subset of secondary deleterious 

variants [95, 96]. Strategies have been proposed to catego-

rize secondary findings, and example categories include 

variants that are associated with (1) cancer predisposition, 

(2) non-oncologic early- or late-onset disease, (3) recessive 

disease (in the setting of reproductive decisions), and (4) 

drug metabolism [97]. Opinions regarding the reporting of 

secondary findings vary among authors, and the reader is 

referred to the ACMG [91] recommendations on the return 

of results from genome- scale sequencing which includes a 

list of genes for which the return of incidental findings are 

recommended. The most recent revision includes the rec-

ommendation that patients should have the option to opt out 

of receiving incidental findings.

Indeed, the complexity of primary and secondary findings 

that exome and genome sequencing generate necessitates 

and highlights the importance and challenge of informed 

consent in the genomics era. A tiered consent process can be 

envisioned in which patients will be informed of the types of 

information generated by exome and genome sequencing. 

Patients may elect to receive only information pertinent to 

their presenting symptoms, or they also may request to 

receive all or some portion of their secondary findings. 

Another scenario would allow for patients to request second-

ary findings at a later date. In the pediatric setting, consent 

scenarios also would need to account for primary and sec-

ondary findings in children that are relevant to siblings and 

biological parents. The consequence of this complexity is 

that the field of molecular pathology is entering into an 

unprecedented era of result reporting that will encompass 

not only diagnostic findings but risk prediction for patients 

and family members. While not a new concept in genetic 

testing, the magnitude of this endeavor will strain current 

healthcare delivery models. Going forward, the successful 

broader implementation of genome-scale testing therefore 

will require sophisticated consent and reporting approaches 

that accommodate individual patient wishes and provide 

genome-scale information to patients in accessible and 

understandable formats.

 Conclusions

Next-generation sequencing has entered the clinical labora-

tory and in the years ahead will transform many areas of 

clinical molecular pathology. In the span of a single chapter, 

it has not been possible to describe all aspects and applications 

of NGS. In response to the growing adoption of NGS, 

professional societies and organizations have begun to 

develop guidelines and standards for the clinical use of NGS. 
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Recently, the College of American Pathologists (CAP) 

published NGS-specific laboratory accreditation require-

ments for clinical molecular laboratories [98]. As noted 

above, the ACMG has published a policy statement 

 addressing the clinical use of genome sequencing. It is antic-

ipated that additional guidelines will be developed for mul-

tiple areas of clinical applications of NGS and the CAP is 

actively developing the first NGS-based proficiency testing 

for clinical laboratories. These and other ongoing efforts by 

professional societies and organizations reflect the current 

and expected impact of NGS on the practice of medicine. As 

a technology, NGS is a convergence of innovations in 

sequencing chemistries, microfluidics, and optics. Like the 

polymerase chain reaction, NGS is a transformative technol-

ogy, and the wealth of data generated poses a tremendous 

challenge for medicine and a unique opportunity for the field 

of molecular pathology to play a major role in its successful 

implementation to improve patient care.
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    Abstract  

  Massively parallel sequencing (also known as next-generation sequencing, or NGS), which 
provides genomic data at low cost and high accuracy, is ideally suited for clinical testing of 
cancer specimens. NGS results may inform the cancer diagnosis or choice of therapy. The 
genomes of cancer cells carry somatic (often referred to as acquired) alterations, which fall 
into four general classes: single nucleotide variants (SNVs), small insertions and deletions 
(indels), copy number variants (CNVs), and structural variants (SVs). The genetic com-
plexity of cancers underscores the importance of NGS to evaluate the full spectrum of 
sequence variations in dozens to thousands of genes in a single test. Amplifi cation-based as 
well as hybrid capture-based methods for NGS testing can be used for the analysis of cancer 
specimens, and assays that target a panel of genes (from several genes, to several hundred 
genes), the exome, or the genome have been developed. Although each type of assay carries 
with it specifi c test design considerations, all NGS assays share a set of preanalytic, ana-
lytic, and postanalytic/reporting issues that must be addressed during test validation and 
routine clinical use. In addition, the analytic portion of an NGS test consists of three indi-
vidual components (i.e., the sequencing platform; the wet bench procedures; and the bioin-
formatics pipeline), which creates some unique quality management issues.  
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     Introduction 

 Massively parallel sequencing (also known as next- 
generation sequencing, or NGS), which provides genomic 
data at low cost and high accuracy, is ideally suited for clin-
ical testing of cancer specimens. NGS is increasingly being 
used for clinical testing of cancer specimens because NGS 

can comprehensively evaluate multiple genetic loci when 
only a limited quantity of DNA is available for testing. The 
ability to provide comprehensive analysis is important 
given the increasing number of targeted chemotherapy 
drugs (which requires analysis of an ever increasing num-
ber of genes), while ever smaller tissue specimens are avail-
able for testing. The smaller specimens are a result of trends 
to shift from large excisional biopsies to needle or aspira-
tion biopsies for diagnosis. 

 The genetic complexity of cancers underscores the 
important role for NGS in evaluating the full spectrum of 
sequence variations in dozens to thousands of genes in a 
single test. The genomes of all cancer cells carry somatic 
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or acquired DNA alterations, which fall into four general 
classes, single nucleotide variants (SNVs), small inser-
tions and deletions (indels, which are generally less than a 
few dozen bases long), copy number variants (CNVs), and 
structural variants (SVs, such as translocations). Some of 
the mutations are so- called “driver mutations” because 
they confer selective clonal growth or survival advantage 
and are causally involved in oncogenesis. Other mutations 
are so-called “passenger mutations” since they do not con-
tribute to development or progression of the cancer but are 
secondary changes with little diagnostic or therapeutic 
importance, usually due to the genomic instability of 
many cancers. 

 Identifying somatic driver mutations in cancer has several 
direct clinical applications. First, the specifi c pattern of 
mutations can be diagnostic in cases in which traditional his-
topathologic examination is not defi nitive, as for example in 
the setting of a tumor of unknown primary origin [ 1 ]. Second, 
somatic mutations can be used to predict how a patient may 
respond to a drug with respect to toxicity or effi cacy. For 
example, alterations in exon 19 of  EGFR  in patients with 
non-small-cell lung cancer (NSCLC) are responsive to treat-
ment with gefi tinib [ 2 ]. Similarly, the majority of patients 
with NSCLC or lung adenocarcinoma who carry inversions 
in  ALK  or a translocation involving  ROS1  respond to treat-
ment with crizotinib [ 3 ,  4 ]. Other somatic mutations predict 
resistance to therapy with tyrosine kinase inhibitors (TKIs), 
such as  KRAS  mutations in lung cancer [ 5 ]. Third, somatic 
mutations can provide prognostic information on the risk of 
disease progression or relapse. For example, an internal tan-
dem duplication of  FLT3  is associated with poor prognosis 
in acute myeloid leukemia (AML), while mutations in 
nucleophosmin ( NPM1 ) are associated with a favorable 
prognosis in AML [ 6 ]. 

 Amplifi cation-based as well as hybrid capture-based 
NGS methods can be used for the analysis of cancer speci-
mens. Assays that target a panel of genes (from several 
genes, to several hundred genes), the exome, or the genome 
have been used clinically for cancer analysis. However, as 
with all laboratory tests, the clinical utility of the different 
assay designs is extremely dependent on the clinical set-
ting. In general, since clinical utility has been defi ned for 
only a few thousand different mutations in a few hundred 
genes, sequence analysis of the exome or genome in a clini-
cal setting is currently unjustifi ed. In addition, due to the 
tissue and tumor heterogeneity of cancer specimens, detec-
tion of cancer mutations requires a high depth of coverage 
that cannot currently be accomplished with exome or 
genome NGS. Therefore, currently, the most common NGS 
tests for cancer focus on panels of genes with well docu-
mented roles in diagnosis, prognosis, or prediction of 
response to therapy.  

    Assay Design Considerations 

 Several practical and operational considerations of assay 
design determine the eventual utility of an NGS assay used in 
the clinical analysis of cancer specimens. The more general 
aspects of assay design are discussed in Chap.   61    . The details 
that are specifi c to the analysis of somatic mutations in tissue 
specimens from cancer patients are discussed in this chapter. 

    Amplifi cation-Based Methods 

 Amplifi cation-based NGS methods rely on exponential 
amplifi cation of the target region utilizing sequence-specifi c 
primers. When compared with hybrid capture-based meth-
ods, amplifi cation methods have a simpler workfl ow, with 
reduced hands-on time and more rapid turnaround time 
(TAT), and so are more frequently used in clinical settings. 
Highly multiplexed microfl uidic and microdroplet methods, 
e.g., RainDance Technologies (Billerica, MA) or Fluidigm 
(South San Francisco, CA), have substantial upfront hard-
ware costs. Several amplifi cation enrichment systems have 
been optimized for compatibility with benchtop sequencing 
instruments (e.g., Ion Torrent, Illumina MiSeq), which 
makes amplifi cation-based technology accessible to any size 
laboratory for clinical use. However, amplifi cation-based 
approaches have several limitations. First, there are signifi -
cant limits on the size of the target region that can be 
sequenced because of practical issues with the number of 
PCR reactions that can be multiplexed in a single amplifi ca-
tion. Second, only a subset of variant types can be detected; 
in general SNVs and small indels can be identifi ed, while 
detection of CNVs and SVs is extremely challenging. Third, 
as with any amplifi cation-based test, there is the potential for 
amplifi cation bias, polymerase sequencing errors, contami-
nation, and primer binding artifacts. Fourth, amplifi cation- 
based NGS requires prior knowledge of the sequences and 
the nature of the mutations to be targeted; the assay lacks the 
potential for identifying novel disease-associated mutations 
outside the targeted regions. 

    Commercial Amplifi cation-Based Tests 
 While many clinical NGS labs have internally developed 
amplifi cation-based NGS tests [ 7 – 9 ], commercially avail-
able assays are commonly used in the clinical setting. The 
AmpliSeq hot spot panel (Life Technologies, Grand Island, 
NY) and the TruSeq hot spot panel (Illumina, San Diego, 
CA) are in clinical use. 

 AmpliSeq assays (Life Technologies) [ 10 ] use a propri-
etary ultra-high multiplex PCR technology to generate 
thousands of amplicons for massively parallel sequencing. 
Only approximately 10 ng of input DNA are required and 
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the assays work well with different types of tumor samples, 
including archived formalin-fi xed, paraffi n-embedded 
(FFPE) tissue samples. The amplicons generated from 
AmpliSeq kits are ready for sequencing using the Ion PGM 
system (Life Technologies). The TAT from receiving sam-
ples to reporting results can be as short as 3–5 days. While 
the traditional assays involve only a limited set of loci in a 
panel of genes (Table  60.1 ), a new kit (Ion AmpliSeq 
Exome, Life Technologies) amplifi es the exome in 12 
primer pools using as little as 50 ng DNA [ 11 ]. Figure  60.1  
shows the results of a representative assay performed on an 
Ion Torrent PGM platform with a 316 Chip v2 and using 
the AmpliSeq™ Cancer Panel v2 (Life Technologies).

    TruSeq and related assays (Illumina) [ 12 ] also target a 
limited set of loci in a panel of genes (Table  60.2 ). The assays 
require 150–250 ng DNA based on the sample type, and have 
a TAT of 3–5 days.

        Hybrid Capture-Based Methods 

 NGS using targeted hybridization (hybrid) capture is a sensi-
tive and specifi c method to detect somatic alterations in can-
cer samples. With appropriate assay design, hybrid capture 

enables detection of all four classes of genomic alterations in 
cancer specimens with very high analytic sensitivity and 
specifi city, a very low limit of detection, and very high repro-
ducibility. Given the genomic heterogeneity that is a funda-
mental characteristic of cancer, particularly in solid tumors, 
the effi cient and cost-effective targeting of multiple classes 
of mutations in a large number of genes in a single assay is 

    Table 60.1    The genes covered by Ion AmpliSeq TM  Cancer Hotspot 
Panel v2   

  ABL1    EGFR    GNAQ    KRAS    PTPN11  

  AKT1    ERBB2    GNAS    MET    RB1  

  ALK    ERBB4    HNF1A    MLH1    RET  

  APC    EZH2    HRAS    MPL    SMAD4  

  ATM    FBXW7    IDH1    NOTCH1    SMARCB1  

  BRAF    FGFR1    IDH2    NPM1    SMO  

  CDH1    FGFR2    JAK2    NRAS    SRC  

  CDKN2A    FGFR3    JAK3    PDGFRA    STK11  

  CSF1R    FLT3    KDR    PIK3CA    TP53  

  CTNNB1    GNA11    KIT    PTEN    VHL  

  The size of the total targeted region of the panel is approximately 22 kb. 
A total of 207 primer pairs are amplifi ed in a single tube to generate 207 
different amplicons. The amplicon lengths range from 111 to 187 bp 
(average 154 bp)  

  Figure 60.1    Performance specifi cs of a next-generation sequencing 
run performed on the Ion Torrent PGM platform with a 316 Chip v2 
with AmpliSeq Cancer Panel v2 (Life Technologies). ( a ) Ion sphere 
particle (ISP) density indicates the distribution of the sequencing parti-

cles across the chip surface; ( b ) ISP summary table; ( c ) Variant Caller 
Report indicating test metrics. See Ref.  145  for details. Reprinted by 
permission from Elsevier Inc.,  Clinical Genomics: A guide to clinical 
next generation sequencing.  Kulkarni S and Pfeifer J, Eds.       
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required. Hybrid capture methodologies have the fl exibility 
to target a wide range of genes from one gene to the exome. 
Currently available liquid capture kits (e.g., Ref.  13 ) have a 
target size of 1 kb to 24 Mb. 

 However, hybrid capture NGS tests have several disad-
vantages. DNA library preparation generally takes 3–5 days 
(compared with 1 day for amplifi cation-based enrichment 
library preparation), with a large proportion of this time allo-
cated to probe hybridization (typically 24–48 h incubation 
time for the hybridization step itself). Therefore, clinical 
hybrid capture tests have a longer TAT. Although automation 
can be used to decrease TAT, the equipment is expensive and 
thus requires a substantial initial capital investment. 
Hybridization-based NGS clinical tests also frequently suf-
fer from design restrictions, including problems producing 
high quality sequence data from DNA regions with high GC 
content, repetitive sequences, and gene family members that 
share sequence homology (pseudogenes). The bioinformat-
ics and interpretive component of hybrid-capture based test-
ing has emerged as particularly problematic, since the ease 
with which massive amounts of sequence can be generated 
on the current generation of platforms can easily overwhelm 
a laboratory’s ability to analyze the data.  

    Assay Scope 

    Targeted Gene Panels 
 Gene panels for acquired mutations in cancer specimens 
focus on genes that are considered clinically actionable 
based on evidence for their diagnostic, predictive, and/or 
prognostic value. The gene panels may be quite narrow (e.g., 
only a few dozen genes) based on the specifi c cancer being 
evaluated, such as colon adenocarcinoma, lung adenocarci-

noma, or gastrointestinal stromal tumor [ 14 – 16 ], or much 
broader (e.g., hundreds of genes) based on recurrently 
mutated genes across multiple cancer types [ 17 ,  18 ]. 

 Smaller and larger gene panels each have distinct 
advantages and disadvantages. For clinical testing, limit-
ing the number of targeted genes avoids an excessive num-
ber of distracting variants of unknown signifi cance (VUSs), 
decreases incidental fi ndings, and decreases TAT. Assays 
with a smaller target region make it cost effective to 
sequence at greater depth even with multiplexed samples, 
providing greater analytical sensitivity for detecting muta-
tions with low variant allele frequencies (VAFs) and a 
lower cost. Another important advantage of small panels 
that target only loci with well- established clinical rele-
vance is higher rates of reimbursement, a difference that is 
critical in the clinical setting where testing is funded by 
insurance payers rather than research grants or philan-
thropy. In contrast, large gene panels are more likely to 
include genes relevant to clinical trials or drug develop-
ment, and so have much more utility in investigational set-
tings. In the end, gene panel design is determined by 
examining factors such as clinical need, expected sample 
volume, practicality of running multiple small disease- 
directed panels vs a single more general cancer based 
panel, and sources of revenue.  

    Exomes and Genomes 
 Exome and genome sequencing often are applied to the study 
of cancer as a discovery tool in the investigative setting. 
Exome or genome sequencing is helpful for detection of 
CNVs and is especially well suited to detection of structural 
variants (SV), which often involve noncoding DNA break-
points. However, the use of exome and whole genome in 
routine clinical practice has several limitations. First, because 
of the high depth of coverage (about 1,000×) required for 
sensitive and specifi c identifi cation of somatic variants in 
cancer samples due to admixing of benign and malignant 
cells within the tumor, clonal heterogeneity of the tumor 
cells, and variation in coverage across different regions of 
DNA, the cost of exome or genome sequencing is often pro-
hibitive in clinical practice. Second, the utility of sequencing 
genes without established clinical signifi cance for cancer 
patient management is an issue. Beyond the genes evaluated 
by focused panels, there are relatively few loci for which suf-
fi cient evidence of clinical signifi cance exists to support 
interpretation of functional or therapeutic consequences for 
the variants identifi ed; thus, most variants identifi ed are 
VUSs and do not meaningfully contribute to patient manage-
ment. Third, intensive bioinformatics analysis is required to 
manage the vast amounts of data generated by such large 
scale sequencing.   

   Table 60.2    Genes covered by the Illumina TruSeq Amplicon Cancer 
Panel   

  ABL1    EGFR    GNAS    MLH1    RET  

  AKT1    ERBB2    HNF1A    MPL    SMAD4  

  ALK    ERBB4    HRAS    NOTCH1    SMARCB1  

  APC    FBXW7    IDH1    NPM1    SMO  

  ATM    FGFR1    JAK2    NRAS    SRC  

  BRAF    FGFR2    JAK3    PDGFRA    STK11  

  CDH1    FGFR3    KDR    PIK3CA    TP53  

  CDKN2A    FLT3    KIT    PTEN    VHL  

  CSF1R    GNA11    KRAS    PTPN11  

  CTNNB1    GNAQ    MET    RB1  

  The panel targets mutation hotspots in 48 genes that are almost identical 
to those of the AmpliSeq™ Cancer Hotspot Panel (Table  60.1 ). The 
panel includes 212 amplicons ranging from 170 to 190 bp in length. 
The total genomic region covered is about 35 kb  
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    Determination of Somatic Status with or 
Without Paired Tumor-Normal Tissue Analyses 

    Determination of Somatic Status Without Paired 
Normal Tissue 
 Many factors complicate predictions regarding the germline 
vs somatic status of a variant, as well as estimates of the 
percentage of tumor cells that harbor the variant, for sequence 
changes identifi ed from a cancer sample when a normal tis-
sue sample from the same patient is not available or tested 
for comparison. Most approaches to this problem rely on the 
VAF, which is essentially the percentage of sequence reads 
that have the variant. However, when evaluating the VAF for 
variants identifi ed from cancer samples, it is important to 
remember that tumor samples in general, and solid tumor 
samples in particular, are inherently heterogeneous, consist-
ing not only of the tumor cells but also of associated infl am-
matory cells, stromal cells, endothelial cells, and normal 
parenchymal cells (as discussed in more detail below). Since 
the relative proportion of these various cell types is highly 
variable between different tumor samples, and even between 
different areas of the same tumor, the VAF from the cancer 
specimen is an uncertain guide as to whether a variant is a 
somatic mutation present in the majority of the tumor cells, 
only a small subclone of the tumor cells, or even a germline 
variant. For example, a heterozygous mutation present in a 
sample that consists almost entirely of tumor cells could 
have the same VAF (i.e., 0.5, often indicated as 50 %) as a 
homozygous mutation present in half of the tumor cells, or as 
a germline variant (Fig.  60.2 ). Interpretation of VAFs is further 

complicated by a complex interplay of various classes of 
mutation affecting the same locus. For example, a SNV in a 
gene that is amplifi ed in a small subclone of the tumor could 
produce the same VAF as a heterozygous mutation present in 
the majority of tumor cells. The use of VAFs as a basis for 
evaluating the percentage of tumor cells that contain a vari-
ant, or to infer the somatic vs germline status for an  identifi ed 
variant, is further complicated by analytic factors inherent to 
capture and/or amplifi cation techniques that introduce tech-
nical sources of bias.

       Paired Tumor-Normal Analysis 
 For NGS analysis of cancer specimens, paired tumor-nor-
mal testing can sometimes provide insight into the signifi -
cance of a VUS obtained from tumor tissue. However, the 
laboratory decision to perform paired tumor-normal testing, 
whether ad hoc based on the NGS fi ndings in a particular 
case or as the routine approach for all cases, depends on a 
number of factors including the cost, the size of the target 
region, and the anticipated clinical use of the sequence 
results. In general, for NGS assays focused on a limited 
panel of genes designed to identify mutations that are the 
targets of specifi c drug therapies, paired tumor-normal test-
ing provides little additional information that impacts 
patient care. However, for very large gene panels, exome, 
and genome sequencing, paired tumor-normal testing is an 
integral part of NGS analysis, essentially in order to fi lter 
out germline variants. Unfortunately, current reimburse-
ment paradigms do not support clinical sequencing of non-
tumor samples for comparison to tumor samples. 

  Figure 60.2    Ambiguity of variant allele frequencies (VAFs). Next- 
generation sequencing (NGS) was performed on two separate tumor 
samples from one patient; a  TP53  variant was identifi ed in both samples 
(chr17:7579514G.C). The patient’s oropharyngeal squamous cell carci-
noma (SCC) contained the variant with a VAF of 0.30 ( a ). The same 
variant was present in the lung SCC with a VAF of 0.32 ( b ). Sanger 
sequencing was performed on nonneoplastic tissue from the same 

patient, which demonstrated that the variant was heterozygous in the 
germline ( c ), and copy number analysis at this position showed no copy 
number alterations (not shown). Thus, based on the VAF alone, this 
variant may have been incorrectly interpreted as a somatic mutation that 
was shared between the two tumors. Reprinted by permission from 
Elsevier Inc., C linical Genomics: A guide to clinical next generation 
sequencing.  Kulkarni S and Pfeifer J, Eds.       
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 Even before acquired mutations are considered, bioinfor-
matics analysis of exome and genome sequence results of 
tumor specimens is complicated by the fact that an average 
person has from 140 to 420 non-silent (non-synonymous 
SNV, gain or loss of stop codon, frameshift or in-frame indel, 
or change in splice site) germline variants not present in any 
signifi cant proportion of other individuals (i.e., they are 
variants with a minor allele frequency of < 0.5 %) [ 19 ]. 
Nonetheless, these variants are not expected to contribute 
directly to carcinogenesis and thus likely represent benign 
variation seen in healthy humans [ 20 ]. In addition, the num-
ber of “novel” germline variants increases dramatically for 
individuals from ethnicities that are less well genetically 
characterized, based solely on inadequate sampling of rare 
benign polymorphisms in those populations. Since benign 
polymorphisms are generally indistinguishable from tumor- 
associated mutations in cancer samples if matched normal 
tissue is not available for comparison, these polymorphisms 
in the patient’s background germline genetic profi le cannot 
be separated from tumor-associated acquired mutations. 

 With respect to acquired somatic mutations, the number 
of somatic mutations in a tumor sample is highly variable 
between cancer types. Some cancers have < 1 mutation per 
megabase (Mb) of coding DNA sequence, with others hav-
ing > 100 mutations per Mb [ 21 – 29 ]. Unlike targeted NGS 
analysis of relatively limited and well- described hot spot 
mutations and cancer genes, exome targeting captures 
30–75 Mb of sequence (depending on the reagent used for 
capture) and identifi es hundreds of nonsynonymous coding 
sequence variants from each cancer sample. In so-called 
“hypermutator phenotype” tumors characterized by unusu-
ally high rates of somatic mutation, over 1,000 somatic 
mutations can be identifi ed [ 21 ,  26 ]. For example, lung squa-
mous cell carcinoma, which has one of the highest described 
somatic mutation rates, harbors an average of 228 non-silent 
protein coding sequence mutations, 165 structural rearrange-
ments, and 323 copy number changes per tumor [ 22 ]. 
Inclusion of the noncoding (e.g., intronic or untranslated 
region) sequence identifi ed by genome sequencing hugely 
increases the number of variants identifi ed; for example, a 
median of over 18,000 SNVs alone are found by genome 
sequencing of lung adenocarcinoma [ 27 ]. 

 Comparison of tumor tissue to normal (or more accu-
rately, non-neoplastic) tissue from the same patient is 
extremely valuable for determining whether an identifi ed 
variant is a germline variant or a somatic mutation, and for 
decreasing the overall number of variants that need to be 
evaluated and interpreted. The simplest bioinformatics 
approach for paired tumor-normal NGS testing involves 
subtracting variants identifi ed in the normal sample, pro-
ducing a set of variants that appears to be enriched in the 
tumor. The subtraction approach relies on a pure normal 
sample, verifi ed by tissue histology or some other method, 

to avoid “subtracting” variants present in even a low level of 
contaminating tumor cells. 

 One caveat to removal of germline variants from subse-
quent analyses is worth note, namely that some germline 
variants are very relevant in cancer and will be removed by 
this analytical method. For example, germline variants in 
 BRCA1  or  BRCA2  drive oncogenesis in families with heredi-
tary breast cancer, and germline variants in  TP53  cause can-
cer in families with Li–Fraumeni syndrome [ 30 ,  31 ]. 
However, ideally, standard clinical evaluation should iden-
tify those patients at risk for a hereditary cancer syndrome.   

    Library Complexity 

 The number of independent DNA template molecules (some-
times referred to as genome equivalents) sequenced in an 
NGS assay has a profound impact on the sensitivity and 
specifi city of variant detection. While it is possible to per-
form NGS analysis using only picogram quantities of DNA 
[ 32 – 34 ], this technical feat is accomplished by simply 
increasing the number of amplifi cation cycles during library 
preparation. However, the information content in 1,000 
sequence reads derived from one genome is quite different 
than the information content present in 1,000 sequence reads 
from 1,000 different genomes. Thus, library complexity and 
sequence depth (see below) are independent parameters in 
NGS assay design. 

 One common way to measure library complexity is 
through quantitation of the number of unique, on-target 
reads. Sequence reads with different 5′ and 3′ termini are 
usually unique and thus arise from DNA from more than one 
genome (and more than one cell); thus, it is straightforward 
to estimate the complexity of a DNA library produced by a 
hybrid capture method since the sequence reads have differ-
ent 5′ and 3′ termini refl ecting the population of DNA frag-
ments captured during the hybridization step. However, it is 
uncertain whether sequence reads with identical 5′ and 3′ 
termini have an origin from different genomes (cells) or 
merely represent PCR amplifi cation bias; thus, direct mea-
surement of the complexity in a DNA library produced by an 
amplifi cation method is diffi cult since all the sequence 
reads from one amplicon will have identical 5′ and 3′ termini 
regardless of the population of DNA fragments from which 
they originated. 

 Accurate calculation (or even estimation) of complexity 
from morphologic assessment of patient specimens is diffi -
cult since all the steps of library preparation involve ineffi -
ciencies that interact in complicated ways. Cancer specimens 
that are highly cellular and contain a high percentage of 
viable tumor cells typically produce an adequately complex 
DNA library. Small paucicellular specimens have the poten-
tial for generating low complexity DNA libraries likely to 
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produce biased sequence results. The complicated intratu-
moral heterogeneity of malignancies (see below) dictates 
that DNA library complexity should be maximized to achieve 
optimal NGS sequencing results.  

    Depth of Coverage 

 Depth of coverage is defi ned as the number of aligned reads 
that contain a given nucleotide position, and suffi cient depth 
of coverage is critical in clinical NGS assays for identifi ca-
tion of sequence variants with the required level of sensitivity 
and specifi city. Many factors infl uence the required depth of 
coverage. The fi rst variable is the sequence complexity of the 
target region. Target regions with homology to multiple 
regions of the genome, a higher number of repetitive 
sequence elements, pseudogenes, and increased GC content 
generally have decreased coverage due to technical aspects 
of the sequencing process [ 35 ,  36 ]. Second, the method used 
for targeted enrichment can impact coverage depth with 
amplifi cation methods often providing higher depth 
(although the complexity of the sequence data may be uncer-
tain, as discussed above). Third, in a multiplexed clinical test 
where multiple samples are sequenced simultaneously, the 
size of the target region (e.g., 400 kb for a typical panel of 
genes, vs 30–75 Mb for an exome, vs over 3 Gb for a genome) 
will impact the depth of coverage that can be reasonably 
achieved for each sample because of the defi ned sequencing 
capacity of the chip used to generate the sequence reads. 

 The relationship between depth of coverage and the 
reproducibility of variant detection from a given sample is 
straightforward: a higher number of high-quality sequence 
reads lends confi dence to the base called at a particular 
location, whether the base call from the sequenced sample 
is the same as the reference base (no variant identifi ed) or 
is a non- reference base (variant identifi ed), and thus 
increases assay sensitivity and specifi city [ 35 – 38 ]. 
However, the depth of coverage required to make accurate 
variant calls also is dependent upon the type of variant 
being evaluated, and whether the variant is germline or 
acquired. In general, a lower depth of coverage is accept-
able for constitutional testing where germline alterations 
are more easily identifi ed since they are in either a hetero-
zygous or homozygous state, and all DNA has the same 
sequence, except for mosaicism. A minimum of 30× cover-
age with balanced reads (forward and reverse reads equally 
represented) is usually suffi cient for germline testing [ 39 ,  40 ]. 
However, much higher read depths are necessary to confi -
dently identify somatic variants in tumor specimens due to 
tissue and tumor heterogeneity (see below); an overall 
coverage of approximately 1,000× is optimal [ 7 ]. For NGS 
of mitochondrial DNA, an average coverage of > 20,000 is 
required to reliably detect heteroplasmic variants present at 
1.5 % [ 41 ]. 

 The need for high read depths refl ects the complexity 
involved in somatic variant detection. As discussed below in 
more detail, tumor biopsy specimens represent a heteroge-
neous mixture of tissue encompassing malignant cells, as 
well as supporting stromal cells, infl ammatory cells, and 
uninvolved tissue; malignant cells harboring somatic varia-
tion can become diluted out in this admixture. Of additional 
consideration, intratumoral heterogeneity creates tumor sub-
clones so that only a small proportion of the total tumor cell 
population may have a given mutation. Thus, the read depth 
of the assay should be suffi ciently high to compensate for 
this variation.   

    Preanalytic Issues 

    Specimen Requirements 

 The amount of specimen DNA required for clinical NGS test-
ing can be from a variety of patient sample sources including 
peripheral blood, bone marrow aspirates, buccal swabs, sur-
gical resections, needle biopsies, and fi ne needle aspirations 
(FNAs). For solid tumors the most frequently available speci-
men type is FFPE tumor tissue. Fortunately, FFPE specimens 
as well as fresh tumor samples are both amenable to NGS 
analysis by current NGS technologies. However, DNA from 
FFPE will be a suboptimal substrate for use with emerging 
approaches that make it possible to determine the sequence of 
over a thousand bases per individual DNA template mole-
cule, which will improve the analysis of currently diffi cult 
regions such as pseudogenes or repetitive sequences. 

 While it is well established that formaldehyde reacts with 
DNA and proteins to form covalent crosslinks, engenders oxi-
dation and deamination reactions, and leads to the formation 
of cyclic based derivatives [ 42 – 46 ], with higher depths of cov-
erage, the rate of sequence artifacts from FFPE samples is 
quite small compared with paired fresh samples from the same 
tumor, and is in fact several orders of magnitude below the 
cutoff for reporting variants in routine clinical practice [ 47 ]. 
Similarly, several studies have demonstrated that, for both 
amplifi cation and hybrid capture methods, alcohol fi xation 
does not induce sequence artifacts at a clinically signifi cant 
rate [ 48 ,  49 ]. The lack of a signifi cant rate of NGS sequence 
artifacts has been shown for both ethanol-fi xed specimens (of 
the type used in Papanicolaou stains) as well as methanol-
fi xed specimens (of the type used in Romanowsky stains such 
as Diff-Quik), which allows the increasingly common use of 
cytology specimens for clinical NGS tests. Since exposure 
to acid effi ciently hydrolyzes phosphate diester links (and 
also damages nucleotides leading to abasic sites) in both DNA 
and RNA, acid decalcifi cation renders tissue samples unac-
ceptable for NGS analysis [ 50 ]. When decalcifi cation is 
required, calcium chelating agents such as EDTA should be 
used since they have no signifi cant impact on nucleic acids.  
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    Histopathologic Review 

 Prior to DNA extraction from the tumor specimen, the speci-
men slides corresponding to the tumor used for NGS testing 
should be reviewed by an anatomic pathologist to ensure the 
presence of viable (non-necrotic) malignant tissue, and to 
assess the quality and quantity of the material submitted for 
testing. The pathologic assessment is an important quality 
control step since it permits evaluation of possible analytic 
confounders, including the percentage of nonneoplastic tis-
sue, necrosis, cautery artifact, and so on, and thus helps 
ensure that the specimen is adequate for the validated assay. 
More specifi cally, if a cutoff of 10 % VAF is used for clinical 
reporting of a variant, then areas with more than 20 % tumor 
cellularity should be used to ensure that heterozygous vari-
ants present in all the tumor cells will likely be detected. 
Obtaining an estimation of the percentage of tumor cells 
present in the tissue section relative to total number of 
cells is useful during interpretation of the sequencing data 
in regard to VAF. Unfortunately, although a pathologist’s 
review of cancer samples is required to select the regions of 
tumor with high cellularity and viability, the estimates of 
percent tumor cells present are unreliable [ 51 ,  52 ]. 

 It is important to recognize that the percentage of nonneo-
plastic tissue (also known as tissue heterogeneity) is different 
from intratumoral heterogeneity. Tissue heterogeneity refers 
to the fact that no tumor specimen is composed of 100 % neo-
plastic cells. Instead, cancer samples contain a varying pro-
portion of nonneoplastic cells including stromal cells (benign 
parenchymal cells and fi broblasts), infl ammatory cells (pri-
marily neutrophils, lymphocytes, and macrophages), and 
endothelial cells (of blood vessels and lymphatics). 
Intratumoral heterogeneity is a term used to refer to the fact 
that malignant neoplasms usually demonstrate clonal hetero-
geneity [ 53 ,  54 ]. Consequently, even with a relatively pure 
tumor sample identifi ed by histopathologic review, the num-
ber, type, and frequency of sequence variants detected in that 
sample may or may not be an accurate refl ection of the range 
and frequency of the variants elsewhere in the tumor.  

    DNA Extraction 

 Total DNA yield from a cancer specimen is commonly mea-
sured by either spectrophotometry or fl uorometry. Metrics 
including  A  260 / A  280  and  A  260 / A  230  are commonly used to esti-
mate nucleic acid purity, and agarose gel electrophoresis can 
be performed to ensure the presence of high molecular weight 
genomic DNA. However, the presence of high molecular 
weight DNA is not necessarily mandatory for NGS, as dem-
onstrated by the fact that both amplifi cation-based and hybrid 
capture-based methods work well with FFPE samples that 
contain damaged nucleic acids due to formalin-fi xation during 

routine processing [ 47 ]. While sample processing is generally 
standardized within a laboratory, many variables can signifi -
cantly impact nucleic acid quality, such as fi xation time, stor-
age conditions, and acid decalcifi cation, and in turn can affect 
subsequent library preparation and sequencing. The use of 
acid decalcifi cation is especially problematic since acid expo-
sure rapidly destroys nucleic acids [ 50 ]; decalcifi cation with 
a chelating agent (EDTA) is preferred [ 55 ].   

    Analytic Issues 

 NGS tests require three components, specifi cally: the 
sequencing instrument; the laboratory procedures including 
extraction of nucleic acids and DNA library preparation; and 
the bioinformatics processes for base calling, reference 
genome alignment, variant identifi cation, variant annotation, 
and variant interpretation. The general features of all three of 
these components as they apply to NGS analysis of cancer 
specimens are similar to those for constitutional testing, and 
are covered in Chap.   61    . However, some additional issues 
must be considered in the analysis of tumor samples, specifi -
cally in the bioinformatics analysis. 

 As with all NGS testing, after the sequencing reads are 
generated from the DNA extracted from a tumor specimen, 
bioinformatics tools are used to align the reads against a ref-
erence genome and identify differences between the tumor 
DNA sequence and the reference sequence. Given the intrin-
sic genomic instability of malignancies, and often compli-
cated intratumoral heterogeneity due to the presence of 
various tumor subclones, maximum clinical utility of NGS 
testing of cancer specimens can only be achieved using a 
bioinformatics pipeline designed to detect all four classes of 
genomic variants (SNVs, indels, CNVs, and SVS) at allele 
frequencies that are physiologically relevant. The four main 
classes of variants each require different computational 
approaches for sensitive and specifi c identifi cation (assum-
ing the assay is designed to permit their detection) [ 56 ], and 
since various bioinformatics pipelines are known to yield 
different variant calls for the different classes of variants, and 
even for specifi c variants, optimization of the bioinformatics 
pipeline used for a clinical NGS test is imperative [ 57 ]. 

    Single Nucleotide Variations 

 SNVs occur when a single nucleotide (e.g., A, T, C, or G) is 
altered in the DNA sequence; note that single base pair inser-
tions and deletions are technically not SNVs but rather 
indels. SNVs are by far the most common class of sequence 
variant, and the high density of polymorphic SNVs segregat-
ing in the human population (about 1 SNV is present per 800 
bases between a single diploid individual and the reference 
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genome) makes them ideal markers for genetic mapping [ 58 ]. 
Inherited SNVs are generally classifi ed as single nucleotide 
polymorphisms (SNPs) if they are present at a moderately 
high frequency in the population (greater than 1 %), although 
many inherited SNVs exist at lower population allele fre-
quencies yet are nonetheless benign polymorphisms with no 
known disease association. While SNPs are polymorphisms 
that have no direct (or clearly established indirect) associa-
tion with a specifi c disease, SNVs that are correlated with 
disease often are referred to as single base pair mutations or 
point mutations. The biologic impact of SNVs in protein- 
coding regions depends on whether the change is synony-
mous (silent) or nonsynonymous (of which the two types are 
missense mutations and nonsense mutations). In noncoding 

regions, as well as some coding regions, SNVs may affect 
RNA processing or gene regulation [ 59 – 62 ]. Nonetheless, 
selection pressure reduces the overall frequency of single 
base pair substitutions in coding DNA and in associated reg-
ulatory sequences, with the result that the overall SNV rate 
in protein-coding DNA is much less than that of noncoding 
DNA. In addition, clinical testing does not usually consider 
the noncoding regions of the genome, although these regions 
are being studied and clearly can cause disease. 

 The platforms and bioinformatics pipelines of NGS are 
well suited to the detection of SNVs, although the error 
rates of different platforms must be considered during plat-
form selection and assay design (Fig.  60.3 ). In fact, the ear-
liest clinical applications of NGS were designed to detect 

  Figure 60.3    Comparison of three major platforms currently used in 
clinical NGS assays. Since the platforms vary with respect to their 
chemistry, it is not surprising that they each have different intrinsic 
error rates which affect the performance for single nucleotide variant 
(SNV) detection. In one comprehensive study evaluating sequencing 
platform differences [ 141 ], the MiSeq instrument (Illumina) had the 
lowest substitution error rate (about 0.1 substitutions per 100 bases). 
The Ion Torrent PGM (Life Technologies) had a substitution error rate 
over ten-fold greater, which steadily decreased across the read length; 
however, increased accuracy could be achieved by “clipping” read ends 
determined to be of low quality [ 142 ]. The substitution error rate of the 

454GS Junior (454 Life Sciences, A Roche Company, Branford, CT) 
was intermediate between the MiSeq and Ion Torrent PGM. In terms of 
indel detection, admittedly only one of many factors that must be con-
sidered in selecting an NGS platform, the reversible dye terminator 
approach of the MiSeq has a lower indel error rate (<0.001 indels per 
100 bases sequenced) compared with pH detection of the Ion Torrent 
PGM (1.5 indels per 100 bases), for reasons discussed in the text [ 143 ]. 
From Loman NJ, Misra RV, Dallman TJ et al. (2012) Performance com-
parison of benchtop high-throughput sequencing platforms. Nat 
Biotechnol 30:434-9. Reprinted by permission from Nature Publishing 
Group       
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SNVs in inherited and acquired diseases, and for this reason 
the bioinformatics pipelines required for sensitive and spe-
cifi c detection of single base substitutions are among the 
most advanced in clinical NGS. The expanding catalog of 
clinically relevant point mutations has been an especially 
important driver of development of NGS assays [ 21 ,  63 , 
 64 ]. Indeed, to date, NGS tests have been successfully 
implemented in several clinical laboratories for detecting 
SNVs [ 7 – 9 ,  14 ,  16 ,  17 ].

   From a bioinformatics perspective, many popular NGS 
analysis programs for SNV detection are designed for con-
stitutional genome analysis where variants occur in 0 % 
(wild type), 50 % (heterozygous), or 100 % (homozygous) of 
the reads. These prior probabilities are often built into the 
algorithms, and consequently, SNVs with VAFs falling too 
far outside the expected range for homozygous and heterozy-
gous variants are often ignored as false positives. Thus, sen-
sitive and specifi c bioinformatics approaches for somatically 
acquired SNVs require either signifi cant revision of the soft-
ware packages designed for constitutional testing or new 
algorithms altogether. Some bioinformatics tools are opti-
mized for very sensitive detection of SNVs in NGS data, but 
these tools require high coverage depth for acceptable per-
formance and rely on spiked in control samples used to cali-
brate run-dependent error models [ 37 ], features that must be 
accounted for in assay design. The published comparative 
performance of the various bioinformatics tools for SNV 
detection provides some guidance to clinical laboratories for 
design and implementation of NGS assays for somatic muta-
tions [ 37 ,  65 ]. 

 A number of on-line tools can be used to predict the 
impact of a SNV and evaluate whether a SNV has a docu-
mented disease association. However, given the lack of stan-
dardized annotation formats, and variability in the level of 
review that was performed to establish the associations 
between a specifi c genotype and a specifi c phenotype, puta-
tive associations must be carefully reviewed in the context of 
the published medical literature.  

    Insertions and Deletions 

 By defi nition, indels are an insertion and/or deletion of one 
or more nucleotides into genomic DNA and include events 
less than 1 kb in length, although most indels are only sev-
eral bp to several dozen base pair (bp) in length. Of note, 
many indels are not necessarily the direct result of DNA 
damage, per se, but instead originate from DNA polymerase 
errors or incorrect DNA repair following a genomic insult. 
As a result, indels may be complex (e.g., include both 
inserted and deleted bases) and often involve areas with 
repetitive sequences, factors that can make identifi cation dif-
fi cult. Indels can have widely variable consequences, includ-

ing altered gene transcription, altered RNA splicing, in frame 
mutations (synonymous, missense, and nonsense mutations), 
frameshift mutations (that can be silent, or result in produc-
tion of a protein with altered structure and function), and 
change the length of repetitive regions which can lead to the 
clinical phenomenon known as anticipation (more severe 
and earlier onset disease with each generation). 

 Indel detection is very important in clinical NGS of can-
cer specimens since indels are implicated as the driving 
mechanism for many oncologic diseases. Additionally, 
indels are a common mechanism of kinase activation in can-
cer, a feature exploited clinically by targeted therapy with 
kinase inhibitors. While the sequencing techniques and bio-
informatics tools used for NGS analysis both infl uence the 
sensitivity and specifi city of indel detection, several specifi c 
factors inherent to indels as a mutation class also complicate 
their detection, including size, DNA sequence context 
(including the fact that indels commonly occur in repetitive 
DNA sequences), and variant annotation. The bioinformatics 
tools optimized for detection of SNVs or other classes of 
mutation are not optimized to detect indels, and therefore 
specifi c tools for indel detection are required. 

 Since alignment of indel-containing sequence reads is 
technically challenging, signifi cant improvement in bioinfor-
matics detection of indels can be achieved simply by using 
algorithms specifi cally designed for the task. One such spe-
cialized approach is called local realignment, which essen-
tially tweaks the local alignment of bases within each mapped 
read so as to minimize the number of base mismatches [ 66 ]. 

 Probabilistic modeling based on mapped sequence reads 
can be used to identify indels that are up to approximately 
15 % the length of an individual sequence read, but not lon-
ger. This level of sensitivity is suitable for the detection of 
many clinically relevant indels like  EGFR  exon 19 activating 
indels. However, probabilistic methods do not provide an 
acceptable sensitivity for detection of other insertions such 
as  FLT3  internal tandem duplications (ITDs) that range from 
15 bp to over 300 bp in length [ 67 ], the presence of which is 
used clinically to predict prognosis and guide treatment in 
patients with cytogenetically normal AML [ 68 ]. 

 Split-read analysis approaches to indel detection utilize 
algorithms that focus on split and soft-clipped reads (some-
times called one-end anchored reads) to identify possible 
breakpoints in NGS sequence data. The reads can either be 
analyzed using a pattern-growth algorithm whereby 
unmapped reads are broken into smaller pieces and realigned 
separately to identify possible indels, and/or by de novo 
assembly whereby unmapped reads are reassembled into a 
contiguous sequence (contig) based on their overlaps with 
each other [ 67 ,  69 ]. Importantly, evaluation of split and soft- 
clipped reads allows for the identifi cation of the full size 
spectrum of indels, and the approach is not subject to the 
same read length constraints as probabilistic methods [ 67 ]. 
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    Indel Annotation 
 A major issue with clinical indel detection is annotation (i.e., 
how the size, composition, and genomic location of the indel 
is written). As discussed above, indels often occur in 
 repetitive sequences, and thus multiple possible annotations 
can describe the same resulting sequence (see Fig.  60.4 ). 
Left- alignment prior to indel calling can decrease this prob-
lem by combining the multiple possible annotations into a 
single left-aligned annotation [ 66 ]. Importantly, left-align-
ment does not necessarily facilitate comparison of the identi-
fi ed indel to existing databases and literature in which indels 
are often not annotated in left-aligned format. In fact, left- 
alignment may preclude correlation of a potentially relevant 
indel with existing databases during interpretation.

       Reference Standards 
 Since highly optimized indel detection by NGS is relatively 
new, gold standards for detection and annotation are not yet 
established. However, the lack of consensus indel calls 

across various technical approaches and variant annotations 
make establishing a reference standard diffi cult. Efforts to 
develop indel standards are underway, which will markedly 
increase the ease and clinical utility of clinical NGS testing 
results [ 70 ], but until these efforts are complete, it will be 
diffi cult to assess the sensitivity and specifi city of clinical 
NGS assays for indel detection.   

    Copy Number Variations 

 CNV refers to structural changes resulting in gain or loss 
of genomic DNA in a chromosomal region. Individual 
CNVs may be inherited in the germline, or acquired as 
somatic mutations as in cancer genomes, such as  MYCN  
gene amplifi cation in neuroblastoma. Unlike SNVs, CNVs 
vary greatly in size and structure, ranging from thousands 
(by most defi nitions, CNVs are at least 1 kb long) to mil-
lions of nucleotides in length, and often involve complex 

  Figure 60.4    Redundant annotations for indels. The most common acti-
vating  ERBB2  indel in lung cancer results from duplication of 12 nucleo-
tides in exon 20, resulting in insertion of four amino acids in the protein 
sequence, but can be annotated in multiple ways. The reference genomic 
nucleotide sequence and resulting amino acid sequence at the beginning 
of exon 20, with amino acid numbering according to the NP_00439 iso-
form of the ERBB2/HER2 protein, are shown ( a ). Three possible annota-
tions for the activating  ERBB2  indel are shown ( b, c,  and  d ; inserted 
nucleotides and amino acids shown in  red , reference shown in  blue ). 
In ( b  and  c ), the inserted nucleotide sequence is the same 
(GCATACGTGATG), but the site of insertion is different. In ( b ), the 
insertion is made at the beginning of the reference AYVM sequence, with 
the genomic annotation chr17:g.37880981_377880982ins12 and protein 
annotation NP_004439:p.E770_A771insAYVM. In ( c ), the insertion is 
made after the reference AYVM sequence, shifting the indel annotations 
to chr17:g.37880993_37880994ins12 and NP_004439:p.M774_
A775insAYVM. However, the resulting nucleotide and amino acid 
sequences are exactly the same in ( b ) and ( c ). However, the same inser-
tion also can be annotated with what seems to be a completely different 
inserted sequence ( d ). Note that the amino acid before and after the refer-

ence YVM is an alanine. However, the reference A771 is encoded by the 
genomic sequence GCA, whereas the reference A775 is encoded by the 
genomic sequence GCT. Insertion of the sequence ATACGTGATGGC, 
splitting the GC and T that normally encode A775 (i.e., genomic annota-
tion chr17:g.37880995_37880996insATACGTGATGGC) keeps an A at 
amino acid number 775 (though now encoded by GCA instead of the 
reference GCT). The inserted nucleotides result in insertion of amino 
acids YVMA between reference amino acid positions 775 and 776 (i.e., 
protein annotation NP_00439:p.A775_G776insYVMA). The inserted A 
(just prior to G776) is derived from the last two inserted nucleotides (GC) 
and the T that was split off from what was originally A775. Although at 
fi rst glance the various annotations listed in parts ( b ), ( c ), and ( d ) seem 
different, all result in the same fi nal nucleotide and amino acid sequence. 
Of note, none of these possible annotations is technically correct based on 
the Human Genome Variation Society recommendations for mutation 
nomenclature [ 144 ], in which the variant is most appropriately annotated 
as a duplication (dup): chr17:g.378800982_37880993dup and 
NP_004439:p.A771_M774dup. Reprinted by permission from Elsevier 
Inc.,  Clinical Genomics: A guide to clinical next generation sequencing.  
Kulkarni S and Pfeifer J, Eds.       
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DNA rearrangements. While less common than SNVs, 
CNVs account for the majority of nucleotide differences 
between any two genomes because of the large size of 
individual CNVs [ 71 ]. 

 NGS provides a comprehensive method for CNV screen-
ing; however, identifi cation of CNVs from the short read 
sequence data generated by current NGS platforms presents 
signifi cant bioinformatics challenges for both amplifi cation 
and hybrid capture methods. As discussed in detail in Chap. 
  59    , all current NGS platforms generate relatively short indi-
vidual read sequences; the individual reads are combined via 
alignment to a reference genome to identify variants. 
However, detection of CNVs is conceptually different from 
identifi cation of SNVs or indels since the individual sequence 
reads arising from CNVs often do not have sequence changes 
at the base pair (bp) level. Instead, the reads from within a 
region of a CNV are simply underrepresented or overrepre-
sented in the collection of individual sequence reads when a 
deletion or amplifi cation has occurred, respectively. Thus, 
the bioinformatics approaches to CNV identifi cation rely on 
detection of an altered number of reads from a particular 
genetic region, or detection of sequence changes at the mar-
gins of the deletion or amplifi cation, or both. 

    Relative Depth of Coverage 
 Since a diploid human genome contains two copies of the 
majority of genomic regions in every cell, a CNV results in 
a proportional change in the relative DNA content within 
the region encompassed by the CNV. Assuming deep 
enough sequencing coverage, the relative change in DNA 
content will be refl ected in the number of reads mapping 
within the region of the CNV. The relative depth of cover-
age for a region must be interpreted with respect to an 
external baseline reference, which is generally accom-
plished by normalization to the “average” read depth across 
the same sample [ 72 – 74 ].  

    SNP Allele Frequency 
 Analysis of allele frequency at commonly occurring SNVs 
can be a useful indicator of CNVs or loss of heterozygosity 
(LOH) in NGS data [ 75 ]. Since single SNVs are often not 
informative for the presence of CNVs or LOH, the analysis 
usually combines information from multiple SNPs within 
the CNV region. An amplifi ed CNV region will contain a 
shift of the allelic ratio away from 50:50 for heterozygous 
SNVs, with a predominance of the amplifi ed allele nucleo-
tide. For LOH, all SNVs in the region will be homozygous 
for the retained allele nucleotide, with a loss of any heterozy-
gous SNVs. SNV allele frequency results can provide com-
plementary information to more sensitive methods such as 
depth of coverage.  

    Discordant Mate Pair Methods 
 Mate pair libraries refer to sequence generated from the ends 
of DNA fragments in the range of 2–5 kb long. Since current 
NGS platforms only generate sequence reads up to several 
hundred bp long, only the ends of the DNA fragments are 
sequenced, generating what are termed paired ends [ 76 ,  77 ]. 
The paired ends are mapped back to the reference genome 
using standard alignment algorithms, and the distance 
between mapped reads is considered proportional to the 
length of sequence contained in the original fragment. While 
mate pair mapping can be used to improve variant detection 
for several classes of mutations, including CNVs, it is most 
useful for detecting structural variants. Those paired ends 
that map with an intervening distance signifi cantly greater or 
less than predicted by the fragment size are referred to as 
discordant, and the presence of discordant reads indicates the 
presence of a structural variant.  

    Split Read Mapping 
 Direct evidence of a CNV can be obtained from the sequences 
of DNA fragments that overlap the breakpoints of the 
CNV. These reads in the presence of a CNV or SV are 
referred to as split reads, and can be used to anchor the 
breakpoints of a CNV [ 78 ,  79 ]. Split read mapping allows 
identifi cation of the precise genomic coordinates of a CNV, 
to the resolution of single nucleotides. Split read mapping 
requires sequence reads that are long enough to permit par-
tial read alignment on both sides of the breakpoint, a techni-
cal issue that has been largely resolved by the longer read 
lengths offered by current NGS platforms.   

    Structural Variants 

 Identifi cation of structural variants (SVs), including trans-
locations and other chromosomal rearrangements, is criti-
cally important in the analysis of cancer specimens for 
diagnosis, to predict prognosis, and to direct therapy, for 
both hematologic malignancies and solid tumors. In the 
clinical laboratory, detection of rearrangements is typically 
performed by routine cytogenetics or interphase/metaphase 
fl uorescence in-situ hybridization (FISH), but NGS meth-
ods also are capable of detecting SVs with high sensitivity 
and specifi city, and offer several advantages over conven-
tional methods such as FISH and cytogenetics. For example, 
in the case of  MLL  rearrangements characteristic of acute 
leukemia, where over 100 known fusion partners have been 
identifi ed, NGS testing has the potential to identify all 
known and unknown partner genes, while similar testing by 
fusion FISH probes would be cost prohibitive. Similarly, 
translocation identifi cation by NGS allows for single base 
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resolution of the chromosomal breakpoints, which allows 
for the identifi cation of noncanonical breakpoints that may 
not respond to chemotherapy. At best, FISH and conven-
tional cytogenetics can only localize breakpoints within 
100–300 kb. 

 Genome sequencing is an unbiased approach for the iden-
tifi cation of SVs similar to conventional cytogenetics. In 
theory, all rearrangements can be detected by genome 
sequencing as the sequence data cover both introns and 
exons, but in routine clinical practice genome sequencing is 
not practical for identifi cation of rearrangements due to the 
high cost. SVs also can be detected using hybrid capture 
exome sequencing; however, intronic regions, where rear-
rangements are known to occur, must be directly targeted, 
and therefore the use of exome capture reagents in general 
will not identify SVs and custom capture panels that include 
intronic probes are required. NGS of RNA (known as 
RNAseq, which can be performed on the transcriptome or 
limited to specifi c targeted regions via hybrid capture-based 
approaches) can be used to identify SVs [ 80 ,  81 ], but obvi-
ously is limited to those settings in which the rearrangement 
produces a chimeric fusion transcript. Amplifi cation NGS 
methods require a priori knowledge of the SV architecture 
and exact breakpoints so that appropriate primers can be 
used; since this information is rarely known in advance, 
amplifi cation NGS approaches have very limited utility for 
SV detection from DNA. 

 SV detection in NGS methods is challenging but possible. 
The challenges arise from the mechanisms by which SVs are 
generated. The breakpoints for interchromosomal and intra-
chromosomal rearrangements most often are located in non-
coding (e.g., intronic or intergenic) DNA sequences, often in 
highly repetitive regions, and therefore are diffi cult both to 
capture and to map to the reference genome. In addition, SV 
breakpoints often contain superimposed sequence variation 
ranging from small indels to fragments from several chromo-
somes [ 82 ,  83 ]. NGS sequence reads spanning complex rear-
rangements with multiple contributing chromosomes are 
diffi cult to map to the reference genome because only small 
DNA sequences (in general only tens of bases long) map to 
each of the contributing chromosomes [ 84 ]. 

    Bioinformatics Approaches to SV Detection 
 Numerous software tools are available for SV detection 
which utilize the orientation, spacing, and depth of mapped 
NGS sequence reads. Most algorithms rely on discordant 
mate pairs and split reads, with a few also considering read 
depth. When implementing NGS for translocation detection, 
multiple tools should be evaluated to determine which one 
has optimal performance characteristics for the particular 
assay under consideration, since, depending on the design of 
capture probes and specifi c sequence of the target regions, 

different translocation detection tools may have large differ-
ences in sensitivity or specifi city. 

 As noted above, discordant mate pair reads are paired-end 
reads that do not map to the reference genome as expected, 
and split reads are single end reads that map to the genome 
discontinuously. In the setting of SV detection, paired-end 
reads that map to different chromosomes, to the same chro-
mosome but in the incorrect orientation, or in the proper ori-
entation but too far apart or too close together can be used to 
detect genomic rearrangements. Because bioinformatics 
approaches based on discordant mate pair reads alone are 
subject to a high false-positive rate, some algorithms for SV 
detection make use of split reads. Similarly, due to the short 
read lengths currently available from NGS data, bioinfor-
matics analysis of split reads for the detection of SVs is most 
reliable when evaluated in concert with paired-end data, 
since the position of the split read can be determined with 
higher confi dence when its mate can be uniquely mapped to 
the genome, serving as an anchor. Depending on the choice 
of mapping software, “soft-clipped” reads may serve to indi-
cate the presence of split reads (soft clips are produced by 
some alignment software when one member of a mate pair 
can be uniquely mapped to the genome but its mate cannot; 
if the mate can be partially aligned, in the correct orientation 
and with an insert size within the expected range, the 
unmapped remainder of the sequence is considered to be 
“soft-clipped”) [ 85 ]. Soft-clipped reads often can be used to 
provide single base accuracy for the localization of rear-
rangements [ 86 ,  87 ], a signifi cant advantage in that such pre-
cise localization of gene rearrangement breakpoints 
facilitates orthogonal validation by PCR.   

    Orthogonal Validation 

 As with any laboratory test, clinical NGS tests to detect 
sequence variants in cancer specimens require confi rmation 
of test results by orthogonal methods during assay develop-
ment and validation [ 7 – 9 ,  14 ,  16 ,  17 ,  88 ,  89 ], as well as to 
confi rm unexpected or puzzling results that arise in routine 
clinical use. Test validation in general includes three steps, 
namely establishment of the analytic sensitivity and specifi c-
ity of the test, defi nition of the range of detectable mutations 
and the limits of detection of the assay, and demonstration of 
detection of variants in cancers which are known to have the 
mutation. Given that the bioinformatics associated with base 
calling, reference genome alignment, and variant identifi ca-
tion, annotation, and interpretation are such a key component 
of an NGS test, the bioinformatics methods must be vali-
dated as a part of overall test validation. 

 While each orthogonal validation method has advantages 
and disadvantages, several issues are common to all methods 
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in the setting of NGS tests of tumor specimens. First, 
although the lower limit of sensitivity of optimized conven-
tional approaches is similar to that of routine NGS tests for 
SNVs, enhanced NGS bioinformatics analysis methods 
enable detection of variants present at a frequency of < 1 %, 
a level of sensitivity signifi cantly better than can be achieved 
by conventional techniques. Second, some of the discrep-
ancies between SNVs detected by NGS assays and an 
orthogonal validation method may actually represent tissue 
heterogeneity and/or intratumoral heterogeneity rather than 
technical errors. Third, orthogonal validation used as confi r-
matory testing of positive results but not of negative results 
can raise the issue of discrepant analysis (also known as dis-
cordant analysis or review bias) that may poorly estimate test 
performance [ 90 – 92 ]. This last issue is especially problem-
atic since some current guidelines recommend the use of 
confi rmatory testing for positive results [ 93 – 95 ] without 
associated testing of negative results (i.e., wild type results). 

 Conventional orthogonal validation approaches that have 
been used to confi rm SNVs in NGS test results include 
Sanger sequencing, restriction fragment length polymor-
phism (RFLP) analysis, allele specifi c PCR, and SNP arrays. 
Similar approaches are well suited to confi rm the presence of 
indels identifi ed by NGS. Common technologies used for 
orthogonal CNV validation are quantitative real-time PCR 
(qPCR), interphase FISH, and array-based comparative 
genomic hybridization. The optimal choice depends on the 
size and scope of CNVs being validated. Classical cytoge-
netics, metaphase FISH, and interphase FISH are commonly 
used to confi rm the presence of SVs identifi ed by NGS.  

    Annotation 

 Use of NGS for clinical testing of cancer specimens is a par-
adigm shift that has profound implications for variant anno-
tation. Unlike focused testing for genes with well-established 
clinical correlations, NGS involves analysis of numerous 
genes for which the spectrum of variation has not been well 
characterized and for which often only limited evidence is 
available for a disease association. Essentially, many of the 
evidence gathering and analysis activities traditionally per-
formed for diagnosis, prognosis, or prediction of response to 
therapy have migrated from their classical position prior to 
testing (in the clinic), to a position where they follow the 
testing (interpretation of test results). This poses challenges 
to interpretation of whether the variant has a plausible contri-
bution to the cancer phenotype (whether for diagnosis, prog-
nosis, or response to a specifi c therapy). The annotation of 
the clinical signifi cance of an identifi ed sequence variant is 
therefore often a diffi cult and time-consuming process of 
gathering and interpreting the relevant scientifi c and medical 
evidence. The major factors that complicate annotation of 

sequence variants include the lack of clinical standards for 
interpreting primary NGS results, inconsistencies in report-
ing clinical variants in commonly used fi le formats, and a 
lack of systematized communication among clinical (and 
research) laboratories and the scientifi c literature. 

 Fortunately, an increasing number of resources are being 
created to support the task of interpretation of variants iden-
tifi ed by NGS. First, common variants not associated with 
disease must be fi ltered out. Large-scale efforts such as 
HapMap and the 1000 Genomes Project that characterize 
genetic variation in diverse population groups support 
assessments of the frequency of human variation; ClinVar, 
dbSNP, and Variation Viewer support searching and fi ltering 
functions related to allele frequencies, and dbSNP provides 
fi les of common variants not known to be disease-related. 
Then, the disease associations of the variant must be consid-
ered. Many centralized reference databases, such as those at 
NCBI, are designed for representing relationships between 
variants and phenotypes; for example, dbGaP is a catalog of 
variation–disease associations, ClinVar supports clinical 
interpretation of variants, and MedGen harmonizes pheno-
type terminologies and supports computational access to 
phenotype data. 

 It is important to recognize that the assessment of patho-
genicity reported by many databases is not determined by the 
database itself, but instead refl ects what is submitted. For 
example sources of data in ClinVar include genetic testing 
laboratories, semiautomatic data fl ows from OMIM and 
GeneReviews, locus-specifi c databases, research studies, 
and community projects [ 96 ]. The annotation of sequence 
variations also hinges on standardized classifi cation systems 
[ 97 – 99 ]; however, for most genes, reliable functional assess-
ments are not possible due to insuffi cient classifi cation meth-
ods. Currently, the clinical signifi cance of pathogenicity is 
performed using tiered levels ranging from benign to uncer-
tain signifi cance to pathogenic (see reporting section below). 

 One particularly useful resource under development is the 
Clinical Genome Resource (ClinGen), an NIH-funded pro-
gram envisioned to become a centralized resource of clinically 
annotated genes and variants to improve the understanding of 
genomic variation. Data are to be collected from numerous 
clinical and research testing results. Expert curation efforts 
and development of standards will help standardize clinical 
assessment of variants in the ClinVar database, develop a con-
sensus process for identifying clinically relevant variants, 
develop machine learning algorithms to improve accuracy and 
throughput for variant interpretation, and disseminate and 
explore integration with electronic health records. 

    Variants of Unknown Signifi cance 
 The issues associated with annotation of variants are so 
important because, even with gene panels, exome, or genome 
NGS tests optimized for clinically relevant sensitivity and 
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specifi city, the majority of variants identifi ed currently fall 
into the category of VUSs. By defi nition, for a VUS, insuf-
fi cient existing evidence exists to support a defi nitive anno-
tation regarding the effect of the variant on protein function, 
cell function, tumor behavior, and/or response to treatment. 
VUSs are particularly abundant in the sequence of tumor 
specimens due to the intrinsic genetic instability of most 
malignancies. 

 Several general categories of VUSs are defi ned. A sequence 
change affecting the coding region of a well- established 
gene in a particular tumor type, but not following the pattern 
of somatic mutation typical for that gene, would be a VUS. 
For example, constitutive activation of ABL1 in myeloid 
neoplasms typically occurs via translocation with a resulting 
BCR-ABL fusion protein kinase [ 100 ,  101 ]; however, a 
novel nonsynonymous SNV in  ABL1  would be a VUS since 
its effect on ABL1 kinase function cannot be extrapolated 
from literature about BCR-ABL activity or response to tar-
geted kinase inhibition. Another category of VUSs is previ-
ously undescribed variants occurring in DNA sequences that 
do not encode amino acids, including splice sites and regula-
tory regions (promoters, enhancers, UTRs), or even more 
broadly acting regulatory elements like microRNAs or long 
noncoding RNAs. As examples, variants in the splice accep-
tor site may result in exon skipping, which may or may not 
have a signifi cant impact on the protein’s function [ 20 ], and 
variants occurring in regulatory regions can have unantici-
pated and widespread consequences in terms of gene expres-
sion or cell function. 

 A number of different statistical approaches can be 
applied to predict the likely impact of a nonsynonymous 
mutation on the function of a gene product. Some widely 
used prediction algorithms (e.g., SIFT, PROVEAN, 
PolyPhen) rely on evolutionary conservation of a particular 
base or amino acid, frequency of a given variant in the nor-
mal population, and/or location of a variant within the pro-
tein structure to determine whether an identifi ed variant is 
likely to alter the function of a gene [ 102 – 106 ], although 
predicting the effect of a mutation on protein function is 
rarely straightforward [ 107 ]. Other approaches cluster 
somatically mutated genes by the functional pathways in 
which they are involved, usually in the setting of exome or 
genome analysis of cancer samples [ 108 – 111 ]; this path-
way analysis approach facilitates understanding of shared 
biological implications of VUSs occurring in otherwise 
seemingly unrelated genes. Driver mutation analysis is an 
approach focused on identifi cation of the variants in genes 
important for tumor growth, survival, or metastasis, as 
opposed to the passenger variants in genes that merely rep-
resent collateral damage in genetically unstable tumor cells 
[ 112 ]. Finally, clonal architecture analysis seeks to glean 
information about VUSs based on recognition of the rich 
clonal genetic diversity present in many morphologically 

homogenous tumors; for example, exome and genome 
sequencing studies of AML samples both at initial diagno-
sis and relapse have clearly shown that environmental 
selective pressures (e.g., the administration of chemother-
apy) cause expansion or development of tumor clones with 
a relatively limited repertoire of escape mutations [ 113 ]. 

 All these approaches for assigning functional signifi cance 
to VUSs in a clinical setting must be viewed with caution. 
Even rational criteria such as biological plausibility should 
not stand alone, since identifi cation of a novel variant in a 
known disease-associated gene, with a predicted functional 
impact similar to other disease-associated mutations in that 
gene, or in a pathway with other disease-associated genes, 
typically does not constitute suffi cient evidence of causality. 
A false-positive assignment of a VUS as pathogenic can 
have profound clinical consequences including misdiagno-
sis, inappropriate care (including the delivery of radiation 
therapy and/or chemotherapy, both of which carry poten-
tially very harmful side effects), and cessation of further test-
ing that may uncover the true genetic features of the tumor.    

    Postanalytic Issues and Reporting 

 As discussed in detail in Chap.   59    , professional organizations 
have recommended specifi c guidelines for reporting constitu-
tional variants; for ease of interpretation, most clinical labora-
tories classify variants identifi ed in constitutional testing into 
fi ve categories, as follows: (1) pathogenic, (2) likely patho-
genic, (3) uncertain signifi cance, (4) likely benign, and (5) 
benign [ 114 ,  115 ]. This fi ve-level classifi cation scheme has 
recently been proposed as the standard for interpretation of 
variants in inherited disorders through a joint recommenda-
tion of the American College of Medical Genetics and 
Genomics (ACMG) and the Association of Molecular 
Pathology (AMP) and is expected to be formally adopted fol-
lowing member comment and organizational approval. 

 In contrast, no consensus guidelines have been published 
for reporting somatic or acquired variants, although several 
work groups are currently addressing this issue. Most labora-
tories currently classify sequence variations with regard to 
the disease and in relation to the actionability of the given 
variant with respect to prognosis, diagnosis, or therapeutic 
selection using the same fi ve categories as for reporting con-
stitutional variants [ 7 ]. Since predicted responsiveness to tar-
geted therapy is often the primary reason for NGS testing in 
the cancer setting, variants expected to be sensitive or resis-
tant to a given therapy should be documented; driver and 
passenger variants should be reported even in the absence of 
a direct role in choice of therapy. When a variant is identifi ed 
that is known to be associated with a familial cancer predis-
position syndrome (and when paired tumor-normal analysis 
is not performed), formal genetic counseling and germline 
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analysis should be recommended in the report since it can be 
diffi cult to ascertain the etiology of a given variant as germ-
line or somatic based on the VAF from NGS analysis of a 
tumor sample alone.  

    Quality Management and Other Regulatory 
Issues 

 NGS is subject to the same regulatory standards as other 
clinical molecular tests, and, like other laboratory tests, has a 
test cycle that includes a preanalytic phase, an analytic phase, 
and a postanalytic phase. However, the fact that the analytic 
portion of a NGS test consists of three components (i.e., the 
sequence platform; the laboratory procedures that are 
involved in DNA sequence generation; and the bioinformat-
ics associated with base calling, reference genome align-
ment, variant identifi cation, variant annotation, and variant 
interpretation) creates some unique quality management 
issues [ 88 ]. Because NGS is a relatively new type of DNA 
sequence analysis, different laboratories have developed dif-
ferent models for the associated quality control and quality 
assurance activities to meet appropriate regulatory guide-
lines and best practice standards, although the methods most 
useful in routine clinical testing have not been established. 
The more general aspects of a quality management system 
are covered in Chap.   62    ; the focus here is on those aspects 
unique to NGS testing of tumors. 

    Preanalytic Issues 

 The preanalytic phase of testing is traditionally the most dif-
fi cult aspect of quality management since most of the pre-
analytic variables that impact laboratory testing are outside 
traditional laboratory boundaries. Because of the many 
unique aspects of NGS testing, the situation is even more 
complex for the analysis of tumor tissue. The fi rst factor is 
time of specimen fi xation, and the specifi c fi xative used. 
Although, as discussed above, FFPE tissue is an acceptable 
substrate for NGS testing, the chemical changes in DNA that 
result from formalin fi xation affect the quantity of intact 
DNA that can be recovered from tissue, and can have very 
subtle impacts on the actual sequence itself because of deam-
ination reactions that result from formalin exposure; these 
changes become more signifi cant the longer the period of 
exposure to formalin. Also, ethanol and methanol fi xation 
(e.g., cytology specimens) create subtle differences in the 
quantity of nucleic acids that can be recovered. 

 Specimen size is the second important preanalytic factor. 
Most amplifi cation-based NGS approaches require a mini-
mum DNA input in the range of 10 ng. While hybrid capture 
methods have been described that utilize as little as 10 ng of 

DNA, concerns about library complexity lead most clinical 
laboratories to require 100–200 ng of DNA as a minimum 
for hybrid capture NGS testing. 

 Third, the tissue sample must be appropriate. In the set-
ting of oncology testing, this variable is far more nuanced 
than the simple requirement that the tissue contains high 
neoplastic cellularity and viability. Questions occur regard-
ing the most appropriate site to sample in a patient with 
recurrent disease. Given that clonal heterogeneity is often 
present within the primary tumor, and that tissue metastases 
often represent divergent tumor clones [ 53 ,  54 ,  116 ], the 
tumor site sampled can have a profound effect on test results, 
and potentially patient care. 

 Fourth, in patients who have had an allogeneic bone mar-
row transplant, it can be diffi cult to collect tissue with suffi -
cient levels of the patient’s tumor cells to allow for the 
detection and interpretation of variants present at low allele 
frequencies.  

    Analytic Issues 

 Most laboratory tests involve the measurement of continuous 
variables, and consequently measures of test calibration, 
analytic variability, and other performance measures required 
for assay validation usually rely on statistical methods. For 
example, sophisticated QC approaches based on the Gaussian 
(normal) distribution have been developed to detect impreci-
sion or systematic bias [ 117 ], and Levey-Jennings plots are 
used to detect variability that cannot be explained by a 
Gaussian distribution [ 118 ,  119 ]. However, DNA sequencing 
requires fundamentally different QC approaches to evaluate 
the integrity of the test results because DNA sequence is a 
discontinuous, nominal variable [ 120 ]. For NGS tests, an 
estimate of the probability of correctness may be substituted 
for a quantitative estimate of uncertainty, and several meth-
ods have been proposed to address this issue [ 66 ,  121 – 123 ].  

    Profi ciency Testing 

 The Clinical Laboratory Improvement Amendments of 1988 
(CLIA) regulations mandates profi ciency testing (PT) for 
external quality assessment (EQA) as part of the laboratory 
accreditation process [ 124 – 126 ], although the precise rules 
and regulations that govern profi ciency testing continue to 
evolve. Numerous organizations are accredited by CLIA to 
provide PT programs, but NGS testing of cancer specimens 
has many analytes for which EQA surveys are not available, 
and in this setting, laboratories must implement alternative 
PT assessment procedures. These alternative assessment 
procedures include split sample analysis with other laborato-
ries, assessment of split samples with an established method 
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in the laboratory using previously assayed material, blinded 
exchange of samples with another laboratory, retesting of de- 
identifi ed patient samples, analysis of DNA from cell lines 
with previously determined genotypes, or analysis of syn-
thetic DNA of known genotype [ 127 ,  128 ]. 

 Many PT programs are based on an individual analyte, 
and are appropriately termed analyte-specifi c or disease- 
specifi c PT programs. The utility of disease-specifi c 
approaches for DNA analysis has been well documented 
[ 129 – 131 ]; however, given the number of genes and range of 
mutations that are routinely evaluated by NGS tests, clinical 
laboratories cannot follow an analyte-specifi c PT approach. 
For this reason, methods-based profi ciency testing (MBPT) 
paradigms have been developed which are centered on the 
method of analysis rather than the specifi c analyte being 
tested [ 126 ,  132 ]. The Centers for Medicare and Medicaid 
Services (CMS) that oversees the CLIA inspection and 
accreditation process understands that analyte-specifi c PT is 
not possible for the many different mutations that can occur 
in the many different genes that are analyzed by NGS tests, 
and therefore supports the concept of MBPT. 

 MBPT has some distinct advantages for PT of NGS tests. 
First, MBPT is scalable in that comparisons are possible 
between laboratories testing for dozens (if not hundreds or 
thousands) of different genes. MBPT also allows evaluation 
of profi ciency in detection of a wide range of variants, rather 
than one specifi c mutation type. Laboratories that participate 
in MBPT challenges are not penalized for an inability to 
detect a sequence variant that lies in a region outside the 
scope of their validated test, or types of sequence variants 
that are not validated for their NGS test. However, at present, 
MBPT cannot be used for PT when developed internally by 
an individual laboratory; MBPT is only acceptable when 
administered by an external PT provider. 

 While the emphasis to date has been on comprehensive 
PT assessments that evaluate all three aspects of an NGS test 
(the sequence platform, the wet bench procedures involved 
in DNA sequence data generation, and the bioinformatics 
associated with variant identifi cation), a novel type of PT 
termed in silico PT has recently been developed to specifi -
cally address the bioinformatics component of NGS tests 
[ 126 ,  128 ]. In silico PT is a response to the fact that clinical 
NGS bioinformatics methods are not standardized across 
laboratories, and thus bioinformatics analysis of NGS 
sequence reads is a major source of variability between labo-
ratories performing an NGS test on the same nucleic acid 
sequence. For in silico PT, sequence fi les from an NGS test 
are manipulated by computerized algorithms that introduce 
relevant sequence variants [ 133 ]. The resulting in silico data 
fi les (also referred to as simulated data fi les) mimic the com-
plexity of clinical samples and thus are ideal for MBPT for 
several reasons. First, they challenge every step in the bioin-
formatics analysis from alignment through variant detection, 

annotation, and interpretation. Second, simulated data fi les 
can include all four major classes of variants, either alone or 
in combination, for any set of genetic loci. Third, the variant 
allele frequency can be manipulated to test the sensitivity 
and specifi city of variant detection.  

    FDA Oversight 

 In the USA, the US Food and Drug Administration (FDA) 
regulates the manufacture of equipment, devices, and assay 
reagent kits used in clinical testing (which in the context of 
NGS includes the sequencing instruments, the kits used for 
DNA extraction, library preparation, and specifi c tests) and 
the bioinformatics methods to analyze the sequence data 
[ 134 – 136 ]. The US FDA defi nes tests that are developed and 
used within the same clinical laboratory, and that are not pro-
vided to other clinical laboratories, as laboratory developed 
tests (LDTs). In addition, the laboratory that develops an LDT 
must inform the medical professional who requested the test, 
in a statement appended to the test report, that, “This test was 
developed and its performance characteristics determined by 
{Name of the Laboratory}. It has not been cleared or approved 
by the US Food and Drug Administration” [ 137 ]. Because the 
number of US FDA cleared or approved NGS platforms, 
tests, and bioinformatics tools is currently very small, virtu-
ally all current clinical NGS assays are LDTs. 

 In 2010 the US FDA announced its intention to begin 
oversight of LDTs, and in response professional societies 
have proposed regulations to help guide FDA into best meth-
ods for ensuring appropriate oversight and validation of 
clinical molecular procedures including NGS tests [ 138 , 
 139 ]. As part of the continuing evolution of regulatory over-
sight of LDTs, the US FDA issued revised guidance in 2013 
on the distribution of in vitro diagnostic products labeled for 
research use only or investigational use only [ 140 ]. In this 
context it is noteworthy that clinical NGS testing is emblem-
atic of the regulatory issues surrounding many LDTs devel-
oped for genetic analysis of tumors in that the rapid pace of 
advancements in understanding the molecular basis of can-
cer is driving adoption of clinical testing, but the demand and 
pace of change for clinical testing is far outstripping the pace 
at which clinical laboratories and vendors can complete the 
regulatory requirements required for US FDA clearance or 
approval as an in vitro diagnostic.   

    Conclusions 

 The rapid pace of advancements in understanding the genetic 
basis of cancer is driving adoption of genetic testing of can-
cer tissue specimens for diagnosis, to provide prognostic 
information, and to guide therapy. NGS methods have been 
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adopted for clinical testing because they provide rapid, 
accurate, and cost effective approaches for sequence analysis 
of the large genome regions that are increasingly used to 
stratify patients into different prognostic and treatment 
response groups. However, since NGS is a new method of 
sequence analysis that has only recently been introduced into 
clinical laboratories, sequencing platforms, techniques, 
assay designs, bioinformatics approaches, and regulatory 
paradigms are still evolving. In this changing regulatory 
environment, different laboratories have developed different 
quality management systems to ensure that NGS tests are 
performed to the same rigorous standards as more conven-
tional clinical tests that focus on the analysis of nucleic acids, 
such as DNA sequence analysis by Sanger sequencing, 
microarray analysis, conventional cytogenetics, and meta-
phase or interphase FISH.     
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    Abstract  

  This chapter provides an overview of potential and current clinical applications of proteomics. 
Although the clinical applications of protein microarrays are discussed in this chapter, 
we particularly emphasize the potential utilization of mass spectrometry-based approaches 
for diagnosis, biomarker detection, and quantitation.  

  Keywords  

  Protein microarray   •   Mass spectrometry   •   Proteomics   •   Biomarkers     

     Overview 

 The term “proteomics” was fi rst used in the mid-1990s to 
describe large-scale characterization of the entire protein 
complement of a cell, tissue, or organism. The goal of pro-
teomics is to obtain a more global and integrated view of 
biology by studying protein expression, localization, interac-
tion, modifi cation, and function. In fact, proteomics has been 
widely applied in various areas of science, ranging from the 
deciphering of molecular pathogenesis of diseases and the 
characterization of novel drug targets, to the discovery of 
potential diagnostic and prognostic biomarkers. Although 
the largest application of proteomic analysis remains scien-
tifi c research, such technologies have already been intro-
duced into clinical laboratories and are poised for broader 
routine use in the future.  

    Protein Microarrays 

    Principle of Protein Microarrays 

 Technologies well established for DNA/RNA applications 
have been adapted for protein-based research resulting in the 
creation of protein microarrays. Currently, protein microar-
ray formats include two major classes, forward-phase arrays 
and reverse-phase arrays, depending on whether the sample 
is captured from solution phase or bound to the solid phase 
(Fig.  61.1 ).

   Forward-phase microarrays are the most frequently used 
formats allowing the simultaneous analysis of multiple 
parameters per sample. Specifi c proteins of interest are 
selectively trapped from complex protein mixtures (serum, 
plasma, cell lysate, or cell culture supernatant) by well- 
defi ned capture or “bait” molecules (usually antibodies but 
full-length functional proteins or protein active domains 
could be used) that are immobilized onto a solid surface. 
Each spot of the array contains one type of immobilized anti-
body or bait molecule. Each array is incubated with one 
sample and the bound analytes are visualized either by direct 
labeling of the analytes or via labeled secondary antibodies. 
Standard detection methods include fl uorescence, chemilu-
minescence, and colorimetry. A planar microarray-based 
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system can generate high-density protein microarrays to 
screen a large number of analytes in a single experiment. The 
concept of planar microarray-based systems has been suc-
cessfully miniaturized and operationalized into a bead-based 
microarray system where each bead is coupled to a specifi c 
bait molecule. This bead-based microarray system provides 
an interesting alternative since it is more fl exible, robust, and 
advanced with respect to automation to screen thousands of 
samples within a short time. 

 For reversed-phase microarrays, a multitude of different 
samples (tissues or cell lysates) are immobilized as spots in 
rows on a solid support such that the array contains numer-
ous spots representing the proteome of different patient 
samples or cell lysates. Then, each microarray is incubated 
with one highly specifi c detection molecule or antibody, 
measuring a single analyte with direct comparison of the 
analyte across multiple samples. This approach allows sets 
of proteins to be detected in large collections of tissue or 
cell samples.  

    Clinical Applications of Protein Microarrays 

 To date, many commercial forward-phase microarrays are 
available to investigate different classes of proteins such as 
cytokines and chemokines, cancer biomarkers or molecules 
involved in signaling pathways. Interestingly, several clini-
cal protein microarrays have been cleared by the US Food 
and Drug Administration (FDA) or CE-marked for use in the 
European Union. So far, the main applications of these pro-
tein microarrays are diagnosis of infectious diseases or 
immune diseases. For example, the AtheNA Muli-Lyte ®  Test 
System (Zeus Scientifi c, Raritan, NJ, USA) can be used for 
the diagnosis of the infection by  Borrelia burgdorferi  by 
multiplex sandwich immunoassay for the quantitative detec-
tion of distinct IgG antibody to Vlse-1 and distinct IgM anti-
body to pepC10. Another example is the Bio-Plex™ 2200 
ANA Screen (Bio-Rad Laboratories, Hercules, CA) which 
detects autoantibodies in serum or plasma as an aid in the 
diagnosis of systemic rheumatic diseases such as systemic 
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  Figure 61.1    Comparison of forward-phase and reverse-phase protein 
microarrays. ( a ) Forward-phase microarray. Capture antibodies are fi rst 
immobilized on the slide surface. These immobilized antibodies are 

used to capture the antigens they recognize from a test sample. ( b ) 
Reverse-phase microarray. Complex samples are immobilized on the 
surface and targeted by antibodies overlaid on them       
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lupus erythematosus, mixed connective tissue disease, undif-
ferentiated connective tissue disease, Sjogren’s syndrome, 
scleroderma, dermatomyositis, polymyositis, rheumatoid 
arthritis, CREST syndrome, and Raynaud’s disease.   

    Mass Spectrometry-Based Proteomic 
Analysis 

    Introduction to Mass Spectrometry 

    Instrumentation 
 Since the fi rst description of a mass spectrometry (MS) 
experiment in the early 1900s by Thomson [ 1 ], MS-based 
approaches have come a long way from being narrowly 
applied in analytical chemistry to a key device for clinical 
testing. The description in the late 1980s of two different 
soft ionization methods named Matrix-Assisted Laser 
Desorption/Ionization (MALDI) [ 2 ,  3 ] and ElectroSpray 
Ionization (ESI) [ 4 ] (Fig.  61.2 ) signifi cantly accelerated 
MS-based interrogation of large biologically important 
molecules. The principle of operation of MALDI-based 

proteomics involves the co-crystallization of a protein/
peptide sample on a designated matrix medium (Fig.  61.2a ). 
The vaporization and ionization of the protein/peptide 
sample is achieved by pulse-irradiation of the surface with 
a laser. This process generates ions that are accelerated into 
the mass analyzer for analysis, fi ltering, and detection. By 
comparison, the ESI process involves the transfer of ions 
from solution to gaseous phase at atmospheric pressure 
(Fig.  61.2b ). The application of a very high voltage across 
a sample solution at very low fl ow rates in a capillary nee-
dle causes ions to accumulate at the narrow tip of the nee-
dle where they are then drawn out as the sample solution is 
pushed out of the needle creating charged droplets that are 
accelerated in an electric fi eld. Via the Coulomb explosion, 
large charged droplets are sequentially blown apart to 
form smaller droplets upon reaching a certain limit leaving 
only the discrete peptide sample ions to enter the mass 
analyzer.

   After ionization the sample reaches the mass analyzer 
which separates ions by their mass-to-charge ( m / z ) ratios. 
Ion motion in the mass analyzer can be manipulated by 
electric or magnetic fi elds to direct ions to a detector which 
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  Figure 61.2    Principles of operation of Matrix-Assisted Laser 
Desorption Ionization (MALDI) and Electrospray Ionization (ESI). ( a ) 
MALDI. The protein/peptide sample is co-crystallized with a matrix, 
then the vaporization and ionization of the protein/peptide sample is 
achieved by a laser pulse-irradiation of the surface. The matrix material 
heavily absorbs UV laser light, leading to the ablation of the upper layer 

of the matrix. This process generates ions that are usually accelerated 
into a mass analyzer for analysis. ( b ) ESI. The liquid containing the 
analyte is dispersed by electrospray into a fi ne aerosol. Via Coulomb 
explosions, large charged droplets are sequentially blown apart to form 
smaller droplets. Upon reaching a certain size limit, only the discrete 
peptide sample ions enter the mass analyzer       
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registers the number of ions at each individual  m / z  value. 
Different types of mass analyzers are available: time-of- 
fl ight (TOF), ion trap, and quadrupoles. These mass analyz-
ers differ considerably in sensitivity, resolution, mass 
accuracy, and the possibility to obtain fragment peptide 
ions which results in mass spectra with high content of 
information (MS/MS spectra). The choice of the combina-
tion of the ion source with the mass analyzer and the detec-
tor depends on the specifi c application.  

    Classical Workfl ow for Mass Spectrometry 
Proteomics 
 Mass spectrometry-based proteomic analyses can be divided 
into top-down or bottom-up processes. In top-down pro-
teomics, intact proteins or polypeptides are directly analyzed 
by mass spectrometry. On the other hand, bottom-up pro-
teomics entails digestion of complex protein mixtures into 
peptides using a proteolytic enzyme (typically trypsin). 
Resulting peptides are separated by liquid chromatography 
(LC) and analyzed by tandem mass spectrometry (MS/MS). 
Proteins are identifi ed by matching experimental spectra 
with those from theoretical spectra of translated genomic 
databases generated by in silico cleavage using specifi c 
enzymes (Fig.  61.3 ).

       Quantitative Mass Spectrometry-Based 
Proteomics 

 Quantitative measurement of protein concentrations is one of 
the key advancements in MS-based proteomics. Global quanti-
tation of protein levels can be achieved by stable isotope label-
ing of proteins/peptides, use of heavy peptides as standards, and 
label-free quantitation (Fig.  61.4 ). Isotope labels can be intro-
duced metabolically (i.e., in vivo), chemically, or enzymatically 
(i.e., in vitro). Since the metabolic labeling (stable isotope label-
ing with amino acids in cell culture, [SILAC]) requires main-
taining cells in culture for several passages (usually six or seven 
passages) in the presence of stable isotopes of amino acids 
(heavy Arg, Lys, Leu, or Ile), its direct application to clinically 
relevant scenarios is less likely. The in vitro methods for label-
ing include isotope- coded affi nity tagging (ICAT) and isobaric 
tags for relative and absolute quantitation (iTRAQ). These 
methods may be adaptable to clinical scenarios since cell via-
bility is not required for labeling. In the original ICAT labeling 
method, cysteine residues were specifi cally derivatized with a 
reagent containing either zero or eight deuterium atoms as well 
as a biotin group for affi nity purifi cation of cysteine-derivatized 
peptides and subsequent mass spectrometry analysis. The iTRAQ 
method is another in vitro labeling reagent which targets the 
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N-terminus amino acid of peptides with a varying mass. The 
AQUA (absolute quantifi cation) quantitative approach uses 
isotope-labeled synthetic peptides as standards spiked at a 
known amount into a sample preparation. The quantitation is 
achieved by comparing the mass spectrometric signal of the 
synthetic peptide to the endogenous peptide in the sample. 
Label-free quantitation methods are gaining in popularity and 
are increasingly being employed as an alternative to label-based 
approaches. These techniques do not use isotopic labeling, but 
instead directly compare signal intensities across different mass 
spectrometry runs using either the signal intensity of peptide 
precursors or the number of fragment spectra identifying pep-
tides of a given protein.

        Selected Reaction Monitoring (SRM) 

 Selected reaction monitoring (SRM), formerly referred to as 
multiple reaction monitoring mass spectrometry, utilizes two 
rounds of mass selection by quadrupole mass analyzers to 
discriminate specifi c ion peptides within a complex sample 
based on  m / z  ratios (Fig.  61.5 ) [ 5 ]. Following sample pro-
cessing with trypsin and separation by nano-LC, ionized 
peptide precursors of predetermined interest are selected in 
the fi rst quadrupole (Q1). After Q1 selection, only ions with 
the predefi ned  m / z  value are transmitted to the second quad-
rupole (Q2) where a collision-assisted dissociation causes 
peptide fragmentation. Detection and quantitation of the 

  Figure 61.4    Quantitative proteomics. ( a ) In stable isotope labeling 
with amino acids in cell culture (SILAC), two cell cultures are differen-
tially labeled with heavy amino acids containing stable isotopes (heavy, 
H) and normal amino acids (light, L). Lysates from labeled cells are 
digested, mixed, and analyzed by mass spectrometry. Differentially 
labeled peptides having the same amino acid sequence are detected in 
MS spectra and the relative abundance of the peptides can be compared. 
( b ) In isotope-coded affi nity tagging (ICAT), proteins are labeled at 
cysteine residues with reagent containing either 0 (light, L) or 8 (heavy, 
H) deuterium atoms. After digestion, labeled peptides are combined 
and analyzed by mass spectrometry. Peptides with the same amino acid 

sequence are detected in MS spectra and the relative abundance of the 
peptides can be compared. ( c ) In isobaric tags for relative and absolute 
quantitation (iTRAQ), peptides are labeled using isobaric amine- 
specifi c tandem tags. The iTRAQ reagent consists of a reporter region 
with 1 Da difference and a balance region that adjusts the molecular 
weight of the labeled parent ions. Each tag generates a unique reporter 
in MS/MS spectra and the relative abundance of peptides can be com-
pared. ( d ) In absolute quantifi cation (AQUA), an isotope-labeled pep-
tide is spiked at a known amount into the sample preparation. The 
abundance of peptide can be compared with the abundance of the 
spiked peptide       

61 Clinical Applications of Proteomics



938

 target analyte is achieved following the selective transmis-
sion in the third quadrupole (Q3) of a predefi ned product 
ion (a fragment of the precursor peptide). Ultimately, SRM 
allows the quantitation of a large set of target proteins in 
complex biological samples.

       Protein Posttranslational Modifi cation Study 
by Mass Spectrometry 

    Phosphoproteomics 
 Reversible protein phosphorylations at serine, threonine, and 
tyrosine residues represent fundamental and highly evolu-
tionarily conserved types of protein posttranslational modifi -
cations which control essential cellular processes, including 
metabolism, growth, cell cycle, motility and differentiation 
[ 6 ,  7 ]. The Human Genome Project revealed that more than 
520 protein kinases and 130 protein phosphatases exert 
tight and reversible control on protein phosphorylation. 
Perturbations in protein phosphorylation underlie many 
human diseases, including diabetes, cardiovascular diseases 
[ 8 ], immune disorders, [ 9 ] and cancers [ 10 ]. Recently, there 
has been increased interest in tyrosine kinases (TKs) due to 
the remarkably successful introduction of specifi c inhibitors, 
the TKIs, for the treatment of cancers. Indeed, many TKIs 
have been approved by the US FDA as routine therapeutic 
options for certain human cancers [ 11 ]. 

 In order to identify aberrant protein phosphorylations via 
mass spectrometry analysis, an enrichment of the phospho-
proteome is required prior to further analysis. This is mostly 
due to the low phosphorylation stoichiometry of phospho-
proteins and the limited dynamic range of mass spectrometers. 

Several methods are well-described for phosphopeptide or 
phosphoprotein enrichments such as strong cation exchange 
chromatography (SCX), immobilized metal affi nity chroma-
tography (IMAC), metal oxide affi nity chromatography 
(MOAC) [ 12 ], and immunoaffi nity purifi cation (IAP) using 
high affi nity anti-phosphotyrosine antibodies [ 13 ]. The 
fi rst three methods are used for global phosphorylation 
enrichment and will enrich for proteins that are phosphory-
lated at tyrosine, serine, or threonine residues. With the iden-
tifi cation and quantifi cation of phosphorylated peptides 
extracted from samples, intracellular signaling networks can 
be generated to highlight pathophysiological mechanisms. 
The better understanding of biological processes involved in 
the initiation or maintenance of a deleterious phenotype 
would be helpful to target specifi cally activated pathways as 
therapeutic options.   

    Glycoproteomics 
 Glycosylation represents the most common of all known 
posttranslational modifi cation and, like the majority of cell 
surface proteins, receptor TKs are also glycoproteins with 
Asn (N)-linked oligosaccharides (N-glycans). Since glyco-
peptides often constitute a minor portion of a complex pep-
tide mixture, several procedures have been developed to 
reduce the sample complexity and enrich glycoprotein 
content. One way to reduce the complexity is to perform 
lectin affi nity chromatography to enrich for glycopeptides. 
In 2003, Zhang et al. suggested a new method for the selective 
isolation of N-glycosyl peptides [ 14 ]. This method involves 
glycoprotein oxidation which converts the  cis -diol groups of 
carbohydrates to aldehydes. These aldehydes then can be 
derivatized with hydrazide groups immobilized on a solid 
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  Figure 61.5    Selected Reaction Monitoring (SRM) analysis on triple 
quadrupole mass spectrometer. Several analytes are co-eluted from the 
chromatographic system. The ionized peptide precursors with a specifi c 
 m / z  are selected in the fi rst quadrupole (Q1). Only ions with the pre-

defi ned  m / z  value are transmitted to the second quadrupole (Q2) where a 
collision-assisted dissociation causes peptide fragmentation. Detection 
and quantitation of the target analyte is achieved following the selective 
transmission in the third quadrupole (Q3) of a predefi ned product ion       
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support to form covalent hydrazone bonds. After proteolytic 
digestion with trypsin, N-glycopeptides is released by using 
peptide N-glycosidases (PNGase). The identifi cation and 
quantifi cation of N-glycopeptides leads to characterization 
of proteins that are mainly expressed at the plasma mem-
brane and therefore could be useful as potential diagnostic 
biomarkers.   

    Clinical Applications of Qualitative Mass 
Spectrometry Proteomic Analysis 

    Typing of Amyloidosis 

 MS-based proteomics has been combined with tissue 
microdissection for the diagnosis and typing of amyloidosis 
[ 15 ,  16 ]. With this approach, specifi c clinical variants of 
amyloidosis are identifi ed based on correlation with the pre-
dominating protein components within the amyloid deposits 
in the tissue specimens. In this regard, MS-based proteomics 
has been used to accurately defi ne AL amyloidosis (lambda/
kappa light chain), heavy chain amyloidosis, AA amyloido-
sis, fi brinogen-a-amyloidosis, LECT2 amyloidosis, and 
other types. The accuracy and sensitivity of this approach 
continues to drive its potential to supplant Congo-red 
staining as the primary technique for the identifi cation of 
amyloid.  

    MALDI-TOF and Clinical Microbial 
Identifi cation 

 Classically, microbiological diagnoses are based on micro-
scopic and biochemical characteristics, growth preference 
on specifi c media, metabolic traits and antimicrobial suscep-
tibilities. The fi rst attempt to identify bacteria using mass 
spectrometry was done more than 30 years ago [ 17 ]; how-
ever, only recently have MALDI-TOF devices become avail-
able for utilization by non-mass spectrometry specialists in a 
clinical laboratory setting. In practice, the sample can be 
applied onto the target plate either by deposition of a protein 
solution when an extraction step has been performed, or by 
touching the colony of interest with a sterile pipette tip and 
directly applying a small amount of sample onto the surface 
of the target plate. Samples are overlaid by a suitable matrix 
and then analyzed by MALDI-TOF-MS. A characteristic 
spectrum is recorded and constitutes a specifi c sample fi nger-
print, which is unique for a given species. For species-level 
identifi cation, the size range generally used is 2–20 kDa, which 
was found to be very stable and with a strong signal-to-noise 
ratio. The computer software automatically compares the col-
lected spectra with a reference databank containing a wide 

variety of medically relevant isolates. A retrospective study 
of 1,116 routine isolates representing the main bacterial 
groups encountered in the clinical microbiology laboratory 
showed 95.2 % correct identifi cation by MALDI-TOF [ 18 ]. 
In 2010, Van Veen et al. prospectively analyzed 980 isolates 
and found an overall concordance between MALDI-TOF 
and conventional methods of 92 % at the species level and 
an addition of 6.8 % for specimen identifi ed only at the 
genus level [ 19 ]. The main advantages of MALDI-TOF 
are the speed of testing, with results available up to 20 h 
earlier than by conventional testing, and the cost-effectiveness 
of the method.  

    Imaging Mass Spectrometry 

 Imaging mass spectrometry is the use of MALDI-TOF-MS 
for profi ling and imaging proteins directly from thin tissue 
sections [ 20 ]. This application provides specifi c informa-
tion on the local molecular composition, relative abun-
dance, and spatial distribution of peptides and proteins in 
the analyzed section (Fig.  61.6 ). A tissue section is uni-
formly coated with a matrix solution by air spraying within 
which the tissue section becomes physically bound and co-
crystallized. The co- crystallized area is then subjected to 
MALDI ionization using a discrete Cartesian pattern of 
laser shot spots. The distance between the spots is fi xed and 
depends on the chosen resolution, typically 10–100 μm. 
From the intensity of a given  m / z  value monitored in each 
spectrum, a two-dimensional ion density image is recon-
structed using specialized software. When full images are 
not required, but rather data are needed from discrete tar-
geted areas within the tissue, a histology-directed profi ling 
approach can be employed. Several studies have shown the 
potential of imaging MS in molecular diagnosis of prostate 
cancer [ 21 ], prediction of the response to neoadjuvant che-
motherapy and radiation or HER2 status in breast cancer 
[ 22 ,  23 ], classifi cation and survival prediction for lung can-
cer, [ 24 ] and determination of molecular tumor margins 
[ 25 ]. However, since imaging mass spectrometry is based 
on MALDI-TOF-MS, the principal drawbacks of this appli-
cation are the fact that almost 90 % of the observed signals 
are below  m / z  30,000 and a poor resolution of signal above 
 m / z  50,000.

        Clinical Applications of SRM Mass 
Spectrometry 

 The prostate-specifi c antigen (PSA) is a well-established 
biomarker which has been used in the diagnosis and surveil-
lance of prostate cancer. In 2009, Fortin et al. published a 

61 Clinical Applications of Proteomics



940

sensitive SRM assay to detect PSA in the sera of patients 
with either benign prostate hyperplasia or prostate cancer 
[ 26 ]. They demonstrated a limit of detection of the PSA pep-
tide LSEPAELTDAVK of 1.5 ng/ml by SRM MS. The PSA 
levels measured by SRM MS were validated using the 
VIDAS TPSA ELISA test (bioMérieux) with a reliable cor-
relation between these two technologies ( r  2  = 0.99). Several 
other studies established SRM MS as a useful method to 
detect and quantify different biomarkers such as the 
C-reactive protein (CRP) [ 27 ] and the inter-α trypsin inhibi-
tor heavy chain 4 (ITIH4) [ 28 ]. Recently a proof-of-princi-
ple study published by Wang et al. demonstrated the 
potential of SRM MS for clinical application [ 29 ]. They 
were able to design an assay to profi le and quantify the 
high-frequency KRAS missense mutation in colorectal and 
pancreatic tumors.  

    Concluding Remarks 

 Proteomic approaches are increasingly being employed in 
the clinical laboratory, and include nonneoplastic and neo-
plastic applications. Routine implementation of proteomic 
techniques in the clinical laboratory is anticipated to occur in 
the next few years.     
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    Abstract  

  Clinical molecular pathology tests identify or measure molecular and genetic markers for 
an individual patient. These markers confi rm a diagnosis, predict prognosis, guide treat-
ment, and monitor response to therapy. The rapid turnaround time, reliability, and high 
accuracy of molecular pathology tests have reduced the occurrence and cost of health care 
services, enhanced patient outcome, and improved disease management, making molecular 
pathology one of the fastest-growing sectors of clinical pathology, with more than 2,500 
tests currently available in the National Institutes of Health Genetic Testing Registry (NIH 
GTR) (Rubinstein et al., Nucleic Acids Res 41(Database issue): D925–D935, 2013). The 
vast majority of these tests are developed and performed as laboratory developed tests 
(LTDs), which to date have limited oversight by the US Food and Drug Administration. 
Regulatory and quality oversight of all clinical testing in the USA is provided by the Clinical 
Laboratory Improvement Act of 1988 and its implementation through the Centers for 
Medicare and Medicaid Services. The operation of a clinical molecular pathology labora-
tory requires integration of medical, scientifi c, and clinical molecular pathology expertise, 
resources including facilities, equipment, and personnel, and skills in organization, admin-
istration, management, and communication. Quality service is achieved by adherence to 
clinical laboratory regulations and standards, from specimen collection and processing to 
reporting of patient results. This chapter reviews fundamental knowledge important for the 
management and operation of a clinical molecular pathology laboratory.  

  Keywords  

  Molecular pathology laboratory management   •   Molecular pathology laboratory operations   
•   CLIA   •   US FDA   •   New York State Department of Health   •   Standards   •   Regulation   • 
  Facilities   •   Personnel management   •   Specimen handling     

     Introduction 

 Clinical molecular pathology tests identify or measure molec-
ular and genetic markers for an individual patient. These 
markers confi rm a diagnosis, predict prognosis, guide treat-
ment, and monitor response to therapy. The rapid turnaround 
time (TAT), reliability, and high accuracy of molecular 
pathology tests have reduced the occurrence and cost of 
health care services, enhanced patient outcome, and improved 
disease management, making molecular pathology one of the 
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fastest-growing sectors of clinical pathology, with more than 
2,500 tests currently available in the National Institutes of 
Health Genetic Testing Registry (NIH GTR) [ 1 ]. The vast 
majority of these tests are developed and performed as labo-
ratory developed tests (LTDs), which to date have limited 
oversight by the US Food and Drug Administration 
(FDA). Regulatory and quality oversight of all clinical testing 
in the USA is provided by the Clinical Laboratory 
Improvement Act of 1988 (CLIA) and its implementation 
through the Centers for Medicare and Medicaid Services 
(CMS). The operation of a clinical molecular pathology labo-
ratory requires integration of medical, scientifi c, and clinical 
molecular pathology expertise, resources including facilities, 
equipment, and personnel, and skills in organization, admin-
istration, management, and communication. Quality service 
is achieved by adherence to clinical laboratory regulations 
and standards, from specimen collection and processing to 
reporting of patient results. This chapter reviews fundamental 
knowledge important for the management and operation of a 
clinical molecular pathology laboratory.  

    The Role of the Molecular Pathology 
Laboratory 

 Molecular pathology laboratories perform tests for differ-
ent clinical purposes, including genetics, cancer, infectious 
diseases, identity testing, and human leukocyte antigen 
(HLA) typing. Although all applications share the use of 
nucleic acids as the main analyte, the different types of testing 
require different management considerations (Table  62.1 ). 
Considerations relevant for each type of test performed in 
molecular pathology are reviewed.

      Genetic Disorders 

 All diseases have a genetic contribution, whether it is a spe-
cifi c genetic disease or an increased likelihood for develop-
ing a medical condition. Genetic disorders are primarily 
caused by mutations present in every cell of an individual. 
Molecular testing for neoplasia or an infectious disease 
requires a sample of the tumor or the infected tissue, respec-
tively, while molecular testing for a genetic disease can be 
performed on most accessible tissue types, the simplest 
being a blood or buccal cell specimen. In addition, because 
genetic testing examines germline mutations, it has impor-
tant implications not only for the individual but also for fam-
ily members that may have inherited the same mutation. 
Genetic testing also raises ethical concerns, including 
informed consent, potential for employment or insurance 
discrimination based on test results, and beginning-of-life 
issues with prenatal or preimplantation testing. Genetic test 
results often are not defi nitive, requiring complex risk- 

assessment calculations for interpretation. The American 
College of Medical Genetics (ACMG) and the American 
Society of Human Genetics (ASHG) have published guide-
lines and recommendations for many of the more common 
single-gene disorders (Table  62.2 ).

      Genetic Testing 
 Molecular genetic testing is currently used for the following 
major clinical purposes: diagnostic, carrier, prenatal/preim-
plantation, presymptomatic, and population screening [ 2 ]. 
Diagnostic testing is performed on affected individuals for 
establishing or confi rming a clinical diagnosis. In general, 
for diagnostic genetic testing, the patient should have symp-
toms consistent with the disorder to justify performing the 
test. Genetic tests may be useful to diagnose an early atypical 
clinical presentation, or when other diagnostic procedures 
are more expensive, complex, or will not provide a defi nite 
diagnosis. For example, molecular testing for the absence of 

   Table 62.1    Special considerations in molecular pathology by clinical 
application   

  Application    Considerations  

 Genetics  Ethical issues (presymptomatic and prenatal 
testing) 

 Consequences for family members 

 Informed consent requirements 

 Requirements for family-related information 
(ethnicity, pedigree, specimens) 

 Time sensitivity (prenatal diagnosis) 

 Complex risk-assessment calculations 

 Oncology  Many types of samples 

 Extensive use of paraffi n-embedded tissue and 
fi ne needle aspirate samples (familiarity with 
limitations) 

 Small biopsy specimens 

 Need for diagnostic samples for optimal 
interpretation of minimal residual disease test 
results 

 Infectious 
diseases 

 High-volume testing 

 Use of automated platforms 

 High cost of commercial in vitro diagnostic 
test kits 

 Increased need for quantitative testing with a 
wide dynamic range and low detection limit 

 Identity testing  Chain-of-custody documentation for 
specimens 

 Special patient identifi cation requirements 

 Complex calculations 

 Special accreditation requirements for 
paternity and forensic testing 

 Special qualifi cations required for laboratory 
director 

 HLA testing  Time sensitivity (<24 h turnaround time) 

 Complex analyses 

 Special accreditation requirements for the 
laboratory and laboratory director 

  HLA Human leukocyte antigen  
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      Table 62.2    Professional organizations providing standards and guidelines for molecular pathology laboratories   

  Organization    Standards and guidelines  

 Centers for Medicare and Medicaid 
Services (CMS; http://www.hcfa.gov) 

 Mandatory federal guidelines for regulating laboratory testing via the Clinical Laboratory 
Improvement Amendments of 1988 (CLIA) and the Laboratory Improvement Amendments 
of 2003 (CLIA) “Final Rules” 

 New York State Department of Health 
(NYS DOH) 

 Comprehensive test approval policy and submission guidelines 

 The Clinical Laboratory Evaluation 
Program (CLEP) 

 Assay approval in genetic testing—molecular 

 Assay approval in oncology 

 Approval of microbiology nucleic acid amplifi cation assays 

 Next-generation sequencing (NGS) guidelines for somatic genetic variant detection 

 American College of Medical 
Genetics and Genomics (ACMG; 
  http://www.acmg.net    ) 

 Standards and guidelines for clinical genetic laboratories 

 Gene patents and accessibility of genetic testing 

 Policy regarding genetic testing of minors 

 Storage and use of genetic materials 

 Recommended standards for interpretation of sequence variations 

 Recommendations and guidelines regarding genetic testing for certain diseases including fragile X 
syndrome, apolipoprotein testing for Alzheimer disease, Prader Willi–Angelman syndrome, 
Canavan disease, cystic fi brosis, Huntington disease, venous thromboembolism (factor V Leiden 
and prothrombin), congenital hearing loss, colon cancer, and breast and ovarian cancer 

 American Society of Human Genetics 
(ASHG;   http://www.ashg.org    ) 

 Educational resources in human genetics 

 Legislation for genetic information nondiscrimination 

 American Society for 
Histocompatibility and 
Immunogenetics (ASHI;   http://www.
ashi-hla.org    ) 

 Standards for molecular histocompatibility and immunogenetic testing 

 Association for Molecular Pathology 
(AMP;   http://www.amp.org/    ) 

 Educational resources in molecular pathology 

 Reports and guidelines for clinical testing and diagnostic genome sequencing 

 Clinical and Laboratory Standards 
Institute (  http://www.clsi.org    ) 
(formerly National Committee for 
Clinical laboratory Standards, 
NCCLS) 

 Molecular diagnostic methods for genetic diseases (MM1-A2); approved guidelines 
2nd edition (2006) 

 Immunoglobulin and T-cell receptor gene rearrangement assays (MM2-A); approved guideline 
(2002) 

 Molecular diagnostic methods for infectious diseases (MM3-A2); approved guideline 2nd edition 
(2006) 

 Nucleic acid-amplifi cation assays for hematopathology (MM5-A); approved guideline (2003) 

 Quantitative molecular diagnostics for infectious diseases (MM6-A) 

 Nucleic acid sequencing methods in diagnostic laboratory medicine; approved guideline (2004) 

 Fluorescence in situ hybridization (FISH) methods for medical genetics; approved guideline (2004) 

 Profi ciency testing (external quality assessment) for molecular methods; approved guideline (2005) 

 Collection, transport, preparation, and storage of specimens for molecular methods, approved 
guideline (2005) 

 Use of external DNA controls in gene expression assays; approved guideline (2006) 

 Diagnostic nucleic acid microarrays (2006) 

 Verifi cation and validation of multiplex nucleic acid assays; proposed guideline (2007) 

 Interpretive criteria for identifi cation of bacteria and fungi by DNA target sequencing (2008) 

 Quality management for molecular genetic testing 

 Establishing molecular testing in clinical laboratory environment (2011) 

 The College of American Pathologists 
(CAP;   http://www.cap.org    ) 

 Recommendations for in-house development and performance of molecular tests (2012) 

 Molecular pathology checklist for laboratory accreditation 

 Molecular Testing Guideline for Selection of Lung Cancer Patients for EGFR and ALK Tyrosine 
Kinase Inhibitors (jointly with the Association for the Study of Lung Cancer [IASLC], and the 
Association for Molecular Pathology [AMP]) (2013) 

 Molecular Markers for Colorectal Cancer (jointly with the American Society for Clinical Pathology 
[ASCP], and the AMP) (2015) 

(continued)
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Table 62.2 (continued)

  Organization    Standards and guidelines  

 US Food and Drug Administration 
(FDA;   http://www.fda.gov    ) 

 Guidelines for industry registration and listing of analyte-specifi c reagents (ASRs) 

 Guidelines for laboratory development and reporting of tests using ASR 

 Premarket review templates for in-house-developed genetic tests 

 Guidelines for industry for manufacturing and validating molecular tests for the detection of HIV-1 
and hepatitis C virus (HCV) 

 Draft guidance for industry, clinical laboratories, and US FDA staff for in vitro diagnostic 
multivariate index assays (IVDMIAs) 

 National Institutes of Health (NIH; 
  http://www.nih.gov    ) 

 Promoting safe and effective genetic testing in the Unites States: fi nal report of the task force in 
genetic testing 

 Secretary’s Advisory Committee on 
Genetics, Health and Society 
(SACGHS;   http://wwwAod.nih.gov/
oba/sacghs.htm    ) (formerly Secretary’s 
Advisory Committee on Genetic 
Testing, SACGT) 

 Recommendations to the secretary of Health and Human Services on all aspects of the 
development and use of genetic tests 

 Clinical Laboratory Improvement  Setting new CLIA regulations for genetic testing 
 Advisory Committee (CLIAC;   http://
www.phppo.cdc.gov/cliac/default.
asp    ) 

 Guidelines and recommendations for laboratory testing of HCV and HIV 

 Centers for Disease Control and 
Prevention (CDC;   http://www.
cdc.gov    ) 

 Data collection of genetic testing and results 

the survival motor neuron 1 ( SMN1 ) gene for spinal muscu-
lar atrophy (SMA) in hypotonic newborns is a simple proce-
dure performed on peripheral blood lymphocytes (PBL), 
replacing the need for a more painful and complex muscle 
biopsy. Carrier testing is used to detect recessive mutations 
in healthy individuals to identify the risk of having an 
affected child, and can be used for individuals with a family 
history of a genetic disorder, or for population-based preg-
nancy screening. Testing of an affected family member can 
identify the specifi c mutation present in a family, thus allow-
ing directed testing for other family members and improving 
the accuracy of the risk assessment for individuals with a 
negative test result. 

 Prenatal testing refers to the detection of disease muta-
tions in a fetus, using fetal cells obtained by amniocentesis 
or chorionic villus sampling (CVS). To overcome some of 
the problems associated with pregnancy termination for an 
affected fetus, some laboratories offer preimplantation 
genetic diagnosis (PGD) in the setting of in vitro fertilization 
for couples with a family history of a specifi c genetic dis-
ease. PGD is performed on a single blastomere from an early 
embryo, allowing selection of only unaffected embryos for 
implantation. 

 Presymptomatic testing is used primarily for the identifi -
cation of adult-onset dominant disorders prior to the onset of 
clinical symptoms, in which the offspring of an affected par-
ent has a 50 % chance of inheriting the disease. This category 
includes neurological diseases such as Huntington disease 
and some types of cancer. Presymptomatic testing is the most 

problematic and challenging in terms of its psychological 
effect on the individual and hence requires extensive proto-
cols for pre- and post-genetic test counseling. Population 
screening is also a type of presymptomatic testing and focuses 
on the most prevalent mutations, often with different sensitiv-
ity of mutation detection for different ethnic populations.  

    Genetic Counseling, Informed Consent, 
and Ethical Considerations 
 Genetic testing requires special attention to informed con-
sent issues, the appropriateness of the testing, and the 
urgency of testing. Many laboratories choose to require doc-
umentation of informed consent for the specifi c genetic test 
being requested prior to performing the genetic test. In some 
states, such as New York, documentation by the laboratory 
of informed consent for genetic testing is required by law 
(Civil Rights Law §79-l). Non-consensual genetic testing 
and non-consensual disclosure of genetic test results are only 
permitted in certain cases, such as the New York Newborn 
Screening Program. Informed consent can be documented 
by obtaining a copy of the completed informed consent form 
signed by the patient and the health care provider who dis-
cussed the risks and benefi ts of testing with the patient, or by 
confi rmation by the physician on the laboratory requisition 
form that informed consent is on record in his or her medical 
offi ce. Until informed consent is documented, the laboratory 
can extract and store the appropriate nucleic acid, but only 
after confi rmation of informed consent can the laboratory 
perform testing. 
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The clinical molecular laboratory also should review the 
clinical and test order information provided on the requisi-
tion form to determine whether the test is appropriate for the 
patient and his or her demographics and clinical history. For 
example, carrier testing of a minor should be deferred until 
the minor is an adult, and should prompt a discussion with 
the referring clinician. Similarly, a request for testing of an 
asymptomatic individual for a dominant disease requires 
confi rmation of adequate presymptomatic genetic counsel-
ing. For prenatal test requests, gestational age should be 
assessed to assure that the test result is available to allow for 
termination of the pregnancy, if this is the family’s choice. 
Finally, the laboratory should understand and communicate 
to health care providers the sensitivities and limitations of 
the tests performed. 

 Despite the tremendous advances in understanding of the 
human genome, the benefi t of genetic testing for the patient 
is not always clear. Testing may be warranted, even if the 
results are inconclusive or preventive strategies or treat-
ments are not available [ 3 ], because of the usefulness of a 
diagnosis for the patient and their family. The availability of 
individual genetic information raises critical ethical, legal, 
and social issues because genetic testing examines the 
patient’s genetic makeup, rather than acquired (somatic) 
genome abnormalities or infectious agents, with implica-
tions for other family members. After intensive lobbying by 
many advocacy organizations including health professionals 
and industry leaders, the federal Genetic Information 
Nondiscrimination Act of 2008, also referred to as GINA, 
was passed and signed into law on May 21, 2008 [ 4 ]. This 
federal legislation prevents health insurers and employers from 
using information to determine eligibility, set premiums, or 
hire and fi re employees, and ensures that genetic information 
is used for the benefi t of the patient. The law also encourages 
individuals to take advantage of genetic screening, counsel-
ing, testing, and new therapies that will result from the scien-
tifi c advances in the fi eld of genetics. All entities that are 
subject to GINA must, at a minimum, comply with all appli-
cable GINA requirements, and may also need to comply with 
more protective state laws. 

 Molecular genetic testing often requires interpretation 
using complex risk-assessment calculations [ 5 ]. Health care 
professionals must correctly interpret laboratory test results 
and be able to accurately convey the test results and inter-
pretation to the patient, and the patient’s family, as appropri-
ate. Accurate communication of results to patients and 
families, however, can be complex and time-consuming and 
therefore may be performed by genetic counselors or physi-
cians trained in medical genetics, rather than physicians 
without genetics expertise. The benefi ts of this approach are 
illustrated by a study in which one-third of physicians misin-
terpreted a negative genetic test result for familial adenoma-
tous polyposis (FAP) and inappropriately suggested that the 

patients discontinue recommended aggressive surveillance 
[ 6 ]. Moreover, despite tremendous advances in genetic test-
ing technologies, understanding of genetic test results still 
tends to be poor in the general public and in individuals 
undergoing genetic testing to assess disease risk [ 7 – 9 ]. For 
these reasons, most genetic tests should be ordered through 
health care professionals trained in genetics to ensure that 
the benefi ts and risks of testing have been explained to the 
patient during the informed consent process [ 10 ,  11 ]. This 
also ensures that genetic testing is voluntary. Although 
obtaining consent is primarily the responsibility of the refer-
ring clinician, the clinical molecular laboratory should con-
sider requiring documentation of informed consent [ 2 ]. 
New York state law allows the health care professional to 
attest that consent has been received and kept in the patient 
medical record prior to testing. Proposed changes by the 
Centers for Disease Control and Prevention (CDC) to CLIA 
regulations specifi c for genetic testing include a require-
ment for laboratories to document informed consent prior to 
performing a genetic test [ 12 ]. However, since the CDC 
issued its Notice of Intent to add informed consent docu-
mentation to CLIA more than 10 years ago, the number of 
clinical genetic tests has increased substantially, but the pro-
posed changes have not been fi nalized.  

    Confi dentiality 
 Although GINA is a strong and essential fi rst step in the fi ght 
against genetic discrimination and misuse of medical infor-
mation, the sensitivity of and need for special protections for 
genetic test results is unclear. Some consider that genetic test 
results need the highest protections of health information, 
even beyond that provided by the Health Insurance Portability 
and Accountability Act of 1996 (HIPAA) [ 13 ]. The protec-
tions include only communicating genetic test results to the 
referring physician or genetic counselor [ 2 ], and even poten-
tially not placing genetic test reports into the health care 
record of patients to avoid discrimination. Others consider 
the medical signifi cance of genetic test results warrants these 
results being available in the health care record and feel that 
“genetic exceptionalism” is wrong and may prevent appro-
priate medical care. HIPAA requires that release of any 
patient information, especially to non-health care entities, 
must be authorized by the patient and documented. To ensure 
the confi dentiality of genetic test results, some patients 
choose to personally pay for genetic testing rather than use 
health insurance, and clinical molecular laboratories should 
develop processes for handling such payments. The US 
Department of Health and Human Services (DHHS) has 
issued guidelines for ensuring the privacy of patients’ health 
information as part of HIPAA [ 13 ]. Breach of patients’ con-
fi dentiality for any type of health care information, not just 
for genetic information, can result in litigation against the 
individual and/or the institution.   
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    Cancer 

    Hematopoietic Neoplasms 
 Molecular hematopathology refers to molecular testing for 
leukemias, lymphomas, multiple myeloma, and myelodys-
plastic conditions to identify somatic DNA alterations [ 14 ]. 
These DNA changes are present only in the affected popu-
lation of hematopoietic cells and are not a part of the 
genetic makeup of the individual. The recent development 
in polymerase chain reaction (PCR) methods, particularly 
quantitative real-time PCR (qPCR), has provided greater 
diagnostic sensitivity and specifi city for diagnostic testing, 
as well as for monitoring of disease during and after therapy. 
Likewise, the ability to perform molecular tests with very 
small amounts of nucleic acid has enabled the use of a wide 
range of sample types, including formalin-fi xed, paraffi n- 
embedded (FFPE) tissue specimens. For molecular testing, 
formalin fi xation is optimal. In contrast to genetic tests, 
which need be performed only once for an individual, 
molecular oncology tests often are performed repeatedly 
for initial diagnosis and during and after treatment to mon-
itor for residual disease. If testing is not performed at the 
time of diagnosis, later testing of the diagnostic specimen 
may be useful to confi rm a molecular marker for minimal 
residual disease (MRD) testing. Molecular hematopathol-
ogy results, whenever possible, are interpreted in the 
context of histopathology, fl ow cytometry, and clinical 
fi ndings.  

    Solid Tumors 
 As the molecular rearrangements and mutations that cause 
specifi c solid tumor types are identifi ed, the detection of 
these mutations is used for diagnosis, prognosis, therapy 
selection, and MRD assessment [ 15 ]. Many of these molecu-
lar rearrangements were identifi ed through molecular char-
acterization of specifi c chromosomal translocations identifi ed 
by cytogenetic analysis of solid tumors, including bone and 
soft tissue sarcomas such as alveolar rhabdomyosarcoma, 
Ewing sarcoma, and synovial sarcoma. The expression of the 
fusion transcripts for the more common translocations can 
be detected by reverse transcription-polymerase chain reac-
tion (RT-PCR) testing. The preferred specimen for sarcoma 
testing is frozen tissue because the optimal analyte is RNA, 
but in general, the majority of molecular diagnostic tests are 
performed on FFPE tissue specimens with DNA as the prin-
cipal analyte. Specifi c somatic changes in solid tumors also 
can provide prognostic information. For example, genetic 
analysis for loss of heterozygosity on chromosomes 1p and 
19q in oligodendroglioma tumors correlates with a better 
outcome [ 16 ]. Recently the development of new drugs tar-
geted to specifi c genetic changes, such as anti-tyrosine 
kinase inhibitors (TKIs), has enabled the development of 
new tests such as  EGFR ,  KRAS , and  BRAF  mutation testing 

that predict response to the targeted therapies. The tests, 
coupled to certain therapies, are called companion diagnos-
tic tests and are used for evaluating the patient’s tumor 
molecular profi le prior to therapy initiation [ 17 ,  18 ]. The 
major laboratory issues specifi c to solid tumor testing today 
include: (1) the use of FFPE tissue specimens for mutation 
analysis, as formalin fi xation greatly reduced the quality and 
integrity of DNA; (2) the careful selection of a FFPE tissue 
block with predominantly tumor cells or the use of macrodis-
section to reduce the nonmalignant cell population used for 
testing; and (3) working with small tissue specimens such as 
needle biopsies and fi ne needle aspiration specimens (FNAs). 
As next- generation sequencing (NGS) methods are increas-
ingly used for solid tumor testing, TAT becomes an issue 
with oncologists needing the test results for selection and 
initiation of treatment, as well as the interpretation of large 
amount of data and variants of uncertain signifi cance (VUS).   

    Infectious Diseases 

 As molecular techniques have become routine, more and 
more microorganisms are detected or characterized by 
molecular testing [ 16 ]. Molecular tests are especially suit-
able for infectious agents that are diffi cult to culture and for 
drug-resistance testing to provide more rapid diagnostic 
results. Molecular methods also are useful for viral quantita-
tion as a part of monitoring response to therapy, such as 
human immunodefi ciency virus type 1 (HIV-1), hepatitis C 
virus (HCV), and cytomegalovirus (CMV) infections. 
Because some infectious disease tests are high volume and 
have been clearly shown to improve patient management 
through therapy, automated instrumentation has been devel-
oped, and commercial test kits, including US FDA-cleared 
or -approved assays for many pathogen types are available. 
However, these commercial infectious disease test kits are 
expensive, and although improved patient outcomes due to 
early diagnosis and treatment may outweigh laboratory 
expenses, such savings for all infectious diseases have not 
been demonstrated.  

    Identity Testing and HLA Typing 

 Identity tests use polymorphic DNA markers to establish the 
identity of an individual or to determine an inheritance 
 pattern [ 19 ]. Molecular identity testing is used for medical 
applications including analysis of bone marrow engraftment 
following bone marrow transplantation, and maternal cell 
contamination studies for prenatal genetic testing, as well as 
for paternity testing and forensic identity testing. Paternity 
and forensic identity testing, in particular, require additional 
considerations, including special accreditation (reviewed in 
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Table  62.1 ), director qualifi cations, verifi cation of the iden-
tity of the person being tested, chain-of-custody documenta-
tion for the specimen, and expertise in complex probability 
calculations, reporting of results, and legal proceedings. 
HLA typing is time-sensitive, requires 24-h laboratory staff-
ing, and involves complex analysis of the test results. 
Laboratories performing HLA typing require special accred-
itation by the American Society for Histocompatibility and 
Immunogenetics (ASHI) (Table  62.2 ).   

    Regulatory Agencies 

 All laboratories performing clinical testing must comply 
with numerous regulations. With the advent of CLIA [ 20 ], 
all laboratories are required to implement minimum quality 
and personnel standards. Proof of meeting these standards 
(accreditation), which may be done through voluntary 
accreditation programs offered by professional organiza-
tions, is critical to providing high-quality laboratory ser-
vices. Clinical molecular laboratories are faced with special 
challenges due to the complex technical issues and ethical 
considerations involved in DNA-based testing. Several regu-
latory agencies are currently developing guidelines and stan-
dards for molecular pathology tests (Table  62.2 ). Some of 
these regulatory agencies and regulations are discussed 
below. 

    CLIA and CLIA'03 

 All clinical laboratories are regulated by CLIA. The US 
Congress passed CLIA to establish quality standards for all 
clinical laboratory testing to ensure the accuracy, reliability, 
and timeliness of patient test results [ 21 ]. CLIA is “test-site 
neutral,” meaning that the same regulations apply to any 
location performing testing. Every laboratory examining 
“material derived from the human body for the purpose of 
providing information for the diagnosis, prevention, or treat-
ment of any disease” is subject to CLIA. Final regulations to 
implement the law were published in 1992 in the Federal 
Register [ 22 ]. In 2003, new, extensively revised CLIA regu-
lations were published and have been called CLIA'03, also 
termed the “Final Rules.” The changes include major reorga-
nization and consolidation of the regulations by basing 
requirements on the fl ow of a patient sample through the 
laboratory, updating the requirements to accommodate new 
technologies, and introducing a new quality control concept 
termed equivocal quality control (EQC), which empowers 
manufacturers to design instruments with internal quality 
assessment systems [ 23 ]. By this concept, laboratory direc-
tors alone, not manufacturers or regulators, must decide to 
adopt or eschew ECQ in their laboratory. 

 The CMS, formerly known as the Health Care Financing 
Administration (HCFA), in conjunction with the CDC, were 
originally charged with developing and enforcing the CLIA 
regulations. CMS continues to oversee much of these regula-
tory activities, including laboratory registration, on-site 
inspection, training, and accreditation. 

 CLIA certifi cates are based on the complexity of the test 
methods being performed by a clinical laboratory and are 
divided into three main categories: waived, moderate com-
plexity, and high complexity. The level of complexity is 
determined by assigning a numerical score for each test or 
methodology based on numerous criteria including the 
knowledge, training, and experience required to perform 
the test, complexity of reagent and material preparation, 
characteristics of the operational steps, availability of cali-
brators, controls, and profi ciency testing, equipment and 
test system troubleshooting, and interpretation of results. 
Under the CLIA'03 regulations, however, all quality con-
trol and quality assessment requirements now apply equally 
to high- and moderate-complexity laboratories, although 
some of the personnel qualifi cations remain more stringent 
for high- complexity laboratories [ 23 ]. These criteria are 
considered to be key elements in performing clinical test-
ing and can be found on the US FDA Web site (  http://www.
fda.gov/    ). 

 Molecular pathology tests are considered high- 
complexity tests and as such must comply with CLIA 
requirements. Some of the requirements for high-complex-
ity tests include qualifi cations of personnel performing 
and overseeing the testing, procedure manual specifi ca-
tions, method performance verifi cation specifi cations, profi -
ciency testing, quality assurance, patient test management, 
and inspection. CLIA, however, does not provide specifi c 
guidelines for molecular testing, and, therefore, each clini-
cal molecular laboratory is responsible for the development 
of a test and quality management program according to 
CLIA criteria.  

    Voluntary Accreditation Organizations 

 CLIA regulations allow CMS to approve nonprofi t, profes-
sional organizations that have laboratory testing and inspec-
tion standards equivalent to or more stringent than the CLIA 
regulations to inspect clinical laboratories in place of CLIA 
inspection. The two major organizations providing CLIA 
inspections are the Joint Commission on Accreditation of 
Healthcare Organizations (the Joint Commission), which 
accredits more than 80 % of the US health care organiza-
tions, and the Laboratory Accreditation Program of the 
College of American Pathologists (LAP-CAP). The majority 
of clinical molecular laboratories are inspected and accred-
ited by LAP-CAP. Other CLIA accrediting organizations 
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include AABB, American Association for Laboratory 
Accreditation, American Osteopathic Association, ASHI, 
and COLA. When a test site meets the accrediting agency’s 
requirements, as assessed by inspection, the laboratory, in 
essence, is meeting CLIA requirements and receives a CLIA 
certifi cate.  

    The College of American Pathologists 

 LAP-CAP accredits only clinical laboratories and not entire 
health care organizations. LAP-CAP does not base its 
requirements for accreditation on the different CLIA com-
plexity levels of testing; instead it requires that all testing 
laboratories adhere to the same guidelines. LAP-CAP lists 
its requirements and guidelines in checklists, each consisting 
of a series of laboratory guideline questions. All laboratories 
must follow the Laboratory General checklist as well as the 
specifi c laboratory checklists relevant to the testing per-
formed in the clinical laboratory, such as microbiology, 
blood bank, and other laboratory specialty sections. In addi-
tion to general requirements concerning personnel qualifi ca-
tions, quality control, test performance verifi cation, and 
operation-related guidelines similar to CLIA, the Molecular 
Pathology checklist also includes test- and application- 
specifi c guidelines. The Molecular Pathology checklist also 
contains specifi c standards for tests using NGS methods, and 
addresses both the testing steps to generate the sequence 
data, the bioinformatics steps used for sequence analysis and 
variant calling, and the reporting of results. LAP-CAP 
requires laboratories to have a procedure manual for each 
test or process that complies with the GP2-3A standards of 
the Clinical and Laboratory Standards Institute (CLSI; for-
merly National Committee for Clinical Laboratory Standards, 
NCCLS) [ 24 ]. Clinical laboratories accredited by the CAP, 
as required by CLIA, also, for each test performed, must par-
ticipate in a profi ciency testing program when available, 
or perform internal profi ciency checks when an external pro-
fi ciency testing program is not available. Currently CAP 
inspections are performed every 2 years and are unan-
nounced, with a self-inspection on alternate years.  

    The New York State Department of Health 

 The New York State Department of Health (NYSDOH) pro-
vides regulatory oversight of all clinical laboratories per-
forming testing of any type on any specimen from a 
New York resident. The Clinical Laboratory Evaluation 
Program (CLEP) at Wadsworth Center in Albany, NY, seeks 
to ensure the accuracy and reliability of results of laboratory 
tests on specimens obtained within the state through on-site 

inspections, profi ciency testing, and evaluation of the 
qualifi cations of personnel of state permit-holding clinical 
laboratories. NYS Public Health Law Article 5, Title V, 
requires the licensure of clinical laboratories by establishing 
minimum qualifi cations for directors, and by requiring that 
the performance of all procedures employed by the clinical 
laboratories meet minimum standards accepted and 
approved by the NYSDOH. The New York State Clinical 
Laboratory Technology Practice Act that became effective in 
2008 requires that all clinical laboratory technologists and 
technicians, cytotechnologists, and histological technicians 
meet specifi c training requirements and be licensed by the 
state. However, because of the high complexity of molecular 
and cytogenetic testing and the lack of adequately trained 
staff through medical technology training programs, a lim-
ited license in molecular pathology or cytogenetics is pro-
vided for training under the direction of the laboratory 
director with qualifi cation for a full license based on training 
and experience within a molecular laboratory. The clinical 
laboratory license requirements have been established for 
laboratories located in or accepting laboratory specimens 
originating from NYS. CLEP currently issues annual permits 
to over 1,000 laboratories in NYS. In addition, CLEP pro-
vides, on a biennial basis, approximately 3,100 certifi cates of 
qualifi cation (CoQs) to individuals to serve as directors and 
assistant directors of clinical laboratories, which requires 
either specifi c training or experience to oversee testing of 
specifi c types across the clinical laboratory. A NYSDOH 
license is issued by testing category, following an on-site 
inspection. The clinical laboratory must have someone with 
a CoQ for each category of testing being performed. Finally, 
NYSDOH requires any test which is not US FDA-approved 
or -cleared and performed according to the manufacturer’s 
instructions to be approved by the NYSDOH. This test 
review and approval is frequently required of clinical molec-
ular laboratories because fewer of the tests are US FDA-
approved or -cleared. Specifi c NGS test validation guidelines 
and requirements have been developed by the NYSDOH. 
More information about CLEP, NYSDOH regulatory over-
sight programs, and test approval policies can be found on 
NYSDOH Web site (  http://www.wadsworth.org/    ).  

    The US Food and Drug Administration 

 The US FDA oversees regulation of medical devices under 
the 1938 Federal Food, Drug, and Cosmetics Act and subse-
quent amendments. Unless specifi cally exempted, medical 
devices must “be properly labeled and packaged, be cleared 
for marketing by the US FDA, meet their labeling claims, 
and be manufactured under Good Manufacturing Practices 
(GMP), which is a mandated quality assurance system.” 

H. Rennert and D.G.B. Leonard

http://www.wadsworth.org/


953

These rules concerning the design, manufacturing, market-
ing, and surveillance of medical devices can be found in the 
Code for Federal Regulations (CFR). The US FDA also 
oversees some of the functions related to laboratory opera-
tions, including classifi cation of tests as required by CLIA 
and review of clinical laboratory test kits or systems. 

    The US FDA and Genetic Testing 
 The recent growth of genetic testing, mostly developed and 
performed by individual clinical molecular laboratories 
without US FDA review, has raised public concerns about the 
quality and clinical usefulness of these tests. The Secretary’s 
Advisory Committee on Genetic Testing (SACGT) was 
established in 1998 to advise the secretary of the DHHS on 
medical, scientifi c, ethical, legal, and social issues raised by 
the development and use of genetic testing. The SACGT, in 
conjunction with the Clinical Laboratory Improvement 
Advisory Committee (CLIAC), recommended that the US 
FDA provide regulatory oversight of laboratory-developed 
genetic tests. The vast majority of genetic testing is performed 
using laboratory developed assays rather than by commercial 
US FDA-approved or -cleared test kits, raising concerns 
about the quality and clinical usefulness of these tests. As the 
fi rst step in developing a review process for LDTs, the US 
FDA developed a “test review template” for gathering data on 
the use, performance, interpretation, and reporting of LDTs 
[ 25 ]. Although this template was well received by SACGT, 
the US FDA was concerned that LTDs were part of medical 
practice, which is not regulated by the US FDA, and did not 
develop a review mechanism for LDTs at that time. The suc-
cessor committee to the SACGT, the Secretary’s Advisory 
Committee on Genetics, Health, and Society (SACGHS), was 
formed in 2001 and served for 10 years. The SACGHS stud-
ied the regulatory oversight of genetic LDTs, and their report 
provides an overview of the oversight system [ 26 ]. Both the 
Association for Molecular Pathology (AMP) and the CAP 
have developed proposals for the oversight and strengthening 
of LDT regulation, after the US FDA announced in 2009 an 
intention to abandon its regulatory policy of enforcement dis-
cretion toward some LDTs. The US FDA has published pre-
liminary guidelines for the oversight of LDTs which will be 
based on the complexity of the test, with the most high-risk 
tests requiring US FDA review.  

    Analyte-Specifi c Reagents 
 Although the majority of the US FDA regulations for clini-
cal assays target commercially developed in vitro diagnostic 
test kits intended for clinical use, the US FDA issued regula-
tions for commercial reagents used in LDTs in 1997 [ 27 , 
 28 ]. Although these regulations are not specifi c for molecu-
lar tests, many tests in the clinical molecular laboratory are 
developed, validated, and performed without the use of 
US FDA-approved test kits. These tests are distinct from 

research assays that have unproven clinical utility and 
cannot be used for patient care. In 1997, the US FDA devel-
oped regulations for manufacturers of reagents used in 
LDTs, as well as the clinical laboratories using such reagents 
in their LDTs. These reagents, termed “analyte-specifi c 
reagents” (ASRs), serve as the key component for LDTs 
including molecular pathology tests, and include primers or 
probes that hybridize to specifi c DNA sequences. The man-
ufacturers of ASRs are prohibited from making statements 
about the analytic or clinical performance or the recom-
mended use of the reagents, and validation of tests using 
ASRs is the responsibility of the laboratory. The laboratory 
must include a disclaimer in the patient report stating, “This 
test was developed and its performance characteristics 
determined by (laboratory name). It has not been cleared or 
approved by the US Food and Drug Administration.” The 
result of the ASR regulations has been an increase in the 
availability of commercial reagents for molecular pathology 
tests; however, in the past few years the US FDA has been 
moving towards in vitro diagnostics (IVDs) and eliminating 
ASRs whenever possible [ 29 ].    

    Elements of Laboratory Design 

 Successful laboratory operation requires optimal utilization 
of space, appropriate equipment, qualifi ed personnel, ade-
quate laboratory information system (LIS) support, and 
fi nancial management. 

    Facilities 

 The power of molecular testing is achieved by the use of 
PCR as the main diagnostic procedure. A serious problem 
in the clinical use of PCR is false-positive amplifi cation 
due to PCR contamination. Because the products of PCR 
amplifi cation, called an amplicons, can serve as the sub-
strate for the generation of additional PCR products, and 
because PCR amplifi cation produces a very large number 
of amplicons, the potential contamination of subsequent 
amplifi cations of the same target sequence with amplicons 
resulting in inaccurate results is immense without the use 
of proper controls. This kind of contamination has been 
termed “carryover” to differentiate it from contamination 
by genomic DNA. This potential for PCR product contami-
nation requires special precautions. Therefore, the single 
most important step in designing laboratory space for 
molecular pathology testing is meticulous attention to the 
physical separation of the pre- PCR and post-PCR work 
areas to minimize PCR contamination [ 30 ]. 

 The pre-PCR area, also referred to as a “clean room” 
or “pre-amplification area,” is used for the pre-PCR steps 
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of sample receiving and processing, including extraction of 
nucleic acids and setting up of amplification reactions. 
The post-PCR area, also considered a “dirty room” or 
“post- amplification area,” is used for PCR amplification 
and analysis of PCR products. The pre-PCR laboratory 
ideally contains separate work areas for nucleic acid 
extractions and PCR setup to minimize cross-contamina-
tion of patient nucleic acid samples. Additionally, a con-
tainment unit, such as a biosafety cabinet, may be used 
for setting up PCR reactions. These cabinets usually are 
equipped with ultraviolet light for reducing DNA con-
tamination of the work area at the end of reaction setup. 
Some clinical molecular laboratories prefer to further 
separate the various steps of the pre- and post-PCR areas 
into separate rooms. 

 If possible, the air system for the pre-PCR and post-PCR 
areas should be independent. Otherwise, air fi lters can be 
installed in the infl ow to the pre-PCR room air system, which 
can be cleaned routinely. An additional measure to limit PCR 
contamination is to maintain the pre- PCR and post-PCR 
rooms at different air pressures. The pre-PCR area is main-
tained at positive pressure, reducing the entrance of airborne 
contaminants and PCR products, while the post-PCR room is 
maintained at negative pressure, reducing contaminants that 
exit the room. If installation of a pressure system is not pos-
sible, then the two work areas can be located at a relative 
distance from each other. 

 To comply with universal blood-borne pathogen precau-
tions, nucleic acid extraction from patient specimens can be 
performed in a closed safety cabinet. Specimens known to 
contain infectious agents, such as HIV-1 and HCV, can be 
processed in a separate biological safety hood. If organic sol-
vents such as phenol, chloroform, or xylenes are used, a 
chemical fume hood should be available in the work area. 
Within the pre-PCR laboratory, RNA extractions should be 
physically separated from DNA extraction if the DNA 
extraction procedure uses RNase, which can degrade RNA. 
All work areas should be cleaned daily with 10 % bleach 
solution. In addition to pre-PCR and post-PCR areas, the 
clinical molecular laboratory also may have a neutral reagent 
preparation area (unless reagents are separately prepared in 
both rooms) and a data management room for the process-
ing, review, and reporting of test results, which also may be 
performed in the post-PCR area. 

 To maximize use of space, equipment, technical exper-
tise, and trained technologists, all types of molecular pathol-
ogy testing (genetics, infectious disease, cancer, and identity 
testing) can be consolidated into a single laboratory. 
Implementing a core molecular pathology laboratory can 
reduce labor costs by approximately 30 % [ 31 ] as well as 
reduce equipment costs and space requirements due to dupli-
cation of these resources in several laboratories. As more 
infectious disease testing systems have become available, 

molecular infectious disease testing is more commonly per-
formed in the microbiology laboratory rather than a molecu-
lar laboratory, although this is institution-specifi c.  

    PCR Contamination Control 

 In addition to physical separation of the pre-PCR and post- 
PCR areas, specifi c procedures are recommended for use 
of PCR in the clinical laboratory. To ensure that PCR prod-
ucts are not transferred from the post-PCR to the pre-PCR 
area, each should contain separate supplies and equipment. 
Pipettes, instruments, and supplies should not be transferred 
from the post-PCR to the pre-PCR area. This separation of 
supplies and equipment also dictates the workfl ow in the 
laboratory. PCR samples are fi rst set up in the pre-PCR area 
and then transferred to the post-PCR area for PCR amplifi ca-
tion and post-PCR analysis. Worksheets, once moved to the 
post-PCR area for post-PCR analysis, can no longer be taken 
back into the pre-PCR area and must be processed and fi led 
in the post-PCR area or a neutral area. 

 Reagents and solutions for sample preparation and PCR 
work should be prepared with type I water, which is defi ned 
by specifi c ion, pH, and contaminant limitation require-
ments. All reagents, except primers, deoxynucleotide tri-
phosphates (dNTPs), and enzymes, should be purchased as 
sterile reagents or sterilized to prevent bacterial growth. 
Reagents, including autoclaved type I water and 10 mM 
Tris–1 mM EDTA buffer (TE) used to dissolve DNA, should 
be stored as small aliquots to minimize the number of sam-
plings from the same aliquot. Similarly, oligonucleotides 
used for PCR amplifi cation should be synthesized and puri-
fi ed in a clean environment. To minimize the number of sam-
ple transfers and the chance of sporadic contamination and 
errors, PCR reagents, including primers, dNTPs and buffers, 
can be combined into a “premixture master mix” (MM), 
divided into aliquots that are appropriately labeled, and 
stored at −20 °C [ 30 ]. Before using for clinical testing, a new 
lot of MM must be tested to ensure that it specifi cally ampli-
fi es the target sequence without producing PCR products in 
the negative “minus DNA” controls, as is done for new lots 
of any reagents in the clinical laboratory. A “minus DNA” 
negative control not containing any specimen DNA is tested 
last in each run to ensure the lack of DNA or amplicon con-
tamination in the PCR reagents. 

 Although carryover of amplifi ed sequences contributes to 
the majority of false positives, cross-contamination can 
occur between samples, especially from specimens contain-
ing a high level of the target sequence such as occurs with 
infectious disease specimens. Consequently, precautions 
must be taken not only during the setup of PCR amplifi cation 
reactions but also in all aspects of sample handling, from 
sample collection to sample extraction. For good laboratory 
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practice, gloves should be changed frequently, at least when 
entering or reentering the pre-PCR area and whenever the 
technologist notes the gloves to have been contaminated. 
Technologists should wear protective clothes to prevent 
operator-borne spread of contaminating DNA products, with 
separate protective clothes (i.e., laboratory coats) for the pre- 
PCR and post-PCR areas. 

 To minimize aerosolization of PCR products, PCR tubes 
should be pulse-centrifuged before opening. Microcentrifuge 
tube caps should be opened using both hands, and not fl icked 
open with the thumb of the same hand, to prevent aerosoliza-
tion. Because cross-contamination of pipettors can lead to 
false-positive results, and to minimize aerosolization, aero-
sol barrier tips are used for all pre-PCR steps. MM and other 
non-sample components should be added to the reaction 
tubes before the specimen DNA is added; DNA should be 
added last and each tube capped before the technologist pro-
ceeds to the addition of specimen DNA to the next sample. 
Positive and negative control DNA or RNA should be the last 
reaction tubes to be set up, after the patient sample reactions 
are set up and closed. 

 Another approach to minimize carryover of PCR products 
is to synthesize all PCR products with deoxyuridine triphos-
phate (dUTP) in place of deoxythymidine triphosphate 
(dTTP). Prior to amplifi cation, the PCR reactions are treated 
with uracil-N-glycosylase (UNG), which will degrade uracil- 
containing amplicons, allowing amplifi cation only from 
thymidine-containing target DNA [ 32 ]. Some commercial 
test kits incorporate this process into the kits. 

 Finally, automation of DNA extraction as well as PCR 
setup by the use of automated, robotic nucleic acid extractors 
and liquid handlers has greatly facilitated standardization of 
testing, reducing PCR contamination, and increasing overall 
testing accuracy and reliability of results. Real-time PCR 
technology, in particular, provided additional tools for PCR 
contamination control by combining PCR amplifi cation with 
amplicon analysis and thus eliminating aerosolization of 
PCR products due to manipulation of PCR products [ 33 ].  

    Equipment 

 The equipment used for clinical molecular testing is rarely 
manufactured for clinical use. Most equipment is designed 
for research purposes and adapted for clinical use [ 30 ]. 
Nucleic acid extractions may be performed manually, 
although for higher volume testing, automated extraction 
instruments are available with improved reproducibility and 
reduced technologist time for the clinical laboratory. PCR 
can be set up manually in biosafety cabinets; for higher- 
volume testing, robotic liquid handling systems are avail-
able. Robotic systems, however, have reagent dead volumes 
that increase reagent wastage. Thermal cyclers are standard 

equipment in the molecular pathology laboratory, and the 
number required depends on the work volume. Post-PCR 
analysis is highly variable, and is based on the types of PCR 
product analysis being performed. 

 Other specialized equipment for post-PCR analysis 
includes automated sequencers or capillary electrophoresis 
instruments, chemiluminescent or colorimetric plate readers, 
and real-time PCR instruments. However, numerous clinical 
tests have been approved by the US FDA. These assays use 
commercial kits and specialized equipment for automated 
extraction and viral load quantitation, usually supplied by 
the test kit manufacturer [ 34 ]. Recently, with the advent of 
NGS technology, high-throughput sequencing instruments 
have been developed for simultaneous analysis of thousands 
of genes to exomes to genomes [ 35 ,  36 ]. Guidelines and 
checklists for NGS test validation and performance have 
been developed by both the CAP and NYSDOH [ 37 ]. 
Because of the high level of testing complexity and the con-
cern of PCR contamination, researchers or personnel not 
trained in clinical molecular testing requirements and pro-
cesses should not use the clinical molecular equipment. 

 Automated platforms for molecular tests are becoming 
available and are more signifi cant for the clinical laboratory 
as test volumes increase. Automated systems include extrac-
tion systems, as well as real-time thermal cyclers that com-
bine PCR amplifi cation and detection. Automated systems 
are routinely and widely used for viral load testing, such as 
for HIV-1 and HCV viral load testing. Automated instrumen-
tation can greatly reduce TAT, human error, and technologist 
time. 

 Because nonclinical instruments are used for clinical test-
ing, they require rigorous surveillance and prompt technical 
support by manufacturers who are not always aware of the 
critical clinical testing issues. In addition, these instruments 
require ongoing maintenance. Most maintenance procedures 
are defi ned by the manufacturer and include temperature 
checks of the PCR wells for thermal cyclers and calibration 
of pipettors. In the absence of manufacturer’s guidelines, the 
laboratory should set up its own maintenance program in 
consultation with the manufacturer.  

    Laboratory Personnel 

    Personnel Qualifi cations 
 Effective laboratory operation requires well-trained staff and 
a good management team. CLIA regulations specify that for 
high-complexity testing, individuals for the positions of 
director, technical supervisor, and testing staff must have 
specifi c qualifi cations. The director, as named on the CLIA 
certifi cate, is required to be a licensed doctor of medicine, 
osteopathy, or podiatry or have a doctoral degree in one of 
the biological, chemical, physical, or medical sciences, and 
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have 2 years of experience supervising a high-complexity 
laboratory. In NY, laboratories holding or applying for a 
NYSDOH clinical laboratory permit must also have a direc-
tor or assistant director holding a CoQ for each testing cate-
gory. To qualify for a CoQ, an individual must comply with 
CLIA requirements, in addition to having board certifi cation 
in the appropriate specialty and working experience, with at 
least 2 years in current methodology in each category sought 
and in general laboratory management documented in the 
form of recommendation letters. The laboratory director is 
responsible for the overall operation and administration of 
the laboratory either personally or through oversight of assis-
tant directors. Overall operation and administration of the 
laboratory includes the development, validation, and imple-
mentation of new tests, current procedure manuals, quality 
control, and training programs for staff, and teaching 
residents. 

 The technical supervisor establishes the quality standards 
of the laboratory by selecting and monitoring methods and 
instruments and documenting the competency of laboratory 
personnel, while the general supervisor provides day-to-day 
supervision of testing, personnel, and reporting of results. 
The qualifi cations for these positions range from a licensed 
doctor to an individual holding a bachelor’s degree in science 
plus specifi c training or experience or both. The laboratory 
also may have clinical consultants, who must hold a medical 
or doctoral degree in a relevant discipline with appropriate 
experience in molecular testing. The Genetic Testing Good 
Laboratory Practices Workgroup of CLIAC, created in 1998, 
reviewed personnel qualifi cations and recommended includ-
ing specifi c genetic experience and board certifi cation for 
supervisors who oversee genetic testing [ 25 ]. 

 Testing personnel who perform high-complexity testing 
must have an associate’s degree in laboratory science or 
medical laboratory technology, or education and training 
equivalent to an associate’s degree. Laboratory technologists 
are responsible for all tasks associated with the daily opera-
tion of the laboratory, including specimen receiving and pro-
cessing, testing, identifying problems and troubleshooting, 
maintaining equipment, and documenting quality control 
procedures. In addition, they are required to work according 
to established procedures in adherence with the quality con-
trol standards implemented in the laboratory to comply with 
CLIA, CAP, or other regulations. Because very few molecu-
lar tests are approved by the US FDA, molecular pathology 
technologists perform much of the development of new tests, 
as well as validation of commercial molecular kits used for 
clinical molecular testing. 

 Because of the high level of desired expertise, technolo-
gists also need to be encouraged to attend educational courses 
to obtain the appropriate background in molecular pathology 
and the skills required for performing these tests. For the 

same reason, it is also crucial for the senior management of 
the laboratory to acknowledge the staff, encourage personal 
growth, and create new mechanisms for promotion. Although 
some of these recommendations represent the authors’ per-
sonal views and may present a burden in the stringent fi nan-
cial environment of many health care institutions, the cost of 
training new technologists is higher than that of creating an 
environment that promotes job satisfaction and employee 
retention.  

    Genetic Counselors 
 The role of the genetic counselor is to assess the need for 
genetic testing through obtaining a medical and family his-
tory, inform patients about the risks and benefi ts of specifi c 
genetic tests, order the tests, and communicate the results to 
the patient and their family, as appropriate. Although the 
genetic counselor is traditionally a part of the clinical medi-
cal genetics service, an increasing number of test sites have 
genetic counselors on their staff as a link between the patient 
and health care providers with the laboratory.  

    Resident and Fellow Training in Molecular 
Pathology 
 Pathology residency training programs are required to pro-
vide molecular pathology training to their residents. 
Because the molecular biology knowledge and practical 
molecular experience of pathology residents is highly vari-
able, the AMP Training and Education Committee gener-
ated general molecular pathology training goals for 
pathology resident training programs. These goals include 
basic knowledge in human genetics and molecular biology 
which are relevant to all aspects of molecular testing, spe-
cifi c technology information, as well as knowledge of spe-
cifi c molecular pathology tests [ 38 ]. Because molecular 
pathology training time can be brief (1–3 months), training 
may need to be accomplished through didactic lectures that 
encompass the tests performed in the laboratory as well as 
basic concepts in molecular pathology and technology, 
rather than more extensive practical experience. 

 Education of molecular pathology fellows requires 
broader training, resources, and time. The increasing impor-
tance of this fi eld for clinical practice and the desire to 
undergo formal molecular pathology training led to the 
development of fellowship training programs and profes-
sional certifi cation by several professional boards, specifi -
cally the American Board of Medical Genetics (ABMG) and 
the American Board of Pathology (ABP). Offi cial training 
programs in clinical molecular genetics, established by the 
ABMG, and in molecular genetic pathology (MGP; jointly 
established by the ABMG and the ABP) are accredited by 
the Accreditation Committee on Graduate Medical Education 
(ACMGE). Offi cial accreditation of either type of training 
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program requires fi ling of a program application and review 
and on-site formal inspection by an ACMGE representative 
[ 39 ]. The goal of these fellowship training programs is to 
provide structured education for qualifi ed individuals seek-
ing to integrate molecular genetic pathology into their clini-
cal practice experience in all current aspects of the fi eld, 
including basic science, diagnostic laboratory procedures, 
laboratory management, and consultation. To be eligible for 
the board examination, fellows should have a strong back-
ground in molecular biology and molecular genetics as well 
as practical experience, and should be able to use this infor-
mation for diagnosis and management of genetic disorders 
for clinical molecular genetics board certifi cation, as well as 
infectious diseases, malignancies, identity testing, and HLA 
typing for MGP board certifi cation. Guidelines for 
competency- based fellowship training in MGP as well as for 
the development of a new MGP program have been devel-
oped by the AMP Training and Education Committee and 
Directors of MGP Programs [ 40 ]. 

 Residents and fellows can contribute signifi cantly to the 
daily operation of the laboratory, including review of test 
results under the supervision of the laboratory director, acqui-
sition of clinical information, and communication of test 
results. In addition, they can assist with the development and 
implementation of new tests, according to the skill level of the 
trainee and as time permits. In return, they gain new expertise 
that may be an advantage when seeking employment.  

    Staff Training and Accreditation Programs 
 Appropriate technical staff training is vital to the successful 
operation of a molecular pathology laboratory [ 39 ]. 
Accreditation programs in medical genetics and molecular 
pathology ensure that members of the laboratory staff are 
well trained for performing their assigned roles. Individuals 
who want to practice clinical molecular pathology have 
several career pathway options, depending on their initial 
education. 

 Individuals who hold a medical or doctoral degree and are 
interested in directing a molecular pathology laboratory can 
be certifi ed by the ABMG. ABMG is a member of the 
American Board of Medical Specialists (ABMS) that pro-
vides certifi cation for all medical specialties. Eligibility for 
certifi cation in clinical molecular genetics by the ABMG 
requires a doctoral degree (M.D. or Ph.D.) and 2 years of 
training in an accredited medical genetics program, plus com-
pletion of a logbook that documents the trainees’ involvement 
in at least 150 clinical molecular genetic cases, which must be 
signed by the director of the training program. Certifi cation 
requires passing a general examination in medical genetics as 
well as a subspecialty examination in clinical molecular 
genetics. The examinations are offered every 2 years. 

 In 1999, the ABMS approved a new MGP subspecialty 
offered jointly by the ABMG and the ABP. Candidates for 
this certifi cation must hold a medical degree, have board 
certifi cation in either medical genetics or pathology (either 
anatomic or clinical pathology, or both), have a valid 
license to practice medicine in the USA, and have com-
pleted a year of training in an accredited MGP fellowship 
training program. The fi rst MGP examination was given in 
2001, and is now given twice per year. MGP training pro-
grams are accredited based on standards developed jointly 
by the ABP and the ABMG. Diplomates of the ABMG and/
or ABMG/ABP are certifi ed for a period of 10 years, after 
which they are required to participate in a Maintenance of 
Certifi cation (MOC) program. Participation in MOC begins 
as soon as certifi cation is granted. The procedures and 
requirements are described on the ABMG and ABP web-
sites under MOC. MOC is required for all new diplomates 
to maintain their board certifi cation and individual MOC 
information is public. 

 The American Board of Clinical Chemistry (ABCC) has a 
certifi cation program in molecular diagnosis, offered for the 
fi rst time in 2000. This certifi cation is offered biannually to 
individuals who hold doctoral degrees and practice in any 
one of several clinical laboratory specialties. 

 Certifi cation in molecular biology is offered to medical 
and molecular biology technologists by the National 
Credentialing Agency for Laboratory Personnel, Inc. 
(NCA). The examination is given biannually and is useful 
for clinical molecular laboratory staff, particularly the 
senior technical staff who become certifi ed laboratory spe-
cialists in molecular biology. The American Society of 
Clinical Pathology certifi es technical staff as a technologist 
in molecular pathology, based on qualifi cation for and pass-
ing an examination.    

    Financial Management 

 Molecular pathology testing is a market with growing gross 
revenue, which requires an understanding of the infl uence of 
fi nances on the technical aspects of the laboratory. Because 
many clinical molecular pathology laboratories are part of 
health care systems, molecular pathology test payment often 
is subject to limiting managed care contracts and reduced 
reimbursements, and as such, are often viewed as cost 
 centers. Molecular pathology laboratory management should 
develop cost-effective business plans that present molecular 
pathology testing in the context of the clinical programs the 
testing supports, if the testing is not independently cost- 
effective, such that hospital administration views the labora-
tory as a revenue center. 
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    Cost Analysis 

 In the current restrictive medical economic environment, the 
decision to perform a specifi c test must include business 
(fi nancial) as well as medical considerations. The evaluation 
process for deciding to implement a new test or deciding to 
discontinue a current test should include a cost analysis. The 
amount charged for a test is determined mostly by the costs 
of performing the test and the value of the test in the market 
(demand). A cost analysis should account for all expenses 
associated with performing a given test, both direct and indi-
rect. In a structured approach, a standard template can be 
developed and used to set a price for any new test, based on 
the cost for each step of the testing process, plus standard 
indirect costs. 

 Cost analysis involves two main types of expenses: direct 
expenses and indirect expenses [ 41 ]. The direct expenses 
enumerate all costs directly related to the testing, including 
equipment, reagents, consumables, salary, and benefi ts. The 
calculation of reagent costs is based on the known volume of 
reagent used and the cost per volume, including reagents for 
controls, dead volumes, and wasted reagents due to expira-
tion or other causes. For manual, low-volume testing, the 
largest component of direct cost is labor, which can comprise 
up to 90 % of the total direct test cost. Laboratory labor cost 
calculations are generally done using the hands-on technolo-
gist time needed to perform the test multiplied by an average 
hourly salary rate plus the appropriate benefi t rate. For exam-
ple, the cost for a PCR-based test should take into consider-
ation the time required for specimen accessioning and 
storage, DNA extraction, PCR setup, post-PCR analysis (if 
required), technical interpretation, and entry of results into 
the LIS, to determine the average hours of technologist time 
per testing run, which is divided by the number of samples 
tested at the same time to reach the labor cost per test. 

 Indirect costs include overhead, such as licensing fees, 
royalties or licensing fees, supervisory and administrative 
salaries, equipment maintenance fees, building services 
(such as electricity, phones, heating, etc.), marketing, and 
LIS support requirements. These costs are more diffi cult to 
determine and are not usually a part of the routine cost analy-
sis for academic laboratories. Accurate determination of 
laboratory costs is important for assessing profi tability.  

    Billing 

 Billing for molecular pathology tests follows the same guide-
lines as billing for other pathology laboratory services, 
requiring a Current Procedural Terminology (CPT) code for 
the test performed and an International Classifi cation of 
Diseases (ICD- 9-CM) diagnostic code to determine the 
necessity for the test. The ICD-9 code, which is required for 

payment, should be provided by the requesting physician 
when a test is ordered, while the pathologist is responsible 
for using the appropriate CPT codes for billing of test ser-
vices. Traditional CPT coding of molecular pathology tests, 
other than most molecular infectious disease tests which 
have single test-specifi c CPT codes, have described a molec-
ular procedure rather than a specifi c method, and billing was 
based on a combination of several combined CPT codes for 
the various procedural steps that are performed as part of a 
molecular test. For tests requiring professional interpreta-
tion, the professional component was coded using an inter-
pretation and report CPT code with a modifi er code to 
differentiate the professional billing from the technical com-
ponent, reported with a “TC.” Under the old system, CPT 
codes were not test specifi c, could be billed multiple times 
for a single test as appropriate for the testing method, and 
created diffi culties for payers to understand the test per-
formed and the medical purpose of the test. By describing 
the work done but not the specifi c test, the previous molecu-
lar procedure- based CPT codes created a non-transparent 
system. To this end, the American Medical Association 
(AMA) created a series of new CPT codes for molecular 
tests that are test specifi c and the molecular procedure-based 
codes are no longer in use. A copy of the fi nal rule can be 
found on the Federal Register Web site [ 42 ]. 

 The molecular test CPT billing codes as of 2013 are a 
two-tiered system. Tier 1 represents more than 95 % of 
the molecular test volume performed in the USA, while 
Tier 2 contains nine levels based on test complexity for 
less commonly performed and more specialized tests. 
These codes are on the Clinical Laboratory Fee Schedule 
(CLFS) of CMS, rather than the Physician Fee Schedule 
(PFS) as requested by the CAP. Self-assignment of codes 
for tests is not allowed. A new not-otherwise-specifi ed 
(NOS) code is available for unspecifi ed analytes or emerg-
ing tests. The CPT codes will be maintained by a molecu-
lar pathology advisory panel (MPAP) advising the AMA 
CPT Editorial Panel. Code proposals also are reviewed by 
the Pathology Coding Caucus before submission to the 
AMA for review and approval. New CPT codes for 
genomic and multi-gene tests have been approved for use 
as of January 2015. A complete list of the CPT codes can 
be found in the  Physician ’ s Current Procedural Manual , 
published by the AMA [ 43 ]. Pathogen-specifi c codes for 
molecular infectious disease tests, such as HIV-1, HCV, 
and hepatitis B virus (HBV) viral loads, for which all 
steps of the procedure (extraction, amplifi cation, detec-
tion, and reagents) are covered by a single CPT code, 
have remained the same. 

 Reimbursement for molecular pathology tests is dictated, 
to a large extent, by the reimbursement policies of CMS, 
which historically are used as a guideline for payment by 
third-party payers such as insurance companies. US FDA 
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approval is not necessary for billing of molecular pathology 
tests, but payment now or in the future may be linked to US 
FDA approval of a test, especially with the new guidelines 
for US FDA oversight of LDTs.  

    Patents 

 Another consideration prior to the implementation of a new 
test is the patent status of the test. Patents can cover instru-
ments and reagents, but also can cover a specifi c method of 
testing for an analyte, any method of testing for an analyte, or 
a mutation-gene-disease association in general. The most 
common royalty payments for molecular pathology laborato-
ries are payments for the use of the PCR method and  Taq  
polymerase, licensed by Roche Diagnostics, Inc. Many 
diagnostic tests use PCR. Royalty payments for use of  Taq  
polymerase ranged from 9–15 % of the amount billed or 
reimbursed for a test, and generally are higher for commercial 
laboratories than for academic laboratories. Although the 
original patent expired on March 2005, legal arguments in the 
industry over the use of  Taq  polymerase are still ongoing. 

 Of special concern are patenting and licensing of patents 
for mutations in specifi c genes associated with disease. 
Examples of such patents include apolipoprotein E genotyp-
ing for Alzheimer disease, T- and B-cell receptor gene rear-
rangement testing, and the hereditary breast cancer genes, 
 BRCA1  and  BRCA2 . Patenting of genes and gene-disease 
associations poses a signifi cant risk to the molecular pathol-
ogy laboratory because many clinically relevant DNA 
sequences are patented, and the terms of use offered by the 
holders vary considerably; in some instances, a laboratory 
will be unable to perform a test because the patent is exclu-
sively licensed to another laboratory [ 44 ]. Thus, a laboratory 
considering implementation of a new molecular test fi rst 
may conduct searches of existing patents and patent applica-
tions to see whether the new test infringes on existing or 
pending patents. Typically, such searches, if performed, are 
done by patent attorneys employed by the medical center 
where the laboratory is located. Internet resources provided 
by the US Patent and Trademark Offi ce (  http://www.uspto.
gov    ) allow laboratories to perform searches directly. If a pat-
ent exists that covers any part of the molecular test to be 
implemented, the laboratory or medical center must negoti-
ate an agreement for clinical testing with the patent holder or 
licensee, if the patent holder will grant a license. Licensing 
agreements may include royalty payments that increase the 
cost of the test, and limitations on the use of the test or the 
volume of testing the laboratory can perform. For this rea-
son, many molecular pathology leaders argue that patented 
genetic tests should be broadly licensed at affordable costs to 
allow any qualifi ed clinical laboratory to perform the tests. 
Professional societies of pathologists, such as CAP and 

AMP, have criticized patents on disease genes and exclusive 
licenses to perform DNA diagnostic tests. In the 2009 law-
suit against Myriad, doctors and pathologists presented argu-
ments that the patents on the  BRCA1  and  BRCA2  genes and 
the gene-disease association prevented patients from receiv-
ing second opinions on their test results and prevented labo-
ratories from performing diagnostic tests on patient samples 
and interpreting the results. Although initially the US District 
Court for the Southern District of New York ruled that all the 
challenged claims were not patentable subject matter, the 
case was appealed to the US Court of Appeals for the Federal 
Circuit, which overturned the previous decision in part, rul-
ing that isolated DNA which does not exist alone in nature 
 can  be patented. As of December 2012 isolated genes 
remained patentable in the USA; however, on November 30, 
2012, the US Supreme Court agreed to hear the case, which 
eventually led to a unanimous decision of the US Supreme 
Court that genes are not patentable. In the same decision, the 
Court decided that complementary DNA (cDNA), which is 
DNA copied from RNA, is not found in nature and is made 
by man and therefore is patent-eligible matter. This contin-
ues to allow patent enforcements against clinical molecular 
laboratories, although patent cases have not supported the 
patent eligibility of cDNA to date.   

    Laboratory Information Systems 

 Most molecular pathology laboratories require a computer 
information system to handle the large volume of data that is 
both received and reported. Selecting and installing a LIS is 
a lengthy and labor-intensive process, usually performed by 
the department or institution rather than by the laboratory. 
The application software allows users to perform tasks that 
are specifi c to the laboratory operations [ 45 ]. These tasks 
include registering patients, accessioning specimens, order-
ing laboratory tests, reporting test results, and tracking qual-
ity control data (Fig.  62.1 ). In addition, the LIS facilitates 
use of appropriate templates for reporting of results. The pri-
mary function of the LIS is the management of the database 
of patients and laboratory test results. The most-used system 
is a relational database management system, which links all 
the data in tables related to one another by common ele-
ments. This kind of structure allows the technologist, for 
example, to quickly produce a list of only those patient spec-
imens that are going be tested for a particular test. When two 
or more tables contain the same primary fi eld (patient identi-
fi er), information can be retrieved from multiple tables. For 
example, to monitor engraftment after allogeneic bone mar-
row transplant, the entire list of test results and dates of test-
ing can be obtained for any specifi c patient. Because 
departmental LIS systems have not traditionally been 
designed to meet the specifi c information requirements of 
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the molecular pathology laboratory, many molecular pathol-
ogy laboratories also use networked personal computers 
(PCs) for data management. These PCs are mostly used as 
tools for running standard applications, such as word pro-
cessing, spreadsheets, and other specialized applications, 
such as DNA sequence analysis and genetic risk-assessment 
applications. Since, however, molecular pathology laborato-
ries have unique data management requirements, a separate 
patient database may be maintained in the laboratory as an 
electronic searchable database. Several systems have devel-
oped that accommodate the unique workfl ow and complex 
data capture needs of the molecular pathology laboratory. 
These systems, such as Millennium Helix™ (CERNER, 
Kansas City, MO), have been designed specifi cally for 
molecular testing for infectious diseases and molecular 
genetics by supporting the documentation of mutation 
results, numeric results associated with short tandem repeat 
markers, and viral load results. The  Unifi ed Case Manager ™ 
in Helix, for example, allows the ability to create individual 
worksheets associated with the case and to view the succes-
sion of activities associated with the case. The application 
also contains bioinformatics coded values from the  Clinical 
Bioinformatics Ontology ™ (CBO) that enables the use of 
standard vocabulary for describing molecular and cytoge-
netic concepts.

   To reduce transcription errors and eliminate the labor- 
intensive work of retyping patient information and test results, 
the LIS can interface with laboratory instruments for direct 
transfer of test results for each patient. This has been success-
fully implemented for specifi c instruments, such as the COBAS 
AmpliPrep system (Roche Diagnostics Pleasanton, CA) for 
HIV-1, HCV, and HBV viral load testing. The results, collated 
with the patient and specimen identifi cation, are automatically 
transferred to the LIS, followed by performance and verifi ca-
tion by laboratory personnel and report release and transfer to 
the electronic medical record system for clinical use. For 

instruments where a direct link is not available the use of a “fl at 
fi le” of test data can assist in transfer of data from the instru-
ment to the LIS using patient accession numbers. 

 To improve laboratory operations, many quality control 
activities can be performed using the LIS, including moni-
toring of TAT, control results, and statistics. Procedures and 
other documentation can be maintained and managed by the 
laboratory computer as well. Security and access control are 
crucial components of the LIS. Access control (passwords) 
and patient confi dentiality (limiting access to only those 
who need specifi c information) are some of the tools 
required to maintain patient information security. Finally, 
NGS data pose a special challenge. The large volumes of 
data produced by NGS platforms, in addition to the require-
ments for documentation, data storage, interpretation of 
sequencing variations, as well as appropriate algorithms for 
reporting of results, require special software and system 
considerations.  

    Test Management 

    Choice of Test Menu 

 The menu of tests performed by molecular pathology labora-
tories varies signifi cantly and is determined by three princi-
pal factors: clinical requirement and usefulness, laboratory 
competency, and test costs. Other factors that affect the deci-
sion about adding a new test include the prevalence of the 
disease, the mutation(s) causing the disease, the number of 
different mutations associated with the disease, availability 
of ASR or US FDA-approved or -cleared test kits, the com-
plexity of testing, equipment requirements, and existence of 
patents that apply to the test. Each of these items requires 
serious consideration and support on behalf of the laboratory 
and the institution. 

  Figure 62.1    Organizational chart for LIS-based molecular pathology testing management       
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 The clinical requirement for and usefulness of a test are 
defi ned by the signifi cance of the test result for disease diag-
nosis or prognosis and clinical management. For example, 
HIV-1 viral load testing is widely used because it provides 
immediate information regarding the patient response to 
treatment and prognosis. Likewise, population-based genetic 
screening for cystic fi brosis (CF), now offered to all indi-
viduals and couples of childbearing age, provides immediate 
information about a couple’s risk of having a child affected 
by CF [ 46 ]. 

 “Competency” refers to the availability of knowledgeable 
and skilled laboratory personnel who can perform, super-
vise, troubleshoot, and correctly interpret molecular tests. 
For example, RT-PCR-based tests require knowledge not 
only of PCR but also of RNA processing in the clinical 
laboratory. 

 Test costs are another important factor for selection of 
tests to offer. Generally, when the cost of a test is low and the 
volume is high, a test will have a profi t margin. A common 
issue is deciding whether to perform the test or use a refer-
ence laboratory for a specifi c test. This usually requires a 
break-even analysis to determine the point (threshold) at 
which there is no profi t or loss for performing the test, taking 
into consideration the cost of the test, the expected revenue, 
and the expected volume of testing. Rare or urgent tests may 
be more expensive since tests are run individually rather than 
as batched analyses, as can be done in a reference laboratory, 
with combined testing from many sites. However, the need 
for very rapid test results for critically urgent patient care 
decisions may require that testing be performed locally 
rather than by a reference laboratory. In contrast, high- 
volume tests are likely to be profi table when performed by a 
laboratory. 

 The prevalence of the disease or mutation in the popula-
tion affects the testing volume and therefore the number of 
laboratories that perform a specifi c test. The laboratory, how-
ever, may choose to test for less-common diseases or muta-
tions if it receives a suffi cient specimen volume to make the 
testing cost-effective. For example, some laboratories offer 
comprehensive testing for neurological diseases when there 
is specifi c clinical expertise at their medical center, or with 
inclusion of clinical samples referred to the laboratory from 
other sites in the USA or internationally. 

 The number of different mutations in one or more genes 
accounting for a disease is a consideration for testing. In gen-
eral, the greater the number of mutations in a single gene or 
the number of different genes that can cause a disease, the 
more complex and labor-intensive testing becomes. 
Therefore, for common disorders, such as CF, commercial 
kits are available that detect at least 25 of the more common 
mutations in the  CFTR  gene, requiring substantially less 
time for test development than laboratory-developed meth-
ods or complete  CFTR  gene analysis by sequencing. 

 The complexity of testing and the availability of needed 
equipment are two important considerations. Tests requiring 
lengthy procedures, such as Sanger sequencing, or complex 
analyses (SMA carrier testing, for example) are less likely to 
be performed by many laboratories, especially if the test vol-
ume is low or commercial test kits are not available. The use 
of ASRs or US FDA-approved IVD test kits, particularly for 
viral load testing, is preferred by many laboratories because 
the kit simplifi es the laboratory workfl ow and facilitates test-
ing standardization and quality assurance in the laboratory 
and across laboratories, even though the IVD test kits are 
often more expensive than laboratory- developed tests. 

 Finally, patents that cover the disease mutations, genes, 
or testing methods or reagents for a test can be a consider-
ation when deciding to implement and perform a test. Patent 
or license exclusivity may be enforced, licensing or subli-
censing fees may be too costly, or other conditions of licens-
ing may not be reasonable for the laboratory, such that the 
laboratory is not legally allowed or chooses not to imple-
ment and perform a test covered by one or more patents. 
This may be even more signifi cant for complex genetic dis-
ease tests that require testing of multiple genes, each of 
which may be covered by patents, although the US Supreme 
Court decision that genes are not patent-eligible matter has 
reduced the patent burden for clinical molecular pathology 
laboratories.  

    Choice of Test Methods 

 Several factors infl uence the selection of the testing method, 
including the mutation type, the degree of mutation hetero-
geneity, the anticipated test volume, the available resources, 
such as equipment and expertise, and patent issues. The 
majority of clinical tests target specifi c mutations or 
sequences. The greater the number of sequence variations 
that need to be detected by a test, the more diffi cult and 
labor-intensive the test becomes. The most-frequently used 
method in molecular pathology laboratories is nucleic acid 
amplifi cation, usually by PCR. Some of the more common 
factors affecting the choice of methods from nucleic acid 
extraction through PCR and post-PCR analysis are 
discussed. 

 Nucleic acid extraction is a principal part of most molec-
ular tests. Numerous extraction methods are currently avail-
able. Some of the issues to consider in choosing an extraction 
method for DNA or RNA are yield, quality of the nucleic 
acid required for the subsequent testing steps, storage, pro-
cessing speed, and costs. Laboratories may use more than 
one method for DNA or RNA purifi cation. Some of the 
more common methods currently utilized are desalting 
methods and silica-gel membrane columns. Columns are 
particularly convenient for processing of small volumes of 
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blood for a large number of samples and are available for 
either DNA or RNA isolation. Many of these extraction 
methods can be automated, allowing batching of multiple 
samples in a single run. 

 The most common method in the molecular pathology 
laboratory is PCR, which has enabled the implementation of 
hundreds of clinical molecular tests. The method is particu-
larly suitable for detection of point mutations and other small 
sequence variations, for detection of chromosomal rear-
rangements, for detection or quantifi cation of pathogens by 
amplifi cation, or for sequence analysis. Variations of PCR 
include RT-PCR for amplifi cation of RNA sequences, multi-
plex PCR for the simultaneous amplifi cation of two or more 
sequences, and qPCR for quantifi cation of specifi c sequences 
(see Chap.   2    ). 

 While PCR amplifi cation is the most commonly used 
method for nucleic acid amplifi cation in clinical molecular 
laboratories, many methods are used to analyze the resulting 
PCR products. The simplest method for analysis of PCR prod-
ucts is gel electrophoresis to visualize and determine the size 
of the PCR products that have been synthesized with compari-
son to a sizing standard that has been run on the same gel. A 
second common method for analysis of PCR products is 
digestion with a restriction enzyme followed by analysis of the 
DNA fragments by gel electrophoresis. PCR products can be 
hybridized to allele-specifi c oligonucleotide (ASO) probes 
complementary to either the normal or mutant allele. However, 
these methods are more labor intensive and expensive and are 
currently rarely used in clinical molecular laboratories. 

 Small length changes and genetic rearrangements present 
in PCR products can be detected by size variations using 
agarose or acrylamide gel electrophoresis with ethidium bro-
mide staining, or by a fl uorescent-dependent detection 
method using either a plate- or capillary-based automated 
sequencer. Automated analyzers are especially useful for the 
simultaneous analysis of numerous PCR products labeled 
either with a single or multiple fl uorophores, or when quan-
titation of a PCR product is required. Recently, automated 
microarray based multiplexing molecular platforms have 
been developed that can be used to assess disease signatures 
for several clinical applications, including infectious dis-
eases, women’s health, cancer, and pharmacogenetics, using 
a variety of methods for target detection. 

 In the last decade, a signifi cant portion of PCR testing has 
been transitioned to real-time PCR, which monitors the gen-
eration of the PCR product throughout the amplifi cation pro-
cess. This approach can be used for either point mutation 
detection or quantitation, eliminating the need for time- 
consuming post-PCR analysis and decreasing risk of PCR 
contamination. This application became the method of 
choice for many clinical molecular tests, particularly viral 
load testing as well as genetic tests such as Factor V Leiden 
and Prothrombin mutation analysis for thrombophilia risk. 

 When the disease gene is known but the mutations are 
unknown, mutation-scanning methods are used. The most 
common scanning methods are single-strand conformation 
polymorphism (SSCP) and denaturing high pressure liquid 
chromatography (DHPLC), both of which detect single base 
pair variations with high sensitivity. Alternatively, Sanger 
sequencing can be used for direct mutation detection and is 
currently considered the gold standard for mutation detec-
tion. NGS technologies are a powerful strategy sequence 
analysis of a large number of individuals for multiple genetic 
targets by bar coding of DNA samples and batching them 
together in a NGS run. This strategy has signifi cantly 
decreased the cost of sequencing, providing greater sequence 
output per run at lower costs with faster TAT.  

    Clinical Information Requirements 

 Clinical information is essential for determining the appro-
priateness of the ordered test and is critical for interpretation 
of results. Clinical information usually is obtained from the 
requisition form or an electronic test order system. A com-
plete requisition contains patient demographic information 
to allow for identifi cation of the patient, the ordering health 
care provider’s name and contact information, the type of 
sample, the name of the ordered test(s), relevant clinical 
information, and any other information essential for appro-
priate interpretation of test results. For some genetic disor-
ders, such as CF, ethnic background is particularly important 
because disease prevalence can vary signifi cantly with ethnic 
background, while a pedigree is required for linkage analysis 
studies and risk assessments. Laboratories should document 
informed consent for genetic tests (as discussed above in the 
“Genetic Testing” section), which may be required by state 
regulation, such as in NY. For cancer or infectious disease 
testing, indication of the purpose for testing (diagnosis or 
minimal residual disease assessment) is needed for appropri-
ate interpretation of the test result.  

    Specimen Requirements 

 Molecular pathology testing can be performed using many 
patient sample types. A list of the more common specimen 
types, applications, handling, and storage requirements is 
presented in Table  62.3 . The most common sample for 
genetic testing is peripheral blood (PB); buccal cells may be 
acceptable for some genetic tests. Prenatal testing is per-
formed on cultured or direct amniotic cells and CVS speci-
mens. A maternal sample may be required for prenatal testing 
to rule out maternal cell contamination of the fetal specimen, 
usually by identity testing of the fetal and maternal samples, 
to ensure that the test result refl ects the fetal genotype rather 
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than the maternal genotype. Samples for molecular oncology 
and infectious disease testing may include PB, bone marrow, 
tissues, and other body fl uid (cerebral spinal fl uid, sputum, 
etc.). FFPE tissue specimens are used predominantly for 
DNA-based testing, such as gene rearrangement studies for 
lymphomas and mutation detection in solid tumors, while 
fresh or frozen tissue generally is used for RNA-based test-
ing, such as the detection of specifi c fusion transcripts in 
cancers. Sample requirements and collection and shipment 
information for molecular tests should be provided by the 
laboratory to ensure that samples are collected, handled, 
shipped, and stored appropriately before shipment, during 
transit, and during storage in the laboratory before sample 
processing.

        Laboratory Operations 

 Workfl ow includes the steps of testing from specimen collec-
tion to reporting of results. This process can be divided into 
preanalytic, analytic, and postanalytic phases. The preana-
lytic phase consists of collecting, transporting, accessioning, 
and storage of the sample(s) prior to testing, as well as test 
ordering. The analytic phase is the process of performing the 
test. The postanalytic phase consists of all steps after the test 
is performed, including analysis of the test result, generation 
of the test report, and communication of the results. Although 
the preanalytic phase is diffi cult to control since the steps are 
performed by individuals outside the laboratory, most errors 
occur in the analytic phase because of the multistep, predom-
inantly manual nature of molecular testing. 

    Preanalytic Phase 

 Samples are usually transported to a central receiving area of 
the laboratory or directly to the molecular pathology labora-
tory, either by a local hospital transport system or by courier 
or mail if the samples are sent from remote sites. Upon 
arrival, samples are accessioned into the LIS and assigned a 
unique identifi er or accession number, allowing the sample 
to be tracked in the laboratory and hospital database. 
Information entered during accessioning includes patient 
demographics, ordered test(s), specimen type, and time and 
date of specimen collection and receipt by the laboratory. If 
available, bar-coded labels can be attached to the requisition 
form and specimen container, and can be used throughout 
the testing process for tracking of the specimen through the 
testing process. 

 The clinical information and specimen type are 
reviewed for appropriateness of the test requested. Missing 
clinical information can be obtained by contacting the 
health care provider or through the electronic medical 
record system. Genetic test requests are reviewed for ethi-
cal considerations. 

 Some sample types require additional processing prior to 
nucleic acid extraction. For example, FFPE tissue blocks are 
sectioned and slides are prepared and reviewed by a patholo-
gist to assess the percentage of tumor cells in the tissue block 
and sections. CVS tissue is examined by a qualifi ed cytoge-
neticist to remove contaminating maternal tissue prior to 
DNA extraction. Similarly, prenatal cultured cells are exam-
ined for confl uence; low numbers of cells may not produce 
suffi cient DNA for some analyses. For HIV-1 and HCV viral 

     Table 62.3    Specimen types and handling for molecular pathology testing   

  Specimen type    Test type    Requirements    Shipment    Storage  

 Blood  Genetics, cancer, identity, HLA 
typing, virology 

 EDTA (0.5–10 ml) a   RT  4 °C 

 Bone marrow  Cancer, identity testing  EDTA (0.5–1 ml)  RT  4 °C 

 Plasma  Infectious diseases  EDTA (2 ml)  Dry ice  −80 °C 

 Cerebrospinal fl uid  Cancer, infectious diseases  None (0.5–2 ml)  Dry ice  −80 °C 

 Sputum  Cancer, infectious diseases  None (0.5–2 ml)  RT  4 °C 

 Amniotic fl uid (<15 weeks 
gestation) 

 Genetics  None (10–15 ml)  RT  4 °C 

 CVS  Genetics  5–15 mg  RT  4 °C 

 Cultured amniocytes or CVS  Genetics  2 T25 fl asks  RT  4 °C 

 Buccal cells  Genetics, cancer, identity  2 swabs  RT  4 °C 

 Fresh tissue  Cancer, identity  50–100 mg  Dry ice  −80 °C 

 FFPE tissue or cells  Cancer, identity  2–10 5 μm sections  RT  RT 

 DNA  Genetics, cancer, identity, HLA 
typing 

 <1–100 μg  RT  4 °C 

 RNA  Genetics, cancer  <1–20 μg  Dry ice  −80 °C 

   CVS  chorionic villus sampling,  DNA  deoxyribonucleic acid,  EDTA  ethylene diamine tetraacetic acid,  FFPE  formalin-fi xed paraffi n-
embedded,  HLA  human leukocyte antigen,  RT  room temperature 
  a Sample volume requirements may vary based on application and age of patient  
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load tests, for example, the plasma must be separated from 
the blood cells within 4–6 h of collection and the plasma is 
stored frozen until processing begins (Table  62.3 ).  

    Analytic Phase 

 For laboratory effi ciency and cost-effectiveness, testing is 
performed on batches of specimens, and the frequency of 
testing depends on test volume and urgency of clinical need 
of the test results. The fi rst step in molecular testing is nucleic 
acid extraction. DNA or RNA can be extracted from the 
patient specimens using either laboratory-developed methods 
or commercial nucleic acid extraction kits, and the nucleic 
acid stored appropriately (see Table  62.3 ). Most tests use 
PCR, which is set up in the pre-PCR area of the laboratory. To 
verify sample identity throughout all the steps of testing and 
prevent possible mix-up and cross- contamination, a work-
sheet can be used to indicate sample identifi ers and numerical 
locations in the run, as well as reagent information such as lot 
numbers and expiration dates. Barcode labels can be used for 
tracking the specimens through the testing process. The same 
worksheet can be used later for documentation of test results 
for patient samples and controls. Patient sample reactions 
should be set up fi rst, followed by the controls, as discussed 
in the “PCR Contamination Control” section. 

 Regardless of the procedure used, certain principles are 
essential. Specimen and reagent identifi cations should be 
checked with every manipulation performed. Expiration 
dates and identifi cation of reagents should be checked before 
each use. New lots of reagents must be tested against old lots 
prior to clinical use. Test results should be documented, 
either by photographing the gel or by printing out the data 
from the instrument, unless the results are electronic and are 
stored in the laboratory database or LIS. Proper labeling and 
identifi cation of the samples on photographs or data sheets is 
essential to prevent interpretation errors.  

    Postanalytic Phase 

 After tests are performed, the results are analyzed, the test 
results and interpretation are entered into the laboratory 
computer manually or by electronic transfer from an instru-
ment, and the results are reported in the LIS and communi-
cated verbally to the health care provider, if appropriate. To 
reduce errors, results should be interpreted by two indepen-
dent reviewers, which may include a technologist previously 
certifi ed to perform a technical interpretation of the specifi c 
test through the laboratory’s training program, a resident or 
fellow, or the laboratory director or appropriate designee. 
Results must comply with the established criteria for result 
analysis and interpretation as defi ned in the test procedure 

manual. Control results are reviewed for accuracy before 
analysis of patient test results. For PCR-based tests analyzed 
by electrophoresis, the water/no-template control should not 
have bands other than primer dimers, and control samples 
must demonstrate expected results. For quantitative assays, 
control results must fall within the established cycle thresh-
old (C T ) assay ranges. Patient test results are interpreted as 
positive or negative, or a quantitative result is obtained by 
comparison with the assay controls and by comparison to 
size markers or quantitation standards, as appropriate for the 
specifi c test method. Unexpected results are assessed for 
errors in the analytic process. The identifi ed problems are 
corrected and testing of all or selected specimens is repeated. 
Results should be recorded manually or electronically trans-
ferred to the assay worksheet by the technologist who per-
formed the assay, signed, dated, and entered in the computer 
using a report template, if available. Entered reports should 
then be reviewed and released by a second interpreter. For 
complex testing, such as HIV-1 genotyping, or test results 
requiring professional interpretation, the second interpreter 
should be a qualifi ed professional. For effi cient workfl ow, 
use of report templates for the most common test results and 
interpretations, with revisions for specifi c specimens, facili-
tates test reporting. 

 The information required for test reports is defi ned in the 
CAP Molecular Pathology checklist and includes patient 
demographics, test methods, mutation(s) tested, and a clini-
cal interpretation in an easy-to-interpret format. Although 
the CAP, in compliance with CLIA, does not require super-
visory review of all test results, good practice is for all man-
ual assays to be reviewed and approved by the laboratory 
director or qualifi ed designee before reporting. A fi nal report 
is generated only after results are verifi ed and electronically 
signed by the laboratory director or a qualifi ed designee. 
When laboratory director review is not deemed necessary, 
such as for tests performed using automated equipment, two 
separate technologists trained to perform the assay, or the 
same technologist in duplicate, should review the results 
after manual entry into the LIS to ensure accurate 
 transcription into the LIS prior to release of the reports. 
Results most often are communicated by printed report or 
an electronic information system, but direct discussion of 
urgent or complex test results may be useful for the clini-
cian. Verbal communication or faxing of test results should 
be performed in compliance with HIPAA regulations to pro-
tect patient confi dentiality.   

    Quality Management Systems 

 The molecular pathology laboratory must establish, maintain, 
and document the quality performance of all aspects of labo-
ratory operations and test performance, including quality 
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control (QC), quality assessment also known as quality 
assurance (QA), and quality improvement (QI) programs that 
are adequate and appropriate for the validity of the proce-
dures performed. The next few sections focus on the principal 
aspects of these programs. 

    Quality Control Program 

 The QC program focuses on the analytic validity of the test-
ing process with the purpose of assessing and ensuring the 
reliability of patient results. According to CLIA, “The labo-
ratory must establish and follow written QC procedures for 
monitoring and evaluating the quality of the analytic testing 
process of each method to assure the accuracy and reliability 
of patient test results and reports” [ 22 ]. Specifi c require-
ments include adherence to the manufacturer’s instructions 
for instrument operation and test performance, having a cur-
rent procedure manual, performing and documenting QC test 
results, maintaining records of all QC activities, and verify-
ing performance specifi cations. Test sites, especially high- 
complexity laboratories, may choose to impose more, but 
not less, stringent QC requirements for the testing process. 
Molecular pathology tests are largely manual, laboratory- 
developed, multistep assays, requiring a variety of commer-
cial or laboratory-produced reagents. QC procedures should 
be designed to detect and reduce errors in the entire testing 
process. Special attention should be given to the most com-
mon types of errors that occur during testing, such as use of 
expired reagents, improper preparation and storage of 
reagents and controls, clerical errors, and sample misidenti-
fi cation. Some of the key components of the QC program are 
discussed below. 

    Test Validation (Verifi cation of Test Performance 
Characteristics) 
 Major differences are defi ned by CLIA for the implementa-
tion of a US FDA-approved or -cleared test compared to the 
implementation of a LDT. If the test is performed using a 
US FDA-approved or -cleared IVD test kit, the laboratory 
needs only to verify the performance characteristics of the 
test for the population of patients seen at that specifi c labo-
ratory site. Implementation of a LDT requires collection of 
more extensive analytic data to establish the performance 
characteristics of the test. The performance characteristics 
that need to be evaluated include accuracy, precision, sensi-
tivity, specifi city, reportable range, population-specifi c ref-
erence ranges, and any other applicable test characteristics. 
Laboratories can use the manufacturer’s criteria as long as 
the director determines that these are appropriate for the 
laboratory’s population of patients. To assist in this process, 
CLIA also recommends that performance characteristics of 
a new test be compared to a known “gold standard” testing 

method. This is not always practical, since molecular 
methods often are developed because of the inadequacy of 
the currently available test methods. The test method also 
should be validated for all types of specimens that will be 
accepted for testing, as well as for interfering substances 
that may be present in the specimen types. 

 Establishing the test accuracy requires determining that 
the test yields appropriate positive, negative, or quantitative 
results, based on samples with known characteristics as 
determined by an independent test method. Samples used to 
determine accuracy can be obtained from several sources, 
including profi ciency surveys or other laboratories perform-
ing the test by the same or a different test method. For exam-
ple, validation results for new RT-PCR procedures for the 
diagnosis of certain translocations in leukemia can be sup-
ported by cytogenetic results for the same specimens. 

 Establishing the precision of an assay requires demon-
strating that the assay results are reproducible. Testing well 
characterized control specimens and a variety of patient 
specimens multiple times in separate runs and comparing 
the results can demonstrate the precision of a test. For quan-
titative tests, precision is tested over the range of reportable 
values. 

 Analytic sensitivity refers to the lowest amount of ana-
lyte (nucleic acid) detected or quantifi ed by a test. Analytic 
sensitivity is determined as the proportion of patient sam-
ples that contain the target nucleic acid sequence that tests 
positive using the test. For qualitative tests, the analytic sen-
sitivity represents the smallest amount of analyte that is reli-
ably detected by the test. For quantitative tests, limit of 
quantifi cation (LOQ) is used, which is different than the 
limit of detection (LOD) that simply implies the lower limit 
of analyte detected by the assay. LOQ is the lowest amount 
of analyte that can be reliably and accurately quantifi ed. 
Sensitivity should be determined for quantitative tests such 
as viral load assays, qualitative assays for pathogen detec-
tion, or for MRD monitoring to establish the utility and 
limitations of the test. 

 Analytic specifi city measures the degree to which the 
test reacts with nucleic acids other than the intended 
sequence. It is measured as the proportion of patient sam-
ples that do not contain the target nucleic acid that test 
negative by the test. The analytic specifi city of a test can 
be determined by analyzing a series of positive and nega-
tive samples and calculating the detection rate of the true 
negative samples, as defi ned by samples that do not con-
tain the target of the test. Distinguishing among closely 
related pathogens, however, requires a precise design of 
primers specifi c for the target microorganism. Nonspecifi c 
signals can be produced by nonoptimal amplifi cation con-
ditions or inhibitors, which can be overcome by high-qual-
ity DNA extraction procedures and optimization of assay 
conditions. 
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 The development of a new test usually is driven by new 
molecular information combined with a clinical need for a 
better test. Once the laboratory director decides that a new 
molecular test will be implemented, the methodology for 
the test, controls, test validation samples, specimen types, 
costs, and other factors are determined. The method for the 
assay is chosen based on the type of test information 
required, clinical utility, current use of the test platform in 
the laboratory, ease of test performance, and clinically 
required test characteristics and TAT. Once the test method 
is chosen, the specifi c test parameters are designed. Each 
step of the assay is optimized, including nucleic acid 
extraction, amplifi cation, detection, and interpretation of 
results. For laboratories that develop many assays, standard 
starting conditions and optimization criteria facilitate test 
implementation. For example, PCR assays can initially use 
standard reagent concentrations and amplifi cation condi-
tions, followed by fi ne optimization of the PCR conditions 
as needed. Once the optimal assay conditions are estab-
lished, the analytic validation of the assay is performed on 
clinical specimens and/or controls using those testing 
conditions. 

 Initial optimization and performance of the assay must 
include establishing the controls to be used for testing. 
Appropriate controls are often commercially available from 
organizations such as Coriell Institute for Medical Research 
(Camden, NJ) and the American Type Culture Collection 
(ATCC; Manassas, VA) as frozen immortalized cell lines or 
DNA containing the pathogen genome or mutation of inter-
est. Standardized reference panels for viral load testing are 
available for many viral targets, including HIV-1, HCV, 
HBV, CMV, and Epstein–Barr virus. In the absence of pur-
chased controls, patient samples tested by a different method 
or provided by another laboratory may be used. 

 The last step of the test evaluation requires clinical vali-
dation of the new test. Clinical validation determines the 
probability that a sample from a patient with the disease or 
disease risk will test positive (clinical sensitivity), and that a 
sample from a patient without the disease or disease risk 
will test negative (clinical specifi city). A fi nal step of the 
clinical validation may be to obtain a panel of mixed posi-
tive and negative patient samples without the known test 
results from another laboratory that performs the same test. 
After the testing, results are compared to the results obtained 
by the other laboratory and documented. Any discrepancies 
should be resolved by a different test method or a third 
laboratory.  

    Analytic Validity Assessment 
 The principal focus of current CLIA regulations for test 
validation is assessment of the analytic validity of the tests. 
To address this, CAP published recommendations on how 
to perform analytic and clinical validation studies in a 
series of checklists also used for laboratory accreditation. 

NY law (Subsection 58-1.10(g) of Part 58 of Title 10 
(Health) of the Offi cial Compilation of Codes, Rules and 
Regulations) specifi cally requires that all validation data of 
new testing are submitted to the state for review and 
approval prior to clinical use of the test, using guidance 
documents and checklists in the specifi c categories of test-
ing. Validation studies must be submitted by NYSDOH 
prior to use of the test for clinical purposes, but testing can 
begin once data is submitted and before NYSDOH approval 
is obtained [ 47 ]. Recently, the CLIAC Genetic Testing 
Good Laboratory Practices Workgroup published a report 
that provided a series of recommendations for ensuring the 
quality of genetic testing [ 48 ]. The recommendations were 
made to CLIAC, an advisory entity providing recommen-
dations to the DHHS on approaches required to ensure 
genetic testing quality since 1997.  

    Test Procedure Manual 
 Test procedure manuals are essential for clinical molecular 
laboratory function and are required by CLIA. The manual 
should be simple, easy to follow, and functional, but should 
provide suffi cient detail to act as a reference for all aspects of 
testing for laboratory personnel performing the test and for 
training purposes. The manual, in a written or electronic for-
mat, must be current and available to all laboratory person-
nel. Manuals for high-complexity tests include written 
policies for sample collection, equipment performance eval-
uation, QC program, and standard operating procedures 
(SOP) for test performance. An example of the contents of a 
test procedure manual is shown in Table  62.4 . The proce-
dures are usually written by laboratory technologists or a 
supervisor, and then reviewed, edited, and approved by the 
laboratory director or designee. Any changes to an estab-
lished procedure manual are documented in writing or elec-
tronically and approved by the director. Any laboratory staff 
members that perform a specifi c test must review the proce-
dure manual annually, with documentation of the review. All 
procedure manuals must be reviewed annually by the labora-
tory director or their designee, as documented in writing.

   The necessary elements of a test procedure manual are 
detailed in the CLIA guidelines, which follow closely the 
items described in CLSI GP2-A3, Clinical Laboratory 
Technical Procedure Manuals [ 24 ]. An example of a com-
plete laboratory procedure manual is presented in Table  62.5 . 
Manufacturer’s product inserts or operation manuals can be 
used as a component of a test procedure manual, but addi-
tional information specifi c to the testing as performed by the 
laboratory must be provided.

       Controls 
 Every clinical test requires use of appropriate controls. 
Controls are used to document reproducibility and to ensure 
that the test is working properly and results are reliable. 
Several types of controls are used for molecular tests: positive, 
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negative, sensitivity, inhibition, water/no-template, and QC 
controls. Combinations of these controls are used as appro-
priate based on the method and purpose of the test. A positive 
control is defi ned as a sample that contains the target 
sequence and produces a positive result when tested. Sources 
of positive controls include positive patient samples and 
commercially available cell lines or nucleic acids. A negative 
control is a sample that does not contain the target sequence 
and produces a negative result when tested. Sensitivity con-
trols are needed for assays that require a specifi ed level of 
analytical sensitivity. The sensitivity control is particularly 
important for MRD tests for cancer and viral load tests to 
defi ne the lower limit of detection of the specifi c test. In gen-
eral, a sensitivity control is included in each run of the test, 
since the sensitivity of each test run should be documented 
and not be assumed to be the same as during validation of the 
test. A no-template control or water control is a control reac-
tion containing all reagents but no template nucleic acid, 
which tests for contamination of the PCR reagents with sam-
ple nucleic acid or amplicons and should not produce any 
PCR products except for primer dimers. An inhibition con-
trol (addition of external target nucleic acid or amplifi cation 
of another template sequence to check for PCR amplifi cation 
and absence of PCR inhibitors) is used only when the lack of 
production of a PCR product is interpreted as a negative 
result for the test. A QC control is a patient sample that was 
previously tested and is included for repeat testing on a new 

run. These samples function to assess the accuracy of the 
patient specimen results in the current test run, as well as to 
monitor for interassay variability. A QA sample which is a 
patient sample tested in two consecutive runs also may be 
included in each test run. The QA typically monitors for spo-
radic errors and testing accuracy of individual samples. 

 The controls should be processed in the same manner as 
the patient samples during testing; however, their use and 
storage should be well defi ned in the test procedure manual 
to avoid degradation. Controls should be validated for accept-
ability and approved by the laboratory director or designee 
before use in clinical testing. Failure of controls to perform as 
expected should be investigated, with fi ndings and corrective 
action documented. Some QC results, for example, viral load 
testing, should be tracked over time and analyzed on standard 
Levey–Jennings plots. Deviations and adverse trends indi-
cate that something is changing in the analytic system, and 
requires investigation and corrective action.  

    Preventive Equipment Maintenance 
 All instruments used in the clinical molecular laboratory 
require written standard procedures for normal operation, 
performance evaluation, and preventive maintenance. 
Function checks should be performed on a regular schedule 
to check critical characteristics and detect malfunctions 
before test results are affected. In the absence of manufac-
turer’s guidelines, the laboratory should establish a mainte-

   Table 62.4    Contents of a standard test procedure (an example of a PCR-RFLP test)   

  Item    Content  

 Background  Theoretical information concerning the disorder and the test 

 Principle of the assay  Description of how the restriction enzyme detects the specifi c mutation 

 Summary of the assay  Characteristics of the restriction-based assay used 

 Clinical signifi cance  Use of the test for patient care 

 Strategy for analysis  Overview of the testing steps (i.e., extraction, PCR amplifi cation, digestion, gel 
electrophoresis) 

 Specimen collection or acquisition  Description of acceptable specimen type, storage, shipment, and required clinical 
information 

 Criteria for rejected samples  Description of unacceptable samples (i.e., specifi c specimen types, improper 
labeling, damage) 

 Equipment and supplies  List of equipment necessary for testing (i.e., PCR machine, gel electrophoresis) 

 Reagents  List of reagents used for each test step (e.g., PCR, restriction enzyme digestion, 
gel electrophoresis equipment) 

 Assay procedure  Description of the testing steps, including general considerations, sample 
preparation, pre-PCR preparation and setup, thermal cycling, PCR cleanup, PCR 
product digestion, gel preparation and electrophoresis, gel documentation 

 Analysis of results  Description of expected results, control results, criteria for gel analysis and 
interpretation, documentation of results in the LIS and laboratory database, if 
used 

 Turnaround time and schedule for 
retaining specimen 

 Expected turnaround time for the specifi c test, specimen and DNA storage, and 
schedule for retaining the specimen and DNA 

 References  Literature or commercial-based information 

 Addenda  E.g., the worksheet for the specifi c test, the manufacturer’s product insert 
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nance procedure that appropriately refl ects the use of the 
instrument and assesses its performance characteristics over 
time. Of particular importance are thermal cyclers, because 
any change in their performance will have a direct impact on 
many tests. Thermal cyclers should be routinely monitored 
for cycle time reproducibility, verifi cation of temperature 
accuracy, and effi ciency of heating and cooling rates. These 
performance checks are usually incorporated into the instru-
ment’s software and are a part of the manufacturer’s recom-
mendations for instrument maintenance. Temperature logs for 
each temperature-dependent piece of equipment, including 
an acceptable temperature range, are required by CLIA. 
Temperatures of refrigerators, freezers, and incubators must 
be documented daily if used for reagent storage. Other 
instruments, such as water baths, should be documented each 
day of use. An equipment maintenance and performance 
evaluation log should be maintained for every laboratory 
instrument and should be kept for the duration of the clinical 
use of the instrument. The log should document any mainte-
nance, assessment checks, problems, and any maintenance or 
repairs performed by the laboratory or manufacturer.   

    Quality Assessment Program 

 CLIA requires each laboratory to have an active QA pro-
gram to assess various aspects of the technical and nontech-
nical performance of the molecular pathology laboratory. 
CLIA requires establishment of guidelines and procedures 
designated not only “to evaluate the ongoing and overall 
quality of the testing process,” but also to evaluate “the 
effectiveness of its policies and procedures,” followed by 
requirements to “identify and correct problems, assure reli-
able and prompt reporting of test reports, and assure the 
adequacy and competence of the staff” [ 22 ]. In CLIA'03, 
“quality assurance” was renamed “quality assessment,” rec-
ognizing that quality cannot always be assured but it can be 
evaluated or assessed [ 23 ]. The laboratory QA program 
must monitor and evaluate both the ongoing and the overall 
quality of the total testing process through error detection, 
corrective actions and their review, and the integration of 
improvements in procedures. To meet the CLIA require-
ments, the clinical molecular laboratory must have a QA 
program that includes numerous laboratory practices, 
including personnel training and performance evaluation, 
profi ciency testing, inspections, correlation of molecular 
results with clinical data, and a QC program. Elements mon-
itored by the QA program, such as TAT, rejected specimens, 
and various indicators of test quality, do not relate directly 
to the analytic validity of the testing process and thus are not 
a part of the QC program. A complete list of these indicators 
can be found in the LAP-CAP Molecular Pathology check-
list. Table  62.6  lists some of the major components for 
which the LAP-CAP requires ongoing surveillance and 
documentation.

   Table 62.5    Complete molecular pathology laboratory procedure manual: 
examples of required information, guidelines, and protocols   

  General information  
 Staff and contact information 
 Test information 
 Requisition forms (genetics, oncology, infectious diseases, identity 
testing) 
 Information for clients (shipping, sample type, billing information, 
consent form, test-specifi c fax cover-sheets) 
Licenses and permits (CLIA certifi cation and CAP accreditation form) 
 Reagent handling for molecular testing guidelines 
 Probe and primer documentation 
  General laboratory operating procedures  
 Quality control, quality assurance, and quality improvement 
programs 
 Specimen-receiving procedure 
 Prevention of PCR contamination 
 Logging-of-primers procedure 
 Autoclaving of solutions procedure 
 Use of PCR biosafety chambers 
 Programming of PCR thermal cyclers 
 Sequencing using a capillary electrophoresis instrument 
 Equipment-maintenance procedures 
 Centrifuges, balance, pH meter, and spectrophotometer: checks and 
cleanup 
 Water check procedure 
 Timer check procedure 
 Thermometer validation 
 Temperature-check procedure 
 Maintenance and validation of PCR thermal cyclers 
  Nucleic acid extraction procedures  
 Large-scale DNA extraction from blood by desalting method 
 Small-scale DNA extraction from blood by column 
 Fresh- and frozen-tissue DNA extraction 
 Paraffi n-embedded-tissue DNA extraction 
 Prenatal (amniocytes and CVS) DNA extraction 
 RNA extraction from blood by column 
 Nucleic acid quantitation 
  Test-specifi c procedure manuals  
  Genetics  
 Factor V Leiden analysis 
 Myotonic dystrophy PCR and Southern analysis 
 Cystic fi brosis mutation analysis 
 Spinal muscular atrophy direct testing 
 Spinal muscular atrophy carrier testing (dosage analysis) 
 Spinal muscular atrophy linkage analysis 
  Oncology  
  IGH  gene PCR for detection of B-cell clonality 
T-cell receptor PCR for detection of T-cell clonality 
 BCL2  gene PCR for detection of M-bcr and m-bcr breakpoints 
 PML – RARA  RT-PCR for detection of t(15;17) in APL 
 BCR – ABL  RT-PCR for detection of t(9;22) in CML and ALL 
RT-PCR for detection of translocations in sarcomas 
  Identity Testing  
 Bone marrow engraftment analysis by genotyping of STR markers 
 Parentage and identity testing 
 Maternal cell contamination analysis 
  Infectious Diseases  
 HIV-1 viral load assay 
 HCV viral load assay 
 HBV viral load assay 
 Microbial molecular identifi cation analysis 

    ALL  acute lymphoblastic leukemia,  APL  acute promyelocytic leukemia, 
 BCL2  B-cell lymphoma protein 2,  CML  chronic myelogenous leu-
kemia,  HBV  hepatitis B virus,  HCV  hepatitis C virus,  IGH , immuno-
globulin heavy chain,  m-bcr  minor breakpoint cluster  region ,  M-bcr  
major breakpoint cluster region,  PML – RARA  promyelocytic leukemia-
retinoic acid receptor alpha,  STR  short tandem repeat  
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   Although CLIA requires that clinical laboratories continu-
ally evaluate and improve their work in all areas, some require-
ments are particularly important from an institutional 
perspective. CLIA mandates that test results obtained from 
different testing methods performed under the same certifi cate 

be compared, documented, and reviewed for the detection of 
errors that can affect patient care. This means that molecular 
oncology test results, for example, should be compared with 
the results obtained by other laboratories, such as the fl ow 
cytometry and cytogenetics laboratories, for the same patient. 

    Table 62.6    Examples of QC and QA topics that require documentation and corrective action   

  QC and QA of testing  

 Ongoing evaluation of profi ciency test results 

 Detection and correction of clerical and analytic errors 

 Recording of failed nucleic acid isolations 

 Recording of failed hybridization reactions 

 Monitoring of test turnaround time 

 Discrepancies between preliminary and fi nal reported results 

 Discrepancies between the molecular pathology laboratory and other laboratory fi ndings 
 Performance of statistics and appropriate comparative studies on all molecular pathology tests 

 Logging of unusual, diffi cult, and instructive cases 

  Laboratory-developed assay validation  

 Performing validation to confi rm analytic test performance characteristics 

 Documenting validation studies for establishing assay performance characteristics 

 Documenting analytic characteristics including accuracy, sensitivity, specifi city, and precision 

 Demonstrating and documenting clinical validity 

  Procedure manual  
 Annual review of all policies and procedures by the laboratory director or designee 

 Review of all new policies, procedures, and changes to existing procedures 

 Knowledge of testing procedures for the tests performed by each technologist in the laboratory 

 Information for all DNA probes, PCR primers, and other nucleic acid reagents used for testing 

  Paternity and forensic identity  

 Chain-of-custody (proof of identity) 

 Genetic characteristics (heterogeneity, recombination rates, etc.) of the DNA markers used 

 Documentation of release of information 

  Specimen handling  

 Disposition of unacceptable specimens 

 Sample condition, inadequate volumes, and evidence of tampering 

  Reagents  

 Validation of reagents used for tests 

 Characteristics of the specifi c reagents used in each assay 

  Controls  

 Failed control results or when results exceed defi ned tolerance limits 

  Instruments  

 Ongoing evaluation of results of instrument maintenance and function (temperatures, 
instrument characteristics, cleanliness) 

 Function checks for detection of problems and malfunctions 

 Repairs and services 

 Temperature checks for temperature-dependent equipment 

  Personnel  
 Continuing medical laboratory education 

  Safety  

 Radioactive area surveys and wipe tests 

 Radioactive waste disposal 
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    Training 
 Personnel performing high-complexity molecular testing 
must meet established qualifi cations in education, training, 
experience, job performance, and competency. Training 
includes competency in performance of the test methodol-
ogy, calculations, independent judgment, quality control of 
the method, and knowledge of the instruments. These train-
ing requirements cannot be based simply on academic 
requirements or experience. The on-site training must be suf-
fi cient to ensure that staff members have the skills necessary 
for performing every step of the analytic process including 
assay method, preventive maintenance, and quality control 
measures, as well as recognition of a problem in test perfor-
mance should it occur. 

 To this end, a training program ensuring that technolo-
gists are properly trained to perform laboratory procedures 
must be used. As the fi rst step, technologists can be trained 
by observing a technologist who knows how to perform the 
procedure and by reading the procedure manual. Then, the 
technologist should test two to three blind sets of specimens 
in addition to known controls, with or without observation 
depending upon the level of experience of the technologist, 
to ensure that the technologist understands the test and per-
forms it correctly. Monitoring of the training test runs ensures 
the accuracy of the technologist’s performance. Finally, the 
results of training runs must be documented and approved by 
the laboratory director or designee. 

 A part of ongoing training is annual competency evalua-
tion. This allows the laboratory director or designee to review 
different aspects of the technologist’s performance, includ-
ing technical skills, control of PCR contamination, equip-
ment operation, procedure knowledge, and laboratory safety. 
The overall performance of each technologist is documented, 
and corrective or additional training measures are imple-
mented, as needed. 

 Training also includes continuing education programs, 
which assist laboratory personnel in attaining new technical 
skills and knowledge required to keep up with changes in 
procedures, instruments, and new tests, as well as improve 
their ability to perform new assays, troubleshoot, and handle 
new problems.  

    Profi ciency Testing 
 Profi ciency testing plays a key role in assessing the internal 
quality of work in CLIA-regulated high-complexity testing 
clinical laboratories. CLIA requires the laboratory to suc-
cessfully participate in a CMS-approved profi ciency testing 
program for all analytes tested. The CAP provides approved 
profi ciency testing programs in several relevant fi elds, 
including genetics, infectious diseases, oncology, and iden-
tity testing (Table  62.7 ). Profi ciency testing must be per-
formed at least once per year. In the absence of an external 
profi ciency testing program for a specifi c test, the laboratory 

can set up a sample exchange profi ciency testing program 
with another laboratory performing the same test. Profi ciency 
samples must be tested in the same manner as patient sam-
ples, by the same technologists performing the clinical test-
ing, using the same interpretation procedures. Laboratories 
failing two of three consecutive testing events for any test 
must submit a plan of corrective action with documentation 
that the test is now performing accurately to the CAP or 
other profi ciency testing agency.

       Laboratory Inspection 
 Molecular pathology laboratories must be inspected by an 
external inspection team every 2 years for compliance with 
CLIA regulations. LAP-CAP inspections are performed by 
a team of inspectors from an institution other than that of the 
laboratories being inspected, and the inspection team 
assesses the quality indicators for continued quality perfor-
mance as listed in the LAP-CAP checklists [ 49 ]. The check-
lists address laboratory procedures including specimen 
processing and testing, reagents, controls, instrumentation, 
personnel, physical facilities, and laboratory safety. 
Inspection also assesses for PCR contamination control, 
participation and performance in profi ciency testing pro-
grams, and documentation of the QC and QA program 
activities (Table  62.6 ). Failure to comply with specifi c 
checklist items is documented as a “Phase I” or “Phase II” 
defi ciency. Most items on the molecular pathology checklist 
are Phase II, with a serious potential to affect patient care. 
Phase II defi ciencies require immediate attention and cor-
rection, documented in writing, to the CAP. Phase I defi -
ciencies are less serious but also require documentation of 
corrective action. On alternate years, the laboratory is 
required to perform a self-inspection. 

 Recently, as part of ongoing efforts to strengthen the labo-
ratory accreditation process, to promote public confi dence in 
the LAP-CAP, and to help assure regulators that CAP- 
accredited laboratories meet or exceed CLIA requirements, 
the CAP has made signifi cant changes in its LAP processes, 
including unannounced inspections rather than scheduled 
inspections beginning in January 2006. This means that lab-
oratories will not know the exact date of the inspection and 
the identity of the inspection team members prior to the 
inspection. Instead, the laboratories will be provided with a 
90-day window of the anniversary of their last inspection, 45 
days prior to and 45 days after their last inspection, pending 
CMS approval, in which the inspection will occur. By imple-
menting this process for routine inspections, CAP expects to 
help ensure that laboratories are in continuous compliance 
and that they are providing quality patient testing at all times. 

 Alternatively, laboratories can be inspected directly by 
CLIA, the Joint Commission, or one of the other accrediting 
organizations for clinical laboratories under the CLIA pro-
gram. The CLIA inspection regulations are found in Subpart 
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   Table 62.7    CAP profi ciency surveys for molecular pathology testing   

  Category/name    Survey    Type of testing  

  Genetics  
 MGL  Molecular genetics  Molecular testing for various genetic diseases or genes 

 PGX  Pharmacogenetics  Molecular testing for various genes 

 SEC  DNA sequence interpretation  DNA sequence electropherogram analysis and reporting 

 CY, CYBK, CYM  Cytogenetics  Analysis of online images or prints of metaphase cells 

 CYCGH  Cytogenomic microarray analysis  Analysis of DNA for constitutional or neoplastic abnormality 

  Oncology  
 MO  Molecular oncology  Molecular analysis of leukemia and lymphomas 

 BRAF  HNPCC  Molecular analysis of PET for HNPCC 

 EGFR  Solid tumors-other  Molecular analysis of PET for NSCLC Adenocarcinoma 

 KIT  Solid tumors-other  Molecular analysis of PET for GIST 

 KRAS  Solid tumors-other  Molecular analysis of PET metastatic, colorectal carcinoma 

 MSI  Microsatellite instability  Molecular analysis of PET colorectal carcinoma by DNA 
amplifi cation of microsatellites 

 SARC  Sarcoma translocation  Molecular analysis of various sarcoma translocations by RT-PCR 

 GLI  Glioma  Molecular analysis of PET for glioma by PCR 

 MHO  Molecular hematologic oncology  Molecular analysis of DNA, cells, and PET, for genotyping myeloid 
and lymphoid malignancies 

 MRD  Minimum residual disease  Analysis of BCR/ABL1 and PML/RARA transcripts 

 CYF, CYH, CYI, CYJ, 
CYK, CYL 

 Fluorescence in situ hybridization  Analysis of FISH using amplifi cation and chromosome-specifi c 
DNA probes 

  Identity  
 ME  Monitoring engraftment  Monitoring for bone marrow and stem cell engraftment 

 PAR, PARF  Parentage testing  DNA testing by PCR and RFLP 

 ML, DL, DML  HLA molecular typing  Molecular typing of class I and class II HLA markers 

 FID, FIDM  Forensic sciences—nuclear and 
mitochondrial DNA 

 Nuclear and mitochondrial DNA analysis for numerous 
polymorphic loci 

 DNA, DNAF  Forensic sciences—DNA database  Analysis of polymorphic loci for the DNA database program 

  Infectious disease  
 ID, IDO  Nucleic acid amplifi cation identifi cation  Analysis of infectious pathogens analyzed by advanced 

amplifi cation methods (NASBA, bDNA, LCR, PCR) 

 HIV, HV2, HIVG  HIV viral load  Quantitative analysis of HIV by nucleic acid amplifi cation and 
genotyping, respectively 

 HBVL, HCVN  Hepatitis B and C viral load  Quantitative analysis of HBV and HCV by nucleic acid 
amplifi cation and HCV genotyping, respectively 

 VLS2  CMV, EBV, BK, HHV6, ADV, viral load  Quantitative analysis by nucleic acid amplifi cation 

 HPV  Human papillomavirus  Qualitative analysis of HPV by nucleic acid testing 

 HC5, HC6   C. trachomatis , herpes, and  N. gonorrhoeae   Pathogen analysis by nucleic acid probe methods and nucleic acid 
amplifi cation methods, respectively 

 NAT  Nucleic acid testing  Qualitative analysis of infectious pathogens designated for blood 
donor centers 

 ISH  In situ hybridization  In situ hybridization testing for various viral nucleic acid targets 

   bDNA  branched DNA technology,  FISH  fl uorescence in situ hybridization,  HCV  hepatitis C virus,  HLA  human leukocyte antigen,  HPV  human 
papillomavirus,  LCR  ligase chain reaction,  NASBA  nucleic acid sequence-based amplifi cation,  PCR  polymerase chain reaction,  PET  paraffi n- 

embedded tissue,  RFLP  restriction fragment length polymorphism,  RT-PCR  reverse transcription-polymerase chain reaction  

Q of the  Code of Federal Regulations , which addresses both 
basic and specifi c inspection requirements [ 50 ]. CLIA 
inspections under the Joint Commission are conducted by 
CMS. The CMS policy for laboratory inspections includes 
announced initial and biennial recertifi cation inspections and 
unannounced complaint and follow-up inspections. The CMS 

inspection focuses more on outcomes than on laboratory 
process. The goals of this outcome-oriented survey are not 
only to determine the laboratory’s regulatory compliance but 
also to assist laboratories in improving patient care by 
emphasizing those aspects that have a direct impact on the 
laboratory’s overall test performance. 
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 Accreditation by the Joint Commission meets the conditions 
required by federal law and regulations. Consequently, labo-
ratories that are accredited by the Joint Commission in lieu 
of direct federal oversight and that meet the CLIA require-
ments for laboratories are not subject to routine inspection 
by state survey agencies to determine their compliance with 
federal requirements [ 51 ]. To be eligible, the Joint 
Commission must apply standards and criteria that are equal 
to or more stringent than the requirements established by 
DHHS. The Joint Commission accreditation process is more 
stringent than federal certifi cation requirements in that the 
Joint Commission accredits a health care organization 
(for example, a hospital) as a whole, not just the laboratory. 
As such, an organization that loses the Joint Commission 
accreditation for reasons other than poor laboratory perfor-
mance also would lose the ability to legally test human 
specimens under the laboratory’s existing certifi cate of 
accreditation, if the Joint Commission accreditation is being 
used to meet the CLIA requirements. The Joint Commission 
also began conducting unannounced inspections in 2006.    

    Summary 

 In this chapter, many of the issues and considerations that are 
important for the successful management of a molecular 
pathology laboratory have been discussed. Although these 
issues are addressed separately, many are interconnected. If 
even one function is weak, the success of testing is compro-
mised. Molecular pathology is a rapidly growing fi eld of 
anatomic pathology and laboratory medicine. The most sig-
nifi cant challenges facing the management team of a clinical 
molecular pathology laboratory are continuous acquaintance 
with rapidly developing new technologies, new approaches 
for data analysis (bioinformatics), changing regulations, and 
evolving testing considerations for a variety of clinical appli-
cations, as well as understanding basic business concepts in 
marketing and fi nance. Keeping pace with these challenges 
ensures that the clinical molecular pathology laboratory will 
be an even greater driving force of medical practice in the 
21st century and beyond.     
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 Adenovirus (cont.) 
 molecular methods , 721  
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 characterization , 278  
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  PKHD1  gene , 287  
 prevalence of , 278  

    B 
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   Cell-free microRNA (cfmiRNA) , 519–520  
   Cell-free mRNA (cfmRNA) , 519  
   Cell-free nucleic acids (cfNA) , 518–520  
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 interpretation , 210–2211  
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   CPIC   . See  Clinical Pharmacogenetics Implementation Consortium 
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   CRC   . See  Colorectal cancer (CRC) 
   Crouzon syndrome , 181–182  
   Cutaneous malignant melanoma (CMM) , 371  
   Cystic fi brosis (CF) , 189–190  

 assays , 193  
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 interpretation , 193–195  
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 screening , 57  
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 drug resistance testing , 668  
 histopathology , 666  
 polymerase chain reaction (PCR) , 665  
 preemptive therapy , 665  
 primary infection , 665  
 reactivation of , 665  
 reinfection/superinfection , 665  
 relapse , 668  
 serology , 666  
 syndrome , 665  
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  DAA   . See  Direct acting antivirals (DAA) 
   DCM   . See  Dilated cardiomyopathy (DCM) 
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 interpretation 
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   Denaturing high-performance liquid chromatography (DHPLC) , 40, 
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   Dentatorubro pallidoluysian atrophy (DRPLA) , 269  
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  cyclin-dependent kinase-like 5 (CDKL5)  gene , 110  
 clinical utility , 110  
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 interpretation , 111  
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 molecular basis , 110  
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 interpretation , 104  
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 clinical utility , 112  
 laboratory issues , 113  
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 clinical utility , 106  
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 interpretation , 107  
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 clinical utility , 108–109  
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 clinical utility , 114  
 interpretation , 115  
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   DFA   . See  Direct fl uorescence assays (DFA) 
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   DHPLC   . See  Denaturing high-performance liquid chromatography 

(DHPLC) 
   Diarrhea   . See  Gastrointestinal infections 
   Diffuse large B-cell lymphoma (DLBCL) , 587–590  
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 clinical manifestations , 244  
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 molecular basis of , 244  
 molecular testing , 245  
 phenotypic overlap , 244  
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   Direct acting antivirals (DAA) , 648, 650  
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 phenotypic and biochemical tests , 783  
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 clinical trials , 782  
 HIV-associated TB , 781  
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 polymerase chain reaction (PCR) , 780, 781  
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 susceptibility testing , 783–784  
   Direct fl uorescence assays (DFA) , 737  
   Direct fl uorescent antibody tests (DFAs) , 671, 759  
   DMD   . See  Duchenne muscular dystrophy (DMD) 
   DNA arrays , 45  
   DNA isolation , 21–22  
   DNA methylation analysis , 35–36, 107  
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   DNA replication 
 bacterial and mitochondrial , 9–10  
 eukaryotic , 8–9  

   DNA sequencing , 24–25  
 autosomal dominant polycystic kidney disease (ADPKD) , 280  
 Li-Fraumeni syndrome (LFS) , 382  

   Dopamine-responsive dystonia (DRD) , 275  
   Duchenne muscular dystrophy (DMD) 

 clinical utility , 130  
 interpretation , 130  
 laboratory issues , 130–131  
 molecular basis of disease , 127–129  

   Dystonia 
 clinical utility , 275  
 DYT1, DYT6, and DYT25 , 272, 275  
 interpretation , 275  
 laboratory issues , 275  
 molecular genetic classifi cation , 272, 274  
 molecular testing , 275  
 neurological symptoms , 272  
 polymerase chain reaction (PCR)-restriction fragment length 

polymorphism (RFLP) analysis , 275  

    E 
  Early-onset familial Alzheimer disease (EOFAD) , 261–262  
   EBV   . See  Epstein Barr virus (EBV) 
   Epstein Barr virus (EBV) encoded RNA (EBER) , 606  
   EIA   . See  Enzyme immunoassays (EIAs) 
   Electrophoresis , 22  
   Elucigene assay , 193  
   End stage renal disease (ESRD) , 278  
    Enterococcus  

  E. casselifl avus   ,  699  
  E. fl avescens   ,  699  
  E. gallinarum   ,  699  

   Enteroviruses , 683–685  
   Enzyme immunoassays (EIAs) , 662, 712, 723, 725, 737  
   Epithelial cell adhesion molecule (EpCAM) , 516, 517  
   Epstein Barr virus (EBV) , 606, 608  

 histopathology for , 669  
 polymerase chain reaction (PCR) testing , 669–670  
 primary infection , 668–669  
 post-transplant lymphoproliferative disorders (PTLD) , 

669, 670  
 qPCR testing , 670  
 serology for , 669  
 viral load test , 670  

   Erythropoietin receptor (EPOR) , 564  
   ESRD   . See  End stage renal disease (ESRD) 
   Essential thrombocythemia (ET) 

 myelodysplastic syndrome (MDS) , 621–622  
 myeloproliferative neoplasms (MPNs) , 617–618  

   Ethanol–salt precipitation , 21  
   European Hearth Rhythm Association (EHRA) , 240, 250  
   Exosomes , 519  
   Expression arrays , 46  
   Extended-spectrum beta-lactamase (ESBL) , 758  

    F 
  Factor V Leiden mutation 

 assays , 218  
 clinical utiltity , 218  
 counseling issues and management , 218  
 molecular basis , 217–218  

 patient management, impact , 219  
 venous thromboembolism (VTE), incidence , 218–219  

   Familial adenomatous polyposis coli (FAP) 
 adenocarcinomas , 329  
 adenomatous polyps , 329  
 attenuated familial adenomatous polyposis coli (AFAP) 

 clinical features , 330  
 clinical testing and laboratory issues , 332–333  
 genetics , 331  
 genotype–phenotype correlation , 332  
 molecular mechanism , 331–332  
 prevention and surveillance , 331  

 characteristic features , 329–330  
 clinical testing and laboratory issues , 332–333  
 desmoid tumorss , 329  
 Gardner Syndrome 

 clinical features , 330  
 clinical testing and laboratory issues , 332–333  
 genetics , 331  
 genotype-phenotype correlation , 332  
 prevention and surveillance , 331  

 genetics , 331  
 genetic testing interpretation and utility , 333  
 genotype-phenotype correlation , 332  
 hamartomatous and benign lesions , 330  
 incidence rate , 329  
 molecular mechanism , 331–332  
 prevention and surveillance , 330–334  
 papillary thyroid carcinoma (PTC) , 329  
 Turcot syndrome 

 clinical features , 330  
 clinical testing and laboratory issues , 332–333  
 genetics , 331  
 genotype-phenotype correlation , 332  
 prevention and surveillance , 331  

   Familial hypercholesterolemia (FH) , 240, 251  
   Familial medullary thyroid carcinoma (FMTC) , 351, 352, 356–359  
   Fanconi anemia , 371  
   FAP   . See  Familial adenomatous polyposis coli (FAP) 
   Fatty acid oxidation , 169–170  

 medium-chain Acyl-CoA dehydrogenase defi ciency    
(see  medium- chain Acyl-CoA dehydrogenase defi ciency)   

 very-long-chain Acyl-CoA dehydrogenase defi ciency (VLCAD) , 
171–172  

   Febrile syndrome , 673  
   Ferguson-Smith syndrome , 370  
   FGFR   . See  Fibroblast growth factor receptor (FGFR) 
   Fibroblast growth factor 

 FGFRs    (see  Fibroblast growth factor receptor (FGFR))   
 signaling , 177–180  

   Fibroblast growth factor receptor (FGFR) , 177, 178  
 craniosynostosis and chondrodysplasias , 179, 180  

 assays , 180  
 clinical utility , 180  
 interpretation , 180–181  
 laboratory issues , 181  

 molecular basis , 178, 179  
 skeletal syndromes 

 achondroplasia , 182–183  
 Antley-Bixler syndrome type 2 , 182  
 Apert syndrome , 181  
 Beare-Stevenson syndrome , 182  
 bent bone dysplasia , 183–184  
 camptodactyly, tall stature, scoliosis, and hearing loss 

(CATSHL) syndrome , 184  
 Crouzon syndrome , 181–182  
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 hypochondroplasia , 183  
 Jackson-Weiss syndrome , 182  
 Kallmann syndrome , 184  
 lacrimo-auriculo-dento-digital (LADD) syndrome , 184  
 Muenke syndrome , 182  
 osteoglophonic dysplasia , 182  
 Pfeiffer syndrome , 181  
 severe achondroplasia, developmental delay and acanthosis 

nigricans (SADDAN) , 183  
 thanatophoric dysplasia (TD) , 183  

   Field inversion gel electrophoresis (FIGE) , 281  
   FIGE   . See  Field inversion gel electrophoresis (FIGE) 
   Fine needle aspiration (FNA) , 471–472, 476–481  
   FISH   . See  Fluorescent in-situ hybridization (FISH) 
   FluA(H1N1) , 759, 760, 765, 766, 770, 772  
   Fluorescence melting curve analysis (FMCA) , 480  
   Fluorescent in-situ hybridization (FISH) , 44–45, 92–93, 480, 497–498, 

510, 563  
 B-cell leukemias and lymphomas (BCL) , 593  
 lung cancer , 424–426  
 trans-membrane protease serine 2 gene  (TMPRSS2)-ERG  

translocation , 460–461  
 Urothelial carcinoma (UC) , 449  

   FMTC   . See  Familial medullary thyroid carcinoma (FMTC) 
   Follicular lymphoma (FL) , 586, 592  
   Forensic DNA typing 

 allelic drop out , 805, 806  
 of biological materials , 793  
 blood specimens , 794  
 convicted offender databases , 806–807  
 disaster victim identifi cation , 796  
 DNA databases , 793  
 fi ngerprint friction ridge analysis , 793  
 forensic  vs.  clinical specimens and tests , 794  
 instruments and technologies , 804–805  
 legal issues , 807  
 likelihood ratio (LR) , 805  
 property crimes (touch DNA) , 795  
 quality assurance and laboratory issues , 807  
 random match probability and likelihood ratio calculations , 805, 806  
 serology tests , 793  
 sexual assaults (swabs) , 794  
 urine samples, drug testing , 796  
 vacuum cleaner cord , 795  
 Y-chromosome DNA markers , 794  

   Forensic genetics 
 DNA testing 

 Florida v Andrews , 798  
 polymerase chain reaction (PCR) amplifi cation    

(see  Polymerase chain reaction (PCR) )  
 Pennsylvania v Pestinikas , 797  
 Queen v Pitchfork , 797  
 system usage in crime laboratories , 797, 798  

 genetic variation , 796  
 restriction fragment length polymorphism (RFLP) , 796–797  

   Forensic molecular biology , 803, 804  
   Formalin-fi xed, paraffi n-embedded (FFPE) tissues , 462–464, 606, 850  
   Fragile X syndrome (FXS) 

 assays , 103–104  
 clinical utility , 102–103  
 interpretation , 104  
 laboratory issues , 104–105  
 molecular basis , 101–102  

   FRDA   . See  Friedreich ataxia (FRDA) 
   Friedreich ataxia (FRDA) 

 characterization , 269  

 molecular testing 
 assays , 271–273  
 clinical utility of , 269, 271  
 interpretation of , 272  
 laboratory issues , 272  

 mutations , 269  
 prevalence of , 269  

   Frontotemporal lobar degeneration (FTD) , 265–267  
   FXS   . See  Fragile X syndrome (FXS) 

    G 
  Galactosemia 

 assays , 167  
 clinical utility , 167  
 interpretation , 167  
 molecular basis , 166–167  

   Gardner Syndrome 
 clinical features , 330  
 clinical testing and laboratory issues , 332–333  
 genetics , 331  
 genotype-phenotype correlation , 332  
 prevention and surveillance , 331  

   Gastrointestinal infections 
 antibiotics , 708  
 bacterial pathogens    (see  Bacterial gastroenteritis )  
 clinical laboratories , 729  
 contaminated food/water , 708  
 diarrheal diseases , 707  
 molecular methods , 708  
 norovirus , 708  
 parasitic pathogens , 728–729  
 polymerase chain reaction (PCR) inhibition , 708  
 symptoms , 707  
 viral agents , 719–727  

   Gastrointestinal stromal tumors (GIST) , 397, 495, 496, 502  
   Gaucher disease (GD) , 166  
   G-banded karyotyping , 92, 94, 619  
   Gene amplifi cation assays , 425, 427  
   Gene products , 11, 20, 355, 925  
   Gene testing , 101  

 angelman/Rett syndrome second-tier testing 
 assays , 111  
  cyclin-dependent kinase-like 5 (CDKL5)  gene , 110  
 clinical utility , 110  
  forkhead box G1 (FOXG1)  gene , 110–111  
 interpretation , 111  
 laboratory issues , 111  
 molecular basis , 110  
  solute carrier family 9, member 6 (SLC9A6)  gene , 111  
  transcription factor 4 (TCF4)  gene , 111  

 FXS 
 assays , 103–104  
 clinical utility , 102–103  
 interpretation , 104  
 laboratory issues , 104–105  
 molecular basis , 101–102  

 noonan syndrome (NS) 
 assays , 112–113  
 clinical utility , 112  
 laboratory issues , 113  
 molecular basis , 111–112  

 angelman syndrome (AS) and PWS 
 clinical utility , 106  
 DNA methylation analysis , 107  
 interpretation , 107  

Index



984

 Gene testing (cont.) 
 laboratory issues , 107–108  
 molecular basis , 105–106  
 targeted  UBE3A  analysis , 107  
 uniparental disomy analysis , 107  

 Rett syndrome and  MECP2 -related disorders 
 assays , 109  
 clinical utility , 108–109  
 interpretation , 109  
 laboratory issues , 109–110  
 molecular basis , 108  

 X-linked intellectual disability (XLID) 
 assays , 115  
 clinical utility , 114  
 interpretation , 115  
 laboratory issues , 115  
 molecular basis , 113–114  

   Genetic code , 14, 15  
   Genetic counseling 

 American Board of Genetic Counseling (ABGC) , 55  
 cancer setting , 59  
 children and adolescents, genetic testing , 60  
 informed consent , 59–60  
 laboratory, working in , 61  
 legal protection , 60  
 pediatric and adult setting , 58–59  
 prenatal setting , 56–58  
 process , 56  
 research testing , 60–61  

   Genetic Information Nondiscrimination Act , 60, 949  
   Genetic mechanisms infl uencing transmission , 72  
   Genome sequencing , 47, 75, 115, 254, 519, 520, 892, 899–905, 

914–916, 923  
   Genome-wide association studies (GWAS) , 251, 280, 292, 295, 876  
   Genotypic resistance testing , 631, 635–637  
   Gliomas 

 array-based comparative genomic hybridization (aCGH) , 513  
 epidermal growth factor receptor (EGFR) signaling , 509  
 fl uorescence in situ hybridization (FISH) , 510  
 laboratory issues , 509  
 loss of heterozygosity (LOH) analysis , 510  
 types , 507  

   Glycogen storage diseases (GSD) 
 assays , 169  
 clinical utility , 169  
 molecular basis , 168–169  

   Glycosylation , 121–125  
   Grantham Matrix Score (GMS) , 283  
   Griscelli syndrome , 371  
   Group B  Streptococcus  (GBS) , 693, 700, 701  
   GSD   . See  Glycogen storage diseases (GSD) 
   GWAS   . See  Genome-wide association studies (GWAS) 

    H 
  HA   . See  Hemophilia A (HA) 
   Hairy cell leukemia (HCL) , 584  
   HB   . See  Hemophilia B (HB) 
   HBOC   . See  Hereditary breast-ovarian cancer syndrome (HBOC) 
   HBV   . See  Hepatitis C virus (HCV) 
   HCM   . See  Hypertrophic cardiomyopathy (HCM) 
   HCV   . See  Hepatitis C virus (HCV) 
   Heart Rhythm Society (HRS) , 240, 250  
    Helicobacter pylori  

 antibiotic resistance , 716, 717  
 antibiotic resistance genotype testing , 719  

 antibiotic resistance mutations , 718  
 diagnostic testing , 716–717  
 gastric and duodenal ulcers , 716  
 genetic variation , 716  
 histopathologic diagnosis , 718  
 inter-study variation , 719  
 laboratory issues , 719  
 non-molecular methods , 717  
 polymerase chain reaction (PCR)-based assays , 717  
 polymerase chain reaction (PCR)-based methods , 719  
 real-time polymerase chain reaction (PCR) methods , 718  
 restriction fragment length polymorphism (RFLP)-based assays , 718  
 virulence or pathogenic factors , 717  

   Helix-loop-helix (bHLH) gene , 564–566  
   Hematologic disorders 

 hemoglobinopathies , 226  
 assays , 232–233  
 clinical utility , 231–232  
 interpretation , 233  
 laboratory issues , 233  
 molecular basis , 229–231  

 hereditary hemochromatosis (HHC) , 226  
 assays , 228–229  
 clinical utility , 228  
 interpretation , 229  
 laboratory issues , 229  
 molecular basis , 226–228  

 Rh incompatibility , 226  
 assays , 235–236  
 clinical utility , 235  
 interpretation , 236, 237  
 laboratory issues , 237–238  
 molecular basis , 233–235  

   Hemoglobinopathies , 226  
 assays , 232–233  
 clinical utility , 231–232  
 interpretation , 233  
 laboratory issues , 233  
 molecular basis , 226–231  

   Hemophilia A (HA) , 204  
 algorithms , 209–210  
 assays , 208–209  
 clinical utility , 208  
  F8  gene, deleterious mutations , 207  
 genotype-phenotype correlations , 207–208  
 interpretation , 210–2211  
 laboratory issues , 2211  
 molecular basis , 204–207  
 polymorphisms,  F8  Gene , 208  

   Hemophilia B (HB) , 211  
 algorithm , 213  
 assays , 212–213  
 clinical utility , 212  
  F9  gene, mutations , 211  
 genotype-phenotype correlation , 211–212  
 interpretation , 213  
 laboratory issues , 213  
 molecular basis , 211  
 polymorphisms,  F9  gene , 212  

   Hemophilia testing algorithm , 209  
   Hemorrhagic cystitis , 663  
   Hepatitis B e antigen (HBeAg) , 643, 644  
   Hepatitis B virus (HBV) 

 ALT levels , 643  
 A1896 mutation , 644  
 antiviral agents, mutations , 644  
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 antiviral resistance , 644  
 basal core promoter mutation , 644  
 characteristics of , 642  
 future , 646  
 genome , 642  
 genotypes , 642  
 genotyping , 645  
 G145R mutation , 644  
 hepatitis B e antigen (HBeAg) marker , 643, 644  
 HBV DNA, quantifi cation of , 644–645  
 interpretation of results , 645  
 laboratory issues , 645–646  
 monitoring disease activity , 643  
 noonan syndrome (NS)/NT analogs, treatment , 644  
 qualitative assays for , 645  
 response and time of assessments, antiviral therapy , 643  
 serologic markers , 643  
 S gene mutation , 644  
 treatment response , 643  

   Hepatitis C virus (HCV) 
 aminoterminal portion , 646  
 carboxyterminal portion , 646  
 commercial HCV RNA test , 651  
  Flaviviridae,  Family , 646  
 future , 653–654  
 genotype , 646–647, 649, 650  
 genotyping assays , 652  
 hypervariable regions, E2 , 646  
 interpretation of results , 652–653  
 laboratory issues , 653  
 nonstructural regions , 646  
 qualitative detection of assays 

 amplicor HCV test v2.0 , 650  
 procleix test , 650  
 Versant assay , 650  

 quantitative detection of assays 
 amplicor HCV test v2.0 , 650–651  
 Roche RT-qPCR assays , 651  
 RT-qPCR assays , 650–651  
 Versant assay , 650  

 RNA detection and quantifi cation 
 antigen detection , 647–648  
 anti-HCV antibody tests , 647  
 direct acting antivirals (DAA) , 648  
 nucleic acid amplifi cation methods , 647  
 recombinant immunoblot assay (RIBA) , 647  
 serologic screening test , 647  
 triple therapy , 648  
 viral load testing , 648–649  

   Hereditary breast-ovarian cancer syndrome (HBOC) , 316, 318, 319  
   Hereditary fructose intolerance (HFI) 

 assays , 168  
 clinical utility , 168  
 interpretation , 168  
 molecular basis , 167–168  

   Hereditary hemochromatosis (HHC) , 226  
 assays , 228–229  
 clinical utility , 228  
 interpretation , 229  
 laboratory issues , 229  
 molecular basis , 226–228  

   Hereditary nonpolyposis colorectal cancer (HNPCC) 
 BRAF V600E , 347  
 clinical characteristics , 339–341  
 clinical utility , 343  
 DNA mismatch repair , 343  

 germline mutation testing , 343  
 immunohistochemistry (IHC) , 344–345  
 laboratory issues , 347–348  
 microsatellite instability polymerase chain reaction (PCR) , 

346–347  
  MLH1  methylation , 347  
 molecular basis , 341–342  

   Hereditary skin cancer   . See  Skin cancer 
   Herpes simplex virus 

 cytomegalovirus (CMV) 
 antigenemia tests , 665, 666  
 antiviral prophylaxis , 665  
  Betaherpesvirinae,  sub-family , 665  
 CMV nucleic acid tests (NATs) , 666–667  
 CMV polymerase chain reaction (PCR) , 667  
 drug resistance testing , 668  
 histopathology , 666  
 polymerase chain reaction (PCR) , 665  
 preemptive therapy , 665  
 primary infection , 665  
 reactivation of , 665  
 reinfection/superinfection , 665  
 relapse , 668  
 serology , 666  
 syndrome , 665  
 in transplant recipients , 665  
 viral culture , 666  
 viral load testing , 667–668  

 types 1 and 2 virus 
 direct fl uorescent antibody testing for , 671  
 HSV polymerase chain reaction (PCR) , 671  
 primary infection , 670–671  
 quantifi cation of , 671  
 reactivation , 671  
 viral culture for , 671  

   Herpes zoster , 672, 686  
   Heteroduplex analysis , 386–39  
   HFI   . See  Hereditary fructose intolerance (HFI) 
   HHC   . See  Hereditary hemochromatosis (HHC) 
   HIF1A   . See  Hypoxia-inducible factor 1 alpha subunit (HIF1A) 
   Highly active antiretroviral therapy (HAART) , 296–297, 691, 720  
   High-resolution melting curve analysis , 31, 40–41  
   Hirschsprung disease (HSCR) , 356  
   HNPCC   . See  Hereditary nonpolyposis colorectal cancer (HNPCC) 
   Hologic assay , 193  
   Homeobox gene family (HOX) , 564–566  
   Homocysteine metabolism pathway , 221  
   Homocystinuria , 222  
   Human bocavirus (HBoV) , 757, 759, 760  
   Human enterovirus 68 (HEV68) , 757  
   Human herpesvirus 8 

 canavan disease (CD) , 674  
 HHV-8 polymerase chain reaction (PCR) testing , 674  
 Kaposi’s sarcoma (KS) , 674  
 monoclonal antibodies , 674  
 primary effusion lymphoma (PEL) , 674  
 primary infection , 674  
 serologic testing , 674  
 viral load testing , 674  

   Human herpes viruses 6 and 7 , 687–688  
 clinical disease , 673  
 febrile syndrome , 673  
 interpretation of test results , 673  
 peripheral blood mononuclear cells (PBMC) , 673  
 primary infections , 672  
 quantitative polymerase chain reaction (PCR) , 673  

Index



986

 Human herpes viruses 6 and 7 (cont.) 
 serology testing , 673  
 in transplant recipients , 672–673  
 viral load , 673  

   Human immunodefi ciency viruses , 292, 296, 690–691  
   Human immunodefi ciency virus type 1 (HIV-1) 

 acute HIV-1 infection , 630  
 antiretroviral therapy (ART) 

 CCR5 inhibitors , 631  
 error and replication rate , 631  
 genotypic testing , 631  
 initiation and monitoring , 630–631  
 phenotypic resistance testing , 631  
 quasispecies , 631  

 available assays 
 DNA, qualitative , 631  
 drug resistance , 633–634  
 HIV-1 RNA qualitative , 631  
 viral load assays , 632–633  

 description , 629  
 future aspects , 637–638  
 genetic groups , 629  
 interpretation of results 

 drug resistance assays , 635–637  
 HIV-1 RNA qualitative assays , 635  
 viral load assays , 635  

 laboratory issues , 637  
 nucleic acid amplifi cation tests (NAATs) , 630  
 neonates, diagnosis , 630  
 RNA viral load testing , 630  

   Human JC polyomavirus , 690  
   Human Kallikrein-2 (hK2) , 456–457  
   Human leukocyte antigen (HLA) 

 allelic resolution , 880  
 Behcet’s disease , 875  
 birdshot retinochoroidopathy , 875  
 celiac disease , 874  
 contingency table , 873–874  
 disease association studies , 873  
 DNA sequencing , 877–879  
 drug hypersensitivity reactions , 875  
 extended human leukocyte antigen (HLA) 

typing , 881  
 false paternity , 883  
 gene (allele) frequencies , 872  
 gene frequencies, in human populations , 870  
 haplotype estimation , 873  
 haplotypes , 869  
 Hardy–Weinberg (HW) model , 872–873  
 hematopoietic cell transplantation 

 allele-level typing , 871  
 disparities , 872  
 histocompatibility assessment , 871  
 unrelated donor/cord blood units (CBU) , 871–872  

 high resolution , 880  
 high-resolution human leukocyte antigen (HLA) 

typing , 879  
 histocompatibility complex , 867–868  
 human leukocyte antigen (HLA) matching 

 algorithms , 877  
 directionality , 881  
 human leukocyte antigen (HLA) loci tested , 881  
 identical by descent , 881  
 United Network for Organ Sharing (UNOS) , 882  
 unrelated donor , 882  

 hypersensitivity reactions , 875  
 identifi cation , 877  

 laboratory issues 
 certifi cations , 884  
 and professionals , 884  
 profi ciency testing , 884  
 quality control , 883–884  

 linkage disequilibrium/gametic association , 870  
 logistic regression , 874  
 low resolution , 880  
 major histocompatibility class 

 disease susceptibility , 877  
 genome-wide association studies , 875  

 multiple genes and environmental factors , 876  
 narcolepsy , 874  
 new alleles , 883  
 nomenclature , 879–880  
 null alleles , 882  
 odds ratio and relative risk , 874  
 polymorphism , 867–868  
 population genetic analyses , 872  
 recombination , 883  
 restriction fragment length polymorphism (RFLP) analysis , 879  
 sequence-specifi c primer polymerase chain reaction , 877  
 serologic and nucleic acid-based human leukocyte antigen (HLA) 

typing , 882  
 slashes , 881  
 solid organ transplantation 

 antibody-mediated rejection , 871  
 cadaveric donors , 870–871  
 donor–recipient pairs , 870  
 kidney and pancreas , 870  
 virtual crossmatching , 871  

 type 1 diabetes , 876  
 verifi cation human leukocyte antigen (HLA) typing , 881  

   Human metapneumovirus (HMPV) , 756, 757, 759, 765, 768  
   Human papillomaviruses (HPV) 

 anogenital types , 747  
 cervical cancer , 747  
 description , 746  
 future , 750  
 high-risk , 747  
 low-risk , 747  
 men , 747  
 prevalence , 746  
 test , 748–750  

 digene hybrid capture 2 (hc2) assay , 747  
 HPV 16/18 genotyping , 748  
 pap test , 747  
 Roche linear array (LA) HPV genotyping test , 748  

 women , 747  
   Human rhinovirus (HRV) , 756, 757, 759, 768  
   Human T-cell lymphotropic virus type 1 (HTLV-1) , 

606, 608  
   Huntington disease (HD) , 267–268  
   Hybrid capture (HC) , 44, 913–914  
   Hyperhomocysteinemia 

 assays , 222  
 clinical utility , 222  
 molecular basis , 221–222  

   Hyperlipidemias , 251–252  
   Hypertrophic cardiomyopathy (HCM) 

 genes implication , 241–243  
 genetic testing , 243–244  
 left ventricular hypertrophy (LVH) , 241  
 molecular basis of , 243  

   Hypochondroplasia , 180, 183  
   Hypoxia-inducible factor (HIF) , 394  
   Hypoxia-inducible factor 1 alpha subunit (HIF1A) , 365–366  
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    I 
  Idiopathic dilated cardiomyopathy (IDC) , 244  
   Idiopathic ventricular fi brillation (IVF) , 249  
   IHC   . See  Immunohistochemistry (IHC) 
    IL28B  genotyping , 294–296, 650  
   Immunodefi ciency-associated lymphoma , 589–590  
   Immunodefi ciency-associated lymphoproliferative disorders (LPD) , 589  

 B-cell leukemias and lymphomas (BCL), HIV-positive patients , 
589–590  

 post-transplant lymphoproliferative disorders (PTLD) , 590  
   Immunoglobulin receptor (IG) , 562–563  
   Immunohistochemistry (IHC) , 516  

  BRCA1  and  BRCA2  genes , 318–319  
 hereditary nonpolyposis colorectal cancer (HNPCC) , 344–345  
 sporadic breast cancer 

 HER2 expression , 437–438  
 hormone receptors , 435  
 standard and emerging molecular tests , 440  

 trans-membrane protease serine 2 gene  (TMPRSS2)-ERG  
translocation , 459–460  

 urothelial carcinoma (UC) , 449  
   Infectious Diseases Society of America (IDSA) , 756  
   Infectious gastroenteritis   . See  Gastrointestinal infections 
   Informed consent , 59–60, 905, 948–949  
   Inherited bleeding disorders , 204  
   Innogenetics assay , 193  
   Inosine triphosphatase  (ITPA)   ,  296  
   In situ hybridization (ISH) , 437–440  
   Integrase inhibitors (INSTI) , 631  
   Intellectual disability and developmental delay (ID/DD) , 91  

 assays 
 chromosomal microarray    (see  Chromosomal microarray analysis )  
 fl uorescence in situ hybridization (FISH) , 92–93  
 G-banded karyotyping , 92  

 clinical utility , 91  
 chromosomal microarray analysis (CMA) interpretation, patients 

with , 95–97  
 laboratory issues , 97–99  

   Invasive ductal carcinoma (IDC) , 434  
   Invasive lobular carcinoma (ILC) , 434  
   In vitro diagnostic (IVD) test , 408, 662, 953, 961  
   ISH   . See  In situ hybridization (ISH) 

    J 
  Jackson-Weiss syndrome , 182  
   Junctional epidermolysis bullosa (JEB) , 371  

    K 
  Kallmann syndrome , 184  
   Kaposi’s sarcoma (KS) , 674  
   Karyotyping , 45, 46, 92–94, 496–498, 503, 530, 563, 582, 584, 585, 

587, 588, 593, 619, 620, 622, 828, 829, 852, 854  
   Kearns-Sayre syndrome (KSS) , 136, 139  
   Kennedy disease 

 clinical utility , 137  
 interpretation , 137  
 laboratory issues , 137  
 molecular basis , 137  

    L 
  Laboratory-developed tests (LDTs) , 181, 193, 235, 253, 303, 408, 

436, 438, 440, 441, 451, 645, 661, 662, 665–670, 672, 673, 
675, 683, 685, 689, 691, 700, 717, 721, 724, 725, 744, 745, 
756, 785, 927, 953, 959, 961  

   Laboratory diagnosis 
 Adenovirus    (see  Adenovirus )  
 Astroviruses , 725  
 calicivirus    (see   Caliciviridae (Noroviruses, Sapoviruses) )   
  C. diffi cile     (see   Clostridium diffi cile )   
  H. pylori     (see   Helicobacter pylori )   
 parasitic gastroenteritis    (see  Parasitic gastroenteritis)   
 rotaviruses    (see  Rotaviruses)   
 Whipple’s disease    (see  Whipple's disease)   

   Laboratory information systems , 958–960  
   Lacrimo-auriculo-dento-digital (LADD) 

syndrome , 184  
   Lactic acidosis , 136, 139, 143–146, 149, 151, 167  
   Laser capture microdissection (LCM) , 422, 856–857  
   LCR   . See  Ligase chain reaction (LCR) 
   Left ventricular hypertrophy (LVH) , 241, 243, 253  
   Left ventricular noncompaction (LVNC) , 241–243, 246–247, 249  
   Legionaire’s disease , 758  
   Leigh syndrome (LS) , 137, 139, 141, 149, 150, 154, 

395, 397  
   Leukodystrophies 

 assays , 174  
 clinical utility , 173–174  
 interpretation , 174  
 laboratory issues , 174  
 molecular basis , 173  

   LFL   . See  Li-Fraumeni-like syndrome (LFL) 
   LFS   . See  Li-Fraumeni syndrome (LFS) 
   Li-Fraumeni-like syndrome (LFL) , 377  

 assays , 380–381  
 clinical testing , 380–382  
 clinical utility , 380  
 interpretation , 381–382  
 laboratory issues , 382  
 molecular basis of , 378–380  

   Li-Fraumeni syndrome (LFS) 
 autosomal dominant disease , 377  
 cancer, lifetime risk of , 377  
 classic LFS 

 assays , 380–381  
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 interpretation , 381–382  
 laboratory issues , 382  
 molecular basis of , 378–380  

 core cancers of , 377  
 defi nition , 377  
 Li-Fraumeni-like syndrome (LFL) , 377  

 assays , 380–381  
 clinical testing , 380–382  
 clinical utility , 380  
 interpretation , 381–382  
 laboratory issues , 382  
 molecular basis of , 378–380  

 tumor spectrum , 377, 378  
   Ligase chain reaction (LCR) , 41  
   Lipopolysaccharide (LPS) , 737  
   Lipoprotein metabolism , 251–252  
   Liquid biopsies , 518  
   Long QT syndrome (LQTS) 

 autosomal dominant , 247  
 autosomal recessive , 247  
 genes implication , 247–250  
 molecular genetic testing , 249  
 mutation and phenotypic outcome , 247, 249  

   Loss of heterozygosity (LOH) analysis , 510  
   Lower RTIs (LRTIs) , 756–759  
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   Lung cancer 
 cancer-related mortality , 419  
 molecular basis of , 420–421  
 non-small cell lung carcinoma (NSCLC) 

 clinical utility , 421–422  
 COLD-polymerase chain reaction (PCR) , 422–423  
 fl uorescence in situ hybridization (FISH) assays , 424–426  
 gene amplifi cation assays , 425, 427  
 ICE-COLD-polymerase chain reaction (PCR) , 422–423  
 immunohistochemistry (IHC) , 424–425  
 laboratory issues , 427–428  
 multiplex methods , 424  
 one-at-a-time model , 428  
 polymerase chain reaction (PCR) screening methods , 423  
 pyrosequencing , 423  
 rare mutation , 426  
 real-time polymerase chain reaction (PCR) , 423  
 restriction fragment length polymorphism (RFLP) , 423  
 reverse-transcription polymerase chain reaction (RT-PCR) , 424, 

426–427  
 Sanger sequencing , 422, 423  
 somatic mutation testing , 425–426  
 specimen type, quality, and tumor content , 422  
 ultrahigh sensitivity methods , 423–424  

 small-cell lung carcinoma (SCLC) , 419  
 time of diagnosis , 419  

   Lux , 34–35  
   LVNC   . See  Left ventricular noncompaction (LVNC) 
   Lymphogranuloma venereum (LV) , 736  
   Lymphomatoid papulosis (LyP) , 606, 610  
   Lymphoplasmacytic lymphoma (LPL) , 584  
   Lynch syndrome 

 BRAF V600E , 347  
 clinical characteristics , 339–341  
 clinical utility , 343  
 DNA mismatch repair , 343  
 germline mutation testing , 343  
 immunohistochemistry (IHC) , 344–345  
 laboratory issues , 347–348  
 microsatellite instability polymerase chain reaction (PCR) , 346–347  
  MLH1  methylation , 347  
 molecular basis , 341–342  

   Lysosomal storage disorders 
 Gaucher disease (GD) , 166  
 Tay-Sachs disease 

 assays , 165  
 clinical utility , 165  
 interpretation , 165–166  
 molecular basis , 165  

    M 
  Macrodissection , 422, 852, 855–857, 859, 862, 950  
   Magnetic bead extraction , 21  
   “Major” breakpoint cluster region (M-bcr) , 564, 565, 619  
   Major outer membrane protein (MOMP) , 737  
   Malaria , 230, 297–298  
   MALDI-TOF   . See   M atrix  A ssisted  L aser  D esorption/ I onization  T ime 

 O f  F light (MALDI-TOF) 
   Malignant melanoma , 369  
   Mammalian chromosomal organization , 7  
   MammaPrint ® test  , 441–442  
   Mantle cell lymphoma (MCL) , 45, 584, 586–587  
   Maple syrup urine disease  ( MSUD) 

 assays , 164  
 clinical utility , 163  

 interpretation , 164  
 molecular basis , 163  

   Marginal zone lymphomas (MZL) , 586–587  
   Massively parallel sequencing , 46  
   Mass spectrometry (MS) , 36  

 antimicrobial resistance , 699  
 in clinical microbiology , 697–698  
 electrospray ionization mass spectrometry (ESI-MS) , 698  
 matrix assisted laser desorption/ionization time of fl ight 

(MALDI- TOF) , 697  
 matrix assisted MS , 697  
 16S rRNA gene sequencing , 698  

    M atrix  A ssisted  L aser  D esorption/ I onization  T ime  O f  F light 
(MALDI- TOF) , 408, 411, 697, 939  

   Matrix-assisted laser desorption/ionization–time-of-fl ight mass 
spectrometry (MALDI-TOF-MS) , 123, 939  

   MCAD   . See  Medium-chain Acyl-CoA dehydrogenase defi ciency 
(MCAD) 

   MCL   . See  Mantle cell lymphoma (MCL) 
   MDS   . See  Myelodysplastic syndromes (MDS) 
    MECP2 -related disorders 

 assays , 109  
 clinical utility , 108–109  
 interpretation , 109  
 laboratory issues , 109–110  
 molecular basis , 108  

   Medium-chain Acyl-CoA dehydrogenase defi ciency (MCAD) 
 assays , 170–171  
 clinical utility , 170  
 interpretation , 171  
 molecular basis , 170  

   Medullary thyroid carcinoma (MTC) , 352, 356, 357, 359  
   MEN syndromes   . See  Multiple endocrine neoplasia (MEN) syndromes 
   Men who have sex with men (MSM) , 736  
   Metabolic disorders , 161–162  

 amino acidopathies , 162  
 carbohydrate metabolism, disorders    (see  Carbohydrate metabolism )  
 Canavan disease (CD) 

 assays , 174  
 clinical utility , 173–174  
 interpretation , 174  
 laboratory issues , 174  
 molecular basis , 173  

 fatty acid oxidation , 169–170  
 medium-chain Acyl-CoA dehydrogenase defi ciency    

(see  medium-chain Acyl-CoA dehydrogenase defi ciency )  
 very-long-chain Acyl-CoA dehydrogenase defi ciency 

(VLCAD) , 171–172  
 lysosomal storage disorders    (see  Lysosomal storage disorders )  
 maple syrup urine disease  ( MSUD) 

 assays , 164  
 clinical utility , 163  
 interpretation , 164  
 molecular basis , 163  

 ornithine transcarbamylase defi ciency  ( OTC) 
 assays , 164–165  
 clinical utility , 164  
 interpretation , 165  
 molecular basis , 164  

 phenylketonuria 
 assays , 163  
 clinical utility , 162  
 interpretation , 163  
 molecular basis , 162  

 X-linked adrenoleukodystrophy (X-ALD) 
 assays , 172–173  
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 clinical utility , 172  
 interpretation , 173  
 molecular basis , 172  

   Methicillin-resistant  Staphylococcus aureus  (MRSA) , 698–699  
   Methods-based profi ciency testing (MBPT) , 323, 927  
   Methylation-specifi c polymerase chain reaction (MS-PCR) , 35–36  
   Microdissection , 347, 408, 422, 511, 850, 852, 855–857, 859, 860, 939  
   Microsatellite instability (MSI) , 24, 340, 341, 345–347, 404, 407, 414, 

448, 494, 589, 590, 857, 860  
   Microsatellite stable (MSS) , 345, 405  
   Middle East Respiratory Syndrome (MERS-CoV) , 757, 759, 760  
   Minimal residual disease (MRD) detection 

 in children with acute lymphoblastic leukemia , 591  
 fl ow cytometry analysis , 591, 592  
 molecular remissions, progression-free and overall survival , 591  
 polymerase chain reaction (PCR) and RT-qPCR assays, analytical 

sensitivity , 592  
 quantitative polymerase chain reaction (PCR) (qPCR) detection , 591  
 therapeutic response , 591  

   Mitochondrial disorders , 71–72, 139–140  
 assays 

 deletion/duplication, MtDNA , 152–153  
 MtDNA point mutation testing , 152  
 multiple genes, sequence analysis , 154  
 real-time polymerase chain reaction (PCR) analysis , 153  
 sequence analysis , 153  
 single nuclear genes, sequence analysis , 153–154  

 clinical utility , 141–142  
 copy number changes , 143–144  
 genes 

 affecting oxidative phosphorylation (OXPHOS) function , 149–150  
 coenzyme Q10 (CoQ10) biosynthesis/metabolism , 149  
 dynamics , 149  
 oxidative phosphorylation (OXPHOS) complex structural 

subunits/assembly factors , 144–146  
 translational machinery , 148–149  

 genome, mutations , 140–141  
 genotype and phenotype correlation , 141  
 interpretation , 154–155  
 laboratory issues , 155  
 molecular basis , 140  
 molecular defects 

 cardiomyopathy , 151  
 chronic progressive external ophthalmoplegia (CPEO) , 150  
 leigh syndrome (LS) , 150  
 optic atrophy , 150  

 MtDNA biosynthesis and/or maintenance, genes encoding proteins 
essential , 146–148  

 mitochondrial DNA (MtDNA) point mutations , 141–143  
 nuclear genes, mutations , 144  
 single large-scale rearrangements , 143  

   Mitochondrial DNA polymorphism analysis , 850, 851  
   Mitochondrial encephalomyopathies 

 clinical utility , 136  
 interpretation , 137  
 Kearns-Sayre syndrome (KSS) , 136  
 laboratory issues , 137  
 mitochondrial encephalomyopathy with lactic acidosis and 

stroke-like episodes (MELAS) , 136  
 myoclonic epilepsy with ragged-red fi bers (MERRF) , 136  
 molecular basis , 135–136  

   Mitochondrial encephalomyopathy with lactic acidosis and stroke-like 
episodes (MELAS) , 136, 137, 141, 150  

   Mitochondrial encephalopathy , 106, 146, 151  
   Mitogen-activated protein kinase (MAPK) , 361, 404, 405, 420, 472, 

473, 478  

   MLPA   . See  Multiple ligation probe amplifi cation (MLPA) 
   Molecular-based assays 

 agarose gel electrophoresis , 786  
 cost-effectiveness , 786  
 diagnostic test evaluations , 786  
 false-positive amplifi cation , 785  
 laboratory-developed tests , 784, 785  
 molecular identifi cation methods , 786  
 polymerase chain reaction (PCR)-restriction fragment length 

polymorphism (RFLP) analysis , 784  
 positive and negative controls , 784  
 sequencing methods/polymerase chain reaction (PCR) , 784  

   Molecular beacon , 33, 34, 685, 689  
   Molecular biology , 1  

 biological molecules 
 amino acids , 4  
 carbohydrates , 3  
 nucleic acids , 3–4  

 cell division and cell cycle , 10–11  
 cell organization , 1–2  
 DNA replication 

 bacterial and mitochondrial , 9–10  
 eukaryotic , 8–9  

 eukaryotic cells 
 cytoplasm , 2  
 ER , 3  
 mitochondria , 2–3  
 nucleus and nucleolus , 2  

 gene structure 
 mRNA, elongation and termination , 12–13  
 posttranslational modifi cations , 15  
 promoting transcription , 11–12  
 protein structure , 14  
 translation , 13–14  

 genetic molecules , 4–5  
 mammalian chromosomal organization , 7  
 structure , 5–6  
 thermodynamics , 6–7  
 topology , 7  

 gene to protein , 11  
 mutations , 15–16  
 prokaryotic cells , 2  

   Molecular epidemiology 
 amplifi ed fragment length polymorphism (AFLP) analysis , 702  
 matrix-assisted laser desorption/ionization–time-of-fl ight mass 

spectrometry (MALDI-TOF-MS) , 702, 703  
 pulsed fi eld gel electrophoresis (PFGE) , 702  

   Molecular pathology , 19–20  
 bioinformatics and data analysis , 47  
 clinical applications , 47–48  
 discoveries , 20  
 methods 

 agarose gels , 23  
 amplicon carryover contamination , 43  
 allele-specifi c oligonucleotide hybridization (ASOH) , 30–31  
 angelman syndrome (AS)-polymerase chain reaction (PCR) , 30  
 capillary electrophoresis (CE) , 23–24  
 chaotropic salt-silica column extraction , 21  
 denaturing gradient gel electrophoresis (DGGE) , 38  
 denaturing high-performance liquid chromatography 

(DHPLC) , 40  
 DNA methylation and methylation-specifi c polymerase chain 

reaction (MS-PCR) , 35–36  
 DNA sequencing , 24–25  
 electrophoresis , 22  
 ethanol–salt precipitation , 21  
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 Molecular pathology (cont.) 
 heteroduplex analysis , 38–39  
 high-resolution melting curve analysis , 31, 40–41  
 hybridization , 34  
 ligase chain reaction (LCR) , 41  
 Lux , 34–35  
 magnetic bead extraction , 21  
 multiplex ligation dependent probe assay (MLPA) , 36–38  
 molecular beacon , 33  
 mass spectrometry (MS) , 36  
 multiplex polymerase chain reaction (PCR) , 29  
 nucleic acid sequence-based amplifi cation (NASBA) , 42–43  
 nested polymerase chain reaction (PCR) , 30  
 nucleic acid isolation , 20  
 nucleic acid measurement , 22  
 oligonucleotide ligation assay (OLA) , 31  
 organic (phenol) extraction , 21  
 polymerase chain reaction (PCR) , 26–28  
 polymerase chain reaction (PCR)-restriction fragment length 

polymorphism analysis , 29  
 polyacrylamide gels , 22–23  
 protein truncation test (PTT) , 40  
 pyrosequencing , 31–32  
 real-time (quantitative) polymerase chain reaction (PCR) , 33  
 restriction endonucleases (REs) , 24  
 restriction-site generating polymerase chain reaction (PCR) , 29  
 RNA vs DNA isolation , 21–22  
 reverse-transcription polymerase chain reaction (RT-PCR) , 32  
 scorpion , 34  
 strand displacement amplifi cation (SDA) , 41–42  
 single nucleotide extension (SNE) , 29–30  
 Southern blot , 25–26  
 single strand conformation polymorphism (SSCP) , 39  
 TaqMan , 33  
 transcription-mediated amplifi cation (TMA) , 41  
 uniprimer , 34  

 signal amplifi cation methods 
 bDNA , 43–44  
 comparative genomic hybridization arrays , 45–46  
 DNA arrays , 45  
 expression arrays , 46  
 fl uorescence in situ hybridization (FISH) , 44–45  
 hybrid capture (HC) , 44  
 massively parallel sequencing , 46  
 next-generation sequencing (NGS) , 46–47  
 single-nucleotide polymorphism (SNP) arrays , 46  

   Molecular pathology laboratory management 
 cancer 

 hematopoietic neoplasms , 950  
 identity tests and human leukocyte antigen (HLA) typing , 

950–951  
 infectious diseases , 950  
 solid tumors , 950  

 complex risk-assessment calculations , 949  
 confi dentiality , 949  
 familial adenomatous polyposis (FAP) , 949  
 fi nancial management 

 billing , 958–959  
 cost analysis , 958  
 patent status , 959  

 genetic counseling , 949  
 genetic disorders , 946–948  
 genetic testing , 946, 948  
 informed consent , 948  
 laboratory design 

 equipment , 955  

 facilities , 953–954  
 polymerase chain reaction (PCR) contamination control , 

954–955  
 laboratory information systems , 959–960  
 laboratory operations 

 analytic phase , 964  
 postanalytic phase , 964  
 preanalytic phase , 963–964  

 laboratory personnel 
 genetic counselors , 956  
 pathology residency training program , 956–957  
 personnel qualifi cations , 955–956  
 staff training and accreditation programs , 957  

 New York Newborn Screening Program , 948  
 prenatal test , 949  
 quality management systems 

 analytic validity assessment , 966  
 controls , 966–967  
 preventive equipment maintenance , 967–968  
 profi ciency testing , 970  
 quality assessment program , 968–969  
 quality control program , 965  
 test procedure manuals , 966  
 test validation , 965–966  
 training , 970–972  

 regulatory agencies 
 CLIA and CLIA'03 , 951  
 College of American Pathologists , 952  
 New York State Department of Health , 952  
 US Food and Drug Administration , 952–953  
 Voluntary Accreditation Organizations , 951–952  

 test management 
 clinical information requirements , 962  
 specimen requirements , 962–963  
 test menu, choices , 960–961  
 test methods , 961–962  

   Molecular testing, B-cell leukemias and lymphomas (BCL) 
 ALK-positive LBCL , 589  
 B-cell antigen receptor (AgRs) genes , 580–581  
 burkitt lymphoma (BL) , 588  
 B-PLL , 584  
 clinical indications , 590–591  
 cytogenetic and molecular abnormalities 

 chronic lymphocytic leukemia/small lymphocytic lymphoma 
(CLL/SLL) , 582–584  

 Nonrandom chromosomal abnormalities , 
581, 582  

 diffuse large B-cell lymphoma (DLBCL) , 587–588  
 follicular lymphoma (FL) , 586  
 hairy cell leukemia (HCL) , 584  
 histologic and phenotypic evaluation , 591  
 immunodefi ciency-associated LPD , 589–590  
 lymphoplasmacytic lymphoma (LPL) , 584  
 mantle cell lymphoma (MCL) , 586–587  
 minimal residual disease (MRD) , 591–592  
 marginal zone lymphomas (MZL) , 585–586  
 plasma cell myeloma (PCM) , 584–585  

   MPNs   . See  Myeloproliferative neoplasms (MPNs) 
   MRD   . See  Minimal residual disease (MRD) 
   MRSA   . See  Methicillin-resistant  Staphylococcus aureus  (MRSA) 
   MSI   . See  Microsatellite instability (MSI) 
   MSUD   . See  Maple syrup urine disease  ( MSUD) 
   MTC   . See  Medullary thyroid carcinoma (MTC) 
   Muenke syndrome , 182  
   Multifactorial disorders , 72  
   Multiple bar-coded amplicon pyrosequencing method , 320  
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   Multiple endocrine neoplasia (MEN) syndromes 
 MEN1 

 biochemical screening , 355  
 characterization , 351  
 genetic testing , 353–354  
 laboratory issues , 354–355  
 molecular basis , 352–353  
 penetrance of , 352  
 radiologic imaging , 355  
 treatment , 355  

 MEN2 
 medullary thyroid carcinoma (MTC) , 351–352  
 penetrance of , 352  
  RET  proto-oncogene    (see   RET  proto-oncogene, genetic testing )  
 subtypes , 351  

   Multiple ligation probe amplifi cation (MLPA) , 36–38, 333, 368  
 autosomal dominant polycystic kidney disease (ADPKD) , 281, 284  
 skin cancer , 373  

   Mycobacterial infections 
 automation and miniaturization , 787  
 direct detection , 780  
 drug susceptibilities , 780  
 fl uorescently labeled peptide nucleic acids (PNAs) , 787  
 high-density oligonucleotide arrays , 787  
 laboratory test , 784  
 molecular-based amplifi cation assays , 780, 781  
 nucleic acid testing technologies , 787  
 rapid phenotypic methods , 787  

    Mycobacterium tuberculosis   ,  699  
 drug resistance mutations , 784  
 human/animal pathogens , 779  
 minute aerosol droplets , 780  
 nontuberculous mycobacteria (NTM) , 780  

   Myelodysplastic syndromes (MDS) 
 categories and molecular alterations , 615, 616  
 chronic myelogenous leukemia (CML) 

 ABL1 kinase domain mutations , 620–621  
  BCR – ABL1  detection , 619  
  BCR – ABL1  reverse-transcription polymerase chain reaction 

(RT-PCR) assay standardization , 619  
 resistance , 620  
 therapy and treatment response , 620  

 cytogenetic analysis , 622  
 essential thrombocythemia (ET) , 621–622  
 future , 624  
 molecular pathogenesis of , 623  
 PMV , 621–622  
 polycythemia vera (PV) , 621–622  
 shared features between myeloproliferative neoplasms (MPNs) , 

615, 616  
 somatic mutations , 622–624  
 symptoms , 618  

   Myeloproliferative neoplasms (MPNs) 
 categories and molecular alterations , 615, 616  
 chronic myelogenous leukemia (CML) , 617  
 disorders , 616–617  
 eosinophilia , 618  
 essential thrombocythemia (ET) , 617–618  
 future , 624  
 myelodysplastic syndrome (MDS) , 615, 616  
 molecular pathogenesis of , 623  
 primary myelofi brosis (PMF) , 617–618  
 polycythemia vera (PV) , 617–618  

   Myoclonic epilepsy with ragged-red fi bers (MERRF) , 136, 137, 141, 150  
   Myotonic dystrophy 

 clinical utility , 131–132  

 interpretation , 132–133  
 laboratory issues , 133  
 molecular basis of disease , 131  

   MZL   . See  Marginal zone lymphomas (MZL) 

    N 
  NASBA   . See  Nucleic acid sequence-based amplifi cation (NASBA) 
    Neisseria gonorrhoeae  (NG) 

 antibiotics for , 737  
 description , 736  
 future 

 cephalosporin-resistant for , 743  
 liquid-based cytology cervical specimens , 743  
 self-collected, noninvasive specimen , 743  

 laboratory issues 
 confi rmatory testing , 743  
 contamination controls , 743  
 false-positive results , 743  
 inhibitors and internal controls , 737, 742  
 nongonococcal Neisseria species, cross-reactivity , 

742–743  
 specimens for testing , 737  
 validating off label use of , 743  

 in men , 737  
 NAAT test    (see  Nucleic acid amplifi cation tests (NAATs))   
 prevalence , 737  
 symptoms , 737  
 test 

 direct gram stain , 737  
 molecular testing , 737  

 in women , 737  
   Neurodegenerative disorders 

 AD , 261–263  
 autosomal dominant cerebellar ataxias (ADCA) 

 incidence of , 268  
 molecular genetic classifi cation , 269–271  
 molecular testing , 269, 271–272  
 non-polyglutamine expansion , 269  
 repeat expansion , 269  

 amyotrophic lateral sclerosis (ALS) , 265–267  
 characterization , 261  
 dystonia 

 clinical utility , 275  
 DYT1, DYT6, and DYT25 , 272, 275  
 interpretation , 275  
 laboratory issues , 275  
 molecular genetic classifi cation , 272, 274  
 neurological symptoms , 272  
 polymerase chain reaction (PCR)-restriction fragment length 

polymorphism (RFLP) analysis , 275  
 Friedreich ataxia (FRDA) 

 characterization , 269  
 molecular testing , 269, 271–273  
 mutations , 269  
 prevalence of , 269  

 frontotemporal lobar degeneration (FTD) , 265–267  
 Huntington disease (HD) , 267–268  
 Parkinson disease (PD) , 263–265  

   Neuromuscular diseases , 127  
 Duchenne muscular dystrophy (DMD) and Becker muscular 

dystrophy (BMD) 
 clinical utility , 130  
 interpretation , 130  
 laboratory issues , 130–131  
 molecular basis of disease , 127–129  
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 Neuromuscular diseases (cont.) 
 Kennedy disease 

 clinical utility , 137  
 interpretation , 137  
 laboratory issues , 137  
 molecular basis , 137  

 mitochondrial encephalomyopathies 
 clinical utility , 136  
 interpretation , 137  
 Kearns-Sayre syndrome (KSS) , 136  
 laboratory issues , 137  
 mitochondrial encephalomyopathy with lactic acidosis and 

stroke-like episodes (MELAS) , 136  
 myoclonic epilepsy with ragged-red fi bers (MERRF) , 136  
 molecular basis , 135–136  

 myotonic dystrophy 
 clinical utility , 131–132  
 interpretation , 132–133  
 laboratory issues , 133  
 molecular basis of disease , 131  

 spinal muscular atrophy (SMA) 
 clinical utility , 134  
 interpretation , 134–135  
 laboratory issues , 135  
 molecular basis of disease , 133–134  

   Next-generation sequencing (NGS) , 241, 772  
 autosomal dominant polycystic kidney disease (ADPKD) , 281–283  
 attenuated familial adenomatous polyposis coli (AFAP) , 333  
 bioinformatics and data analysis 

 annotation , 897  
 Burrows-Wheeler Transform (BWT) , 894  
 coverage and variant calling , 895–897  
 exome and genome bioinformatic processing steps , 894  
 Genome Analysis Toolkit (GATK) , 894  
 genome assembly and alignments , 893  
 local realignment , 895  
 polymerase chain reaction (PCR) nucleotide errors , 894  
 sequence alignment/map (SAM) fi le format , 894  
 sequence mapping , 893  
 sequence reads and base quality scores , 893  
 variant call format (VCF) , 895  

  BRCA1 – BRCA   ,  320–321  
 breast cancer predisposition genes , 321  
 cancer specimen analysis 

 amplifi cation-based methods , 912  
 analytic issues , 918  
 annotation , 924–925  
 assay design considerations , 912  
 commercial amplifi cation-based tests , 912–913  
 copy number variations , 921–922  
 depth of coverage , 917  
 discordant mate pair methods , 922  
 DNA extraction , 918  
 genetic complexity , 911  
 histopathologic review , 918  
 hybrid capture-based methods , 913–914  
 indel annotation , 921  
 insertions and deletions , 920  
 library complexity , 916–917  
 orthogonal validation , 923–924  
 paired tumor-normal analysis , 915–916  
 postanalytic issues and reporting , 925–926  
 quality management and other regulatory issues , 926–927  
 reference standards , 921  
 relative depth of coverage , 922  

 single nucleotide variations , 918–920  
 single-nucleotide polymorphism (SNP) allele frequency , 922  
 somatic mutations , 912  
 somatic status , 915  
 specimen requirements , 917  
 split read mapping , 922  
 structural variants , 922–923  
 SV detection, bioinformatics approaches , 923  
 targeted gene panels , 914  

 candidate and causal gene identifi cation 
 copy-number variations , 901  
 DNA fragmentation , 899  
 GC content , 900, 901  
 1000 Genomes Project , 901  
 heuristic and statistical probability approaches , 902  
 heuristic fi ltering method , 902  
 Illumina exome , 899  
 minor allele frequency , 902  
 Ogden syndrome , 902  
 quantitative polymerase chain reaction (PCR) , 899  
 Variant Annotation, Analysis, and Selection Tool (VAAST) , 902  

 clinical applications 
 clinical NGS testing , 899  
 enrichment method , 898  
 HaloPlex , 898  
 in-solution array capture data , 898  
 multiple gene analysis , 897  
 oligonucleotide array capture methods , 898  
 polymerase chain reaction (PCR) amplifi cation , 897  
 RainDance Technologies , 897  

 clinical implementation 
 Basic Local Alignment Search Tool (BLAST) , 903  
 chromosomal coordinates , 903  
 multigene panel testing , 905  
 nucleotide errors , 904  
 pilot testing , 903  
 Sanger sequencing , 903, 904  

 clinical testing applications , 890  
 colorectal cancer (CRC) , 413–414  
 familial adenomatous polyposis coli (FAP) , 333  
 Gardner syndrome , 333  
 instrumentation 

 charge-coupled device , 891  
 dye-labeled nucleotides , 892  
 emulsion polymerase chain reaction (PCR) , 890  
 Illumina , 892  
 Ion Torrent technology , 892  
 Oxford Nanopore technologies , 892  
 Roche 446 GS FLX sequencing , 890  
 Solexa , 891  
 and specifi cations , 893  

 methods , 46–48  
 skin cancer , 374  
 Turcot syndrome , 333  
 urothelial carcinoma (UC) , 452  

   Nongonococcal urethritis (NGU) , 736  
   Non-Hodgkin lymphomas (NHL) 

 B-cell leukemias and lymphomas (BCL) , 579  
 benign lymphoid proliferations , 595  
 follicular lymphoma (FL) , 586  
 in HIV-infected individuals , 589–590  

   Non-nucleoside reverse transcriptase inhibitors (NNRTIs) , 631, 636  
   Non-small cell lung carcinoma (NSCLC) , 419  

  ALK  rearrangement , 420–421  
 driver mutations , 421  
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  epidermal growth factor receptor (EGFR)  mutation 
 epidermal growth factor receptor (EGFR) Tyrosine kinase 

inhibitor (TKI) , 420, 421  
 Fluorescence in situ hybridization (FISH) , 421  
 identifi cation of , 420  
 insertions in exon 20 , 420  
 RAS proteins , 420  

  KRAS  mutation , 420  
 fl uorescence in situ hybridization (FISH) , 421  
 MEK and PI3K pathways , 421  

 specimen type, quality, and tumor content , 422  
   Nontuberculous mycobacteria (NTM) , 780  
   Noonan syndrome (NS) 

 assays , 112–113  
 clinical utility , 112  
 laboratory issues , 113  
 molecular basis , 111–112  

   North Central Cancer Treatment Group (NCCTG) , 510  
   NSCLC   . See  Non-small cell lung carcinoma (NSCLC) 
   Nucleic acid amplifi cation (NAA) 

 infectious etiology , 703  
 of MRSA , 700  
 Mycobacteria    (see  Mycobacterial infections )  
 polymerase chain reaction (PCR) and sequencing , 698  
 on respiratory specimens for TB , 782  

   Nucleic acid amplifi cation tests (NAATs) , 737–742  
 advantages of , 769  
 antiviral therapy selection, comprehensive , 765  
 clinical utility of, respiratory pathogens , 760–764  
 conventional diagnostic position and , 758–759  
 interpretation of results , 769  
 monitoring viral prevalence , 765  
 outbreaks , 766  
 performance , 768  
 selecting appropriate , 769–770  

   Nucleic acid isolation , 20, 21, 25, 43  
   Nucleic acid sequence-based amplifi cation (NASBA) , 42–43, 685, 

689, 767  
   Nucleoside reverse transcriptase inhibitors (NRTIs) , 631  

    O 
  Oculocutaneous albinism , 370–371  
   Oligoclonality , 569, 595–597, 607, 610  
   Oligonucleotide ligation assay (OLA) , 31, 74, 228  
   Oncogenes 

 B cell monoclonality , 589  
  BCL2   ,  586  
 cell cycle dysregulation , 589  
 Epstein Barr virus (EBV) infection , 589  
 microsatellite instability , 589  
 negative RT-qPCR , 571  

   Oncotype DX ®   test  , 437, 440, 441, 443, 444, 451, 454, 
462, 464  

   Optic atrophy , 140, 149, 150, 173, 395, 397  
   Organic (phenol) extraction , 21  
   Ornithine transcarbamylase defi ciency  ( OTC) 

 assays , 164–165  
 clinical utility , 164  
 interpretation , 165  
 molecular basis , 164  

   Osteoglophonic dysplasia , 182  
   OTC   . See  Ornithine transcarbamylase defi ciency  ( OTC) 
   Oxidative phosphorylation (OXPHOS) , 139–141, 144–146, 148–151  

    P 
  Papillary thyroid carcinoma (PTC) , 330, 356, 472–474, 478  
   Paraganglioma (PGL) , 393–398  

 clinical utility , 397–398  
 genes , 394  
 predisposition for , 393  
 prevalence of , 393  
  SDH  genes mutation 

 HIF pathway , 394  
 immunostaining , 396, 397  
 interpretation , 397  
 large deletions and duplications , 396–397  
 molecular mechanism , 394  
 penetrance of , 397  
 quality control and laboratory issues , 398  
 Sanger sequencing , 397  
  SDHA   ,  394, 395, 397  
  SDHAF1   ,  394  
  SDHAF2 (SDH5)   ,  394, 396, 397  
  SDHB   ,  394, 395  
  SDHC   ,  394, 395  
  SDHD   ,  394–396  
 sequence analysis , 396  

 vascularized neuroendocrine tumors , 393  
   Parasitic gastroenteritis , 709, 727, 729  

 clinical laboratory detection , 728  
 differential diagnosis , 728  
 infection control measures , 728  
 microscopic examination , 729  
 molecular tools , 728  

   Parechoviruses , 681–685  
   Parentage index (PI) , 817, 819  

 allele frequencies, racial group , 818  
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