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Abstract. The paper addresses the problem of gender classification
from face images. For feature extraction, we propose discrete Overlap-
ping Block Patterns (OBP), which capture the characteristic structure
from the image at various scales. Using integral images, these features can
be computed in constant time. The feature extraction at multiple scales
results in a high dimensionality and feature redundancy. Therefore, we
apply a boosting algorithm for feature selection and classification. Look-
Up Tables (LUT) are utilized as weak classifiers, which are appropriate
to the discrete nature of the OBP features. The experiments are per-
formed on two publicly available data sets, Labeled Faces in the Wild
(LFW) and MOBIO. The results demonstrate that Local Binary Pat-
tern (LBP) features with LUT boosting outperform the commonly used
block-histogram-based LBP approaches and that OBP features gain over
Multi-Block LBP (MB-LBP) features.

1 Introduction

Gender classification is an important task that finds its applications in a number
of areas such as security, surveillance, criminology, multimedia, etc. A number of
biometric cues have been used for this purpose, such as face images [1], person
gait [2], fingerprints [4], speech or the combination of face and fingerprints [3].
In this paper, we focus on gender classification from face images, as these can
be easily captured and does not require special devices, but only an ordinary
camera.

A number of approaches have been proposed for gender classification from the
face images. The classification pipeline from images consists of two main steps:
feature extraction and classification. A variety of features have been used for
gender classification, such as Haar [5], SIFT [6], Local Binary Patterns (LBP) [7],
Shape Context [6], Local Directional Patterns (LDP) [9], Interlaced Derivative
Pattern (IDP) [8], or Local Circular Patterns (LCP) [10]. Some approaches have
also used a combination of these features to capture discriminative information
from the images [6,7]. Originally, LBP is a local texture descriptor. However,
because of its high discriminative power and computational simplicity, it has
been applied in face processing tasks such as face detection [19], face recognition
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Fig. 1. (a) The notation used for LBP (b) The MB-LBP blocks for block size 2 x 2 (c)
MB-LBP blocks for block size 4 x 4

[16], emotion recognition [18], and also for gender classification LBP and its
variants have shown promising results.

For classification, Linear Discriminant Analysis (LDA), Nearest Neighbor
(NN), Radial Basis Function network and Support Vector Machines (SVM) were
studied [11]. The results show that SVM outperforms the other algorithms only
by a small margin. On the other hand, when the number of features are high,
boosting has shown good performance [5], [26]. The advantage of boosting com-
pared to the other classifiers is that it makes the classification process faster,
as only a relatively small number of discriminative features are required during
the testing phase. For a comparative study of different approaches, we refer the
readers to [17].

LBP features are computed by taking the difference of the pixels in a
restricted neighborhood and, therefore, they are not able to capture informa-
tion at different scales. To incorporate information at higher scales, Multi-Block
LBP (MB-LBP) was proposed [15], which takes difference of block sums instead
of pixels. However, as the block size increases, the distance between the adjacent
blocks becomes too large to capture the relation with respect to its neighbor-
hood. Thus, to efficiently include the relation from the surrounding even at larger
scales, in this paper we propose Overlapping Block Patterns (OBP), which cap-
ture local image gradient information at different scales from the image. Using
integral images, these features can be computed in constant time.

To select only a relatively small number of discriminative features, we apply
boosting. We use Taylor Boosting [12], which is a generalized algorithm that
supports a family of loss functions and first and second order optimization. Tay-
lor Boosting has been combined with Look-Up Tables (LUT) as weak classifiers
[20] to design classification algorithms specifically for non-metric and discrete
features such as OBP. The experiments on two challenging face image databases
demonstrate that the proposed OBP features outperform not only LBP, but
also MB-LBP features. The proposed algorithm also has the advantage of low
complexity, as the features are computed in constant time and the classification
using boosting is only linearly dependent on the number of weak classifiers.

The remaining of this paper is organized as follows: In Section 2, we start
with discussing LBP and MB-LBP features, then we present the novel OBP
features. Finally, gender classification using LUT based boosting is discussed.
The experiments are performed on two public data sets following their standard
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protocols and the results are reported in Section 3. Finally, Section 4 concludes
the paper.

2 OBP based Gender Classification

In this section we first discuss the LBP features and its extension MB-LBP. Then,
we propose the novel OBP features that capture discriminative information of
blocks from the immediate neighborhood. Finally, we present the LUT based
boosting algorithm, which can be used with discrete features like LBP, MB-LBP
and OBP.

2.1 LBP and MB-LBP

The original LBP operator captures the relation of a pixel with its neighboring
3 x 3 pixels. It is computed by taking the difference of a pixel around it neighbors
as:
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where g. denotes the central pixel, for which the LBP feature is computed, and g;
are the neighboring pixels. Fig. 1(a) shows the notation used for the position of
the pixels for LBP. If an LBP feature is to be computed at location (z, y) in image
I, the parameters of (1) and (2) are given as g. = I(z,y), go = I(x — 1,y — 1),
g1 =I(z,y—1)... gr = I(x—1,y). Although fast to compute and discriminative,
these features are sensitive to noise as they are computed by taking the difference
of the individual pixels. Another limitation of these features is their inability to
capture the information at variable scale size.

To overcome these limitations, MB-LBP features have been proposed which
use rectangular blocks, instead of the pixel values. The relation between the
adjacent blocks is given by (1) and (2), however, in this case the parameters g.
and g; represent the sum of the blocks instead of individual pixel intensity. The
sum of the pixels intensities for a block of size L x L is represented as:
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where (z,y) represent the upper left corner of the block and it is used to
denote its position. Thus, for MB-LBP the parameters of (1) are defined as:
gec = SL(x7y)7 9o = SL(‘%. - Lvy - L)7 g1 = SL(xvy - L)v cee g7 = SL(I' - Lay)
The blocks for MB-LBP feature for different block sizes (L = 2,4) are shown in
Fig. 1.
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The key idea behind LBP based features is to compute the first order deriva-
tive of the central values along the eight different neighboring directions and
encode the sign of these derivatives. Without loss of generality, in the following
we consider the derivative along a single direction for LBP and MB-LBP fea-
tures at a position (z,y) in image I, but the same discussion applies for all other
directions as well. The derivative is considered along the direction of gg, thus it
is given as g. — go, which corresponds to the first bit during the computation
of the LBP or MB-LBP feature value. For LBP feature computation, derivative
along the direction of gy pixel can be represented as:

gc—9021(337y)—1(37—1ay—1)~ (4)

Hence, only the variations in the immediate neighborhood around the point
(z,y) are observed.

HHH

OoBP

Fig. 2. Difference in block positioning between MB-LBP and OBP

In case of MB-LBP feature computation, the derivative along gg is given as:
9e — 90 = Sp(z,y) — Sp(x — L,y — L). ()

Comparing (4) and (5) it can be observed that both take the difference of func-
tion at a point with its neighbor. However, in (5) the difference of the function
is taken at step size L. Although the direction of the derivative in MB-LBP is
similar to LBP, it is not taken from the immediate neighborhood like in case
of LBP. For larger block size this step increases substantially and it does not
provide the accurate estimate of the derivative at that point any longer.

2.2 OBP

The proposed OBP features capture the relation of the block with respect to its
immediate neighborhood. Similar to the LBP and MB-LBP features, the deriva-
tive is computed along eight directions corresponding to the adjacent neighbor-
ing blocks and the sign of the derivative is encoded by multiplying with unique
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Fig. 3. The face image and the feature maps generated from this image using OBP
and MB-LBP features at scales L =1,3,5,7 (left to right)

weight. However, unlike the MB-LBP features the derivative is taken at finer
rate, which captures the details around the block in a more efficient manner.

To compute the OBP feature at coordinate (x,y) in image I, the parameters
ge and g; of (1) are defined as g. = Sp(z,), go = Sp(z — L,y — 1), g1 =
Sp(z,y—1), ... gr = Sp(z — 1,y). It should be noted that the only difference
in the definition of these parameters between MB-LBP and OBP is the step
size of L for MB-LBP and 1 for OBP. To further illustrate this difference, the
blocks and their positions are explained in Fig. 2 for block of size 4 x 4. It can
be observed that the neighboring blocks overlap with the center block in case
of OBP. The light gray color represents the central blocks, black indicates the
neighboring block and the dark gray represents the overlapping area. For block
size L the overlap is L — 1, which is the maximum possible overlap between
two blocks in any direction. This overlap helps in capturing the subtle difference
from the neighborhood of the blocks and was empirically found to obtain the
best classification performance.

Fig. 3 shows the face image and the MB-LBP and OBP feature images for
different block sizes L = 1,3,5 and 7. It can be observed that for small sizes,
both the MB-LBP and OBP capture the fine details and the feature images
are similar. In fact, for block size L = 1, LBP, MB-LBP and OBP are identical.
However, as the block size increases, more differences between the feature images
can be observed. The OBP feature images at higher scales show finer details
when compared to the MB-LBP images. Furthermore, at higher scales the border
pruning effect in case of the MB-LBP features is evident. The resulting feature
image for MB-LBP features is always 3L — 1 pixels shorter in each dimension
because features cannot be computed for the first L and last 2L — 1 pixels in
each dimension. In opposition, for OBP only L + 1 features are removed at the
border, the difference can best be seen in the feature image at scale 7 in Fig. 3.

In order to capture the micro-structure at different scales, we extract OBP
features at various block sizes. We restrict the features to square shape because
we empirically observed that they are sufficient to capture the block based infor-
mation. However, the features can easily be generalized to rectangular shape,
which results in a substantial increase in the number of features and, therewith,
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in the time required for training — without any significant improvement of the
classification performance.

2.3 LUT based Taylor Boosting

For gender classification, features are extracted at multiple block sizes from the
face images. This results in a large number of features even for small images. Most
of these features are redundant and correlated. In order to select a small number
of highly discriminative features, we apply boosting using the Taylor Boosting
algorithm [12]. The main characteristics of the applied boosting algorithms are:
1) Taylor Boosting has shown to perform better than the more commonly used
AdaBoost algorithm, 2) Look-Up Tables (LUT) are used as the weak classifier,
which is appropriate to the proposed discrete OBP features, 3) the algorithm
is very general and support different kind of loss functions and optimization
stratecies

0 +1

> 1 -1
- 147 — o | Weak Classifier Decision:
I N L. /R =au=-1

S 147 1
Value )
Test Face Image 255 41 y=-1 (Female)
y=1(Male)
LUT Weak Classifier
(a) (b) (c) (d) (e)

Fig. 4. Decision of a single weak LUT classifier using OBP features: (a) Test image
with the feature position (b) the extracted block and its immediate neighborhood (c)
the OBP feature value computed for this feature (d) the LUT of the weak classifier (e)
the weak decision for the weak classifier

Let the labeled training samples be represented as {(Xn, Yn)n=1.n}, Where
yn € {—1,1} denotes the class of the samples x,. The goal of the boosting
algorithm is to build a strong classifier F' as a weighted linear combination of R
weak classifiers f.:

F(x) =) a,f(x) (6)

by minimizing some loss function L(F) = > (yn,F(xn)). Boosting can be
interpreted as gradient descent in the functional space, where at each iteration a
weak classifier is added to minimize the local loss. Taylor Boosting was proposed
as a generalized boosting algorithm that can support first and second order
optimization and a variety of loss functions. In this paper, we use Taylor Boosting
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Data: Training samples, weak classifier f;, loss L(F)
Result: Strong classifier F
initialization F = 0
for r=1tor< R do
Select the weak classifier f, = f(x;d,a)
d* =argmin—Y | > L, (F)|
d

U N,Xp=u
aw=— 3 Lu(F)
n,Xp gx =u

Compute weight using line search: a, = arg min L(F + «f;)

Update strong classifier: F' «— F + a fr
end

return F
Algorithm 1. Taylor Boosting using LUT as weak classifier.

with Look-Up Table as weak classifiers and logistic loss to optimize expectation
loss formulation [20].

An important contribution of the paper is to introduce Look-Up Tables
(LUT) as the weak classifier with the Taylor Boosting algorithm for gender
classification. Commonly, the decision stump is used as the weak classifier in
boosting [22]. Decision stump is parametrized by a threshold and assumes that
the features are metric in nature. However, the proposed LBP based features
are non-metric because each LBP value represents a distinct pattern that is dis-
crete and bounded, feature values lie in the range of [0, 255]. Therefore, a stump
classifier cannot be used as weak classifier for those features. Instead, we use
a LUT as a weak classifier f,.(x), which selects a single feature and uses it for
predicting the class of the test sample. The weak classifier f,.(x) is parametrized
by a feature index d and a look-up table a. Therefore, the parametrized form of
the weak classifier is represented as f,.(x;d,a), and on each round of boosting
the parameters d, a and the weight «,- of the weak classifier are determined. The
feature index represents size L of the OBP feature and its position (z,y) in the
image, while the LUT has 256 entries and each entry a, corresponds to a specific
discrete value of the feature. The value a, gives the weak classification decision
for a sample based only on the feature index d. The training algorithm for the
binary classification problem, e. g., gender classification is given in Algorithm 1.
For more detailed analysis of the boosting algorithm please refer to [20].

Fig. 4 shows the classification using LUT for a single weak classifier during
testing. The specific feature corresponding to the classifier is extracted from the
image and the feature value is computed. This feature value is looked up in
the LUT to make the decision for the current weak classifier. The final decision
incorporates a linear combination of these individual decisions (Eq. (6)) and
compares the result with a certain threshold.
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3 Experiments

Experiments are conducted on two publicly available large face data sets:
MOBIO [23] and Labeled Faces in Wild (LFW) [24]. In this section, we first
provide brief information about the data sets and the protocols used for test-
ing. Afterwards, the experimental setup is specified and, finally, the results are
presented.

3.1 Data set and Protocol

To evaluate the performance in the uncontrolled setting, we use the data sets
Labeled Faces in the Wild (LFW) and MOBIO.

LFW consists of 13,233 images of celebrities acquired in uncontrolled envi-
ronments leading to high variability in terms of pose, illumination and facial
expressions. Experiments are conducted using the BeFIT protocol,! in which
the images are randomly divided into five subsets and leave-one-out cross val-
idation is performed. Thus, in each split, four subsets of images are used for
training and the fifth is used for testing. The final performance is reported as
the average accuracy over the five rounds.

The MOBIO data set consists of 61 hours of audio-visual data of 150 people
captured within 12 different sessions. This data set is challenging as the images
are captured using mobile device and, therefore, the samples are noisy. Here,
we use only facial images that have been extracted from these videos [23]. The
total number of images is above 27,000, evenly divided into subsets for training,
development and testing. The training samples are used for learning the strong
classifier, the development set is used to determine the threshold to minimize
the error and the final unbiased accuracy is reported on the test set.

The evaluation metrics used in our work are classification accuracy, true
positive rate (TPR) and true negative rate (TNR) defined as [17]:

TP TN TP+TN
TPR = R TNR = N Accuracy = PIN (7)
where TP and TN are the number of samples correctly classified as positive (i. e.
male) or negative (i.e. female), respectively, and P and N are the total numbers
of positive and negative samples. Furthermore, we used a variant of the receiver
operating characteristic (ROC) curve that plots the fraction of males classified
correctly over the fraction of females classified incorrectly.

3.2 Experimental Setup

The images from both data sets are cropped, rotated and geometrically nor-
malized based on the eye locations, which are hand-labeled? for the MOBIO

! http://fipa.cs.kit.edu/431.php
2 http://www.idiap.ch/resource/biometric
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database and automatically detected® for LFW. The size of the images is set to
36 x 36 in all the experiments, based on the results from [17], where the best
accuracy was reported for this size. The inter-ocular distance is set to half of
the images width, having eye positions located at 14 pixels from top, see Fig.
4(a) for an example. After obtaining the normalized face images, a photometric
normalization [21] is performed.

In our experiments on gender classification, the results are reported using
four different algorithms:

— PCA + LDA: Principle Component Analysis (PCA) is applied on the raw
image pixels to retain 98% of the variance and Linear Discriminant Analysis
(LDA) is used as classifier. Although it seems a naive approach, it has shown
promising results for gender classification [13].

— LBPHS + LDA: Each face image is divided into 6 x 6 blocks each of size
6 x 6 pixels. The uniform LBP features are computed for each block and
histograms are obtained. The histograms are concatenated to form the fea-
ture vector, whose dimensionality is reduced with PCA as explained above.
Again, LDA is used as the classifier.

— MB-LBP + Boosting: Multi-Block LBP features are extracted from the face
images using square blocks of sizes 1 x 1 to 7 x 7. Strong LUT classifiers are
obtained after 800 rounds of boosting.

— OBP + Boosting: Overlapping Binary Pattern features are extracted from
the face images using square blocks of sizes 1 x 1 to 7 x 7. Strong LUT
classifiers after 800 rounds of boosting are used.

The development of the algorithms for this paper is done using the open
source machine learning toolbox Bob [25]. The code to reproduce the results of
the paper is publicly available?.

3.3 Results

The results for both data sets and all tested algorithms are presented in Tables
1 and 2. They show the accuracies of the different approaches along with the
TPR and TNR. For MOBIO it can be observed that the PCA + LDA achieves
an accuracy of 80.04%, which is outperformed by the 81.58% of LBPHS + LDA.
Clearly, LBP features work better than simple pixel values as used by PCA.
Further, the MB-LBP features along with LUT based boosting achieves an accu-
racy of 83.24%, which is significantly higher than both the PCA and LBPHS
features with LDA. The gain in performance can be attributed to the fact that
the features are extracted at different scales and only discriminative features are
utilized during classification. The OBP features further gain 2.11% compared to
the MB-LBP features. Here, we would like to point out that the accuracy is not
the mean of TPR and TNR because the number of male and female samples are
different (see (7)).

3 http://lear.inrialpes.fr /people/guillaumin/data.php
4 The source code is available at https://pypi.python.org/pypi/bob.paper.SCIA2015.
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Fig. 5. ROC curves of all methods on the MOBIO and LFW test set

Table 1. Classification Results on the MOBIO test set

Method Accuracy| TPR TNR
PCA + LDA 80.04% | 78.02% | 83.95%
LBPHS + LDA 81.58 % [86.56 % | 71.89 %

MB-LBP + Boosting| 83.24% | 85.82% | 78.21 %
OBP + Boosting 85.35 %| 86.42% |83.28 %

Table 2. Average classification Results on LFW

Method Accuracy| TPR TNR
PCA + LDA 85.92% | 86.08 % | 85.39 %
LBPHS + LDA 88.06 % | 88.73 % |85.76 %

MB-LBP + Boosting| 90.42% | 97.12 % | 67.32 %
OBP + Boosting 90.81 % (97.49 %| 67.79%

The performance on LFW is in general higher than on MOBIO, most prob-
ably because the LFW protocol includes more training data. Additionally, the
samples are less noisy and the illumination is not as adverse as in MOBIO. Nev-
ertheless, a similar trend can be observed in the performances of the algorithms.
The PCA and LBPHS features perform inferior to the MB-LBP and OBP fea-
tures. The best overall performance is again achieved by OBP + Boosting, it
gains more 5% and 2% over PCA + LDA and LBPHS + LDA, respectively. The
OBP features outperform MB-LBP features by a small margin, which indicates
that overlapping of features helps in capturing more discriminative information
at higher scales.

To visualize the results on different operating points, the ROC curves for all
the approaches are plotted and shown in Figures 5. From the ROC curves it can
be observed that there is a substantial performance improvement by the LUT
based approaches over the LDA based approaches. Further, among the LUT
boosting methods, OBP features constantly outperform MB-LBP.
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The testing using the proposed algorithm can be performed in real time
because evaluating the strong classifier for a sample simply involves a weighted
sum of the responses of the weak classifiers. Thus, the classification of a
sample using R rounds of boosting involves R feature computations, evaluation
of the weak classifier response for each feature and, finally, summation of these
responses. As discussed earlier, the feature computation using integral images
can be implemented at constant time. Evaluation of R weak classifiers involves
R elementary LUT indexing operations and summations. Therefore, both the
feature extraction and classification times are linear in the number of weak clas-
sifiers R. Note that the number of features involved in boosting are much less
than LBPHS based approaches. For instance, in our experiments the boosting
based approaches involves 800 feature computation, whereas the feature vector
length for the LBPHS is 2124 (= 6 x 6 x 59).

4 Conclusion

A new method for gender classification from face images is presented. Novel
steps are introduced at both the feature extraction and the classification stage.
Discrete Overlapping Block Features (OBP) features are proposed to overcome
the limitation of LBP and MB-LBP features. These features are fast to compute,
discriminative in nature and can capture information at variable size. OBP are
combined with Look-Up Tables based Taylor Boosting. Experiments are per-
formed on two large publicly available data sets using their standardized pro-
tocols. The results demonstrate that OBP features consistently outperform the
MB-LBP features and the combination of these features with boosting outper-
forms LBP histogram based approaches. The proposed algorithm can be used
in real time as the complexity is linear in the number of weak classifiers, which
makes it fast and efficient.
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