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Preface

This volume of Lecture Notes on Artificial Intelligence (LNAI) includes papers pre-
sented at HAIS 2015 held in the beautiful seaside city of Bilbao, Spain, June 2015.

The International Conference on Hybrid Artificial Intelligence Systems (HAIS), has
become a unique, established, and broad interdisciplinary forum for researchers an
practitioners who are involved in developing and applying symbolic and sub-symbolic
techniques aimed at the construction of highly robust and reliable problem-solving
techniques and bringing the most relevant achievements in this field.

Hybridization of intelligent techniques, coming from different computational intelli-
gence areas, has become popular because of the growing awareness that such combina-
tions frequently perform better than the individual techniques such as neurocomputing,
fuzzy systems, rough sets, evolutionary algorithms, agents and multiagent systems, etc.

Practical experience has indicated that hybrid intelligence techniques might be
helpful for solving some of the challenging real-world problems. In a hybrid intel-
ligence system, a synergistic combination of multiple techniques is used to build an
efficient solution to deal with a particular problem. This is, thus, the setting of the
HAIS conference series, and its increasing success is proof of the vitality of this
exciting field.

HAIS 2015 received 190 technical submissions. After a rigorous peer-review pro-
cess, the international Program Committee selected 60 papers, which are published in
this conference proceedings.

The selection of papers was extremely rigorous in order to maintain the high quality
of the conference and we would like to thank the Program Committee for their hard
work in the reviewing process. This process is very important to the creation of a
conference of high standard and the HAIS conference would not exist without their
help.

The large number of submissions is certainly not only testimony to the vitality and
attractiveness of the field but an indicator of the interest in the HAIS conferences
themselves.

HAIS 2015 enjoyed outstanding keynote speeches by distinguished guest speakers:
Prof. Enrique Zuazua — Research Professor at Ikerbasque (Basque Country, Spain),
Prof. Miguel Angel Sotelo — University of Alcala (Spain), and Prof. Michal Wozniak —
Wroclaw University of Technology (Poland).

HAIS 2015 teamed up with Neurocomputing (Elsevier) and the Logic Journal of the
IGPL Oxford Journals for a suite of special issues including selected papers from HAIS
2015.

Particular thanks go to the conference main sponsors, IEEE-Spanish Section, IEEE
Systems, Man and Cybernetics — Spanish Chapter, University of Salamanca, University
of Deusto, DeustoTech, and The International Federation for Computational Logic,
who jointly contributed in an active and constructive manner to the success of this
initiative.



VI Preface

We would like to thank Alfred Hofmann and Anna Kramer from Springer for their
help and collaboration during this demanding publication project.

June 2015 Enrique Onieva
Igor Santos

Eneko Osaba

Héctor Quintian

Emilio Corchado
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Abstract. This paper deals with discovering frequent sets for quantita-
tive association rules mining with preserved privacy. It focuses on privacy
preserving on an individual level, when true individual values, e.g., val-
ues of attributes describing customers, are not revealed. Only distorted
values and parameters of the distortion procedure are public. However,
a miner can discover hidden knowledge, e.g., association rules, from the
distorted data. In order to find frequent sets for quantitative associa-
tion rules mining with preserved privacy, not only does a miner need to
discretise continuous attributes, transform them into binary attributes,
but also, after both discretisation and binarisation, the calculation of the
distortion parameters for new attributes is necessary. Then a miner can
apply either MASK (Mining Associations with Secrecy Konstraints) or
MMASK (Modified MASK) to find candidates for frequent sets and esti-
mate their supports. In this paper the methodology for calculating dis-
tortion parameters of newly created attributes after both discretisation
and binarisation of attributes for quantitative association rules mining
has been proposed. The new application of MMASK for finding frequent
sets in discovering quantitative association rules with preserved privacy
has been also presented. The application of MMASK scheme for frequent
sets mining in quantitative association rules discovery on real data sets
has been experimentally verified. The results of the experiments show
that both MASK and MMASK can be applied in frequent sets min-
ing for quantitative association rules with preserved privacy, however,
MMASK gives better results in this task.

Keywords: Privacy preserving data mining - Quantitative association
rules + Frequent sets + Discretisation - MMASK

1 Introduction

Since privacy concerns related to a possible misuse of knowledge discovered by
means of data mining techniques have been raised [1], many attempts have been
made to provide privacy preserving techniques [2]. Thus, a new domain, privacy
preserving data mining, emerged.

In the case of preserving privacy on an individual level, that the paper focuses
on, individual values of user’s (object’s) characteristics (values of attributes)

© Springer International Publishing Switzerland 2015
E. Onieva et al. (Eds.): HAIS 2015, LNAI 9121, pp. 3-15, 2015.
DOI: 10.1007/978-3-319-19644-2_1
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are preserved. A miner is able to discover hidden knowledge, e.g., to build a
model, find association rules, however, exact object’s characteristics (e.g., true
vales of an attribute Salary) are not provided. This can be obtained through
the reconstruction-based approach. Privacy incorporation in the reconstruction-
based approach is done by changing the original individual values (for instance,
user’s answers) in a random way by means of a randomisation-based method
and revealing only modified values. The distorted data as well as parameters
of a randomisation-based method used to distort the data can be published or
passed to a third party. Knowing distorted individual values and parameters
of a randomisation-based method, one is able to perform data mining tasks.
To this end, firstly original distributions of values of attributes are reconstructed
(estimated) based on the distorted values and the parameters, secondly a data
mining model is built based on the reconstructed distributions and the distorted
data. The model is created without the need to access the original data. In
this paper, the centralised scenario, where the distorted records are stored in a
centralised database, was assumed.

Privacy Preserving Association Rules Mining deals with discovering associa-
tions with preserved privacy. In order to perform such a task, a miner can find
frequent sets and then calculate association rules.

For the first step the MASK (Mining Associations with Secrecy Konstraints!)
[3] scheme can be employed. This scheme estimates an original support of can-
didate itemsets based on a counted support of itemsets or itemsubsets in a
distorted database and parameters of a distortion procedure and, in the conse-
quence, enables a miner to discover frequent sets. Having frequent sets and their
supports estimated association rules can be discovered easily. More details on
MASK scheme can be found in Sect. 3. The optimisation for MASK that elimi-
nates exponential complexity in estimating a support of an itemset with respect
to its cardinality and improves the accuracy of the results is called MMASK
(Modified MASK) [4] (for details please refer to Sect. 3.3).

In this paper, the extension of the applicability of MMASK to quantitative
association rules mining with preserved privacy by discretisation and binarisation
of attributes has been proposed. Moreover, the method for calculating distortion
parameters for new attributes in order to apply MMASK has been presented.

The remainder of this paper is organized as follows: Sect. 2 presents related
work. Section 3 reviews the MASK scheme and the idea of the MMASK opti-
misation. In Sect. 4, the idea of applying MASK and MMASK in frequent sets
mining for quantitative association rules is discussed. The experimental results
are highlighted in Sect.5. Finally, Sect.6, summarises the conclusions of the
study and outline future avenues to explore.

2 Related Work

Since the notion of Privacy Preserving Data Mining was introduced, associa-
tion rules mining and classification with incorporated privacy have been widely
discussed [5-7]. Only solutions closely related to the proposal were mentioned.

! The authors use Konstraints instead of Constraints to achieve abbreviation: MASK.
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A framework for mining association rules from a centralised distorted
database was proposed in [3]. A scheme called MASK (detailed description of
MASK can be found in Sect. 3) attempts to simultaneously provide a high degree
of privacy to a user and retain a high degree of accuracy in the mining results.
To address efficiency, several optimisations for MASK were originally proposed in
the same paper. The main optimisation, which reduces time complexity, requires
randomisation factors to be constant for all items. This is the most important
disadvantage of this optimisation, because it does not allow using different ran-
domisation factors for different items, and in consequence, privacy levels. Non-
uniform randomisation factors help to achieve higher accuracy [5] because people
have different privacy concerns about different attributes. Another optimisation,
called EMASK (Efficient MASK), was proposed in [6]. In general, EMASK does
not break the exponential complexity of reconstructing an original support with
respect to the length of an intemset and does not allow different randomisation
factors when an item is present in an original database and when it is not.

In [5] a general framework for privacy preserving association rules mining
was proposed. It allows attributes to be randomised using different randomisa-
tion factors, based on their privacy levels. An efficient algorithm RE, Recursive
Estimation, for mining frequent itemsets under this framework was also devel-
oped in [5]. The RE algorithm uses different randomisation factors, but it does
not break an exponential complexity in estimating a support of an itemset.

In [4] the MMASK optimisation for MASK was proposed. It breaks expo-
nential complexity in estimating a support of an itemset with respect to its
cardinality. Not only does this optimisation allow attributes to be randomised
using different randomisation factors, based on their privacy levels, but also
allows attributes to have different randomisation factors for each value; that
is, when an item is present in an original database and when it is not. In [§]
the reduction relaxation which, when combined with the relaxation, enables a
miner to decrease and control the false negative coefficient for different lengths
of frequent itemsets discovered during the process of association rules mining
was introduced.

The discussion on privacy preserving quantitative association rules mining
was started in [9]. However, the idea was only sketched and no empirical verifi-
cation was done. In [10] and [11] the problem of hiding quantitative association
rules with preserved privacy was discussed.

In this paper, the new application of MMASK [4] for finding frequent sets in
quantitative association rules mining with preserved privacy has been proposed.
The new usage of MMASK has been experimentally tested and the results are
presented herein.

3 Mining Associations with Secrecy Konstraints (M ASK)
Scheme and Idea of MMASK Optimisation

In this section, basics of the MASK scheme [3] for Privacy Preserving Data Min-
ing over centralised data are described. The MASK scheme is used to estimate
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an original support of an itemset; that is, support of an itemset in a database
with original values of attributes, based on distorted transactions as the original
values of attributes are not accessible in the real scenario. The idea of MMASK
optimisation, which eliminates exponential complexity in estimating a support
of an itemset with respect to its cardinality, is also presented.

3.1 Distortion Procedure in MASK Scheme

In order to distort a transactional data set in the original MASK scheme, the
following basic randomisation method for binary attributes was used.

Given a binary attribute with possible values of 0 and 1, each (original)
value is kept with the probability p or flipped with the probability 1 — p [3,6].
All attributes are distorted in the same manner, however, each attribute may
have a different value of the probability p. Moreover, each original value of an
attribute may have a different probability of keeping an original value or flipping
it. Let p denote the probability that the value 1 is kept and ¢ that the value 0
is kept. Distorted values of binary attributes create a new database and are
supplied to a miner. The only information a miner gets is a distorted database
and values of probability p and ¢ for each attribute.

3.2 Estimating n-itemset Support in MASK

Let 7 be a true data set? represented by matrix T. Let denote a distorted
data set, obtained accordingly to the distortion procedure for binary attributes

presented in the previous section, as D and its matrix representation as D.
Now the matrices CP and CT will be defined:

Cin 1 Cin 1

CcP = , CT = ' . (1)
cy ct
Cy Co

CT and CP are the numbers of tuples in T and D, respectively, that have a
binary form of k (in n bits) for a given itemset. For a 2-itemset CT refers to the
number of 00’s and CF to the number of 10’s in T.

The matrix M is defined as follows:

mo,0 mo,1 mo,2 ... Mgan_1

mi,0 mi1 mi2 ... Mian_q
M= . .. : ) (2)

Maon_1,0 Man—11 Man_12 ... M2an_1 2971

2 In real applications a true data set is not stored. Only distorted tuples are collected.
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where m; ; is a probability that a tuple of the form C’]T in matrix T is changed
to a tuple of the form CP in D.

For instance, m; o for a 2-itemset is the probability that a tuple 10 is distorted
to a tuple 01 during the distortion process and my 2 = (1 —p)(1 —p), if p is the
same for considered items. The value of m; 2 results from the changes made for
both items (1 — p probability was used) and the independent distortion for both
items (multiplication of the probabilities was used).

A support of an n-itemset in the true matrix T can be estimated using the

following equation:
CT _ M_ch. (3)

3.3 Reducing the Number of Items in Estimating n-itemsets
Support in MMASK Optimisation

The reduction of a number of items in estimating the original support of an
n-itemset X can be obtained by choosing for an itemset X a subset of distorted
transactions for estimation of the true support.

Let reduction threshold denote the maximal length of an itemset used in
estimating the support of an n-itemset X, reduction threshold < n.

The true support of X can be estimated as the support of a reduced itemset
R C X in transactions which support X\R in a true database, where |R| <
reduction threshold.

As there is no access to a true database 7, the subset of the chosen distorted
transactions Dx from the distorted database D, Dr C D, should support X\R
in the true database 7" with a high probability. The CTS algorithm for choosing
distorted transactions which support a given itemset X \ R in the true database
7 with a high probability was proposed in [4]. A probability that a distorted
transaction supports a given itemset in the true database is estimated based on
the distorted set of transactions.

For more details on MMASK, please refer to [4] and [8].

4 Frequent Sets Discovery for Quantitative Rules
in Privacy Preserving

In order to find frequent sets for quantitative rules mining without preserved
privacy, a miner can discretise continuous attributes, then transform them into
binary attributes and use, e.g., Apriori algorithm.

With preserved privacy, after discretisation and binarisation the calculation
of the distortion parameters for new attributes is needed. And then either MASK
or MMASK can be applied. In this paper, the methodology for calculating the
distortion parameters of newly created attributes after both discretisation and
binarisation of attributes for quantitative association rules mining and the new
application of MMASK for finding frequent sets in discovering quantitative asso-
ciation rules with preserved privacy have been proposed. In order to achieve the
final goal, the presented solution hybridises different areas, namely association
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rules mining, statistical reconstruction of random variable’s distributions, and
heuristics in MMASK transaction choosing algorithm.

Frequent sets discovery for quantitative rules with preserved privacy is per-
formed as follows:

1. Discretise continuous attributes and calculate new distortion parameters,

2. Binarise discretised and nominal attributes, for each unique value of an
attribute create a binary attribute, and calculate new distortion parameters,

3. Apply MMASK algorithm to find frequent sets based on binary attributes
and new distortion parameters.

It is important to store rules of discretising and binarising attributes and take
into account that the frequent sets came from continuous or nominal attributes
while calculating quantitative association rules based on frequent sets.

In the following subsections, discretisation and binarisation for quantita-
tive rules, especially the solution for calculating the probabilities of chang-
ing /retaining the original value for transformed attributes®, will be described.
As binary attributes® will be obtained after transformation, MMASK can be
applied to find frequent sets.

4.1 Discretisation

The solution for continuous attributes is to discretise an attribute and calculate
the probabilities of changing/retaining the original value. This solution applies to
both techniques of distorting continuous attributes, namely the additive pertur-
bation technique [13] and the retention replacement perturbation [14]. The cho-
sen perturbation technique does not have the influence on discretisation process
but it influences the way that the distortion procedure parameters are calculated.

The method for calculating elements of matrix P’® is the same for both
perturbation techniques [15]. A miner is looking for the probability that the
value of nominal attribute A will be equal to v; given that the vale of continuous
attribute X is equal to x.

P(A=v|X =)= P(X' € L|X =x); i =1..k, (4)

where X’ is the continuous attribute after distortion and I; is the i-th interval,
which corresponds to v; value.

The computation of these probabilities for the retention replacement pertur-
bation will be shown. Let there be k intervals after discretisation, i.e., k values
of the nominal attribute, where p is the probability that the original value of
the continuous attribute is kept, p does not depend on = (the given value of X

3 For details about the probabilities of changing/retaining the original value and the
matrix of retaining/changing values of nominal attribute please refer to [12].

4 In this paper, the term item and binary attribute is used interchangeably.

5 P’ is a matrix of retaining/changing values of discretised (nominal) attribute.
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attribute) neither on the probability P(X’ € I;|R’), where R’ means that the
original value x is changed and R means that the original value z is retained.

P(X' € L|X =)

=pP(X' € L|R) + (1 - p)P(X" € ;| (5)

_[p+(Q—-p)P(X' € L|R);z € I

-\ A-p)P(X'€LIR); =z ¢

For the uniform perturbation and intervals with the same length P(X’ € I;|R’) =
% and

p+(1—1p)%;x € (©)
(1-p)%; v ¢ I

Using the above probabilities, the discretised nominal attribute is binarised to
k binary attributes.

P(X' € L|X =2) = {

4.2 Binarisation

A nominal attribute A with & possible values is binarised to k£ binary attributes
- A to Ag. An attribute A; has the value of 1 when the attribute A is equal
to the ¢-th value or 0 otherwise. This transformation is applied to both nominal
attributes and discretised attributes.

There are two possible scenarios of distorting nominal attributes [15].
The first is to transform a nominal attribute to k£ binary attributes and then
distort all k£ attributes. The second is to distort a nominal attribute and after
that transform it to k& binary attributes.

The first scenario may result in wrong values of k attributes, e.g., two 1’s
simultaneously.

In both scenarios parameters of distorting procedure should be chosen.
For binary attributes distorted after the transformation, the probability of
retaining the original value of 1 (p;) and corresponding probability for 0 (g;)
for each attribute (i = 1,...,k) are chosen. Usually p;, = p, i« = 1,....,k and
¢ =q, © =1,...,k. In the special case ¢; is equal to p;. Distorting and estimat-
ing the support the independence of the attributes Ay, ..., Ay is assumed.

In the second scenario the distortion parameters for the nominal attribute
before the transformation are chosen. Then the attribute is distorted. After that
the calculation of p; and ¢; for all binary attributes is performed, i = 1,..., k.
The calculation of the probabilities for this case will be shown.

Let the attribute A has k values v, vs,vs, ..., Uk. Let assume that the prob-
ability of retaining the original value for each possible value of the attribute is
equal to p. The probability of changing the value is the same for each value of
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the attribute and is equal to H. Thus the matrix of retaining/changing values
of nominal attribute (P) looks as follows:

l-p 1-p  1=p
P %=1 %=1 E—1
1-p P 1-p  1=p
k—1 k—1 k—1
P=1" . " | (7)
l1-p 1—p 1—p .
k—1 k-1 k—1 p

Let p} and ¢} be the probabilities of retaining the value of 1 and 0 for i-
th binary attribute, respectively. In our case p, = p’ and ¢, = ¢ for i = 1...k,
because the probabilities for all values of the nominal attributes are symmetrical,
according to our assumptions.

At the first glance, p’ = p. To calculate ¢/, let look at the matrix P once
again. For the sake of simplicity, ¢j, i.e., the probability that 0 of the binary
attribute which comes from v; will be kept, is considered.

¢, = qy = Pa({va,v3, ..., v }[{v2, v3, ..o, 0k })
= Py(v2)[Pa(vg — v2) + Pa(ve — v3) + ...+
Pa(v2 — vg)] + Pa(vs)[Pa(vs — v2) + Pa(vs — v3) (8)
+...+ Pa(vs —vp)]+ ...+ Pa(vg)[Palvg — v2)
+Py(vg — v3) + ...+ Pa(vr — vg)],

where Pr(v, — v,) is the probability that value v, will be changed to value v;..

Let assume that Py (v;) = %7 i.e., there is the same number of samples in the
training data set for each value of the attribute.

If there is a particular training set, one can estimate the original number of
samples for each value of the attribute and alter the calculations of P’.

Let assume that Ps(v;) = £, then

1 1—p k—2p
!/ _ _ —

¢ = = (b= DIk —2) =2 5] = L. )
Finally, matrix P’ has the following elements:
k—2p
p ~ F-1

P = k] 10

1—p kk_21p ‘| ( )

During the estimation of the support in the second scenario the independence
of attributes A;...A; was assumed.
The presented solution is easily extensible to any specific P matrix.

5 Experimental Evaluation

In this section, the results of the experiments conducted to assess the usefullness
of MMASK in finding frequent sets for quantitative rules are presented.
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5.1 Error Measures

In the experiments three kinds of measures have been used, namely Support
Error, Identity Error [3], and Accuracy of Identity [4]:

— Support Error (p): This measure reflects the average relative error in the
reconstructed support values for those itemsets that are correctly identified
to be frequent. Denoting the reconstructed support by recSupport and the
actual support by actSupport, the support error is computed over all frequent
itemsets F' as follows:

1 |recSupport, — actSupport,|
p= W zEF

. 11
actSupport, *100 [%] (11)

This measure is computed separately for each length of itemsets; that is, for
1-itemsets, 2-item- sets, etc.

— Identity Error (¢): This measure reflects the percentage error in identifying
frequent itemsets and has two components: ¢T indicating the percentage of
false positives, and ¢~ indicating the percentage of false negatives. Denoting
the reconstructed set of frequent itemsets with R and the correct set of frequent
itemsets with F', these measures are computed as follows:

e _IR\F _IF\ R

= x 100 [%], o~ =
7] el 7]

£ 100 [%). (12)

— Accuracy of Identity (f): This measure reflects the accuracy of identifying
frequent itemsets (shows how many sets are correctly identified to be fre-
quent).

f=IFNR] (13)

5.2 Experimental Results

13 UCI [16] datasets have been examined and below the representative results for
Breast, Australian, and Diabetes datasets are presented (the remaining results
were skipped due to limited space).

In the experiments MASK and MMASK without the relaxation for frequent
sets discovery in Privacy Preserving Quantitative Association Rules Mining were
compared. The discretisation (as presented in Sect.4.1) that divided values of
an attribute into 4 value intervals with equal number of samples in each interval
was used. Then nominal and transformed attributes were binarised as described
in Sect. 4.2. After that the attributes were distorted.

The first set of experiments was conducted on the real dataset Breast with
200 % privacy (Table1). Table 2 presents the results of frequent sets mining on
Australian dataset with 150 % privacy. The results from the experiments on Dia-
betes dataset with 200 % privacy level can be found in Table 3. The Level, which
corresponds to the consecutive iterations in Apriori-like algorithms, indicates the
length of frequent itemsets, |Fy| indicates the number of frequent itemsets at a
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Table 1. The results of mining the frequent sets in dataset Breast with 200 % privacy
and parameters: reduction threshold = 3, minimum support = 0.02

Level | |Fo| | |Fr| | pr o—r o4y | fr [|EFrm|| prm | 0—rm | O+rm | frm

1 29 31 159 0.0 69 29| 31 15.9 0.0 6.9 29
2 320 328 | 70.0| 20.3/22.8 255| 328 70.020.3 |22.8 |255
3 11921163 | 108.9 | 49.4 147.0 | 603 | 1163 |108.9 |49.4 |47.0 |603
4 1863 1091 | 98.6 | 76.935.5 4301183 73.673.4 |36.9 |496
5 1648 | 255 69.8 | 91.3| 6.7|144| 453 57.9185.0 |12.4 |248
6 988 | 17| 64.3| 98.6, 0.3 14| 86 54.0 1 92.7 1.4 72
7 407 0 -1100.0| 0.0 0| 10 62.0|97.5 0.0 10
8 87 0 -1100.0| 0.0 O 0 - 1100 0.0

9 8 0 -1100.0| 0.0f O 0 - 1100 0.0

Table 2. The results of mining the frequent sets in dataset Australian with 150 %
privacy and parameters: reduction threshold = 3, minimum support = 0.02

Level | |Fol| | |Fr| | pr o—r |O+r | fr |Frm| | prm | 0—rm | 0+rm | frm

1 48| 48| 21.0 4.2 4.2 46| 48 21.0| 42| 42 46
2 T772| 656|196.3 | 36.8|21.8| 488| 656 |196.3| 36.8 |21.8 488
3 4056 | 3016 | 252.5 | 71.3|45.6 | 1166 | 3016 |252.5| 71.3 |45.6 |1166
4 8911|4161 | 266.2 | 93.3/40.0 | 595|3916 |220.2| 92.3 |36.3 683
5 9786 | 1417 189.1 | 99.6 | 14.1 4111565 |124.9| 98.8 |14.8 118
6 5878 | 79 -1100.0| 1.3 0| 148 |141.8| 99.9 | 24 4
7 2060 0 -1100.0| 0.0 0 -1100.0 | 0.0 0
8 398 0 -1100.0| 0.0 0 -1100.0 | 0.0 0
9 30 0 -1100.0| 0.0 0 -1100.0 | 0.0 0

given level, |F.| (|Frm|) shows the number of mined frequent itemsets from the
distorted database using MASK (MMASK). The other columns are the measures
defined in Sect. 5.1.

As shown in Tables 1, 2, 3, MMASK in most cases discovers the same or more
true frequent sets (|Frm| > |Fr|) than MASK. For the first three levels, the
number of correctly identified frequent sets is the same for MASK and MMASK
because reduction threshold = 3 was used (MMASK is equivalent to MASK for
levels less or equal to the reduction threshold). The advantage of MMASK is
especially clear for higher levels, where MASK cannot find the frequent sets
which MMASK does. For instance, in Table1 MASK did not find any frequent
set for level 7 and MMASK found 10 sets that all are correctly identified as
frequent sets (the false positive coefficient (o+) is equal to 0). MMASK also
achieves better support error (p) for levels greater than reduction threshold; that
is, it estimates better the support of correctly identified frequent sets. Moreover,
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Table 3. The results of mining the frequent sets in dataset Diabetes with 200 % privacy
and parameters: reduction threshold = 3, minimum support = 0.01

Level | |Fol| | |Fr| | pr o—r |0+, | fr |Frm| | prm | 0—rm | 0+rm | frm

1 33, 32 136 3.0 00| 32| 32 136 3.0 0.0 32
2 448 | 367 | 714 23.0| 49| 345 367 714 23.0 | 4.9 345
3 3010|1323 |295.2 | 66.5|10.5 1008|1323 295.2| 66.5 |10.5 |1008
4 3922 | 854|451.7| 92.0/13.8 | 313|1069 |241.3| 89.9 |17.1 398
5 1330 | 47 /423.4| 99.7| 3.2 4| 132 |182.3| 99.0 | 8.9 13
6 194 0 -1100.0| 0.0 0 3 -1100.0 | 1.5

7 9 0 -1100.0| 0.0 0 0 -1100.0 | 0.0 0

MMASK achieves better false negative coefficient (smaller values of c—) for levels
greater than the reduction threshold because of the higher number of identified
(correctly and incorrectly) frequent sets; that is, more indentified frequent sets
give less chance to miss some true frequent sets. On the other hand, MMASK
has worse false positive coefficient (higher values of o—) because more identified
(correctly and incorrectly) frequent sets produce more sets incorrectly indicated
as frequent.

The results of the experiments show that frequent sets mining for privacy
preserving quantitative association rules discovery is feasible and suggest supe-
riority of MMASK over MASK in this task.

6 Conclusions and Future Work

The use of MMASK scheme for frequent sets mining in quantitative association
rules discovery on real data sets has been investigated. The results of the exper-
iments suggest that MMASK gives better results than MASK when applied in
frequent sets mining for quantitative association rules with preserved privacy.

In future work, the investigation of the possibility of extending the MMASK
scheme with the relaxations usage to quantitative association rules is planned.
Using relaxation, a miner can control the number of discovered frequent itemsets
of particular length and, in consequence, reduce the false negative coefficient.
The higher relaxation (applied at the begining of the discovery process) results
in more discovered frequent itemsets for all lengths of itemsets. The reduction
relaxation applied on a particular level makes the number of discovered frequent
itemsets higher for this and higher levels.

The MMASK scheme in generalised association rules [17] can be also used.
Furthermore, the investigation of the possibility of privacy preserving incorpo-
ration in other algorithms for associations mining, e.g., Eclat, MaxClique [18],
can be performed.
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Abstract. The Social and Smart project proposes a new framework
for the interaction between users and their household appliances, where
social interaction becomes an intelligent social network of users and appli-
ances which is able to provide intelligent responses to the needs of the
users. In this paper we focus on one incrasingly common appliance in
the european homes: the bread-maker. There are a number of satisfac-
tion parameters which can be specified by the user: crustiness, fragance,
baking finish, and softness. A bread making recipe is composed mainly of
the temperatures and times for each of the baking stages: first leavening,
second leavening, precooking, cooking and browning. Although a thor-
oughful real life experimentation and data collection is being carried out
by project partners, there are no data available for training/testing yet.
Thus, in order to test out ideas we must resort to synthetic data gener-
ated using a very abstract model of the satisfaction parameters resulting
from a given recipe. The recommendation in this context is carried by a
couple of Extreme Learning Machine (ELM) regression models trained to
predict the satisfaction parameters from the recipe input, and the other
the inverse mapping from the desired satisfaction to the breadmaker
appliance recipe. The inverse map allows to provide recommendations to
the user given its preferences, while the direct map allows to evaluate a
recipe predicting user satisfaction.

1 Introduction

There is an emerging view of social networks as information and knowledge
repository at the service of the social agents to solve specific problems or to learn
procedures relative to a shared domain of problems. Besides popular web service
implementations, social networks have shown to be useful to spread educational
innovations.

Social computing [1] may be defined as the result of social interaction when
it is oriented towards information processing or decision making. Preliminary
elaborations towards a taxonomy of social computing systems [2] include the
term subconscious intelligent social computing [2-5] characterized by some hid-
den layer of intelligent processes that helps to produce innovative solutions to
the problems posed by the social players. The social player asks for the solution

© Springer International Publishing Switzerland 2015
E. Onieva et al. (Eds.): HAIS 2015, LNAI 9121, pp. 16-25, 2015.
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of a problem, i.e. how to wash my laundry composed of items with some spe-
cific dirtiness and according to my preferences? The social framework provides
solutions either from previous reported experiences of other social players or as
innovation generated by the hidden intelligent layer.

Intuitive description of the system. In the framework of the Social and Smart
(SandS) project! users are called eahoukers [6]. There are two repositories of
knowledge in the SandS Social Network containing tasks to be carried on the
appliances and the recipes solving them. When a user requires a task to be per-
formed (blue dashed arrows) there are two possible situations, either the recipe
solving the task is known or not. In the second case, the so called Networked
Intelligence incorporating the hidden intelligent layer is in charge to produce a
new recipe to solve the unknown task. In other words, it is in charge of achieving
innovation (green arrow). The recipe found either way is returned to the appli-
ance (black arrows). In the specific case of the breadmaker appliance, we do not
have a proper task specification, because it is always the same. In some way it can
be said that the specification of the desired satisfaction parameters, i.e. baking,
crustines, softness, fragance, are the task specification. So, real life experiments
give us pairs of (recipe, satisfaction) vector values, which are always the result
of setting the breadmaker parameters and measuring the resulting bread. There
is no way in real life to produce the data in the inverse way, setting the user
satisfaction to see what is the resulting recipe. Therefore, this inverse map must
be estimated from the data gathered in the direct experiments.

The SandS system simplified description introduces the fundamental ques-
tions that we are tackling in this paper by designing a prototype recommender
system for a specific appliance, the breadmaker, and its validation.

— The first question is: how to build a recipe recommendation from the spec-
ification of the user satisfaction? That problem is addressed by building an
Extreme Learning Machine? [7,8] from the experimental data that implements
the inverse mapping.

— The second question is: how to decide that we need innovation? In other words,
the inverse model may produce a recipe which in fact is far from solving
the problem, so we need to create some new recipe outside the knowledge
embedded in the mappings. How we detect that situation? The answer lies
in the application of the direct mapping from recipes to satisfaction, and
measuring the distance between the predicted satisfaction vector and the one
specified by the user.

— The third question is: how to perform innovation? We need to build some
generative process that achieves to create new recipes optimizing expected
satisfaction. The solution proposed in [9] is a stochastic search process guided
by the learned user satisfaction model, specifically an Evolutionary Strategy
approach [17].

! http://www.sands-project.cu/.

2 Source-code: http://www.ntu.edu.sg/home/egbhuang/elm_codes.html.
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A critical issue is the lack of real life data supporting the design and validation
of this architecture. The SandS project is currently building the framework that
would allow users to experience this social interaction, but no actual data is
being generated yet. So we have to resort to synthetic data.

Paper contribution. The contribution of this paper is a recommendation sys-
tem for breadmaker recipes based on the know information about user satisfac-
tion with past recipes tried, in the context of a social intelligence for appliance
management. The system is composed of direct and inverse mappings between
recipes and satisfaction evaluations, so it may produce a recipe recommenda-
tion from the specification of desired satisfaction parameter values given by the
user. The direct mapping may be used for the satisfaction prediction on the rec-
ommended recipe, which may be used to decide if a random search innovation
mechanism is required to produce a better suited recipe.

Contents of the paper. The paper is organized as follows: Sect. 2 reviews some
ideas about recommender systems. Section 3 provides the precise specification of
the problem and the description of the dataset synthesis, which has been used
for the computational experiments. Section4 reports results obtained on the
synthetic dataset of recipes and satisfaction. Section 5 gives some conclusions of
this paper.

2 Recommender Systems

Recommender systems [10] are taking a prominent role in the interaction with the
virtual world incorporated by the miriad of webservices used on a daily basis by
the common people. Early realizations included forms of collaborative filtering,
however the advent of the Internet of Things will allow to use implicit, local and
personal information gathered by the surrounding environment of smart objects.
Recommender Systems are currently being applied in many different domains.
Some example applications are: intelligent tourism [11], movie suggestions [12],
electronic marketplaces [13], and university library research [14].

The State of the Art techniques involved in recommender systems deal with
the problem of accurate representation and management of the user profile,
requiring computational tools from many fields of Artificial Intelligence, such as
Multi-agent systems, advanced optimization techniques, clustering of the users
data to detect communities, and advanced knowledge representation and rea-
soning for the management of uncertainty.

Collaborative filtering social recommender systems [15] use social network
information as additional input for improved recommendation accuracy. They
define two categories of CF-based social recommender systems: matrix factor-
ization based approaches and neighborhood based approaches, providing a com-
parison among algorithms.

In this paper we are concerned with the use of regression models trained
with Extreme Learning Machines (ELM) to recommend a recipe from a given
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satisfaction, and also in the other way, to predict a satisfaction from a given
recipe. Recipes are modeled as a feature vector of values from 0 to 1. Satisfaction
is composed by associated models.

3 Problem Definition and Dataset Synthesis

In this section we give the specification of the recommendation problem that
we try to solve. As there is not real life data to validate our proposal, we have
had to build some models to generate a synthetic dataset with some degree of
arbitrary complexity, so that if our approach succeeds on this dataset, it can be
successful in real life experiments. The experiment context is the “SandS” Euro-
pean project (http://www.sands-project.eu/). In this project, Eahoukers (word
that refers to easy house workers, in other words, users) provide a description
of a problem dealing with household appliance usage to the social network. The
system gives back a “recipe” that solves the proposed problem. These recipes are
either proposed by the knowledge provided by other users or by the underlying
intelligent layer [16]. Once that recipe is proposed, user can give the order to
the system to execute it in the choosen appliance. Finally, users give a satisfac-
tion of the recipe, this feedback is used to tune the intelligent layer and/or to
personalize the system.

3.1 Specification of the Recommendation Problem

This paper is focused on the case of the breadmaker. It has some specific features
that differentiate the way recommendations are generated. First, there is no task
description per se. The user only gives the order to make the bread stating some
expected satisfaction values with the result which are not stated beforehand.
In other words, we only have the recipe and satisfaction pairs. The recommen-
dation system then has two problems to solve, first it must learn the map from
recipes to satisfaction, in order to predict the user satisfaction. Second, it must
learn the inverse model from satisfaction to recipes in order to propose the best
recipe for the user. It is also possible, once we have this inverse model, to tune
the recipe to specific values of the predicted satisfaction. It may even possible to
work with missing values, that is, to provide a recipe that matches some of the
satisfaction parameters, when the other are left undefined. We have not touched
this aspect in this paper.

Recipes. The baking operation consists of 5 steps carried sequentially: first leav-
ening, second leavening, precooking, cooking and browning. Each step is speci-
fied by a pair [Time, Temperature]. Thus, in this case, the recipe consists in 10
variables [rq, ..., 710].

Satisfaction. The user give a satisfaction feedback. For the breadmaker, the
satisfaction consists in 4 parameters: [fragance, softness, baking, crust]. These
parameters are represented in 4 variables [s1, ..., S4].
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Problem specification. The problems that we want to solve with this experiment
are two:

— Direct prediction: What will be the satisfaction feedback obtained from the
user for a given recipe?

— Inverse recommendation: Which is the recipe that I need to get a specific
satisfaction?

Let us define:

— Let be R a recipe described by bread making variables, so [ry,...,7r10] = R .
Thus, R € R'? and each r; is normalized in the range [0..1]

— Let be S a satisfaction described by [s1,..,54] = S . Thus, S € R* and each
s; is a number in the set {0,1,2,3,4,5}

To answer these questions, we define:

— A direct mapping ¢(R) = S to predict the satisfaction of the user with
the quality of the bread resulting from a proposed recipe (first question)
¢ . RlO N R4

— The inverse mapping ¢~ *(S) = R that looks for the recipe that would provide
the desired satisfaction parameter values (second question) ¢~1 : R* — R10

We model the experiment with the numbers and parameters defined before but
numbers and set of variables could be adapted to any other context of similar
experimentation. These mappings are built by ELM because of the quick learning
time which allows frequent updates when the experience of the users increase the
database for learning. Notice that we only have information about experiments
going in the direct prediction sense, i.e. we can try a recipe and ask the user its
satisfaction. It is not possible to obtain experimental data in the other direction.

The first learning experiment is to calculate the regression of satisfaction
values from given recipes. We denote this experiment as ¢(R) — 5;. The second
experiment is to calculate the regression o f recipe valuesfrom a given satisfaction,
i.e. to create the recommendation. We denote this experiment as ¢~1(S) — R;.
We divided the dataset in several datasets according to the application require-
ments of the 10-fold cross-validation technique. Figurel is the pipeline which
summarizes the process of the experiment.

3.2 Dataset Generation

We generate a dataset of 100,000 instances of recipe satisfaction pairs taking
into consideration the following:

— We consider that there is a non-linear map that models the contribution from
each recipe parameter to each satisfaction parameter value. For the experi-
mental works in this paper, we have created arbitrary maps which are shown
in Fig.2. The idea is that if we can approximate these models with ELMs
then we can approximate almost anything. Each entry (¢, 7) in the table is a
map randomly generated relating recipe parameter r; with each satisfaction
parameter s;. Thus, we have 40 models.
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Fig. 1. Pipeline of experiment

— We consider that the satisfaction value is a linear combination of the contri-
butions of the recipe parameters. If a;; is the satisfaction value in variable s;
induce from a given value from recipe variable r;, then:

210 s
r=1 Q% * Qij

S; =
J r!

using «; as weighting factor of recipe variable and being r’ the normalizing
value to obtain the weighted average. If result has decimal part, we round
the number to the nearest natural one. We have choosen the value of the «;
arbitrarily for the experiments reported here.

Once we have models, we are able to generate a synthetic dataset according
with models. To generate a database we generate randomly 100,000 instances of
[r1,...,710] then, we use the models to calculate the satisfaction.

As example, we show in Table1 the first row of the dataset.

Table 1. Example of the content of Dataset

rl [r2 [r3 |r4d |rd5 |r6 |[r7 |r8 |r9 |rl0 sl |s2 |s3 |s4
#1/06/03/04/02/1 |0 |04/08|03 042 |2 |2 |2

4 Experimental Results

Experiments are carried out using ELM standar code in Matlab®. We select Sine
(‘sin’) activation function for executions. We test results with 1 hidden unit until

3 Source-code: http://www.ntu.edu.sg/home/egbhuang/elm_codes.html.
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Fig. 2. Maps specifying the influence of the recipe parameters into the satisfaction
parameters. Each entry relates a pair of recipe-satisfaction variables. Each plot has
horizontal axis in the range [0, 1] and the vertical axis in the set {0,1,2,3,4,5}.
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525 hidden units that are the maximum hidden units allowed without raising
a memory exception. Increasing neurons, square error decreases significantly.
Table 2 shows the average regression error for the direct mapping regression for
each satisfaction parameter obtained in a 10-fold cross-validation experiment for
the two extreme ELM sizes. The best result is equivalent to a relative error,
computed dividing the regression error by the variable range which is 5 for all
satisfaction values, is below 0.01. Table 3 shows the average regression error for
the inverse mapping regression for each recipe parameter obtained in a 10-fold
cross-validation experiment for the two extreme ELM sizes. The best relative
error, computed dividing the regression error by the variable range which is 1for
all satisfaction values, is below 0.2, still too high for the practical purposes of
this paper.

Table 2. Average cross-validation error results of satisfaction prediction for given
recipes: ¢p(R) — S;

1 hidden unit | 525 hidden units
s11.4490 0.4972
s2 | 1.7756 0.4790
s3 | 1.6259 0.5639
s411.1084 0.4832

Table 3. Average cross-validation error results of recipe recommendation for desired
satisfactions: ¢~*(S) — R;

1 hidden unit | 525 hidden units
rl |0.4382 0.2816
r2 0.3910 0.2887
r3 |0.4298 0.2919
rd | 0.4080 0.2659
r5 |0.4433 0.2923
r6 |0.4063 0.2837
r7 10.3936 0.2903
r8 0.4743 0.2885
r9 |0.4308 0.2911
r10 | 0.4456 0.2688

5 Conclusions

We propose the application of regression ELM to build a breadmaker recom-
mender system which is an instance of the social intelligence in the Internet of
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Things framework of the SandS european project. We have proposed a dataset
synthesis procedure to carry the experimental validation of the system, due to
the lack of real-life data. The experimental results are quite good for the direct
mapping from recipes to satisfaction evaluations, but not so good for the inverse
mapping, which will require a more careful tuning for the practical application.
Further work will be addressing the computational experiments on real life data,
once it is available from the breadmaking experiments being carried out by other
project partners. It is also possible to open the experimentation to the general
public by the implementation of a social network of breadmaking “aficionados”.
This implementation would be a real test of the idea of subconscious social intel-
ligence, which in this setting will encompass the application of both direct an
inverse mappings.

Acknowledgements. This research has been partially funded by EU through SandS
project, grant agreement no 317947. The GIC has been supported by grant IT874-13
as university research group category A.

References

1. Vannoy, S.A., Palvia, P.: The social influence model of technology adoption. Com-
mun. ACM 53(6), 149-153 (2010)

2. Grana, M., Marqués, 1., Savio, A., Apolloni, B.: A domestic application of intelli-
gent social computing: the sandsproject. In: Herrero, A., et al. (eds.) International
Joint Conference SOCO’13-CISIS’13-ICEUTE’13. AISC, vol. 239, pp. 221-228.
Springer, Heidelberg (2013)

3. Grana, M.: Subconscious social computational intelligence. In: Krishnan, G.S.S.,
Anitha, R., Lekshmi, R.S., Kumar, M.S., Bonato, A., Grana, M. (eds.) Com-
putational Intelligence, Cyber Security and Computational Models, Proceedings
of ICC3. Advances in Intelligent Systems and Computing, vol. 246, pp. 15-21.
Springer, India (2013)

4. Grana, M., et al.: Social and smart: towards an instance of subconscious social
intelligence. In: Iliadis, L., Papadopoulos, H., Jayne, C. (eds.) EANN 2013, Part
II. CCIS, vol. 384, pp. 302-311. Springer, Heidelberg (2013)

5. Grana, M., Rebollo, I.: Instances of subconscious social intelligent computing. In:
2013 Fifth International Conference on Computational Aspects of Social Networks
(CASoN), pp. 74-78, August 2013

6. Apolloni, B., Fiasche, M., Galliani, G., Zizzo, C., Caridakis, G., Siolas, G., Kol-
lias, S., Grana Romay, M., Barriento, F., San Jose, S.: Social things - the sands
instantiation. In: IoT-SoS 2013. IEEE (2013)

7. Huang, G.B., Zhu, Q.Y., Siew, C.K.: Extreme learning machine: theory and appli-
cations. Neurocomputing 70, 489-501 (2006)

8. Huang, G., Zhu, Q., Siew, C.: Extreme learning machine: a new learning scheme
of feedforward neural networks. In: IEEE International Conference on Neural
Networks - Conference Proceedings, vol. 2, pp. 985-990 (2004). Cited By (since
1996):113

9. Marques, I., Grania, M., Kaminska-Chuchmala, A., Apolloni, B.: An experiment of
subconscious intelligent social computing on household appliances. Neurocomput-
ing (2014, in press)



10.

11.

12.

13.

14.

15.

16.

17.

An Instance of Social Intelligence in the Internet of Things 25

Bobadilla, J., Ortega, F., Hernando, A., GutiArrez, A.: Recommender systems
survey. Knowl.-Based Syst. 46, 109-132 (2013)

Borras, J., Moreno, A., Valls, A.: Intelligent tourism recommender systems: a sur-
vey. Expert Syst. Appl. 41(16), 7370-7389 (2014)

Briguez, C.E., Budan, M.C., Deagustini, C.A., Maguitman, A.G., Capobianco, M.,
Simari, G.R.: Argument-based mixed recommenders and their application to movie
suggestion. Expert Syst. Appl. 41(14), 64676482 (2014)

Christidis, K., Mentzas, G.: A topic-based recommender system for electronic mar-
ketplace platforms. Expert Syst. Appl. 40(11), 4370-4379 (2013)

Tejeda-Lorente, A., Porcel, C., Peis, E., Sanz, R., Herrera-Viedma, E.: A qual-
ity based recommender system to disseminate information in a university digital
library. Inf. Sci. 261, 52-69 (2014)

Yang, X., Guo, Y., Liu, Y., Steck, H.: A survey of collaborative filtering based
social recommender systems. Comput. Commun. 41, 1-10 (2014)

Grana, M., Nufiez-Gonzalez, J.D., Apolloni, B.: A discussion on trust requirements
for a social network of eahoukers. In: Pan, J.-S., Polycarpou, M.M., WozZniak, M.,
de Carvalho, A.C.P.L.F., Quintidn, H., Corchado, E. (eds.) HAIS 2013. LNCS, vol.
8073, pp. 540-547. Springer, Heidelberg (2013)

Gonzalez, A.I., Grafia, M., Ruiz Cabello, J., D’Anjou, A., Albizuri, F.X.: Experi-
mental results of an evolution-based adaptation strategy for VQ image filtering. Inf.
Sci. 133(3-4), 249-266 (2001). http://dx.doi.org/10.1016/S0020-0255(01)00088-3


http://dx.doi.org/10.1016/S0020-0255(01)00088-3

Random Forests and Gradient Boosting
for Wind Energy Prediction

Alvaro Alonso, Alberto Torres, and José R. Dorronsoro™)

Departamento de Ingenieria Informética e Instituto de Ingenieria del Conocimiento,
Universidad Auténoma de Madrid, Madrid, Spain
jose.dorronsoro@uam.es

Abstract. The ability of ensemble models to retain the bias of their
learners while decreasing their individual variance has long made them
quite attractive in a number of classification and regression problems.
Moreover, when trees are used as learners, the relative simplicity of the
resulting models has led to a renewed interest on them on Big Data
problems. In this work we will study the application of Random Forest
Regression (RFR) and Gradient Boosted Regression (GBR) to global and
local wind energy prediction problems working with their high quality
implementations in the Scikit—learn Python libraries. Besides a complete
exploration of the RFR and GBR application to wind energy prediction,
we will show experimentally that both ensemble methods can improve on
SVR for individual wind farm energy prediction and that at least GBR
is also competitive when the interest lies in predicting wind energy in a
much larger geographical scale.

1 Introduction

Among the many possibilities available when designing hybrid artificial intelli-
gence systems, ensembles, i.e., the aggregation of suitable independent base mod-
els, is certainly one of the simplest and potentially most powerful approaches.
In fact, ensemble models have the very attractive potential of being able to
decrease the variance of their individual learners while retaining the small bias
achievable if these learners are powerful enough. Random Forest Regression
(RFR) achieves this using regression trees as learners and exploiting the com-
bination of the sample randomness derived from bagging and the feature ran-
domness applied in their construction. In Gradient Boosted Regression (GBR)
a number of regression trees are also built but now under a boosting perspective
in which, to the sample and feature randomness just mentioned, boosting con-
tributes with a bias decrease. Besides their promise of variance and (partially)
bias reduction, RFR and GBR models add their relatively simple structure and,
in the RFR case, their highly parallelizable construction. Because of this, they
are receiving a large attention in Big Data contexts, further enhanced by their
very good performance in several benchmark problems, such as the 2013 com-
petition jointly organized by the American Meteorological Society (AMS) and
© Springer International Publishing Switzerland 2015
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Kaggle [10] where the goal was to predict daily aggregated radiation at a number
of weather stations in Oklahoma and in which the best submission was based on
GBR.

In this work we will apply both RFR and GBR to the problem of predicting
wind energy production. Currently wind energy is almost impossible to store
but, on the other hand, its very high penetration in countries like Spain, among
the world leaders in wind energy, makes it very important to provide accurate
forecasts, both at the individual farm level and also at the scale in which trans-
mission system operators (TSO) work, Red Eléctrica de Espana (REE) in Spain’s
case. Just as an example, February 2015 was a record month for wind energy
in Spain, that met well above 20 % of the country’s total electricity demand for
that month.

Clearly, a very high penetration and difficult storage can only be compen-
sated by adequate planning which, in turn, requires accurate enough forecasting
methods. Machine learning (ML) has a very strong presence in wind energy
forecasting with multilayer perceptrons (MLPs) and support vector regression
(SVR) being the approaches most often used. In general, the prediction models
are built using as input patterns the forecasts provided by numerical weather
prediction (NWP) systems such as the ECMWF [3] (which we will use here) or
the GFS [6]. Usually they provide forecasts of several weather variables given at
the points of a rectangular grid that covers the areas under study. This grid is
derived from an orographic model that smooths out the actual physical orogra-
phy under a certain resolution (0.25° here).

Wind energy prediction becomes then, in general, a non-linear regression
problem to be solved by some ML model; RFR, GBR and SVR in our case.
We will work both at the scale of an individual farm, namely the Sotavento
wind farm, and also at the much larger scale of the total wind energy production
of peninsular Spain. We point out that while ensemble methods are a natural
choice in regression problems, their use in wind energy has been so far done, to
the best of our knowledge, considering only ensembles of strong learners, such
as neural networks [7] or SVR [9]. Therefore, ours seems to be one of the first
works where RFR and GBR are used for wind energy prediction. This is thus
an initial contribution, to which we may add:

— A review of RFR and GBR from a practical point of view linked to the Scikit—
learn [12] Python libraries that provide very good implementations of RFR
and GBR and include in some cases parallelization tools to speed up model
training.

— An exploration of their application to the problems of local and large scale
wind energy prediction.

— Experimental results that show both ensemble methods and, particularly,
GBR, to be very competitive with SVR, possibly the current state of the
art of ML based wind energy prediction.

The rest of the paper is organized as follows. In Sect.2 we briefly review the
basic theory of RFR and GBR and Sect. 3 contains a succinct description of the
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framework for wind energy prediction over NWP inputs, a description of our
experimental setup and the prediction results for both the Sotavento wind farm
and the entire wind energy prediction over peninsular Spain that is overseen
by REE. Finally, in Sect.4 we briefly discuss our results and offer pointers to
further work.

2 Random Forest and Gradient Boosting Regression

In the following subsections we will briefly review the construction of RFR and
GBR models largely following [8].

2.1 Random Forest for Regression

Assume a sample S = {(X,,t,) : 1 < p < N} with X, € R% To build a
Regression Tree (RT) we have to partition the input space in rectangular regions
R;, j=1,...,M and, once these M rectangles are selected and if square error
minimization is our goal, the response of a tree that minimizes that error is
T(X) = >, 7iIr,;(X), where I, (X) is the indicator function of the rectangle
R; and +y; is given by the locally expected target value, i.e.

1
Vi = mztz) = E[tp|Xp € Rj}-
J R;

The standard approach to find the R; is CART [1], probably the most popular
method for building RTs. CART performs binary splits along successive variables
j according to concrete split values s, doing so in a greedy way. The depth of
the final tree can be controlled but, in general, the successive splits could lead to
a large tree; to avoid overfitting, the tree is pruned (see below). In more detail
([8], Sect. 9.2), splitting the variable j in terms of an s value yields two left-right
regions R}, = {X : xz; < s}, R, = {X : 2; > s}. An optimal choice of j,s
should solve

min fming 3 (tp—en)” o Fming 3 (tp—cr)’

Xp€ERE, X,€RE,
Assuming again square error to be minimized, the optimal c},c} are given by
¢; = Eltplz, € RE ], ¢ = E[tylz, € RE,] and, since increasing s just “moves”
points from R® to R, the first split j1, s; can be quickly obtained exploring in
this way the x; variables. This is successively applied to the regions R]L] s1 ﬁ 5
and so on, and splitting stops when a rectangular region (then called a leaf)

containing a prefixed small number of points is reached.
This way we arrive at a possibly very large tree Ty which we prune in such a
way that cost (i.e., error) and complexity (i.e., tree size) are balanced. Assuming

T is a subtree of T with |T| leaves associated to the regions R;, we set

1 1
Ny =IRjl, ¢ =+ >ty Qi(T) =+ > (ty—c),
7 X,€R; 7 X,€ER;
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and define for a > 0 the cost-complexity criterion function Co(T) = «|T| +

IlTl N;Q;. In [1] it is shown that for each a there is a unique smallest subtree
T, of Ty that minimizes C,,(T'). This T, that will be the final RT, can be found
by weakest link pruning, where the leaves of the nodes that produce the smallest
increase in ) j N;Q;(T) are successively collapsed until the entire tree contracts
to its root. It is also shown in [1] that the sequence of subtrees built this way
must contain the minimizing T, tree, which can thus be identified during the
pruning procedure. When « = 0, the full tree T; that has single pattern leaves
clearly minimizes Cy(T") but with a large overfitting and the largest possible
complexity |Tp| = N. Increasing « tunes the trade-off between tree size and
goodness of fit; hence, « acts as a regularization parameter.

RT's are likely to have a small bias but possibly a large variance. An obvious
first way to reduce it is to apply bootstrap averaging, i.e., bagging, to build an RT
family T;,,1 < m < M, over M bootstrapped subsamples of S and then average
them. A second way is to consider a random subset of the d features instead of all
of them when deciding the splitting feature at each new node. Bagging ensures
that the RTs are i.d. and have small bias. If, moreover, the T, are i.i.d. with
the same variance o2, the average’s variance will be 02 /M, decreasing with M.
However, if they have a pairwise correlation p > 0, the average’s variance will
become po? + L2, with the first term being independent of M ([8], p. 603).
This is why to reduce pairwise correlation, in Random Forests (RFs) bootstrap
subsampling is paired with the random selection of the variable subsets to be
split. Typical values for the number p of variables retained are v/d, |d/3] or
even 1; we will use the Scikit—klearn option to consider as p a fraction of pattern
dimension. The random forest (regression) predictor 7 fys is the average

1 M
rfu(X) = 57 > Tn(X)
1

of the M such trees T;,,(X) built this way.

It follows from the preceding that several hyper—parameters may be adjusted
in RFR. The routine RandomForestRegressor in the Scikit-learn Python library
[12] will be use in our experiments; in Sect. 3 we discuss how to choose concrete
values of the most relevant hyper—parameters involved.

2.2 Gradient Boosted Regression

In general, boosting methods iteratively combine weak learners by repeatedly
focusing in the errors resulting in the previous iteration until a suitable strong
learner is obtained. One general approach to boosting is based on functional
gradient descent [11]. Assume once more a sample S = {(X,,t,) : 1 <p < N}
if we want to fit some model F'(X) over S using a loss function L(y, F') a natural
option is to consider the variational cost function L(F) = Ex 4[L(t, F(X))] and
then try to find a g that would cause the greatest cost reduction on L(F + pg)
along the “half line” pg, p > 0, defined by g. Since at first order we have L(F +
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pg) = L(F) 4+ pVL(F) - g, it is natural to choose a g that minimizes VL(F) - g,
that is, to take g as the minus (variational) gradient —VL(F).

While computing VL(F') may be out of the question, we can simply fol-
low a sample based approximation. In fact, L(F) can be approximated by
L(F) = 3, L(ty, F(Xp)), with F = (F(X1),...,F(Xn))" being the vec-
tor of values of the unknown F' at the sample points X,,. Then, to optimize
L(F) =>_, L(tp, F(X})) over F, we may start at some ho and follow a steepest
descent approach in which we take h,, = —p;mgm, where g,,,(X) is the gradient
of L(F) at the current vector F,_1, i.e.,

 [OL(F)  OL(Fmo1) 0L
g’"(X”)[ oF, L s OF, (X, OF

We can next derive the step length p,,, as the solution of p,, = argmin, L(F,,_1—
pgm) and, finally, we update Fp,—1 to Fry = Frne1 — pmGm = Fm—1 + him
However, since we are considering only sample points, we need to make it
possible to work with other, out of sample points. In a boosting context it is
natural to approximate the sample valued—only —g,,, by a weak learner h(X; 0,,)
parameterized by ©,,, which we can do by least squares, solving

7 (tps Frn1(Xp))-

N
O = argming Y (=gm(X,) — h(X,; 0))°.
1

The optimal step p,, is then computed as before p,, = argmian(]:m,l +
ph(+;6,,)) and the new update is Fpp(X) = Fr—1(X) + pmh(X;6,,). This
is essentially the approach proposed by J.H. Friedman in [4], where regression
trees Tp,(X) = T(X; O,,) are used as weak learners and where the updating A,
would have the form h,,(x,p,©) = pzl‘]m ﬁj’-”IR;_n (). Here again, the features
to be considered when splitting a node are randomly selected. However, in [5]
Friedman slightly changes this overall approach by retaining only the leaves’
rectangles RY",..., R} of T,,, discarding the p and (3, coeflicients and fitting
instead individual values 77" at the R7" by solving

= arg min Z L(ty, Frn—1(Xp) +7)
YERIm €RT

with 4™ an J,,—dimensional vector, and arriving finally at the GBR updates

Im
Fon(X) = Fonr(X) + Y v Tr (X)),
1

In principle, the GBR hyper—parameters are similar to those in RFR, namely
the number M of iterations to be performed (i.e., the number of trees to be built)
and the RT hyper—parameters. Given that only the rectangle leaves of the RT's
are used, some hyper—parameter shortcuts could be possible. For instance, and
as discussed at the end of Sect. 10.11 in [8], values in the range 4 < .J < 8 for the
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number of leaves .J,,, work well in practice while it is unlikely that larger values
J > 10 are required. Also, we could follow a shrinkage-based regularization
approach to decide on M instead of applying, say, cross validation, in which one
works with updates of the form

Im,
Fn(X) = Fna(X) +v Y9 Trr (X)
1

where the parameter v, 0 < v < 1, “shrinks” the contribution of the new RT
to be added. It has been observed in [4] that smaller values of v lead to larger
M values and usually a better performance. On the other hand, a smaller v
implies obviously longer training times and there is thus a trade-off between
M and v. The usual strategy, which we will largely follow, is to fix a small v
around 0.1 and then choose M using a validation subset. In any case, we have
used the GradientBoostingRegressor implementation in Scikit—learn in our
experiments and select the most relevant hyper—parameters using a validation
subset, as we discuss in the following section.

3 Experiments

In this section we will apply Random Forest and Gradient Boosting Regres-
sion to the problem of predicting wind energy production first over peninsular
Spain and then on the Sotavento wind farm, situated in Galicia (northwest-
ern Spain) which makes its wind energy data publicly available on its web site,
www.sotaventogalicia.com. We describe first the experimental data and then
how model parameters were selected and test results obtained.

3.1 NWP and Production Data

We will work with the Numerical Weather Prediction (NWP) system of the
European Centre for Medium-Range Weather Forecasts (ECMWF). It currently
provides variable forecasts over a global world grid with a 0.125° resolution
although we will work on a 0.25° one. To predict wind energy of peninsular
Spain we consider a 57 x 35 rectangular sub—grid that covers entirely the Iberian
Peninsula; for Sotavento we will use a 15 x 9 rectangular sub grid approximately
centered on the Sotavento site (43.34° N, 7.86° W). The ECMWF meteorological
variable forecasts used will be the following;:

— P, the pressure at surface level.

— T, the temperature at 2m.

— U, the z wind component at surface level.

— Vs, the y wind component at surface level.

— v, the wind norm at surface level.

— Ujgo, the = wind component at 100 m height.
— V1o, the y wind component at 100 m.

— 100, the wind norm at 100 m.


www.sotaventogalicia.com

32 A. Alonso et al.

We point out that surface and 100 m height refer to the geopotential of the grid
point for which these variables are provided; in turn, the grid node geopotential
is that of the concrete orography model used, which may or may not coincide
with the actual geographical point with the same coordinates. Input dimensions
for Sotavento are thus quite large, 15 x 9 x 8 = 1,080, while for peninsular
Spain are even larger 57 x 35 x 8 = 15,960. We will work with data for the
years 2011, 2012 and 2013. As mentioned, wind energy data for Sotavento can
be obtained through their web site; wind energy values for peninsular Spain were
kindly provided by Red Eléctrica de Espana (REE). In both cases we normal-
ize productions to the [0,100] interval by dividing them by the rate power of
Sotavento (i.e., the maximum power the farm would provide) and total installed
wind power of Peninsular Spain. In other words, at each hour we will work with
the percentage of energy actually produced with respect to the maximum pos-
sible values. While hourly values are available for wind energy, NWP forecasts
are available only every three hours, starting at UTC hour 00. Thus, in every
year we will approximately have (24/3) x 365 = 2,920 patterns. In what follows
we will refer to these as the Sotavento and REE problems respectively.

3.2 RFR Models

In all our experiments we will work with the RFR and GBR models available in
the Scikit Python library. For RFR the main model hyper—parameters are the
number of regression trees to be built (RFRnumRT), the minimum number of
samples in a tree leaf (RF RminSL), the minimum number of samples in a node
for it to be split (RFRminSN), the maximum number of features to be ran-
domly selected at a node (RFRmazV') given as a fraction of the total pattern
dimension and the maximum tree depth. Of these, the minimum numbers of leaf
patterns and the tree’s depth are loosely related. Thus, to minimize computa-
tional cost while estimating optimal hyper—parameters, we shall only consider
RFRnumRTs, RFRminSL, RFRminSN and RFRmazV .

In order to select the hyper—parameters for both the RFR and GBR models
(as well as for the SVR ones) we applied a simplified cross-validation (CV)
procedure, namely, we explored the combinations of predetermined values of
each model’s relevant hyper—parameters (listed below) using as training data the
year 2011 and applying the resulting models to 2012 with the Mean Absolute
Error (MAE), that is,

N
1
MAE = N;'T(xnvp) - yn|7

as the validation merit function; here T'(z; P) denotes the value on pattern x
of the RFR model T built using the hyper—parameter set P. We use the MAE
instead of the more often used squared error as it is the measure of choice in
renewable energy since it gives a direct estimate of a model deviation and, thus,
of the energy to be shed or obtained from other generation sources. Moreover,
it corresponds to the lad option as the RFR loss function in Scikit—learn.
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The hyper—parameters finally selected for each model were those giving the
smallest MAE in that year and these hyper—parameters were then used to train
all the models in the six train-test combinations that we will report below. Notice
that, in a strict sense, this is not actually cross—validation, as we do not split a
given set into a number of train-test folds but it is a very natural option for this
problem given the time structure of the data. The discrete hyper—parameter
search for Sotavento was done over all the combinations of the following
values

~ {100,200, 300, 400, 500, 600} for RF RnumRT,
- {1,2,4,8} for RFRminSL,

- {2,4,8,16} for RFRminSN and

- {0.2,0.3,0.4,0.5,0.6} for RFRmaxV.

The total number of possible hyper—parameter selections is thus 480 and the
resulting optimal hyper—parameters were RF RnumRT = 300, RFRminSL = 4,
RFRminSN =4 and RF RmaxV = 0.4. Similarly, the hyper—parameter values
for REE were

~ {100, 250, 500, 750, 1000} for RF RnumRT,
- {1,2,5,10} for RFRminSL,

- {5,10, 20, 30,40} for RFRminSN and

- {0.2,0.3,0.4,0.5,0.6} for RF RmaxV.

The total number of possible hyper—parameter selections is now 500 and
the resulting optimal REE hyper—parameters were RFRnumRI = 750,
RFRminSL = 5, RERminSN = 10 and RFRmaxzV = 0.3. As mentioned,
once these hyper—parameters are obtained, we will use as train—test pairs all
6 combinations of any two of the three data years, and report the averages of
the 6 train and test MAE values. In all cases we normalize the train subset to
zero mean and 1 standard deviation component—wise and apply the same nor-
malizing parameters (i.e., the component mean and standard deviation) to the
corresponding test subset.

3.3 GBR Models

We follow essentially the same strategy for the GBR models although with
some variants in hyper—parameter optimization linked to the implementation
of GradientBoostingRegressor in Scikit-learn. Here we will analyze again the
number of trees to be built (GBRnumGT'), the minimum number of samples in
a node for it to be split (GBRminSN), the minimum number of samples in a
tree leaf (GBRminSL) and the maximum number of features to be randomly
selected at a node (GBRmazV); moreover, we will also consider now the maxi-
mum tree depth GBRmaxD. Other relevant hyper—parameter here that was not
present for RFR is the learning rate for which we take the default value of 0.1.
Again, we use the lad option as the loss function. The hyper—parameter search
for Sotavento was done on the following values
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- {200, 400, 600, 800} for GBRnumRT,
- {1,2,4} for GBRminSL,

- {2,4,8} for GBRminSN,

- {0.3,0.4,0.5,0.6} for GBRmaxV and
- {6,9,20,40} for GBRmazxD.

The total number of possible hyper—parameter selections is thus 576 and the
resulting optimal hyper—parameters were GBRnumRT = 600, GBRminSL = 4,
GBRminSN = 4, GBRmaxV = 0.4 and GBRmaxD = 20. In the REE case
we left GBRmaxD fixed at a value of 3 and, instead, explored the learning rate
GBRIR. The GBR hyper—parameter values considered here were

~ {600,900, 1,200} for GBRnumRT,
- {1,2,4} for GBRminSL,

- {2,4,8} for GBRminSN,

- {0.4,0.5,0.6} for GBRmaxzV and
~ {0.05,0.1,0.15} for GBRIR.

The number of possible hyper—parameter choices is now 243 and the resulting
optimal REE hyper—parameters were GBRnumRT = 900, GBRminSL = 1,
GBRminSN =4, GBRmaxV = 0.4 and GBRIR = 0.1.

3.4 Results and Discussion

Besides the preceding RFR and GBR models, we will also consider for com-
parison purposes a Gaussian SVR model using the very well known and used
LIBSVM library [2], whose optimal hyper—parameters C,v and e have been
established by a grid search; their final values are C=128.0, v = 3.0518 x 107>
and € = 6.25 for Sotavento and C=128.0, v = 12.2078 x 10~® and € = 1.0 for
REE.

Table 1. Train and test MAE values for the Sotavento and REE problems.

Method | Sotavento | REE

Train | Test | Train | Test
RFR 291 |7.01|1.34 |3.83
GBR 243 |7.09 |1.12 |3.46
SVR 6.14 |7.25/1.08 |3.40

The results of the preceding RFR, GBR and SVR models are summarized in
Table 1. As it can be seen, in Sotavento both RFR and GBR clearly outperform
SVR, with RFR slightly ahead. This can be partially seen in the error histograms
in Fig.1 that corresponds to 2013 test errors of models built over 2012 data.
Those of RFR and GBR are slightly less spread and have a sharper value at 0
than the SVR histogram. On the other hand, SVR is the winner for REE but
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RFR GBR SVR

Fig. 1. Test error histograms for Sotavento.

RFR GBR SVR

Fig. 2. Test error histograms for REE.

with GBR very close and RFR farther away. This can also be appreciated on
the error histograms in Fig. 2, where the SVR histogram is the sharpest and the
RFR one is slightly more spread than the one for GBR.

A first reason for this may be an inadequate hyper—parameter search. It
must be pointed out that while the hyper—parameter structure of SVR is fairly
straightforward, that of RFR and GBR is much more complicated, with several
hyper—parameters having a potential interplay that may need further attention.
A clear case is the minimum number of samples in leaves and the maximum
depth of the tree: if this depth is taken to be a relatively small value, leaves
must have a sizeable number of samples. Notice that in our case sample size is
2,920 = 365 x 8 and a binary tree of, say, depth 6 must have at least 26 leaves,
with an average of 46.6 samples per leave.

The characteristics of the wind energy problems may also have an effect on
the different performance of RFR and GBR on the Sotavento or REE problems
in contrast to that of SVR. First, the REE problem’s dimensionality is very
high, 15,960, 15 times larger than that of Sotavento. Besides, while the Sotavento
NWP sub—grid is relatively tight with respect to the concrete wind farm location,
the NWP grid for REE covers a much larger area than that where wind farms
actually exist, as it includes the entirety of Portugal, a sizeable part of the
Mediterranean, parts of North Africa and, also, several regions in Spain with
either none or a very small number of wind farms. In other words, Sotavento
patterns may have many more relevant features for wind energy than the REE
patterns. Moreover, in the REE case this is likely to affect less to GBR than to
RFR models.
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In fact, the latter will repeatedly build individual independent trees according
to random selections of features$ubsets, which may or may not capture a sizeable
number of the NWP variables at grid points close to actual wind farm locations.
On the other hand, while GBR also randomly selects feature subsets, it does so
on a boosting context that tries to improve the previous predictions. In other
words, among the trees selected by GBR, those built on a random subset with
more relevant features for the REE problem are more likely to have a better
performance and be given a stronger role on the overall GBR tree family.

In any case, the better performance of RFR and GBR in Sotavento and GBR
being so close to SVR for REE suggests it is worthwhile to further study the
application of RFR and GBR in wind energy.

4 Conclusions and Further Work

In this work we have explored the application of tree based ensemble methods,
namely Random Forest Regression, (RFR), and Gradient Boosting Regression
(GBR) to the problem of predicting wind energy production at the farm level
(the Sotavento problem) and also on the much wider area of peninsular Spain
(the REE problem), comparing their performance with that of Support Vector
Regression (SVR), which may represent the current state of the art in machine
learning based wind energy forecasting.

We have shown that both RFR and GBR outperform SVR at the wind farm
level while on peninsular Spain GBR performs very closely to SVR while RFR
falls behind. In any case, further work is to be done. A first line in the REE
problem is the selection of a NWP grid that fits better with the areas in Spain
where wind farms are located. Recall that both RFR and GBR make a random
selection of the features they will consider, which will work much better if feature
relevance is similar across all variables; on the other hand, NWP forecasts in
areas without wind farms won’t be as important as those for areas with them.
This may explain the better performance of RFR and GBR for Sotavento, for
which grid points are in general close to the wind farm actual position. Along
this line it is also clear that some of the NWP variables considered, such as
wind speeds at 100 m will have a greater influence than, say, surface pressure.
All this makes likely that a suitable pre-selection of grid points and/or features
will enhance RFR and GBR results.

Another area of further work is to better understand the influence on the
behavior of the RFR and GBR models of the several parameter choices that they
require to be made, as well as the workings of the trees finally built. In principle
an advantage of tree—based methods is their interpretability, but this is rather
hard on the very high dimensional problems we have worked with. However,
issues such as the variables chosen in the better performing trees or the sample
distribution on a tree’s leaves may yield useful information on the most relevant
variables or on the grouping of NWP patterns with a similar effect. We are
currently pursuing these questions.
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Abstract. The paper presents the summary of design, development,
and deployment of the Web Resource Acquisition System as a mean
to gather knowledge and scientific resources for common University
Knowledge Base. This module was designed and developed under the
SYNAT research project. The module uses common logical data inter-
face developed for this purpose and is integrated with the user pre-
sentation layer of the Knowledge Base from the Warsaw University of
Technology. The work emphasizes on the usage of definition and strate-
gies in the context of Knowledge Delivery problem. Presented solution
can be interpreted as an alternative to web crawlers when it comes to
general problem of browsing through the Internet data. In particular, the
effort was put on in-depth coverage of requested domain of knowledge
when specifying query. At the same time, integration with the semi-
automatic classification module was performed to support assessment
of the retrieved resources with respect of their types. That resulted in
development of Multi Agent System for universal resource delivery. Het-
erogeneous knowledge sources as Bing, Google, CiteSeer, etc. were used
to provide wide-ranging input data from the Internet.

Keywords: Agents - Multiagent system - Knowledge delivery - Knowl-
edge Base -+ Web Resource Acquisition + Information retrieval

1 Introduction

We exist in a world of enormous amount of information. This amount currently
doubles about every two years. In those circumstances, the important issue arises:
How to organize it, how to ensure the quality and keep the information up to
date in the system?

The solution for the aforementioned issue consists of three sub-areas:
(1) Knowledge delivery; (2) Knowledge classification and analysis; (3) Knowledge
presentation.
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In this paper we discuss Knowledge Delivery issue and present a solution in
terms of a system design for handling this problem. The emphasis is put on the
usage of definitions and strategies in the context of accomplishing this task.

This paper does not include query optimization itself. It focuses only one
research on passing, requesting and delivering queries and then providing web
resources.

The system is designed to facilitate information resource delivery processes
for complex systems that require continuous information feed. It is designed and
developed in the form of agent-based system. The system focuses on knowledge
delivery within the domain of science.

Resource acquisition functionalities considered in this project are imple-
mented as software agents interacting with selected software artefacts and vari-
ous knowledge sources.

The main purpose of developing the system in question is to implement
selected vital functionalities which are necessary to complete pre-specified work
scenarios for information retrieval within SYNAT project. The scope of the work
is limited to the domain of scientific information. However, it has to be noted,
that it could be easily extended to other domains in terms of information resource
delivery, as it is generic in that sense. The limitation is also due to the usage
scenarios of University Knowledge Base at the Warsaw University of Technology.

The system is designed to obtain URL and a type of a desired resource. It is
extended with an automatic classification module and can be assigned to any
domain of analyzed knowledge. The main language is English, this language is
used both in the user interface and targeted domain of resources to be found
and stored.

2 Theoretical Background - Problem Analysis

The described system utilizes MAS architecture paradigm; let us shortly remind
its vital characteristics.

2.1 Multi Agent System

As the complexity of current software systems expands, as the systems are
becoming more tightly coupled than ever, the need of reliability and respon-
siveness increases. Thus, the new ways of building software are necessary.
Researchers are striving for more effective techniques. One of the emerging tech-
nologies that can support this pursuit is Agent Based software development [1].

An agent is a software entity, capable of acting with a certain degree of
autonomy as its goal can be defined as accomplishing tasks on behalf of its user.

Fard describes ‘Multi-agent systems as an emerging sub field of artificial
intelligence concern with interaction of agents to solve a common problem.’ [2].

MAS is a system that consists of society of agents collaborating with each
other within an environment, together to execute specific goal(s). It manifests
relatively high level of self-organization and self-awareness, including controlling
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and developing complex behaviors. For comprehensive modeling description
please refer to [1-3].

2.2 Information Retrieval

Crawler, Web Spider. Web spider, also called web crawler is a program
designed to follow web pages using links found at previous pages for their content
retrieval. Their capabilities include browsing, updating their information about
web content, indexing of the data stored or just validate hyperlinks.

Information Retrieval — Current Research Review. Search engines oper-
ating on Web are one of the most commonly used tools on the Internet. Unfor-
tunately, the exponential growth rate and the high variability of the Web pages
content, makes it very hard to extract all relevant information just in time.
In fact, the issue of crawling the Web pages is perhaps one of the greatest bot-
tlenecks for search engines [4].

Research issues related to the challenges of the Internet exploration include
the following problems [2,4-6]:

1. Maintaining the knowledge domain fresh and complete, means continuous
browsing and analysis of web resources.

2. Identifying and accessing high quality content. Internet is full of low quality
content both in terms of syntax and semantics. That includes unreliable,
noisy and contradictory data found on different knowledge sources. Therefore,
another problem is how much an Internet resource site can be trusted.

3. Semantic data (difficulty with semantic data usage in modern web pages, or
rather the lack of it, with only rare exceptions). This also includes supple-
menting web resources with metadata, including modeling relationships based
on ontological description of desired knowledge domain, complementing with
contexts, such as genre or time, with defined relations between them.

Distributed Information Retrieval — Problem Analysis. Let us focus on
information retrieval challenges and present current approaches to this issue in
this section.

In [2], Fard et al. describe the idea of distributed information retrieval in
the following way: ‘The goal of distributed information retrieval (DIR) is to
provide a single search interface that provides access to the available databases
(...) choosing which databases to search for particular information, and merging
retrieved results into a single result list'. They point out the main issues in DIR.
The first issue is that knowledge is dispersed across different databases. Second
is the need to provide a single interface for these different databases. Third is the
process of merging results from different databases. The fact that the number of
data providers is continuously increasing makes DIR more complicated.

In order to perform the whole DIR process, one needs to solve the following
challenges:
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1. adequate resource description — how to learn and describe the domain of
knowledge covered by each different database,

2. resource selection according to particular needs — how to select a precise set
of resources when provided with a query and a knowledge source to search,

3. query translation depending on a knowledge source — means designing the
adequate mapping from one information representation to another represen-
tation,

4. result merging — when sets of results are returned from the selected knowledge
sources, algorithm for merging those results should be executed to integrate
them into a single list (perhaps according to some explicit criteria) [2].

All of which were taken into account while developing the presented solution.

3 System design

General System Architecture of 2. The main purpose of the Platform for
Scientific Information Retrieval (called ¥'?) is to gather scientific information
from different data sources and store it in the database in a structuralized form.

The high level architecture of designed system is presented in Fig. 1. Informa-
tion collected by the platform comes from the Internet. Web Resource module
(here also called Web Resource Acquisition System — WRAS) retrieves possi-
ble resources from the Internet based on requests. The retrieved resources are
passed to reviewers (users that accept the retrieved resources). Then users or an
automatic classification module decide whether a given resource is of a desired
type. Sets of these retrieved and accepted results are stored in the university
database.

We focused on looking for all resources that contain information about
the objects related to the scientific world. Our target was to create semi-
automatically a set of rules and queries that provide adequate description of
the domain of our interest. A manual definition and initialization of the custom
searching process is also possible.

In order to describe resources gathered by the WRAS system, the system
ontology is used [7,8], which itself is the central point of the platform. The system
ontology contains concepts related to scientific community and its activities, e.g.,
scientists, their activities, scientific documents, academic organizations, scientific
events. It counts 472 classes and 296 properties.

URLs of web resources of a specific type are collected and passed to Informa-
tion extraction module,where additional extraction occurs. Furthermore, Infor-
mation extraction module is capable of searching on its own for new information
on the Internet. Then, the extracted information is integrated and stored in the
Knowledge Base, in a form of a structured data base conforming with the design
of the system ontology. The Knowledge Base content consists of objects that
are instances of semantic concepts from the system ontology. Relations between
particular instances of those objects are stored in the Knowledge Base as well.
Analyzing types of objects considered in the information extraction stage, we
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Fig. 1. Ceneral system architecture of ¥, source: [7].

decided to define a static mapping between types of objects that are the results
of the information extraction process and concepts in the ontology. The sta-
tic mapping means that an object is represented in the Knowledge Base as an
instance of a concept that is prescribed to that type of object. In the other words,
there is a list of all types of objects and concepts related to them, where one
type of objects has a concept or a group of concepts associated with it. When
an object is inserted into the Knowledge Base, all instances of related concepts
are created. For more information, please refer to [7].
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The process of evaluation of scientific publications and authors is performed
in the knowledge valuation module, it is based on gathered knowledge, i.e., pub-
lications and their impact factors of a given researcher, etc. Moreover, social
networks of given researchers are also analyzed [7].

The modules of % are only mentioned to provide full context of the purpose
of SYNAT project. In the following sections of this paper we focus on WRAS
module and its integrated components.

3.1 Web Resource Acquisition System

The main parameters while designing and developing the system were: scala-
bility, efficiency, and reliability for delivering large amount of data - everything
in terms of resources that covers domain of scientific knowledge as accurately
and completely as possible. One of considered solutions was to use data crawlers
or spiders running on given sets of URLs, another was exploitation of existing
databases by direct pull of resources to final database, however, in this case, the
main issue was that none of knowledge sources accessible on the Internet provide
proper quality and amount of resources within desired domain. Some databases
would have to be merged. Moreover, quite often knowledge pulled down would
be unnecessary or semantically incorrect. In any case, this could not assure the
complete coverage of newest resources, additionally some sub-areas of resource
space could be hidden from our search in the case when the initial set of base
links was incomplete or out of date.

Given the described problems and considerations, the new approach was
developed: (a) to fulfil those expectations (b) to fit exactly with SYNAT project
assumptions and be fully under developers’ control.

The proposed solution is to solve described problem by a further decompo-
sition into two sub-problems:

(1) knowledge domain identification and adequate coverage of search space;

(2) keeping data up to date, with continuous refreshing of outdated resources as
time flows and data changes on the Internet, all by possibly lowest cost in
terms of querying, data throughput and computational power.

We proposed a three-phase solution:
Strategy + Definition — Search queries — Resources

In the next subsections, it is described in more detail.

Definition. As an alternative solution to web crawlers, we proposed browsing
a knowledge space using well prepared queries for pre-defined area of knowledge
that is of our interest. That again should consist of the following parts: adjusting
a query to a specific knowledge source and defining a meta-content of the query
itself. We believe that this proposed approach helps to solve the problem of
knowledge domain identification and adequate coverage of a search space.
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Strategy. Assurance of holding up-to-date resources in the data-base should
be provided by defining time intervals when specific queries should be executed,
based on analyzed resource domain and the expectation of variability of data.
Moreover, resource acquisition should be performed with best-adjusted domain
of knowledge for requested resource with respect to true domain of database. This
could be achieved by: (a) explicit definition of such preferred knowledge sources
based on types of resources and (b) admin/user description and a possibility to
choose the optimal database(s) to be searched in order to obtain a set of resources
for a given query. This solution is designed to solve the second sub-problem and
to further optimize the results.

Classifiers. To increase the number of automatic solutions at the general
level of the system, we proposed to include classification (i.e. resource quality
assessment) module into the system. Classification process should be executed
on retrieved results, obtained from databases with respect to their types and
requested domain. Automatic classification system will significantly decrease the
workload put on human — the administrator of the system, as the human will
have to only review the results and to act upon inconsistencies, not upon all the
results delivered.

3.2 Data Model

Let us define Resource (Information Resource or Web Resource) as an object
found in some database or search engine that contains some kind of information
about the object related with the scientific world, with a valid URL descriptor as
mandatory property. Of course, Resource can contain other descriptive metadata
(and will) in case when particular Knowledge Source or Database can provide
it. In most cases it could contain: snippet information about resource, name,
knowledge source etc., possibly extended by any other type of data that user
will find interesting to retrieve.

We defined the following pre-specified types of Resources in the system:
Person, University, Faculty, Institute, Division, Conference, Publisher, Digital
library, Digital library of conferences, Digital library of universities, Other digi-
tal libraries, Journal, Publication, Any.

3.3 Technologies Used

The programming language used to create Web Resource Acquisition System
is SCALA [9] with Scala Actors framework [10]. A particular Search Agents
connects to different interfaces of the following web information sources: Google
(by Google API), Bing (by Bing API), CiteSeer (by CiteSeer API).

4 Experimental Results

In this section, we present simulation scenario, summary of retrieved data and
the conclusions drawn from these initial experiments.
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4.1 Simulation Scenario - Conference List - Acquisition

Let us describe one of the pre-specified scenarios of the system usage.

The goal is to collect representative sample of resources from scientific con-
ferences domain, to cover domain of knowledge for conferences; that is, to find
a website for a given conference and year.

Resource type: Conference;

Input data: conference list retrieved from the University Knowledge Base [11],
consisting of 1000 international conferences within the domain of Computer
Science,

Defined queries that are issued in order to find a website of a conference:

parametric / generic search query: ¢ ‘\{Acronym\} OR \{Full Name\}
[Previous Year] international conference’’

parametric / generic search query: ¢ ‘\{Full Name\} [Current Year]
international conference’’

parametric / generic search query: ¢ ‘\{Full Name\} [Following Year]
international conference’’

The following search queries are designed for a single conference: (1) a query for
full name of the conference, (2) a query for abbreviation. Of course, only when
both data are available, otherwise only one parameter is filled and therefore one
search query is executed.

Example:

Full Name = Computer Science and Information Systems; Acronym = ComSIS;
Current Year = 2013;

¢“ComSIS 2013 international conference’’

¢ ‘Computer Science and Information Systems 2013 international conference’’
¢“ComSIS OR Computer Science and Information Systems 2013 international
conference’’

4.2 Experimental Results

During the time of initial testing, over 50 000 resources were gathered in total,
including different data types and scenarios. In particular: data traffic, quality
of resources, reliability of the system and search providers were tested.

In order to present the results in details, one testing scenario was chosen.
There were defined approximately 1000 entries for Conferences within Com-
puter Science domain, inserted into CSV file, uploaded as Generic Definition
and initialized the Strategy to execute them; that is, search for a website of a
conference in a given year. Based on that input data, the experiment began.
It was possible to perform searches of about 800 out of 1000 samples. As a
result, 15203 resources, candidate websites, were retrieved for Conference type
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from Google and Bing Providers, this data is analysed in more detail. Below, a
sample of generic definition file content (compliant with CSV file) is presented:

name; shortName

AAAT Spring Symposium on Answer Set Programming;

ACIS International Workshop on Self-Assembling Wireless Networks;
ACM/IEEE International Conference on Compilers, Architecture

and Synthesis for Embedded Systems;

Coverage of Knowledge Domain. In Fig. 2, Knowledge Domain is depicted
in the scope of our possible interest (big circle), and particular search requests
(Request 1-4) that could be mapped as sub-areas of the whole search space.
Each of them covers both specific and different part that possibly overlaps of
the knowledge domain in that we are interested in.

Request 1

Knowledge Domain

Fig. 2. Sample of knowledge domain coverage.

The sizes of the shapes correspond with the amount of possible data hits.
Thus we can approximate that more results come from a broader search — that
means better coverage of search space. However, it takes much more time to
classify and process all of the resources.

As Bing Search Provider delivers maximum 50 results per search, it is possible
to cover greater subspace area (it is depicted as Request 1 and Request 2 in
Fig.2). On the other hand, Google Search Provider returns less results, therefore
it is possible to deliver more accurate and less dispersed data (Requests 3 and 4).

Resource Quality Comparison. In this section, quality of results will be ana-
lyzed with respect to initial assumptions of resource delivery process. Classifier
accuracy itself is out of the scope of this research, thus, we can only quote its
quality results and assume that they are valid.

The aim of the conference classifier is to recognize if a given website is a web-
site of some conference. In order to test the classifier the data set with 1681
websites was prepared. It contained 993 positive examples; that is, conference
websites and 688 examples that were not conference websites. The classifier was
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Table 1. Quality of conference classifier. Quality means % of samples correctly assigned
to each class.

Class Quality
Positive |95 %
Negative | 93 %

Table 2. Resource class comparison statistics.

Class Total | Ratio

positive | 3460 | 31,43 %
negative | 7547 | 68,57 %
11007

used to classify these examples. Theoretical quality of the classifier for Con-
ference is presented in Table 1. Quality measure shows the percentage of web-
sites for a given class of examples that were correctly identified as such. In our
experiments there were two classes, positive - conference websites and negative -
websites that were not websites of conferences. The quality measure for both
classes was high, values above 90 %. Thus, the classifier had very good quality
and could be used for identifying conference websites. For more details about
the conference classifier, please refer to [12].

Below, we present results gathered during initial experiments with respect to
distinct knowledge providers. The gathered resources were used in calculating
statistics presented further in this section.

Google

Number of queries to Google Search Agent: 457

Resources retrieved from Google Search Agent: 3943

Number of resources that were classified by Classification Module: 800
BING

Number of queries to Bing Search Agent: 333

Resources retrieved from Bing Search Agent: 11260

Number of resources that were classified by Classification Module: 10207

Table 2 presents particular class assignment of retrieved results. This data is
based on automatic classification process. System classified over 68 % of received
resources as negative for a given type of request. Based on that, we can see how
much we can decrease the amount of work necessary for human to review all
of them by hand, in comparison to utilizing those results directly from search
engines.

In Table 3 we can see the classifier current capability at the 72,40 % level.
This means that not all of resources were classified. One of the reasons behind
this behaviour is that Search Providers returned many of the *.pdf and *.doc
documents that classifiers were unable to process properly. Because of varying
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Table 3. Resource classification statistics.

Total retrieved results | Total classified | Classifier capability
15203 11007 72,40 %

maximal resource retrieval number, the choice of search provider influences
directly work for human reviewer and indirectly area of search space discussed
previously. Based on this experiment, there was retrieved almost 3 500 resources
possibly valid for further investigation and at the same time (automatically)
rejected over 11 500 as negative (or invalid) cases.

5 Possible Extensions and Future Work

The presented system is easily extendable, i.e., it was designed to easily add new
agent entities, roles and features or extend capabilities of already existing roles in
the future. This could require adjusting some of already existing roles, but creates
possibility to further extend system features, especially in terms of resource
analysis and optimization of search queries or network traffic. It is also easy to
connect the new knowledge sources of Web Resources as the infrastructure for
that already exist, including direct harvesting resources from digital libraries and
databases. In order to achieve that, it is only necessary to develop an interface
between them and the Brokering system. As we are providing set of possible
extensions, one of them is being already developed, Definition Optimizer Agent,
which is an additional module wrapped with the Agent interface. It will include
two additional agents, Definition Optimizer Module, that will provide function
of analysis of query texts for the purpose of optimization in terms of correctness,
validity and importance. Second, which is designed to be a modified Task Agent
to provide interface of resource delivery directly to Optimizer Module, and to
meet its specific needs, possibly with further customization of search queries
with respect to different search engines.

Another issue is extending the set of classifiers to cover all of the predefined
types in the system. Ultimately, more detailed analysis in terms of their quality
should be performed in order to increase their specialization and efficiency.

At this point there is also a need for performing larger scale efficiency tests on
University infrastructure with higher number of users involved. At the same time,
there is a need for increasing efficiency and speed of processing new resources.
More detailed analysis of each components should be carried out in order to
discover bottlenecks which should be eventually optimized.

6 Conclusions

In this paper we proposed the system for web resources delivery based on the
requirements of SYNAT project. We proved validity of a design of the system
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proposed herein. It utilizes an agent technology based on SCALA Actors to build
a Multi Agent System for Information Retrieval.

This modern software engineering paradigm was used to provide technical
solution for challenges we encountered and the usage of well defined search
queries and search engines was proposed as a approach to web crawlers and
web spiders, which are currently widely used in those situations.

Based on defined queries and strategies, it is possible to retrieve knowledge
resources about a specific domain. The incorporation of the presented solution
into the real University Knowledge Base and integration with existing search
providers have been demonstrated.
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Abstract. A variety of approaches for protein inter-residue contact pre-
diction have been developed in recent years. However, this problem is far
from being solved yet. In this article, we present an efficient nearest neigh-
bor (NN) approach, called PKK-PCP, and an application for the protein
inter-residue contact prediction. The great strength of using this approach
is its adaptability to that problem. Furthermore, our method improves
considerably the efficiency with regard to other NN approaches. Our
NN-based method combines parallel execution with k-d tree as search
algorithm. The input data used by our algorithm is based on structural
features and physico-chemical properties of amino acids besides of evo-
lutionary information. Results obtained show better efficiency rates, in
terms of time and memory consumption, than other similar approaches.

Keywords: k-nearest neighbor - k-d tree + Protein inter-residue contact
prediction

1 Introduction

Protein inter-residue contact prediction has been an important and relevant topic
in bioinformatics and computational biology in last decades. The prediction of
inter-residue contacts represents an important previous step to solve the protein
structure prediction problem (PSP). Predicting the structure of a protein from
its amino acid sequence is the main key to cure those diseases which are related
with the anomalous formation of proteins, e.g. Alzheimer. Computational meth-
ods represent a faster and more economic way to solve the PSP problem, than
experimental methods, e.g. X-ray crystallography.

The nearest neighbor (NN) algorithm is an adequate computational approach
to address the problem of protein structure prediction, due to the knowledge
that proteins which share a high degree of similarity in their sequences, should
have similar 3D structures. In protein contact prediction problem, NN methods
find the K-closest protein sequence profiles from a database of known protein
structures, according to a distance measure, and predict the corresponding class
(contact or non-contact).

Previously, nearest neighbor algorithms have been presented in the PSP lit-
erature. Abu-doleh et al. [1] predicts contact maps using an inference system
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based on a fuzzy-neural network and nearest neighbor approach. The algorithm
employs 5 windows of amino acids and performs an attribute selection according
to negative matrix factorization. Colubri et al. [7] performs a homology-based
method using torsion angles. The algorithm analyses propensities of the differ-
ent types of amino acids and secondary structures. Similar structures search
is carried out using a simulated annealing approach. Davies et al. [8] imple-
ments a case based reasoning method which predicts protein contact maps. The
method obtains secondary structure from the contact maps and from the geomet-
ric knowledge about alpha-helix contacts. Finally, Glasgow and Davies [10] pro-
poses a contact map predictor using sequence data. Case representation includes
protein name, protein sequence, assignment of secondary structure to residues,
structure class and protein contact map. The solution consists of a 3D backbone
model of the protein structure computed from the contact map.

All these algorithms constitute a part of ensemble methods. In this arti-
cle we have developed a method exclusively based on a NN approach for the
contact prediction. A protein contact is established according to the geometri-
cal distance of each pair of amino acids of a sequence. If this distance is lower
than a determined threshold in angstroms, a contact is defined. We highlight
that the performance efficiency of our method, in terms of execution time and
computer memory used, is better than other NN implementations. A parallel
implementation of the algorithm and the incorporation of k-d trees [5] as search
algorithm contributes to the improvement of these measures. On the other hand,
we have employed as encoding features, physico-chemical properties of residues
(hydrophobicity, polarity and net charge), structural features, such as secondary
structure and solvent accessibility, and evolutionary information, in the form of
position specific scoring matrices (PSSM). This encoding shares the assumption
that the prediction of the 3D structure of a protein can be based on character-
istics of the amino acids [14].

The remainder of this paper is organized as follows. Section?2 introduces
our methodology. Section 3 presents the experimentation and obtained results.
Finally, Sect. 4, includes some conclusions and possible future works.

2 Methods

2.1 Overview

Our prediction system, named PKK-PCP, is able to predict contacts between
amino acids in protein structures from protein sequences. Our system takes, as
input data, the hydrophobicity, polarity and charge of residues. It also uses as
input, external predictions for secondary structure and solvent accessibility. Fur-
thermore, evolutionary profiles (PSSM) of residues are also employed as input.

Our system returns a contact probability value for each pair of amino acids.
PKK-PCP is based on the classic nearest neighbour algorithm. The system uses
k-d trees to optimize the neighbour search. Moreover, our system is implemented
in C+4+, parallelized and optimised for 64 bits architecture.

The methodology carried out to build profiles for each residue pair is detailed
in Sect. 2.2. Then we explain the prediction process based on nearest neighbour
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approach in Sect.2.3. In Sect.2.4 we detail several important implementation
notes of our predictor. Finally, we define the evaluation measures used for effec-
tiveness and efficiency in Sect. 2.5.

2.2 Profile Construction

From input protein sequences, our system takes each pair of amino acids as usual
in PSP methods [1,4]. Formally, we represent an amino acid sequence of length L
as s1...5r. Then we consider amino acid pairs (s;, s;) such that 1 <i < j < L.
For each amino acid pair, PKK-PCP builds a profile that contains 50
attributes. We define the profile for each pair (s;, s;) as shown in Eq. 1.

[H?,, P};,55:,85;,5A;,8A;, PSSM;, PSSM;] € R (1)

The components H;; and P;; measure the average of hydrophobicity and
polarity between residues (4, j) and they are defined in Eq.2, where H; and H,
are the hydrophobicities of amino acids ¢ and j respectively. P; and P; are the
polarities of amino acids 7 and j respectively.

. H,+H
mJ:—TTiemﬁ

. _bPi+Ph

e L € [0,1] (2)

We used the scale proposed by Black and Mould [6] for hydrophobicity
and the scale proposed by Radzicka and Wolfenden [16] for polarity. We found
that the hydrophobicity average of amino acids 7 and j (H; j) produces better
predictions than separated hydrophobicities H; and H; into the profile, and it
reduces the profile size. Same conclusions are applied to polarity.

We included into the profile the predicted secondary structure of amino acids
i and j (SS; and SS; respectively). These predictions are returned by PSI-
PRED [11] as commonly used by PSP methods in literature.

The SS values are encoded using three values for three secondary states:
{0.5,0,0} for alpha helix, {0,0.5,0} for beta sheet and {0,0,0.5} for random
coil. Thus, the Euclidean distance between SS attributes is 0 or 1 depending
whether amino acids have the same secondary structure or not, respectively.
Therefore, S.S; and SS; have 3 attributes each.

The components SA; and SA; of the profile are the predicted solvent accessi-
bility of amino acids ¢ and j respectively. For this purpose we used the predictor
proposed by Rost and Sander [17] as in the work of Bacardit et al. [4]. We used
a b-state representation for S A, ranging from 0 to 4, where lower values mean a
buried state and higher values represent exposed states.

Finally we included into the profile the evolutionary information (PSSM;
and PSSM; for amino acids ¢ and j) from PSI-BLAST [2] as widely used in PSP
and bioinformatics literature. PSSM; and PSSM; have 20 attributes each.

All values in the profile are normalized between 0 and 1 in order to provide
an equal contribution to distance calculation among profiles in further nearest
neighbour search scheme, as we show in the next subsection.
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2.3 Residue Contact Prediction

PKK-PCP begins with an initial set of proteins, it builds the profiles as we have
explained in the previous subsection and divides the protein set into training
and test folds according to a cross-validation scheme.

For each profile within the test fold, PKK-PCP assess the Euclidean distance
between that profile and each profile in the training fold, in order to find the K
training profiles with the lowest distances (most similar training profiles).

Then, the contact probability returned by our system for amino acids 7 and j
of the test profile is calculated as the number of contacts in most similar training
profiles divided by K.

In order to improve the performance, a pruning in the neighbour search is
applied for all the methods in comparison. This pruning is based on the charge
of amino acids 7 and j of the test sequence. Specifically, this means that given
a test profile, if the net charge [12] of amino acid ¢ or j is distinct to 0 (at least
one amino acid is positive or negative charged), then the contact probability is
0 and the neighbour search is omitted.

This pruning is in line with the results obtained by Marquez-Chamorro
et al. [13] in the Fig. 10. In that work the percentage of contacts between charged
amino acids is close to 0 and they could be rejected. This pruning is introduced
with the aim of providing a comparison using a high number of proteins in a rea-
sonable time. Moreover, this pruning has a low impact to the effectiveness of meth-
ods in comparison, as we show in the experimentation section.

2.4 Predictor Implementation

The system PKK-PCP is implemented in Microsoft C++ 2012 using the release
configuration for 64 bits and was built for multithreading architecture. PKK-
PCP is based on the ANN library of David Mount [3] for nearest neighbor
searching using k-d trees. We have adapted that library for parallel execution,
cross validation and protein contact evaluation. That evaluation was designed
to measure the protein inter-residue contact prediction, which is a classification
problem with a binary class.

2.5 Effectiveness and Efficiency Evaluation

The effectiveness and efficiency of PKK-PCP are assessed using several measures.
Regarding the effectiveness, we computed accuracy (Acc) and coverage (Cov),
defined as shown in Egs. 3 and 4 respectively. These measures are widely used by
PSP methods in literature [1,4]. The reason is that these measures are focused
in prediction of positive cases of contacts between amino acids, and these cases
are quite less frequent than negative ones, as it is shown in Table 1.

TP

Acc — —~~
“TTpPrFP

3)
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TP

Cov=——"——
NumContacts

(4)
TP are true positives and F'P are false positives. NumContacts are the number
of real contacts. The accuracy is the ratio of predicted contacts that are presented
in the native structure. The coverage is the ratio of native contacts that are
predicted to be contacts.

In this work, we used a cut-off value of 8 angstroms in order to define a
contact between two amino acids, which is commonly used in literature [9,19].

Regarding the efficiency, we computed the elapsed time during the prediction
process and the space consumed in computer memory.

3 Experimentation

This section presents the experimentation followed and the results obtained by
our method. The aim of this experimentation consists on providing an analysis
of the effectiveness and efficiency of our system for different sizes of protein sets.
The results have been compared with Weka IBk algorithm [18] with K = 1 using
both linear and k-d tree search algorithms.

3.1 Datasets

Protein datasets used in our experimentation were selected from the dataset of
Bacardit et al. [4]. This dataset is derived from PDB-REPRDB [15] and consists
of 3,262 protein chains with sequence identity lower than 30%, a resolution
smaller than 2A and a crystallographic R factor lower than 20 %.

We have randomly extracted from this dataset several subsets: DS25, DS50,
DS75, DS100, DS200, DS300. We used them for our experimentation, where
the number included in their names indicates the number of proteins in each
subset. The aim of using incremental size of subsets is to test the efficiency of
our approach in terms of time and memory consumption. Table 1 shows the main
characteristics of each dataset used in the experimentation.

Table 1. Number of proteins, minimum, maximum and average length of protein
sequences, number of contacts and non-contacts between residues and their ratio for
each dataset employed in the experimentation.

Dataset | # |min | max | avg contacts | non-contacts | ratio(c:nc)
DS25 25|54 405 |123.08| 4,871 282,692 1:58
DS50 50 54 405 |119.20 |11,114 646,518 1:58

DS75 75|53 | 405 |120.77|17,852 |1,167,011 1:65
DS100 | 100 |53 |405 |124.02 23,750 | 1,497,252 1:63
DS200 | 200 |53 |602 |169.78 | 48,809 | 3,075,366 1:63
DS300 |300 |50 |822 |195.53 84,203 |7,122,243 1:84
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Table 2. Comparative study of efficiency (time in hours and memory in megabytes)
of PKK-PCP and Weka IBk algorithm using the charge-based pruning. Weka IBk uses
linear search (Weka column) and k-d tree (Weka-KDT column) as search algorithms.
The effectiveness (accuracy and coverage) is also shown.

Dataset | Measure | Weka | Weka-KDT | PKK-PCP
DS25 Acc 0.797 |0.797 0.797
Cov 0.689 |0.689 0.689
Time 38.12 19.31 1.07
Mem 6259 | 7140 505
DS50 Acc 0.788 |0.788 0.788
Cov 0.682 |0.682 0.682
Time 312.07 | 29.25 3.04
Mem 8522 10,832 935
DS75 Acc 0.798 |0.798 0.798
Cov 0.691 |0.691 0.691
Time 744.52 | 63.72 6.26
Mem 9,425 | 11,974 1,340
DS100 | Acc 0.795 |0.795 0.795
Cov 0.690 |0.690 0.690
Time — 92.11 10.47
Mem 10,054 | 12,720 1,859
DS200 | Acc 0.791 |0.791 0.791
Cov 0.685 | 0.685 0.685
Time - 183.42 44.72
Mem 13,289 | 16,542 4,597
DS300 | Acc 0.789 |0.789 0.789
Cov 0.690 |0.690 0.690
Time - 295.04 114.11
Mem 17,254 | 20,358 7,362

3.2 Configuration

All the experiments were run on a 64-bit workstation, a Dell Precision T7400,
with 2x Intel Xeon X5482 3.2 GHz (2x4 cores), 32GB DDR2 RAM, SATA2
7200rpm HD and Windows 7 Ultimate.

As we mentioned before, our algorithm returns a contact probability for each
test instance. We determine a contact if this probability is higher than 0.5. We
also set the number of neighbors to K = 1. A 10-fold cross-validation with 5
runs per fold was applied.

To evaluate the predictions, we have obtained a coverage and accuracy value
for each test protein, instead for each data point. Since Weka does not obtain
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Table 3. Comparative study of efficiency (time in hours and memory in megabytes)
of PKK-PCP and Weka IBk algorithm without using the charge-based pruning. Weka
IBk uses linear search (Weka column) and k-d tree (Weka-KDT column) as search
algorithms. The effectiveness (accuracy and coverage) is also shown.

Dataset | Measure | Weka Weka-KDT | PKK-PCP
DS25 Acc 0.803 0.803 0.803
Cov 0.712 0.712 0.712
Time 54.35 13.27 1.45
Mem 6259 7140 505
DS50 Acc 0.811 0.811 0.811
Cov 0.709 0.709 0.709
Time 447.21 |41.33 4.27
Mem 8522 10832 935
DS75 Acc 0.817 0.817 0.817
Cov 0.719 0.719 0.719
Time 1,055.64 | 90.68 8.81
Mem 9,425 11,974 1,340
DS100 | Acc 0.812 0.812 0.812
Cov 0.716 0.716 0.716
Time — 130.85 14.45
Mem 10,054 | 12,720 1,859

Table 4. Number of pruning applied for each dataset in a 10-fold cross validation and
number of false negatives incurred when the pruning are applied.

Dataset | Instances | Pruning FN

DS25 287,563 | 123,105(42.8 %) 7,521(6.1 %)
DS50 657,632 | 286,201(43.5%) | 17,085(5.9%)
DS75 1,184,863 | 508,424(42.9%) | 31,624(6.2%)
DS100 |1,521,002 | 647,946(42.6%) | 43,477(6.7%)
DS200 | 3,124,175 |1,377,761(44.1%) | 84,456(6.1 %)
DS300 | 7,206,446 | 3,124,066(43.3 %) | 200,252(6.4 %)

these measures for each protein, we have implemented an external evaluator in
order to evaluate the Weka predictions for each test protein using exactly the
same training instances as in our approach.

Furthermore, the Weka IBk algorithm (with both linear and k-d tree search)
was modified to include the charge-based pruning mentioned in Sect. 2.3, in order
to perform a fair comparison between PKK-PCP and Weka IBk algorithm (linear
and k-d tree) in terms of efficiency.
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3.3 Results

The time and memory consumed were analysed comparing PKK-PCP to Weka
IBk method, using both linear and k-d tree search algorithms implemented in
Weka. The effectiveness (accuracy and coverage) is also shown, but these values
are the same for all the methods because they share the same training nearest
neighbours and the comparison is focused in their efficiency.

As we can see in Table 2, the execution time of our method widely improves
the Weka IBk k-d tree results. In the worst case (for dataset DS25), PKK-
PCP used only the 11.5% of the time employed by Weka with k-d tree (with
a difference of 8.24h). The optimized implementation of nearest neighbors app-
roach inside PKK-PCP and its parallel execution contributes to this efficiency
improvement.

Table 3 is included in order to appreciate the impact of removing the charge-
based pruning to the effectiveness and efficiency of methods in comparison.
Table 3 shows the accuracy, coverage, time in minutes and memory in megabytes
of the three methods in comparison with no pruning in the neighbour search.
Only datasets DS25, DS50, DS75 and DS100 are presented in Table3. Note
that the differences with and without pruning, in terms of times and memory
consumption, are high (around 43 % faster with the charge-based pruning). How-
ever, the differences of accuracy and coverage are slight (around 0.15 of accuracy
and 0.21 of coverage better without pruning). This low difference in effectiveness
due to pruning is explained by the values shown in Table4. According to values
shown in Table4, it is remarkable the low number of false negatives incurred
despite the high number of pruning performed (up to 6.7 % false negatives with
respect to the total of pruning, in the worst case DS100). The high number of
instances to tackle, when the number of proteins on datasets increases, leads to
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Fig. 1. Evolution of execution time (in hours) of Weka IBk with linear search, Weka
IBk with k-d tree and PKK-PCP for each dataset of proteins.
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Fig. 2. Evolution of computer memory (in megabytes) used by Weka IBk with linear
search, Weka IBk with k-d tree and PKK-PCP for each dataset of proteins.

using some type of pruning like we have used. In our case, the selected pruning
gains an important benefit in terms of performance with a low decrement of
effectiveness.

Figure 1 shows a chart which represents the execution times of PKK-PCP and
Weka IBk (with linear and k-d trees search algorithms) for the different datasets.
While k-d trees provides a complexity order of NlogN to nearest neighbor app-
roach, Weka IBk with linear search belongs to a quadratic order N2. However,
as we can see in Fig. 1, the execution time of our method remains in lower values
than Weka k-d tree method for all studied datasets.

Figure 2 presents the memory used by PKK-PCP and Weka-IBk for different
datasets. Our method obtains lower rates of memory consuming due to the
optimization of the data structures we have introduced in our implementation.
PKK-PCP achieved a memory consumption improvement of 10,494 + 1,990
megabytes (mean and standard deviation values) with respect to Weka IBk (k-d
tree) for all datasets.

4 Conclusions and Future Work

The presented work provides an efficient implementation of K-NN approach and
a labelling rule for pruning nearest neighbour search specific for the protein con-
tact prediction problem. A faster and a low memory consumption method is
presented to handle a high number of proteins in a reasonable time. The use
of our charge-based pruning has allowed, on the one hand, to improve consid-
erably the efficiency, and, on the other hand, to loose the minimum degree of
effectiveness.

The efficiency of our approach, in terms of execution time and memory used,
was shown in comparative terms, and we have found that our system achieved
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times and memory consumption much better than Weka IBk with k-d tree.
This seems to be a wide improvement of efficiency in nearest neighbor approach
applied to protein inter-residue contact prediction.

The low memory consumption achieved by PKK-PCP allows to include more
number of attributes than classical nearest neighbors approaches for a predeter-
mined time horizon. For that reason, as future work, we will consider the addition
of two amino acid windows to represent the environments of the target residues
in the profiles, and also include more physico-chemical properties of amino acids
like residue volume, accessible surface area or molecular weights.

Acknowledgments. This research was supported by the Spanish MEC under project
TIN2011-28956-C02-01.
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Abstract. In most business activities, decision-making has a very important
role, since it may benefit or harm the business. Nowadays decision-making is
based on information obtained from databases, which are only accessible
directly by computer experts; however, the end-user that requires information
from a database is not always a computer expert, so the need arises to allow
inexperienced users to obtain information directly from a database. To this end,
several tools are commercially available such as visual query building and
natural language interfaces to databases (NLIDBs). However, the first kind of
tools requires at least a basic level of knowledge of some formal query language,
while NLIDBs, despite the fact that users do not require training for using the
interface, have not obtained the desired performance due to problems inherent to
natural language processing. In this paper an intuitive interface is presented,
which allows inexperienced users to easily compose queries in SQL, without the
need of training on its operation nor having knowledge of SQL.

1 Introduction

Natural interfaces allow users to access information in a database by a query formulated
in natural language (NL) or by multimodal interfaces. Examples of such interfaces are
described in [1, 2]. However, the use of natural language to formulate a query to a DB
can lead to some problems concerning the process of translating the query to SQL [3],
which could cause that users could not obtain the desired result.

An alternative to NLIDBs are the tools for query composition for databases, which
aim at obtaining information from a DB by formulating an SQL query by using a
friendly graphical interface. They also facilitate the composition of an SQL query using
various methods of composition; however, they require users to have some degree of
knowledge of SQL and the database schema; as a result, such interfaces are difficult to
use for inexperienced users.

This paper presents a human-computer interface that facilitates mid and higher
managers to compose an SQL query to obtain information from a database, which is
necessary for their decision-making tasks. Unlike other interfaces, the design of this
interface allows composing a query without the need to have any knowledge of neither
SQL nor the database schema. The design of the interface involves two major aspects:
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the human-computer interaction, which is presented in this paper; and the semantic
information dictionary, which is based on a semantically enriched database model
(described in [4]).

This interface has been customized for and tested with Spanish-speaking users, but
its design allows its customization for other European languages: English, French,
Italian, Portuguese.

2 Related Work

As mentioned in Sect. 1, there are a large number of interfaces that allow the com-
position of SQL queries, such as COBASE [5], WYSIWYM [6], TAICHI [7] and
Query by Example of Microsoft Access,' among others.

Table 1 shows a comparison of the characteristics of the interfaces mentioned before
and those of the interface described in this paper. As shown, most interfaces require a
degree of knowledge of SQL, which could lead the user to face difficulties in using these
interfaces. Furthermore, none of the interfaces explains the contents of the database to the
user, so the user can not be sure that the information that he/she needs is in the database.

Table 1. Characteristics of some interfaces for query composition

Interface Domain Method of Explanation Need of Used in
independence | query of the DB SQL complex
composition contents knowledge | DBs
CoBase v Selection x v X
WYSIWYM | x «NL x x v
» Templates
TAICHI v *NL x v X
* Drag &
Drop
MS Access v * Drag & x v v
Drop
* SQL
templates
Proposed v Selection v x v
interface

Unlike the interfaces presented in Table 1, a NLIDB requires the user to formulate a
NL query in order to generate an SQL query. Such task requires a semantic processing
of the NL query. An example of a semantic processing is presented by Agrawal [2] in
2013. Unfortunately, while using a NLIDB, sometimes the user may request infor-
mation that is not stored in the database, this may happen because the user does not
know the database schema; moreover, the user may think that the NLIDB can answer
any questions, which is not so.

! http://products.office.com/en-us/access.
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3 Description of the Query Composition Interface

The proposed interface aims at allowing an inexperienced user to compose SQL queries
through a three-step composition process: selection of the topic of interest, selection of
the elements of interest, and specification of the search conditions.

The graphical interface contains controls that most users are familiar with; there-
fore, the composition of a query does not require the user to receive training to use the
interface, as the experimental results show (Sect. 5).

To this end, the interface uses a classification of tables that belong to the database
and builds a graphic structure (composition tree) to represent the database schema
based on the classification of tables and the relations between them.

In addition, the interface displays descriptions of the tables and columns of the DB
keeping their names hidden, thus the user can get a better idea of what is stored in the
database than by just looking at the names of tables and columns.

In the next subsections the classification of tables and the composition tree are
explained, which are two of the most important aspects of the interface.

3.1 Classification of Tables

The classification of tables allows the interface to group tables of the database
according to their level of relevance to query composition. In addition, the classifi-
cation of tables is used to build the query tree.

Table 2 shows the different types of tables proposed for classification, they are
listed in decreasing order of relevance to query composition.

Table 2. Classification of tables

Type of Description

table

1. Base Main tables that store information that is frequently used for querying the
tables database.

2. Views Virtual tables that are obtained from a Select statement that involves base

tables and are used for providing information that can not be directly

obtained from base tables.

2. Catalogs | Tables that are used mainly for obtaining a NL description for a key or ID.

3. M-to-N Tables that contain foreign keys that belong to other tables (7; and 7)) and are
relations used for implementing M-to-N relations between 7T; and T;.

4. Satellite Tables that are disconnected from the rest of the tables. These tables are used
tables by internal processes of the applications that use the database.

In query composition, base tables have the highest relevance, also views and cat-
alogs are highly likely to be used for composition, while tables that implement M-to-N
relations are only used for the construction of the composition tree; finally, satellite
tables are seldom used for query composition.
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3.2 Composition Tree

The composition tree is the most important component of the interface. It is used by the
user for selecting the columns belonging to the tables of the database that will be used
in query composition.

In the composition tree, a fragment of the DB (tables and columns) is presented
using NL descriptions instead of names. Each table is represented as an expandable
node, while the columns of each table are represented with simple nodes, which can not
be expanded and are the only nodes that can be selected by the user.

The construction of the composition tree is carried out by the interface in the second
step of the query composition process (selection of the elements of interest) from a
table selected by the user in the first step.

Algorithm 1 shows the pseudocode for the construction of the composition tree,
where CT is the composition tree, n is the relation node (of the composition tree) that
represents a table, and R is a set of tables that are related with table 7. The construction
consists of initializing CT by inserting the root table 7, and applying the recursive
function shown at line 1, which requires a table 7 as input. Subsequently, the interface
obtains a set R of related tables of ¢, and for each table r in R its type is evaluated as
follows:

e If the related table is a base table, it applies the recursive function to insert the
columns and relations in the composition tree CT (line 8).

e If the related table is a catalog table, the nodes corresponding to the columns of this
table are inserted into the parent node (line 11).

e If the related table is an M-to-N relation, the table related to this one is obtained
(line 14), and the function to insert related tables is applied (line 15), thus, hiding
the M-to-N relation table.

Algorithm 1. Pseudocode for constructing a composition tree
1: insertRelations(?)

2: p //Parent node of t
3: n + insertRelationNode(C7),, )
4: insertColumnNode(CT,, t)
5: R + getRelatedTables(7)
6: for each » from R do
7: if isBaseTable ()
8: insertRelations(r)
9: endif
10: if isCatalog(r)
11: insertColumnNodes(CT,, r)
12: endif
13: if isMtoN (7)
14: r'+ getRelatedTable(r)
15: insertRelations(r")
16: endif
17: endfor

18: end
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3.3 Query Composition Process

The query composition process is performed by the user using the interface. This
process consists of three steps: selection of the topic of interest, selection of the
elements of interest, and specification of the search conditions.

In the step of selection of the topic of interest, the interface displays the tables in the
database grouped by the classification shown in Table 2. In this step, the interface starts
displaying the tables commonly used for composition and, at the end, those tables that
are used less frequently.

For example, the classification of tables proposed for the ATIS database is shown in
Table 3, which shows table descriptions in Spanish (along with their translation to
English). In this case, the interface would show first the base tables, then the catalog
tables, next the M-to-N relation tables, and finally the satellite tables.

Table 3. Proposed classification of tables for the ATIS database

Base tables Catalogs Relations M-to-N Satellite tables

Avion (Aircraft)
Aerolinea (Airline)
Aeropuerto (Airport)
Servicios de
aeropuerto
(Airport service)
Ciudad (City)
Clase compuesta
(Compound class)
Tarifa (Fare)
Vuelo de un
aeropuerto a
otro (Flight from an

Clase de servicio
(Class of service)

Servicio de comida

(Food service)

Clase de restriccion
(Class of restriction)

Estado (State)

Zona horaria
(Time zone)

Servicio de transporte
del aeropuerto (Transport
service of the airport)

Vuelo — Tarifa
(Flight — Fare)
Restriccion de
empresa (Airline
restriction)
Segmento de
conexion
(Connection leg)
Empresa doble
(Dual carrier)
Servicio terrestre
(Ground service)
Parada (Stop)

Descripcion de codigo
(Code description)
Dia (Day)
Dias de vuelo
(Flight days)
Nombres de mes
(Month names)
Intervalo de tiempo
(Time interval)

airport to another)
Conexion de vuelo
(Flight connection)

In this step, the selected table will be used to build the composition tree. This table
represents the main topic of which the user is interested in finding information.

After choosing the topic of interest of the query, the user will be directed to the
selection of the elements of interest, where the interface displays the composition tree
and asks the user to select the elements that he/she wants to be displayed as the result of
the query. In this step the interface obtains the information needed to build the Select
clause of the query.

For each element that the user wants to know in the database, he/she must add it to
a list containing the elements of interest. Next, the interface stores a vector of tree
nodes that represents the path from the root of the tree to the selected element. Each
node is represented as a vector with four positions, where the first position stores the
description of the table to which the node belongs, the second stores the description of



66 R.A. Pazos R. et al.

the column representing the node, the third stores the relation between the previous
node and the current node, and the fourth represents the type of table to which the node
belongs. Figure 1 shows how the information concerning the generation of a path is
stored.

—5 0 Vuelo de un aeropuerto a otro
® Namero de vuelo
# Hora de salida
@ Fra de Regida Node Path
@ Nimero de escalas .
o Tiempo de viaje 1 | Table description Node 1
@ Cédigo de dase
 Cédigo de vuelo 2 | Column description Node 2
o Empresa dual —
. [[’S"as hé""js S - 3 | Relation (if the node refers to a table or M-to-N relation)
o [Servicio de comida] Descripcidn de comida
® [Servicio de comida] Cédigo de comida table.column (if the node refers to a column or catalog )
@ [Servicio de comida] Nmero de comida
® [Servico de comida] Clase de comida 4 | Type of node (root table, table, column, or catalog)
—> [--®@ Aerolinea (Codigo de aerol;
A o - - o R Node 7

Fig. 1. Generation of the path information for a selected node

Once the user has finished adding items to the list of elements of interest, the
interface will have a set of vectors representing the paths of each element of interest.
This set of paths is stored in a vector with m positions, where m is the total number of
elements added by the user, as shown in Fig. 2.

q Mostrar los siguientes datos: Speciﬁc elements of the tOpiC
NUmero de vuelo I Path 1
Nombre de la aerolinea
[Tipo de avién — | Path 2
Path m

Fig. 2. Information of the paths of the elements of interest

Once the user has defined the elements of interest, if the user wants to obtain a
dataset with specific information, he/she can use the interface to enter the search
conditions to discriminate the data and get a result with specific characteristics. In this
step the interface obtains the information needed to construct the Where clause of the
query.

The information obtained by the interface concerning the search conditions is
shown in Fig. 3. This figure shows that the information of a search condition is
constituted by a column node or catalog, a comparison operator (=, <, >, <=, > =, <>),
the description of the comparison operator, the value of the search condition, and the
path from the root node to the selected node (see Fig. 1). After the user has finished
defining search conditions, the interface will have a list of search conditions.
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Hora de salida

~lag
Hora de salida después de las 1200 hrs.
p——

Vuelo de un aeropuerto a otro

® Nimero de vuelo

Search conditions

Node:

Vuelo de un aeropuerto a otro
Hora de salida
fight.departure_time
Columna

@ Hora de llegada
@ Nimero de escalas
@ Tiempo de viaje

Comparison operator:
>

Comparison operator description:
después de las

Search condition value:
1200

Path:
flight— flight.departure_time

Fig. 3. Definition of a search condition

Once the three steps of the composition process have been completed, the interface
will be able to generate the SQL expression from the elements of interest and search
conditions already defined. The query is constructed as follows:

e Select clause. From the list of elements of interest, for each element, the last node of
the path (the column selected by the user) is obtained and defined as an element of
the clause.

e Where clause. From the list of search conditions, for each condition specified by the
user, the name of the column, the comparison operator and the value of the con-
dition are taken to build a condition of the clause. Subsequently the joins between
tables are defined from the paths of all the elements of the list of elements of interest
and the paths from the list of search conditions.

4 Composition Example

Considering the classification of tables proposed in Subsect. 3.1, the following types of
queries that the user could compose using the interface were considered:

Queries that involve one base table.

Queries that involve two base tables.

Queries that involve three base tables.

Queries that involve two base tables and one M-to-N table.

To illustrate the composition of a query, consider the next query that involves two base
tables directly connected:

Dame el niimero de vuelo y nombre de aerolinea de los vuelos que salen antes de las 1500 h
(Give me the flight and airline name of the flights departing before 1500 h).
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As mentioned previously, this interface was customized for Spanish; thus, the
relevant information for this example is presented in Spanish along with its translation
to English.

It is worth noting that the user must consider three aspects to compose the query:
the topic on which he/she wishes to obtain information, the specific elements of the
topic that are of interest, and if the query requires the specification of search conditions.

First, the user defines the topic that the query will deal with. In this case, the topic
of interest is Vuelo de un aeropuerto a otro (Flight from an airport to another), which
involves table flight. Later, the elements of interest of the main topic are selected. In the
example a flight number and airline name are required. Therefore, the node Niumero de
vuelo (Flight number) of the root node Vuelo de un aeropuerto a otro (Flight from an
airport to another) is selected. For the second element, the user should extend the node
Aerolinea (Airline) and select the node Nombre de la aerolinea (Airline name).

The sample query requires to obtain information with specific conditions; therefore,
the search conditions are defined. For this example, it is required that the flight departs
before 1500 h, then, the node Hora de salida (Departure time) is selected from the
node Vuelo de un aeropuerto a otro (Flight from an airport to another). For the
selected node, it is necessary to specify the description of the comparison operator
antes de las (before) and the value 1500 without the measurement unit (hrs). Finally,
the interface will display the SQL query and its result as a table whose columns are
Numero de vuelo (flight number) and Nombre de aerolinea (Airline name).

5 Experimental Results

The experiments performed on the composition interface aim at measuring the ease of
use in conjunction with its functionality. This is done in order to determine if the
interface is friendly and functional enough to compose the queries mentioned in Sect. 4
to a complex database. For this purpose, the following parameters are measured:

e Amount of time that a user spends in composing a query.
e Number of attempts by a user to compose a query correctly.

Considering the abovementioned parameters, information can be obtained on the dif-
ficulty involved in composing a query for a specific type of query.

5.1 Description of the Experimental Setting

The experiments were conducted in a one-hour session with 17 students majoring in
engineering in computer science. They were provided a user manual with one day in
advance that details how the composition interface is used. The users were given a set
of 20 natural language queries related to the ATIS database sorted by level of difficulty,
which are separated in groups of five queries, ordered as follows:

e Queries from 1 to 5. Queries that involve one base table.
e Queries from 6 to 10. Queries that involve two base tables.
e Queries from 11 to 15. Queries that involve three base tables.
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e Queries from 16 to 20. Queries that involve two base tables and one M-to-N relation
table.

It is worth mentioning that the students were never provided with a diagram of the
database schema nor the correct SQL statement for each query; moreover, some of
them were not familiar with the domain of the database.

5.2 Results

The experimental results are shown in Table 4. These results were obtained from 20
queries composed by 17 users, discarding the attempts of queries that were not com-
posed correctly.

Table 4. Experimental results for each query

Query Attempts Times No. of
No. Minimum | Maximum | Average | Minimum | Maximum | Average | correct B
(sec.) (sec.) (min.) €ompositions
1 1 10 2.35 42 609 2.78 17
2 1 6 1.47 43 343 1.55 17
3 1 3 1.25 27 303 1.49 16
4 1 2 1.12 31 73 0.76 17
5 1 7 1.59 28 285 1.17 17
6 1 2 1.06 24 105 0.71 17
7 1 1 1.00 20 85 0.59 16
8 1 5 2.00 24 280 1.36 17
9 1 1 1.00 27 57 0.59 17
10 1 6 2.15 41 514 2.55 13
11 1 1 1.00 34 97 0.83 17
12 1 2 1.06 39 123 0.98 16
13 1 2 1.06 46 182 1.23 16
14 1 4 1.24 24 185 0.91 17
15 1 4 1.18 55 257 1.63 17
16 1 1 1.00 19 75 0.49 17
17 1 2 1.06 31 99 0.82 17
18 1 2 1.24 26 110 0.84 17
19 1 3 1.25 25 237 1.30 16
20 1 8 4.64 90 970 6.93 11
Average 1.48 1.47

The meaning of the columns of Table 4 is explained next. The first column indi-
cates the number of query, the second column indicates the minimum number of
attempts it took to compose the query, the third column indicates the maximum number
of attempts, the fourth column shows the average number of attempts. The fifth column
indicates the minimum time in seconds that was spent in composing the query, the sixth
column indicates the maximum time, the seventh column shows the average time in
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Fig. 4. Average attempts for each query

minutes; finally, the eighth column shows the number of users that were able to
correctly compose the query.

As shown in the plot of Fig. 4, most of the queries could be answered by the users
in one or two attempts in less than 2 min. However, for query number 1 a higher
average of attempts and time occurs. This is so because it is the first query that the users
must compose and they face the learning process of the operation of the interface.
Later, the attempts and the average time were declining because users got used to the
operation of the interface. It is important to remark that by the fourth query, the users
have already learned to operate the interface.

The queries from number 4 to 19 were composed by most users in the first attempt,
except for queries 8 and 10, and the average time for this set of queries was 55 s.

Query number 10 (Dame los codigos de clase de tarifa y tipos de tarifa de tem-
porada de la clase de servicio con rango 12 — Give me the codes of fare class and the
types of season fare of the service class with rank 12) required a larger number of
attempts because the query requires that the user has more knowledge about the topic at
hand.

Additionally, query number 20 has a high number of attempts because it involves a
large number of tables (three base tables and one M-to-N relation table), and the
required information by the query needs to be searched in the deepest levels of the
composition tree.

In summary, the experiments indicate that users can compose a query of any type in
about one minute with an average of approximately 1.5 attempts.

Some comments left by the users about the interface were the following: “At first, it
was hard to understand how to use it. However, it became easier to use it by just using
it”. “It works just fine for me”. “As you use it, it becomes easier to get the queries
right”. As noted, the comments about the interface were mostly positive and some of
them confirm the conclusions drawn from the experimental results.
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6 Conclusions

The experiments carried out on the composition interface show that users require to use
the query composition interface a small number of times (about three) to learn how to
compose queries quickly and efficiently. This is so because the interface is intuitive
enough for users that do not know the schema and domain of the DB so as to allow
composing queries in about one minute.

Note that a third party designed the natural language queries used in these exper-
iments. Therefore, the interface will perform better when a user devises his/her own
queries, because the user knows specifically what information he/she needs from
the DB.

Table 4 shows that the average number of attempts is 1 to 2 per query and that a
user takes an average of 1.47 min per query, indicating that the interface allows users to
compose queries properly in a reasonable time.

One of the main aspects that enable the good performance of the interface is the use
of the composition tree. This mechanism allows displaying a fragment of the database
schema (specifically, the fragment of interest for each particular query), so the users can
make use of several tables at once without this being a problem to compose queries.
Therefore, the number of tables involved in a query does not greatly increase the
difficulty of the composition of a query when using the composition tree.

In summary, the proposed interface has proven useful for the composition of
queries that include three different types of tables. This is because the interface allows
the user to view a section of the database schema through the composition tree, which
provides information about each element of the database schema using natural lan-
guage descriptions that are easy to understand.

The results in Table 4 show that from a total of 20 queries, 13 could be correctly
composed by all of the 17 users. In addition, another 5 queries were composed cor-
rectly by 16 users, leaving 2 queries with 13 and 11 correct compositions respectively.
This shows that most of the queries could be composed correctly by the users.
Additionally, the low number of correct compositions for queries number 10 and
number 20 was due to the lack of knowledge about the domain of the database by the
users.

It is important to point out that 11 out of 17 users composed correctly all the queries
showing that the interface can be used for composing queries by most of the users. This
is remarkable considering that neither a diagram of the database schema nor the correct
SQL statements were provided to the users involved in these experiments.
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Abstract. In recent years graph mining took a valuable step towards
harnessing the problem of efficient discovery of substructures in complex
input data that do not fit into the usual data mining models. A graph is
a general and powerful data representation formalism, which found wide-
spread application in many scientific fields. Finding subgraphs capable
of compressing data by abstracting instances of the substructures and
identifying interesting patterns is thus crucial. When it comes to finan-
cial settings, data is very complex and in particular when risk factors
relationships are not taken into account it seriously affects the goodness
of predictions. In this paper, we posit that risk analysis can be leveraged
if structure can be taken into account by discovering financial motifs in
the input graphs. We use gBoost which learns from graph data using a
mathematical linear programming procedure combined with a substruc-
ture mining algorithm. An algorithm is proposed which has shown to
be efficient to extract graph structure from feature vector data. Further-
more, we empirically show that the graph-mining model is competitive
with state-of-the-art machine learning approaches in terms of classifica-
tion accuracy without increase in the computational cost.

Keywords: Graph mining - Classification + Financial applications

1 Introduction

Nowadays, data is naturally structured in form of trees or graphs, which are
structures that may convey important information. The awareness of big data
together with the poor understanding of the processes that generate data has
enforced techniques to extract frequent structural patterns from such data [1].
Graph mining techniques are sought for a class of problems lying on the cross-
roads of several research topics including graph theory, data sensing, data mining
and data visualization.

© Springer International Publishing Switzerland 2015
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Graphs are very important mathematical structures that can represent infor-
mation in many real world domains such as chemistry, biology and, web and text
processing. Examples are protein interactions and phylogenetic trees [2], molecu-
lar graphs [3], computer networks [4], hypertextual and XML documents, social
networks, mobile call networks, among other important data [5].

Pattern mining takes essentially two approaches: statistical learning and
structural. In the statistical learning, patterns are represented by feature vec-
tors x = (z1,- -+ ,2n) € R™ of n measurements. It has two main drawbacks: first,
the vectors uphold a predefined set of features, despite the size and complex-
ity of the objects they represent; second, the binary relationships among (parts
of) objects cannot be captured. The above pitfalls, size constraints and lack
of ability to represent relationships, might prevent to expose better models. In
the structural approach, patterns are represented by graphs that can overcome
above limitations with their inherent structure. Yet the complexity increases,
for instance, it takes exponential time for finding the isomorphism between two
graphs while linear time is needed for the similarity of two features vectors [6].

In this paper, in the settings of a financial risk analysis problem we take a struc-
tural pattern mining approach. We propose a graph construction algorithm on the
basis of a qualitative data set of financial statements to gain further insights on
the data structure, and then a graph-based model for pattern mining is generated
via gBoost [7], a frequent subgraph discovery technique on the grounds of mathe-
matical programming and gSpan algorithm [8]. This pattern-growth method uses
Dept-First Search (DFS) and is able to find financial motifs in the graph data
rendering the risk estimation very successful. We empirically show that the per-
formance evaluation is competitive to the statistical learning algorithms such as
Naive Bayes, Decision Trees and Support Vector Machines when unstructured
dimensional feature vectors are used, without a substantial increase in the com-
putational cost. Our case study encompasses a graph-based methodology that
enables to unravel structural subtleties otherwise hidden in the data.

In the next section we will review the literature and background for the
work. The graph classification model is explained in detail in Sect.3. In Sect. 4
an algorithm is proposed for extracting graphs from feature vectors aiming at
gathering the graph data. In the context of financial credit risk, we present in
Sect. 5 the experiments including the research design and discussion of results.
The paper will end with the conclusions and future work in Sect. 6.

2 Related Work

2.1 Financial Credit Risk Assessment

The financial credit risk indicates the risk associated with financing, in other
words, a borrower cannot pay the lenders, or goes into default. Accordingly,
financial credit risk assessment intends to solve the problem stated as follows:
given a number of companies labeled as bad / good credit or bankrupt / healthy,
and a set of financial variables that describe the situation of a company over a
given period, predict the probability that the company may belong to a high
risk group or become bankrupt during the following years.
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In the literature, a wide range of methods that can be divided into para-
metric methods, semi-parametric methods, and non-parametric methods have
approached this problem from the viewpoint of model structure specification.
Parametric methods (mainly referred to statistical methods) specify definitely
the model structure and modeled process. Non-parametric methods that includes
Artificial Neural Networks (ANNSs), Fuzzy Set Theory (FST), Decision Trees
(DTs), Case-Based Reasoning (CBR), Support Vector Machines (SVMs), Rough
Set Theory (RST) among other intelligent methods, determine the model struc-
ture from the data. Semi-parametric methods define the modeled process with
flexible structure [9,10].

When dealing with real world financial credit risk problems, there are usually
characterized by large scale of data and high-dimensional representation. The key
financial ratios comprise financial information (operational performance, finan-
cial liquidity, risk return, sustainable growth etc.) and non-financial information
(government policy, economic environment marking reports, customers screen-
ing etc.) [11]. These performance key indicators are well fit to establish the
relationships between nodes of financial companies.

Although many successful approaches have been used rarely the structural
component has been endorsed in the literature review. It becomes important
to provide structural performance data mining techniques in financial domain
where a large-scale complex data is produced today.

2.2 Graph-Based Pattern Mining

Graph classification can be investigated from two perspectives: graph classifica-
tion (between graph) and vertex classification (within graph). In the former we
aim at classifying individual graphs and in the latter we are interested in the
classification of individual vertices within a graph. Either way, our focus is to
find non-trivial characteristics (e.g. pattern subgraphs) that can determine class
membership, that is, to assign a class label.

Classification of graphs has many applications. An obvious example are mole-
cular structures that can be represented by graphs and classification is used
to predict properties of molecules such as toxicity [3]. Another example com-
prises computer network traffic where the problem representation is embedded
in graphs. Network traffic traces can represent the network behavior exposing
better visual and structural differences among nodes and capturing many inter-
esting patterns of node interactions [4].

Graph-based pattern mining took a new breed of approaches since the intro-
duction of frequent pattern mining in [12]. In particular, many subgraph mining
algorithms have been developed such as Apriori based methods like AGM [13],
FSG [14], or pattern-growth methods like gSpan [8] and Gaston [15]. A major
challenge in subgraph mining is the subgraph isomorphism, which is an NP-
complete problem [8]. In gSpan, Dept-First Search (DFS) is employed to reduce
the search space significantly making possible to check whether between two
graphs an isomorphism exists. Its purpose is to enumerate all connected frequent
subgraphs from graph representation of patterns. gBoost [7] is an extension of
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boosting for graphs which uses gSpan. Apart from the mathematical graph the-
ory based approaches, a few other can be considered for graph mining such
as: greedy search-based approaches, inductive programming logic and inductive
database approaches.

3 gBoost Classifier

gBoost [7] is an extension of boosting for graphs and comprises a mathematical
programming tool [16] that progressively collects “informative” frequent pat-
terns to use as features for classification and regression. Furthermore, this tool
uses linear program (LP) approaches to boosting providing an efficient solution
using LPBoost, a column generation based simplex method [16]. The problem is
formulated as if all possible weak hypotheses had already been generated, where
the labels produced by the weak hypotheses become the new feature space of the
problem. The boosting consists of constructing a learning function in the label
space that minimizes misclassification error and maximizes the soft margin.

It is also considered a frequent subgraph mining technique similar to gSpan
in frequent subgraph mining [8]. gBoost uses first gSpan method [8] which finds
frequent subgraphs and constructs a canonical search space in the form of a
Depth-First Search (DFS) which is an algorithm for traversing or searching tree
or graph data structures. With the proviso for achieving an optimal search the
tree structure and the DFS code are necessary.

Let {g;}}_, denote a set of frequent subgraphs generated from gSpan.
Given the learning graphs {(G,,y,)}\_; where G, is a training graph and
yn € {+1,—1} is the associated class label. Let 7 the set of all patterns (sub-
graphs) included in at least one training graph. Each graph G,, can be encoded
as a | 7 | dimensional vector x,, through an indicator function Z(-) as indicated
below:

Xt =I(tC G, VteT (1)
The hypotheses or individual stumps are defined as:
[ +lifg € x,

s = { T S @)

where we simplified the notation for x,. Given training data {(x,,yn)}Y
directly solving the optimization problem is intractable. Therefore, the equiva-
lent dual problem below is solved instead which can be expressed as follows:

minimize ¥
o,y
N
SU-bjeCt to Z Anynh(xﬂmgt) < Y s= 17 27 T 7T (3)

n=1

N
D M=L0<A <D s=12 T,
=1

3
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where D = ﬁ,c € (0,1) is the cost classification parameter controlling the
misclassification errors [7,16]. After solving the dual optimization problem, the
primal solution « is obtained from the Lagrange multipliers. It has a limited
number of variables and an intractably number of constraints. Therefore, gBoost
algorithm uses a methodology based on the column generation [17]. The algo-
rithm sets up a maximum number of columns to add at each iteration. Then
rather than considering all the constraints, the subgraph g, whose correspond-
ing constraint is violated the most is selected. At the k iteration the constraints
are formulated as

N
Z AB g h(x,, gt) <4t e T® (4)
n=1

As defined aboveAs defined above 7 gathers the index number of the selected

subgraphs. At the start of this procedure, 7 is set to empty and oy, 0) = +.

N
Following, the optimal solutions aﬁf) and 4®) for solving the restricted dual
optimization problem are updated iteratively. In the sequel, the subgraph that

violates the constraint the most (corresponding to the largest margin) is selected:

N
t" =argmax;_j .. Z )\Sf)ynh(xn,gt) ()

n=1

The set 7¥) is updated by adding the new index number t* : 7*++1) = 7RI y{#*},

The iterative procedure proceeds until the criteria based on the satisfaction
of all constraints are met. For a specific test graph x the prediction rule is a
convex combination of simple classification stumps h(x, g;) and takes the form:

y = sign Z ath(x, gt) (6)

te7 (K)

A test graph is labeled in the positive class if y = 1 and in the negative class if
y=—1.

4 Graph Construction Algorithm

The algorithm to build the graph data takes feature vectors from the data col-
lection and constructs graphs to be used as inputs in the gBoost classifier. The
main focus is to set up the nodes and edges for the data, running over all the
data samples in the dataset. Depending on the problem the relationships between
nodes should be taken into account for setting up the edges to link the nodes
among graph ‘points’.

The proposed algorithm is presented in Algorithm 1 and will be used in the
next section with the benchmark qualitative data. We have coded the algorithm
in Matlab for easiness of use with gBoost package. Each sample of the data is
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a graph with a set of nodes corresponding to the features in the feature dimen-
sional space. The edges are assigned during graph construction and represent
the relationships between nodes. The graph samples are connected, undirected
and labeled graphs. The overall graph data samples were further partitioned to
find the training and test graphs for further use in the gBoost classifier.

More specifically, the algorithm cycles over the IV rows of the feature dimen-
sional vectors matrix data, assigns the nodes of each graph and updates the
edges as shown in Algorithm 1. The assessment of the gBoost classifier has been
performed with the classification accuracy and test AUC performance metrics.

Algorithm 1. Graph Construction from Feature Vector Data

Input: For each collection of data D, X = {x1,--- ,Xy} with labels
{yn € {+1,-1} n=1,2,---N}
/*Cycle over N rows*/
for all n—1,--- /N do
Initializations
/* Cycle over the first row */
for all j«— 1,--- , NumNodes — 1 do
Detects the transition of weights
Update Edges
end for
Makes the connection with last element of index array
/* Find Dangling Nodes in the Graph */
if Dangling Nodes exist then
Find the node closest Weight Distance
Adjust Weight Connections
end if
/* Find disconnected Components in the graph */
if Subgraphs remain to be connected then
Connect subgraphs
end if
end forOutput: Cet connected learning graphs {(Gn,yn)}A-1 where G, is a
training graph and y, € {+1, —1} is the associated class label

In the next section we will present the experimental setting, describe the
research design including the dataset, the evaluation metrics and the empirical
analysis.

5 Experiments

5.1 Dataset

The Qualitative Bankruptcy (QB) dataset can be download from https://
archive.ics.uci.edu/ml/datasets/Qualitative_Bankruptcy. The attributes and
samples of the dataset are from [18] where a rule-based approach was presented.


https://archive.ics.uci.edu/ml/datasets/Qualitative_Bankruptcy
https://archive.ics.uci.edu/ml/datasets/Qualitative_Bankruptcy
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Table 1. QB Dataset: the attributes are qualitative (Positive, Average, Negative) and
the assigned class is (B, NB).

Financial indicators | Qualitative attributes

1 | Industrial risk {P,A)N}
2 | Management risk {P,AN}
3 | Financial flexibility | {P,A,N}
4 | Credibility {P,AN}
5 | Competitiveness {P,AN}
6 | Operating risk {P,AN}
7 | Class {B,NB}

SR
VAR FIR

Fig. 1. Motifs for 6 node graph financial samples.

The sample size is 250 and the number of attributes is 6 each corresponding
to Qualitative Parameters in Bankruptcy, namely, Industrial Risk, Manage-
ment Risk, Financial Flexibility, Credibility, Competitiveness, and Operating
Risk. The attribute information is nominal (P-Positive, A-Average, N-Negative)
and there are two classes (B-Bankruptcy, NB-Non-Bankruptcy). The dataset is
unbalanced being composed by 143 samples pertaining to the class NB and 107
samples pertaining to the class B. We assigned B to the positive class and NB
to the negative class. The dataset is briefly described in Table 1. For example,
sample #1 = (P, P, A, A, A, P) is assigned to class B while sample #250 = (P,
N, N, N, A, A) pertains to the other class NB.

After running the Algorithm 1 we built the training data traing with 143
graphs for training and the test data testg with 107 graphs for test with identical
distribution of positive and negative samples as in the whole original dataset.
Each graph has 6 nodes. For easiness of handling the data we decided to assign
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a corresponding weight to each qualitative value (for example, we assigned 2 to
Positive, 1 to Average and 3 to Negative). From the labels of the qualitative
data set (B, NB) we assigned the label (4+1, —1) to the positive and negative
class, respectively, for use in the gBoost algorithm. According to the partition
in train and test we, respectively, built the label vectors trainy and testy with
the same size as the train and test graph samples.

5.2 Financial Motifs

In Fig. 1 examples of data samples found in the qualitative data are represented
for better illustration of the financial motifs built by the graph construction
algorithm. These motifs are 6 node graphs (each node is an attribute of the
qualitative data illustrated in Table1) that play a decision role on the overall
classification procedure influencing the classifier prediction.

5.3 Evaluation Metrics

In order to evaluate a binary decision task we first define a contingency matrix
representing the possible outcomes of the classification, as shown in Table 2.

Table 2. Contingency table for binary classification.

Class positive Class negative
Assigned positive |tp fp
(True positives) (False positives)
Assigned negative | fn tn
(False negatives) | (True negatives)

Several measures have been defined based on the contingency Table 2, such

fp+fn tp+itn :
as, error rate (7tp TorinT fn), acCuracy g, o which measures the overall

effectiveness of a classifier and AUC (Area Under the Curve)3 (t,jr% + tntffp)

which captures the classifier’s capability to avoid false classification.

AUC captures a single point on the Reception Operating Characteristic
(ROC) curve. It is also known as ROC curve, and is a graphical plot that
illustrates the performance of a binary classifier system as its discrimination
threshold is varied. Plotting the true positive rate against the false positive rate
at various threshold settings creates the curve. AUC is sometimes referred as
balanced accuracy.

5.4 Empirical Analysis

In this section we present several algorithms spanning over machine learning and
data mining methods using the open source Weka Toolbox'.

! http://www.cs.waikato.ac.nz/ml/weka/ [19].
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Support Vector Machines (SVMs) belong to the maximum margin classifiers
aiming to find an optimal separating hyperplane, which maximizes the margin
between two classes of data in kernel, induced feature space. SVMs use the struc-
tural risk minimization principle to avoid overfitting. Since the introduction to
the area of financial risk analysis [20], SVMs have gained wide popularity owing
to the good generalization on a small amount of high-dimensional data [21].
Apart from SVM, we also used Neural Networks, Naive Bayes, Decision Trees,
fuzzy grid, and random committee for comparison. J48 constructs a decision tree
well adapted to the training data and then prunes the tree structure to avoid
over-fitting. Naive Bayes (NB) estimates the probability of each class under the
assumption of feature independence. Multi-Level Perceptron (MLP) and RBF
network are artificial neural networks for machine learning. The former is a
multi-layer, feed-forward neural network, trained iteratively to adjust the con-
nection weights via back-propagation algorithm. The latter has only one hidden
layer, each node of which implements a normalized Gaussian radial basis func-
tion with the center and width as parameters. Fuzzy grid method partitions the
input and output data into grids and extracts the fuzzy rules for data classifi-
cation. Random committee builds an ensemble of randomized base classifiers to
improve the classification accuracy. Since we are interested to compare the two
categories of methods - unstructured versus structured - the model selection for
each case was not so important. Therefore, we let the default parameters in all
the algorithms tested.

Table 3. Classifier methods vs Accuracy ratio (%)

Classifier method | Accuracy ratio (%) | Classifier method | Accuracy ratio (%)
SVM 98.13 MLP 93.46
Naive Bayes 93.46 RBF 97.19
J48 95.32 Fuzzy grid 96.26
gBoost 98.13 Rand committee | 96.26

In Table3 the performance accuracy of various machine learning methods
including SVM, J48, Naive Bayes and neural networks (Multi-Layer Perceptron
(MLP) and radial Basis Functions (RBF)), fuzzy grid, and random committee
are illustrated. The gBoost outperforms neural networks, decision trees and many
other machine learning algorithms, while showing competitive performance as
compared to SVM.

The test ROC AUC for gBoost found was 99.06 (see Fig.3) while for the
SVM the test ROC AUC was 98.1. Although these are preliminary results graph
mining can boost classification in this financial setting via a small size dataset
with low dimensionality. In the prediction phase the algorithm takes a test graph
x and outputs a classification result as indicated in Eq. 6 by the convex combi-
nation of simple classification stumps h(x, g;).
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Fig. 3. ROC curve

For gBoost, the maximum pattern size, which in our case corresponds to the
maximum number of nodes in a subgraph, was constrained up to 6, since we
have 6 attributes defining the financial indicators. The regularization parameter
v is chosen from {0.05,0.1,0.15,0.2,0.25,0.3,0.35}.

In Fig. 2 results from running gBoost on the dataset are illustrated (a) Graph
Test Data tests and (b) performance of gBoost by varying v parameter control-
ling training accuracy. This parameter is used in the graph optimization process
LPBoost for finding frequent subgraphs [16]. The convergence tolerance e used
in the runs was set to 0.05. For a short range of the parameter v the results
are encouraging and outperform well-known classifier methods as illustrated in
Table 3.

The classification algorithm gBoost takes into account the structure embed-
ding information that is advantageous as compared to the traditional two-
dimensional feature vectors framework. As such, it incorporates relations among
the entities that integrate extra knowledge capable of better models, which fosters
the goodness of predictions.
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6 Conclusion and Future Work

The combination of the formalism of graphs with a powerful frequent pattern
mining algorithm such as gBoost evidenced that the structure is able to effec-
tively capture knowledge essential to attain good predictions in financial settings.

In this work we developed an algorithm for graph construction on the grounds
of the binary relationships found on qualitative data from a credit risk problem.
Furthermore we used gBoost classifier to mine specific sampled graphs that are
able to predict the samples category in either bankrupt or non-bankrupt. The
structure pattern mining methodology can be simply extended to other kind
of data.

Despite the myriad of statistical learning models able to tackle this prob-
lem we empirically showed that by using structural approaches the performance
results can be enhanced in particular if graphs to cast data are carefully built.

Future work will trace the performance of this approach while spanning over
the historic data in a real-world data set. Another future issue will be to check
the scalability to large graph data.
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Abstract. Face recognition is considered as one of the best biometric methods
used for human identification and verification; this is because of its unique
features that differ from one person to another, and its importance in the security
field. This paper proposes an algorithm for face recognition and classification
using a system based on WPD, fractal codes and two-dimensional subspace for
feature extraction, and Combined Learning Vector Quantization and PNN
Classifier as Neural Network approach for classification. This paper presents a
new approach for extracted features and face recognition. Fractal codes which
are determined by a fractal encoding method are used as feature in this system.
Fractal image compression is a relatively recent technique based on the repre-
sentation of an image by a contractive transform for which the fixed point is
close to the original image. Each fractal code consists of five parameters such as
corresponding domain coordinates for each range block. Brightness offset and
an affine transformation. The proposed approach is tested on ORL and FEI face
databases. Experimental results on this database demonstrated the effectiveness
of the proposed approach for face recognition with high accuracy compared with
previous methods.

Keywords: Biometric + Face recognition - 2DPCA - 2DLDA - DWT -+ PNN -
WPD - IFS - Fractal codes -+ LVQ

1 Introduction

The security of persons, goods or information is one of the major concerns of the
modern societies. Face recognition is one of the most commonly used solutions to
perform automatic identification of persons. However, automatic face recognition
should consider several factors that contribute to the complexity of this task such as the
occultation, changes in lighting, pose, expression and structural components (hair,
beard, glasses, etc.) [1].

Several techniques have been proposed in the past in order to solve face recognition
problems. Each of them evidently has their strengths and weaknesses, which, in most of
the cases, depend on the conditions of acquiring information. Recently, several efforts
and research in this domain have been done in order to increase the performance of the
recognition, such as support vector machine (SVM), Markov hidden model (HMM),
probabilistic methods (Bayesian networks) and artificial neural networks. This latter
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E. Onieva et al. (Eds.): HAIS 2015, LNAI 9121, pp. 87-98, 2015.
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has attracted researchers because of its effectiveness in detection and classification of
shapes, which has been adopted in new face recognition systems [2].

2 Face Recognition System

A face recognition system is a system used for the identification and verification of
individuals, which checks if a person belongs to the system’s database, and identifies
him/her if this is the case.

The methods used in face recognition based on 2D images are divided into three
categories: global, local and hybrid methods.

e Local or analytical facial features approaches. This type consists on applying
transformations in specific locations of the image, most frequently around the
features points (corners of the eyes, mouth, nose,). They therefore require a prior
knowledge of the images...

e Global approaches use the entire surface of the face as a source of information
without considering the local characteristics such as eyes, mouth, etc.

e Hybrid methods associate the advantages of global and local methods by combining
the detection of geometrical characteristics (or structural) with the extraction of
local appearance characteristics.

This article is organized as follows: Basic notions concerning Two-dimensional
subspace, wavelet transform theory are provided in Sect. 2. Fractal codes features are
presented in Sect. 3. Feature vectors results from two-dimensional subspaces is applied
to a Combined LVQ and PNN classifier are described in Sect. 4. Section 5 provides
face recognition system based on PNN, LVQ, the experimental results and Comparison
between the serval’s types of features obtained using WPD, DWT, IFS, 2DPCA and
2DLDA. A comparison with other approaches is also done in Sect. 6. Conclusion and
future works are presented in Sect. 7.

2.1 Two-Dimensional Principal Component Approach Analysis 2DPCA)

Proposed by Yang in 2004 [3], 2DPCA is a method of feature extraction and dimen-
sionality reduction based on Principal Component Analysis (PCA) that deals directly
with face images as matrices without having to turn them into vectors like as the
traditional global approach.

2.2 The Steps of Face Recognition by 2DPCA

Considering a training set S of N face images, the idea of this technique is to project a
matrix X of size (n x m) via a linear transformation like that:

Y,=X.R (1)
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where Y is the principal component vector of size (n x 1), and R; is the base projection
vector of size (m x 1). The optimal vector R; of the projection is obtained by maxi-
mizing the total generalized variance criterion

J(R)=R".G,.R (2)

Where G is the covariance matrix of size (m x m) given by:

Gi=3 3 (6= %)" (% - X) ()

With X;: The jth image of the training set
X: The average image of all the images in the training set.

| M
X= M Zj:l X (4)
In general, one optimal projection axis is not enough. We must select a set of

projection axes like:

{R1,Rz,...,R;} = argmaxJ(R) (5)

RI.R=0,i#j,i,j=1,...,d

These axes are the eigenvectors of the covariance matrix corresponding to the largest
“d” Eigenvalues. The extraction of characteristics of an image using 2DPCA is as
follows

Yk:X.Rk;kzl...d (6)

Where [Ri,Rz,...... ,R,] is the projection matrix and [Y;,Ya,...... , Yy is the
features matrix of the image X.

2.3 The 2DLDA Approach

In 2004, Li and Yuan [4] have proposed a new two-dimensional LDA approach. The
main difference between 2DLDA and the classic LDA is in the data representation
model. Classic LDA is based on the analysis of vectors, while the 2DLDA algorithm is
based on the analysis of matrices.

2.4 Face Recognition Using 2D LDA

Let X be a vector of the n-dimensional unitary columns. The main idea of this approach
is to project the random image matrix of size (m x n) on X by the following linear
transformation:
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Y; = AX (7)

Y: the m-dimensional feature vector of the projected image A.

Let us suppose L: class numbers.

M: The total number of training images

The training image is represented by a matrix m x nA;(j=1,...... M)
A; (i = 1...L): The mean of all classes

N;: Number of samples in each class

The optimal vector projection is selected as a matrix with orthonormal columns that
maximizes the ratio of the determinant of the dispersion matrix of the projected inter-
class images to the determinant of the dispersion matrix of the projected intra-class
images;

IXTS,X|
Jrip (Xopt) = arg m‘f}xm (8)

Py, = trace(Sp)
Py, = trace(Sy)

The unitary vector X maximizing J(X) is called the optimal projection axis. The
optimal projection is chosen when Xppr maximizes the criterion, as the following
equation:

Xopr = argmaxy J(X) 9)

If Sy is invertible, the solution of optimization is to solve the generalized eigen-
value problem.

ShXopt = /ISWX()[JI (10)

Like that A is the maximum Eigenvalues of S},'S.
In general, it is not enough to have only one optimal projection axis. We need to
select a set of projection axes, xi, Xz, .. .,Xx; under the following constraints:

{x1,%2, ..., x4} = argmaxxJ(X) (11)

Indeed, the optimal projection axes xi,xz,...,Xx; are orthonormal eigenvectors of
Sy S, corresponding to the best first “d” eigenvalues permitting to create a new pro-
jection matrix X, which is a matrix of size n X d : X = [x1,x2, . . ., X4].

We will use the 2DLDA optimal projection vectors xj,xs,...,Xs to extract the
image features; we use the Eq. (8).
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3 Discrete Wavelet Transform

Discrete wavelet transform (DWT) is a well-known signal processing field tool; it is
widely used in feature extraction and compression and de-noising applications.

The discrete wavelet transform has been used in various face recognition studies.
The main advantage of the wavelet transform over the Fourier transform is the time-
scale location. Mallat [6] shows that the DWT may be implemented using a filters bank
including a low-pass filter (PB) and a high-pass filter (PH).

Discrete Wavelet Package Decomposition (D-WPD) is a wavelet transform where
signal is passed through more filters that the Discrete Wavelet Transform (DWT). In
the DWT, each level is calculated by passing only the previous approximation coef-
ficients through low and high pass filters. However in the D-WPD, both the detail and
approximation coefficients are decomposed [5, 6] (Fig. 1).

Colored Coefficients for Terminal Nodes

(a) (b) (c)

Fig. 1. Wavelet decomposition at different levels (a) Original image (b) 2-level wavelet
decomposition using WPD (c) 2-levels wavelet decomposition using DWT

4 Fractal Theory Codes

Fractal theory of iterated contractive transformation has been used in several areas of
image processing and computer vision. In this method, similarity between different
parts of an image is used for representing of an image by a set of contractive transforms
on the space of images, for which the fixed point is close to the original image. This
concept was first proposed by Barnsley [7, 8]. Jacquin was the first to publish an
implementation of fractal image coding in [9]. Despite the number of researchers and
the proposed methods, several factors can significantly affect face recognition perfor-
mances, such as the pose, the presence/absence of structural components, facial
expressions, occlusion, and illumination variations. Different image compression
methods have been focused for a long time to reduce this massive information, but
fractal image compression is a relatively recent technique based on representation of an
image by contractive transforms, for which the fixed point is close to original image.
Suppose we are dealing with a 64*64 binary image in which each pixel can have on
of 256 levels (ranging from black to white). Let Ry, R2,....., Rys¢ be 4¥4 non-over-
lapping sub-squares of the image (range blocks); and let D be the collection of all 8%8
pixel overlapping sub-squares of the image (Domain blocks) as depicted in Fig. 2.
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The collection D contains 57*%57 = 3249 squares. For each R block, search through
all of D blocks a D; € D which minimizes Eq. (11). There 8 ways to map one square
onto another. Each square can be rotated to 4 orientations or flipped and rotated into 4
other orientations as shown in Fig. 3 having 8 different affine transformations means
comparing 8%3249 = 25992 domain squares with each of the 256 range squares
(Fig. 2).

collage Error = min||R; — w(D;) ||2 (12)

|l’—

Fig. 2. One of the block mapping in partitioned function systems representation (IFS)

1 3 3 1
3 2] 1 1| 2 3
4 2 2| 4 1 1

! 1| 3 41 2 2 4

Fig. 3. Eight different affine transformations

As mentioned before, a D; block has 4 times as many pixels as an R;, so we must
either sub-sample (choose 1 from each 2*2 sub-square of D;) or average the 2*2 sub-
squares corresponding to each pixel of R when we minimize Eq. (12). Minimizing
equation means two things. First it means finding a good choice for Di second, it means
finding a good contrast and brightness setting S; and O; for W;. In Eq. (11)

X a; bi 0 X Ci
wily|=1|ca d O||y|+|/fi (13)
Z 0 0 s z 0;

A choice of D;, along with a corresponding S; and O; determines a map W;. The
type of image partitioning used for the range blocks can be so different. A wide variety
of partitions have been investigated, the majority being composed of rectangular
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blocks. Different types of range block partitioning were described in [10, 11]. In this
research we used the simplest possible range partition consists of the size square
blocks, that is called fixed size square blocks (FSSB) partitioning. The procedure for
finding a fractal model for a given image is called encoding; compression; or searching
for a fractal image representation. After finding the best match, fractal elements which
of 6 real numbers (a, b, c,d, e,f) are selected as follows. (a,b,c,d) are (x,y) coordi-
nates of the D block and its corresponding R block respectively. (e) is the index of
affine transformation that makes the best match. (it is a number between 1 and 8), (f) is
the intensity is a number between O and 256 (Fig. 4).

The original image The Decompressed image The Error image

20

“F R
60

d

100 LI 100

20 40 60 80 100120 20 40 60 80 100120 20 40 60 80 100120

(@) (b) (c)

Fig. 4. Decoding algorithm results (IFS) (a) Original image (b) Decoded image after 8 iteration
for N = 8 (c) The error image

In this paper, fractal code is introduced in order to extract the face features from the
normalized face image based WPD. After fractal coding, where each domain is compared
with all regions of the image, we obtain a set of transformations which can approximate
the face image. Each transformation is represented by parameters of contrast S;, brightness
O;, spatial coordinates of Range/Domain, and rotation W;. The output of fractal code is
the feature matrix with 2D-dimension used as a database of face which is applied two-
dimensional subspace for reduction, discrimination and speed time.

5 Face Classification Using Neural Networks

Several studies have shown improved face recognition systems using a neural classi-
fication compared to classification based on Euclidean distance measure [12].

5.1 Probabilistic Neural Networks

The probability neural network is proposed by D.F. Specht for solving the problem of
classification in 1988 [13]. The theoretical foundation is developed based on Bayes
decision theory, and implemented in feed-forward network architecture.

PNN represent mathematically by the following expression

a = radbas(||IW — x||b) (14)
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y = compet(LWa) (15)
The structure PNN: The PNN architecture consists of two layers [13, 14]:

The first layer computes distances from input vector to the input weights (IW) and
produces a vector whose elements indicate how close the input is to the IW.

The second layer sums these contributions for each class of inputs to produce as its net
output a vector of probabilities. Finally a complete transfer function on the output of
the second layer picks up the maximum of these probabilities and produces a 1 for that
class and a O for the other classes. The architecture for this system is shown above.

The probability of neural network with backs propagation networks in each hidden
unit can approximate any continuous non linear function. In this paper, we use the
Gaussian function as the activation function:

radbas = exp[(—n*)] (16)

Finally, one or many larger values are chosen as the output unit that indicates these
data points are in the same class via a competition transfer function from the output of
summation unit [9], i.e.

compet(n) = e; = [0000,0. ..... 0;],n(I) = MAX(n).

5.2 Linear Vector Quantization (LVQ)

The vector quantization technique was originally evoked by Tuevo Kohonen in the mid
80’s [13, 15]. Both Vector quantization network and self organizing maps are based on
the Kohonen layer, which is capable of sorting items into appropriate categories of
similar objects. Such kinds of networks find their application in classification and
segmentation problems.

LVQ network comprises of three layers: Input layer, Competitive layer and Output
layer [15]. The number of neurons in each layer depends on the input data and the class
of the system. The input neurons are as many as the input matrix features of the training
pattern, and the number of the output neurons is equal to the number of person’s to
which face patterns are classified. The number of hidden neurons is heuristic. In order
to implement a face recognition system by our approach, we follow this methodology:

stage pre-processing using technique WPD
coding image using fractal code

feature extraction using 2DPCA/2DLDA
classification using LVQ and PNN network.
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6 Results and Discussion

In order to evaluate and test our approach described for face recognition system, we
chose three databases: ORL, FEI [16, 17] and our database of our laboratory. All
experiences were performed in Matlab installed on a laptop with a dual core processor
T5870 with 2.03 GHz and 2 GB of RAM.

To evaluate the performance of our proposed approach, we chose two test dat-
abases: ORL and FEI. The global performance of algorithms tested on the FEI database
is not as better as that of the ORL database. There are two main reasons:

e The image quality of the ORL database is better than that of the FEI database.

e The FEI database is more complex due to variations in the face details and head
orientations.

e After a series of experiences, we chose the best values of parameters in order to fix
the choice of Eigenvalues, which give a better recognition rate.

(a)Salt&pepper Noise (b) Gaussian Noise (¢) Gaussian Noise m=0,v=0.01 m=0, v=0.04

(a)Salt&pepper Noise (b) Gaussian Noise (¢) Gaussian Noise m=0,v=0.01 m=0, v=0.04

Fig. 5. Adding Noise (database face ORL &FEI)

Adding Some Effects: it is wanted to test our system with and without added noisy in
the two data base in order to evaluate robustness of these approaches namely 2DPCA,
2DLDA, DWT, WPD, fractal codes combined by using two classifier LVQ and PNN.

Noise: Two types of noise are used in this simulation: the Salt and Pepper type
noise with a noise density a = 0.06 (Fig. 5(a)) and Gaussian noise with mean m = 0,
variance v = 0.04. Figure 5 illustrates these effects which are obtained as follows.
The Pre-processing Stage: we proposed to add a preprocessing stage in order to
improve our system’s performance in speed by reducing the size and eliminating
redundant information from the face images by the means of the DWT and WPD
technique, and in other hand reduce the memory and compute of our neural network-
training algorithm (PNN) and LVQ.
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We performed face recognition analysis through WPD and DWT with various
wavelet series: Daubechies, Gabor, Coiflets, Symlets and Gauss. In order to select a
best wavelet to enhance a rate recognition.

The fractal code is used on WPD and DWT coefficients, derived from WPD to
generate detailed high frequency features of animation which forms Feature set one. In
order to have fractal feature vectors with the same length, the size of the face must be
normalized (32 x 32). The normalized image is coded by 64 transformations using
fractal code. Consequently, we obtained 320 fractal features as each transformation is
coded on 5 parameters, as already explained in Sect. 3. Table 2 shows the performance
of our system using fractal features for the two databases.

Feature Extraction Using 2DPCA/2DLDA: After reducing the dimensional of the
face images using IFS. We used the 2DPCA and 2DLDA feature extraction approaches
in order to extract the weight images (Features images in the new space) which must be
converted into vectors before implementing the classifier network (LVQ and PNN).

Choice of the Number of Eigenvalues: Two dimensional methods do not escape this
problem, and the choice of the appropriate number depends on the used method and
faces database. In our experiences, we have selected the best eigenvalues corre-
sponding to the best variance values (eigenvectors).

Selection Parameters and Architecture System Classifier
PNN: our neural network training algorithm used in system face recognition is not
require many parameters compared other neural networks (MLP, BP, LVQ, etc..), that
only parameter that is needed for performance of the network is the smoothing
parameter ¢. Usually, the researchers need to try different ¢ in a certain range to obtain
one that can reach the optimum accuracy [14, 15].

To get a higher recognition rate, we have made a series of experiments to choose
the best smoothing parameter ¢ used in PNN.

The probabilistic Neural Network used in our system is composed of two layers:

Input Layer: The first layer is the input layer and the number of hidden unit is the
number of independent variables and receives the input data (number of feature
extraction for each approach used in this paper).

Output Layer: gives the number of faces used in the Database training (ex: ORL 200
person’s).

LVQ: The changes of LVQ classifier parameters have a high effect on the classi-
fication results. In this paper, we found that the best learning rate increases the rec-
ognition rate of the system whereas the learning rate is a critical parameter that affected
in the recognition process. We use a different number of learning rate (0.1, 0.2, 0.3, and
0.6) with 500 epochs and 80 hidden Neurons experiments.

Discussion: After these series of experiments, we clearly see the superiority of the
two-dimensional methods combined with a probabilistic neural classifier combining
those of a LVQ classifier (Table 1).
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Table 1. The recognition rate obtained by different methods on the database ORL with added
noisy

Type classifier DWT-2DPCA DWT-2DLDA WPD-2DPCA WPD-2DLDA
LVQ 93 % 94 % 94 % 96 %

PNN 94.8 % 95 % 96 % 98 %

Table 2 The recognition rate obtained by different methods on the database FEI with added
noisy

Type of | WPD-2DPCA | WPD-2DLDA | WPD/IFS-2DPCA WPD/IFS-2DLDA
classifier
LVQ 90 % 92.8 % 95 % 96 %
PNN 95 % 96 % 99 % 99 %

Table 3 The running time (s) obtained by different methods on the database FEI with added
noisy

DWT-2DPCA WPD-2DLDA WPD&IFS-2DPCA WPD&IFS-2DLDA
PNN 1.20 1.25 2.10 2.05
LVQ 1.25 1.45 2.08 1.98

In Table 2, we present the recognition rate obtained when using all fractal features,
and those reduced by the bi-dimensional subspace analysis. There is trade -off between
encoding time and average of recognition rate because when N(domain range
decreases, size of features vector will increase so LVQ and PNN learns more details
and its generalization ability become weak. As feature extraction is faster for N = 8 and
average of recognition rate is also fair so we encoded input faces with this R blocks
size. The classification results for face is shown in Table 2 for N = 8.

We also note that the choice of optimal component and the choice smoothing
parameter, which represents a better recognition, rate for methods, 2DPCA and
2DLDA and accuracy of classification PNN and LVQ.

In Table 3, we present the running time obtained when using fractal codes. com-
putational complexity of fractal encoding is the disadvantage of fractal features in our
system which can be improving by adaptive search to speed-up fractal image
compression.

7 Conclusion

In this paper, we propose an approach for face recognition based on the combination of
two approaches, one used for the reduction of space and feature extractions in two
dimensions and the other for classification and decision.

A hybrid approach is introduced in which, through the bi-dimensional subspace
analysis, the most discriminating wavelet fractal features are extracted and used as the
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input of a neural network (LVQ, PNN). The performance of our method is both due to
the fidelity of fractal coding for representing images, the WPD algorithm to speed up
the features extraction step, and the 2DPCA and 2DLDA which highlights all dis-
criminating features.

As a perspective, we propose to use this approach in an uncontrolled environment

(video surveillance) based on video sequences (dynamic images) in order to make the
task of face recognition more robust.
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Abstract. Context-awareness is a key feature of Ambient Intelligence
and future intelligent systems. In order to achieve context-aware behav-
ior, applications must be able to detect context information, recognize
situations and correctly decide on context-aware action. The representa-
tion of context information and the manner in which context is detected
are central issues. Based on our previous work in which we used graphs to
represent context and graph matching to detect situations, in this paper
we present a platform that completely handles context matching, and
does so in real time, in the background, by deferring matching to a com-
ponent that acts incrementally, relying on previous matching results. The
platform has been implemented and tested on an AAL-inspired scenario.

Keywords: Graph matching - Context matching - Context patterns -
Software agents

1 Introduction

Ambient Intelligence — or Aml — is one of the current priorities in the world of
intelligent distributed systems. In order to appear as truly intelligent, and in
order to provide the user with the appropriate information at the right time,
or with the appropriate, non-intrusive assisting action [21], AmI relies on sev-
eral essential features, such as system distribution, fusion of information from a
large number of sensors, detection of context and context-aware action. Context-
awareness [20] is the ability of a system or application to correctly identify the
situation of the user based on a large quantity of information, and to take appro-
priate action in that situation.

This work has as framework the AmlciTy' initiative to build a software
infrastructure for Ambient Intelligence. The initiative relies on two key features.
One is the use of agent technology as an enabler of individual autonomy and
of distributed, reliable behavior for the system. The other is a representation of
context information that is adequate for a distributed system, allowing both an
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efficient management of context information at the system level, and context-
awareness at the individual level, without the mandatory presence of context
servers and other centralized components.

In the architecture of the AmlIciTy system [19], context information is han-
dled in a distributed manner by persistently storing in each agent the context
information that is relevant to its activity. Agents also exchange between them
information that is potentially relevant to other agents. Context information is
stored in agents as context graphs (or CGs), that are very much like seman-
tic networks — graphs having concepts as nodes and relations as edges. Each
agent also stores a set of context patterns (or, in short, Patterns), that describe
situations as graphs with generic (wildcard) nodes. Agents detect the current
situation by matching patterns against the CG and take action as indicated by
the matching pattern(s). This is what we call context matching.

Although graphs are a great way to visually and comprehensively represent
information, the drawback of our method is that the general problem of graph
matching is NP-complete [9]. However, we have shown in the past that since most
of the nodes and edges in context graphs are labeled, the computational effort of
matching the graphs is greatly reduced, by using a purpose-built algorithm that
starts from single-edge matches and grows them to reach the maximum common
subgraph (MCS).

This paper deals with how to perform context matching in an efficient, timely
fashion, even when context changes very quickly. In this work we describe the
architecture and implementation of a context matching platform that increases
the efficiency of matching by relying on two facts: first, changes in the context
graph are incremental, even if they are rapid; second, the context patterns remain
quasi constant throughout the operation of the system — they are added or
removed relatively rarely. This means that, at the expense of keeping part of the
(partial) matches in memory, new matches can be obtained quickly when the
context graph changes, based on the partial matches stored in memory.

The proposed platform is able to handle rapid changes in the context graph
while performing matching in the background. It uses queues of transactions
to follow changes in the sequence in which they happened. Matches that are
detected in the background are notified to the host process through a mechanism
of notifications. This paper not only introduces these new features of platform,
but also makes a comprehensive, focused presentation of the whole architecture,
in order to allow, together with the open source implementation?, the use and
replication of these results by other researchers.

After discussing some related work, we present the formalism of context
graphs in Sect. 3, followed by the introduction of the Continuous Context Match-
ing Platform and related concepts in Sect. 4. Section 5 shows some experimental
results and the last section draws the conclusion.

2 The implementation is freely available under a GPLv3 license at https: //github.
com/andreiolaru-ro/net.xqhs.Graphs.
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2 Related Work

Modeling of context information uses representations that range from tuples
to logical, case-based and ontological representations [4]. The most popular
approaches are ontologies for representing situations and rules for reasoning,
coupled with propositional or predicate logic to represent current context infor-
mation. We have previously advocated context graphs as an appropriate method
to represent context, that couples a simple theoretical formalism with a visual
representation and powerful algorithms for graph matching [18]. Ontologies are
used in many projects to describe potential situations or situation elements
and to establish the relations among the elements of context. Several ontologies
have been created specifically for use in context-aware computing (e.g. SOUPA
[8]). The main criticism regarding ontologies is a lack of support for temporal
relations, the lack of dynamicity, and the large space and temporal complexity
required for ontological reasoning [5]. The mechanisms we propose are directed
towards system distribution, local storage of context information and local rea-
soning. The work of Turner et al. shows how context-mediated behavior (CMB)
[22] can be used to adapt behavior to cases that have not been encountered
before, but share similarities with existing cases, much like we use patterns for
context recognition. Our research is somewhat similar in behavior but we use
structures that are easy to represent graphically and to visualize.

In terms of using graphs, in their works in 2004 and 2014 respectively, Conte
and Foggia [9,13] analyze the use of graphs in pattern matching in the last
40 years. Graph matching has gained traction since the beginning of the mil-
lennium, as computational power increased and NP-complete problems became
more approachable. It is notable that in every application domain where graphs
are used there are specific challenges related to the process of pattern matching,
but algorithms are customized starting from classical, generic graph-matching
algorithms, such as the ones enumerated in the rest of this section. None of those
fields has, however, the same particular constraints as our problem, therefore in
this and previous work, algorithms had to be adapted to solve it.

We may classify graph matching algorithms in two major categories: exact
matching, when the reference structure must be found entirely in the examined
structure; and inexact matching, when a match might be valid even if the two enti-
ties are different to a certain extent. Among the most important algorithms for
matching of unlabeled graphs are tree-search algorithms [10] and algorithms for
the matching of a graph against a library of graphs [17]. Some algorithms,
especially those for inexact matching [3], are based on powerful mathematical
instruments — such as expectation maximization [15] and learning of assignment
coefficients [7].

We have previously adapted several popular algorithms for graph matching
in order to observe their behavior on context matching problems [11]. The algo-
rithms that we have focused on were algorithms that can be adapted to the
problem of context matching: they rely on label comparison and can be adapted
to deal with generic edges and nodes. Among them, algorithms using incremen-
tal matching by exploring the entire state space (McGregor’s algorithm [16]);
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algorithms using the equivalence between finding a maximal clique and finding
the maximum common subgraph (algorithms by Bron-Kerbosch [6], Durand-
Pasari [12], Akkoyunlu [1] and Balas-Yu [2]); and algorithms using the equiv-
alence with the maximal clique, but considering an extended modular product
of the edges, not of the nodes (Koch’s [14]). While we have found that some
of these algorithms have certain advantages with respect to our problem, there
was room for improvement. While testing algorithms for matching a pattern to
a graph, the algorithm we have developed in previous work was by far the most
efficient for all test cases.

While connected with, and sometimes inspired by related research, this work
is innovative not only due to the approach we have to using graph matching
for context awareness, but especially due to the purpose-built algorithms and
methods that we have developed in order to make context matching viable in a
distributed setup of resource-constrained devices.

3 Formal Model

In an Ambient Intelligence system, each agent should have a representation of the
information that is interesting to it, and also the means of detecting what infor-
mation is interesting to it from the stream of information that it receives [18]).

Each agent A has a Context Graph CG 4 = (V, E) that contains the infor-
mation that is currently relevant to its function. Considering a global set of
Concepts (strings or URISs) and a global set of Relations (strings, URIs or the
empty string, for unnamed relations), we have:

CG4 = (V,E), where V C Concepts
E = {edge(from,to,value, persistence) | from,to € V,value € Relations}

In order to implement forgetting information, or limited validity of information,
edges feature an element of persistence. They can be permanent, or they may
have an ‘expiration time’, after which they are removed. The persistence of edges
is set when they are added to the graph, according to settings in the pattern
that generated the edge (see below).

In order to detect relevant information, or to find potential problems, an
agent has a set of patterns that it matches against graph C'G 4. These patterns
describe situations that are relevant to its activity. A pattern s is defined by a
graph GT. We will use the “ ¥ ” superscript to mark structures that support
generic elements, such as generic nodes:

GY = (VI ED)
V.E C Concepts U {7}
EF = {edge(from,to,value) | from,to € VF value € Relations U {\}}

We have used A as a notation for the empty string. Examples of a pattern and
a graph are shown in Fig. 1.

By using graph matching algorithms — matching a pattern from the agent’s
set of patterns against the agent’s context graph — an agent is able to detect
interesting information and is able to decide on appropriate action to take.
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Emily ——"»Entry hall
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Emily —=>Entry hall has >wallet
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has Wallet activity ? ?Shopplng bag
Shopping
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Fig. 1. Example of context graph and pattern. The pattern 3-matches the context
graph.

The pattern GE matches the subgraph G’y = (V', E'), iff there exists an
injective function f, : V.—V’, so that the following conditions are met simul-
taneously:

(1) YoP e VE vF =2 or vf = f(vF) (same value)
(2a) Vedge(v], vl rel) € EL, edge(f(v]), f(v]), value) € E', value € {rel, \}
(2b) Vedge(vf,vf,\) € EF, Jualue € Relations, edge(f(v}), f(vf), value)
er

That is, every non-? vertex in the pattern matches (has the same label) a different
vertex from G'; (f, is injective), and every edge in the pattern matches (same
label for the edge and vertices) an edge from G’4. Subgraph G’ should be minimal
(no edges that are not matched by edges in the pattern). One pattern may match
various subgraphs of the context graph.

We allow partial matches. A pattern GI k-matches a subgraph G’ of G,
if conditions (2) above are fulfilled for m, — k edges in EF, k € {l.m, — 1},
ms = ||EF|| and G’ remains connected and minimal. The k number of a match
is the number of edges in the pattern that have not been found in the graph.
For a complete match, k is null.

Partial matches are useful because, depending on a set threshold for &k, they
indicate actionable cases. A small k indicates that the user is indeed in the
situation described by the pattern. A strictly positive k indicates however that
there is something missing. Depending on the settings of the pattern, this either
indicates that the agent should issue a notification about the missing edge(s),
or, if the missing edges are actionable, the agent may add them to the graph,
with a certain persistence.

We have also developed a formalism, called timelines, for higher-level patterns
which match a certain temporal sequence of pattern matches. While the context
matching platform currently supports the detection of timelines, the focus of
this paper is on efficiently matching individual patterns.

4 Platform Architecture

The architecture of the platform that is presented in this paper has been designed
specifically for the problem of context matching. More precisely, having a context
graph, presumably quite large, and a number of context patterns (this number
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Fig. 2. Shadow graphs take transactions from transaction queues to which the tracking
graph appends operations.

depends on the complexity of the functionality of the device / agent), that have
a relatively small size compared to the graph, we desire to obtain notifications
when a match is found between the current CG and a Pattern (the & is chosen
by the user), and also when a previously reported match disappears.

Performance-wise, we desire that the notification comes in a timely fash-
ion (while allowing some small delay), and that no changes are overlooked. For
instance, if, as a result of a perception, an edge appears in the CG, and then
immediately disappears, and that edge completes a match, we wish that match
to not be missed, even if before these events the system worked on obtaining
other computationally intensive matches.

The challenges in developing the platform were, on the one hand, to not miss
any changes, and on the other hand, to obtain reasonable performance at the
expense of some memory space.

The platforms relies on an algorithm developed in previous work [18], that
is limited to matching one pattern to one graph. In short, the algorithm grows
and merges matches. It starts with creating one potential match for each pair of
matching edges in the graph and in the pattern (same edge label and matching
labels for adjacent vertices). For each match a set of candidates for merger is
computed, based on common frontier vertices in the two matches and on the
fact that matches should not overlap. Matches that share a common frontier are
‘immediate’ merger candidates. Matches that are compatible, but not adjacent,
are ‘outer’ merger candidates. In the second phase of the algorithm, using these
two candidate sets for each match, matches are merged incrementally with imme-
diate candidates. The gist is that compatibility between matches does not need
to be checked in the second phase, because it is insured by computing new can-
didate sets as set operations between the candidate sets of the merged matches.
For instance, the resulting outer candidate set is the intersection between the
outer candidate sets of the merged matches — that is, candidates that were com-
patible (not overlapping) with, but not immediate merge candidates for any of
the two merged matches.
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Fig. 3. Architecture of the Continuous Context Matching Platform. The dotted line
separates the part that works in real time from the components that do matching
sequentially, in the order of transactions applied to the context Graph.

4.1 Tracking Changes

In order to correctly track changes in the context graph, we have created a
special structure called a tracking graph. As the normal operations in a graph are
addition and removal of nodes and edges, the tracking graph is modified by means
of transactions. A transaction contains any number of operations, each of the
operations being the addition or removal of a node or edge. The only condition
is that the same transaction does not simultaneously contain the addition and
the removal of the same graph component. Whenever a transaction is applied
to a tracking graph, the operations in the transaction are applied immediately.
A transaction is considered atomic — there is no state in which only part of the
operations in a transaction are applied.

However, a tracking graph may have any number of shadow graphs (see
Fig.2). When it is created, a shadow graph is a snapshot of the tracking graph
(they are identical). Whenever a transaction is applied to the tracking graph, it
is added to the transaction queue of each shadow graph. Shadow graphs only
update their state when an increment operation is invoked. One increment invo-
cation causes the shadow graph to take one transaction from the queue and
apply it to the graph.

This way, the matching process can be safely performed on the shadow graph,
regardless of what changes happen in the tracking graph in the mean time.
When the matching is finished, and if changes have occurred, the shadow graph
is incremented and the matching process is started again.

4.2 Incremental Matching

When using the algorithm presented at the beginning of the section, whenever
the context graph changes, the matching process must be done again completely,
wasting resources even if, for instance, an edge has been added that cannot be
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found in any pattern. Resources could be saved, because, if the CG changes
only slightly, for every pattern most of the partial matches, and potentially
the matching process entirely, remain unchanged with respect to the previous
matching.

It is therefore possible to remember partial matches that have been created
previously. When a new edge is added, and it matches an edge in a pattern,
a single-edge match is created, candidates are computed, and potentially the
match is merged with a pre-existing, hopefully maximal, match. Computing the
candidate sets is not even too difficult: the match is compatible with all matches
that do not contain the pattern edge, and it can be immediately compatible only
with candidates containing neighbor edges (in the pattern).

Of course, it may be that with modifications in the graph, some partial
matches that are stored become invalid. Therefore an index is stored of what
edges in the graph are part of which matches. Whenever an edge is removed, all
matches that it was part of are removed as well.

4.3 Continuous Context Matching Platform

The CCM platform (see Fig.3) completely deals with the matching of a set
of patterns against a context graph. At any time, the context graph can be
modified. The CCM platform uses, internally, a component that is called a Graph
Matching Platform (GMP). The GMP is capable of obtaining all matches of a set
of patterns against a context graph. An incremental process, called a Matching
Process, is attached to each of the Patterns. When there are changes in the
CG, Matching Processes are executed by a pool of threads, giving priority to
the patterns which are closest to the changed edges (simple label comparison is
performed). Matching Processes work on shadows of the CG.

A Matching Process holds two indexes of matches — for each edge in the
graph, the list of matches containing that edge, and for each in the pattern, the
list of matches containing it. When an edge in the graph is removed, all matches
containing that edge are declared invalid and will be removed whenever they are
iterated over. When an edge is added to the graph, initial matches are created
(against matching edges from the pattern) and merge candidates are added from
among the matches of the neighbor pattern edges.

4.4 Complexity Considerations

While the matching of graphs with unlabeled nodes and edges is an NP-complete
problem, labels greatly improve the performance of the process. This section
extends our previous analysis [18] but focuses on real-time matching.

Since a certain number of matches are kept in memory and the matching is
done incrementally, the largest computational effort is when the initial matches
are created, that is when new Patterns are added. Later, matching processes are
executed whenever an edge is added or removed in the CG. When an edge is added,
It is first matched against all edges in the pattern in an attempt to create a single-
edge match. For all patterns, this means one label comparison for each pattern
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Fig. 4. The number of label comparisons for nodes and edges in every hour-long
interval.

edge. Next, the candidate sets are computed for each resulting single-edge match,
which is done in O(7;,), where T, is the mean number of neighbor edges for an
edge in the pattern. As seen in Sect. 5.2, only single-edge matches are significant
computationally. Practically, the computational effort is proportional to the num-
ber and size of patterns, but also to the branching factor of patterns. Thanks to
indexing, removing an edge from the CG is done in O(1) for each pattern.

From the point of view of memory consumption, results show that storing
partial matches consists mostly in single-edge matches. For a CG and a pattern
with no labeled edges and nodes, there is a maximum of m x m¥ matches, but
when edges and vertices are labeled, there is one single-edge match per pair of
CG edge and pattern edge with the same label and matching vertices. Practically,
performance is better when the pattern is less ambiguous.

5 Experiments with Matching Context

The Continuous Context Matching Platform was implemented? in Java, so it can
be executed on workstation platforms as well as on Android devices. The tested
scenario, taken from the AAL domain, takes place in the home of an elderly
woman named Emily. Emily is aged 87 and lives alone in a small apartment.
Motion sensors in the home track Emily. The system, running on a limited piece
of hardware, must be able to promptly detect the current activity of Emily, based
solely on location detection.

5.1 Experimental Setup

Each experiment is a simulation using an automatically generated scenario which
takes place over 24h — one day in Emily’s life.
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Fig.5. The number of matches and labels stored in memory to allow incremental
matching.

Emily’s apartment is consists of a living room, a hall, a kitchen and a bath-
room. Each of the first three rooms is equipped with a motion detector, and
there is a detector to know whether someone is near the bathroom door. There
are no sensors in the bathroom. The context graph of the system contains nodes
referring to the current state of Emily, the layout of the rooms, food in the fridge,
etc. (about 50 nodes).

Emily sleeps between 10 PM and 7 AM. During the day, she eats two or three
times, goes to the bathroom, and may take a shower. At times she wanders
around the house and spends time in the kitchen without eating anything, just
sitting down and looking out of the window.

In order to generate a 24h long scenario, we use a generator that inserts
various activities (one of sleeping, having a meal, going to the bathroom, taking
a shower, wandering around the house, and doing nothing) at various moments
of time, using a distribution of probability for each type of activity. For example,
if Emily just ate, she will not eat again for the following 3 or 4 h, but after that
the probability of her deciding to eat will increase with time. Depending on their
type, some activities may have variable durations.

5.2 Results

We have executed the Continuous Context Matching Platform on 24-h long
scenarios in compressed time. We have mapped every second in simulation time
to a millisecond in real time, but the platform had no problem completing the
matches in that millisecond, even on older, slower, machines.

Incremental matches mean that the number of operations is very low at any
given time. In Fig.4 a chart is shown of the number of label comparisons, for
nodes and for edges, for every hour of simulated time. We have chosen to show
label comparisons because they are the most computationally intensive operation
while performing the matching.

Of course, incremental matching brings performance at the expense of mem-
ory consumption. In order to evaluate the tradeoff, we have monitored how the
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number of stored matches evolves over time. We have also inspected the total
number of edges in stored matches. These results are shown in Fig.5, in the
context in which no optimization of memory space was done (e.g. activating a
strategy in which some partial matches are removed in time).

A first observation would be that the number of matches grows steadily with
time and does not reach a very high number. The matches can be stored even
on devices with low capabilities. Secondly, it is interesting to observe that the
difference between the number of matches and the total number of edges stored
in matches is very small. Basically, all matches are single-edge matches. The
platform could therefore be optimized to keep only larger (much fewer) matches
and recreate less used single-edge matches, in case memory is constrained and
the device handles many patterns.

6 Conclusion

Although the problem of graph matching is computationally difficult, using
graph for representing context is an approach that is flexible, easy to under-
stand, and suitable to detecting context by matching patterns against a graph.
This paper presents a platform for graph matching that uses tracking graphs in
order not to miss any rapid sequences of operations, and uses incremental match-
ing, at the expense of some memory, to keep the useful results in the matching
process for future matchings.

An implementation is currently underway for a set of tools that allows work-
ing in a uniform manner with varied datasets of activity data, some very large.
The presented platform will be deployed against such datasets in the near future.
On the medium term, our goal is to build a large experiment in which context
matching will be used by a large number of agents, on the same machine, so
as to full understand the impact of the performance and memory tradeoffs that
exist in the implementation.

As a long term goal, the deployment of AmIciTy on multiple machines and
platforms (such as smartphones) will enable us to apply machine learning to
improve patterns and learn new patterns by tracking the user’s activity.
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Abstract. This paper presents several methods used in motion capture
to measure jumps. The traditional systems to acquire jump information
are force plates, but they are very expensive to most people. Amateur
sports enthusiasts that want to improve their performance, do not have
enough money to spend in professional systems (4+20.000 EUR). The
price reduction of electronic devices, specifically the inertial measure-
ment units (IMU), are generating new methods of motion capture. In
this paper we present the state-of-art motion capture systems for this
purpose, from the classical force plates to latest released IMUs. Noise
reduction techniques, as an inherent part of motion capture systems,
will be reviewed.

Keywords: Motion capture - Accelerometers - Inertial measurement
units - Force plate - Jump - Noise reduction

1 Introduction

Motion Capture (Mocap for short) is the process or technique of recording pat-
terns of movement digitally, and the goal is transforming a live performance into
a digital performance. The subject is usually a person, an animal or a machine. It
is used in military [1], films [2], video games [3], sports [4], medical applications
[5], and robotics [6]. In health and sports, human motion capture is frequently
used to study musculoskeletal biomechanics and clinical problems, as well as to
provide an improve sport techniques.

The price of this systems is so high, that most people can not access even
to use it. Their use is restricted to films and video game producers, hospitals,
military or prestigious sports team and players. With mocap systems we can
create a film character [7] simulating his movements to real world, estimate
patient injuries and their evolution [8], and improve the performance of athletes,
evaluating their biomechanical variables [9].
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The jump is one of the most popular test in all the application areas; specially
in sports and medicine, due to the relevant information about the explosive force,
the footprint or the gait. The jump establishes an excellent workbench for testing
mocap’s performance. We present in this paper a review of the actual mocap
systems focusing in the jump analysis problematic. The main mocap systems
are cameras, force plates and inertial measurement units.

Once data is captured it is necessary to filter it to reduce the noise raw
data comes with. This step unavoidable for the subsequent data analysis step
performed to convert this data into valuable knowledge. Several filters might be
used, of which Kalman’s and Butterworth’s are the most common ones.

The remainder of this paper is organized as follows. In Sect. 2 the jump and
its main features are described. In Sect. 3 various mocap systems are introduced
giving special attention to the main ones: force platforms, cameras and inertial
sensors. Section 4 present a compilation of filters used in the literature to reduce
noise in capture process for biomechanics applications. In Sect.5 we conclude
the paper.

2  Jump Description

There exist several standard jumps used in literature and in the practice of jump
analysis. The basic ones are:

— Countermovement Jump (CMJ): The subject performs a short initial descent
followed by a jump.

— Squat Jump (SJ): The subject performs a jump from a semi-squatted position.

— Drop Jump (DJ): A vertical jump that is started from a surface higher (30—
100 cm) than ground level. The subject jumps to the ground and the springs
up as high as he can in one motion.

Data given by all sensors is necessary to quantify the information from a jump.
Firstly, a graphical representation of the jump is constructed. The graphics
that can be obtained are: Ground Reaction Force (GRF)-time, Acceleration-
time, Velocity-time, Displacement-time, Force-displacement. The most signifi-
cant information can be given by the first one (GRF-time). With this graphical
representation the following representative points, given by Linthorne [10] at the
Fig. 1, are calculated.

These kind of vertical jumps have low differences between them, but they
have common movements from point ¢ to h represented in Fig. 1 that correspond
from the lowest part of countermovement and the landing in a surface. In a squat
jump the Linthorne points are:

— (a) - Start of jump
— (b) - Maximum downward acceleration of jumper’s central of mass
- (¢) - Maximum downward velocity
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Fig. 1. Left: movement in a squat jump. Right: GRF-time graphic.

(d) - Lowest point of countermovement
(e) - Maximum upward velocity

(f) - Instant of takeoff

(g) - Peak of the jump

(h) - Instant of landing

This information is useful for first inspection of any kind of vertical jump for all
people. Gerrish [11] and Offenbacher [12] establish during the twentieth century
the principle of measuring vertical jumps. In 2001 Linthorme [10] performs this
analysis obtaining similar results applying new technologies.

3 Motion Capture Systems

The systems to capture the movement are organised in following groups.

Inertial: Inertial Measurement Units (IMUs) senses and processes multiple
degrees of freedom, acquiring data from gyroscope, accelerometer and mag-
netometer [13].

Force/Pressure: Is a transducer that converts a mechanical force input into
an electrical output signal [14].

Fibre Optic: It is a small transducer that gives the extension of a body part.
It is commonly used to measure the spine posture [15,16].

Camera: Is an electronic device that captures pictures, movies or other visual
images to digitalize them [17].

Goniometer: It is a device that measures angles [18,19].

Ultrasound: Electronic device that uses sound waves above 20 kHz. to obtain
the outline of people [20].

Ultra-Wide Band: They work in the same way as Ultrasound system but using
waves above 500 MHz instead [21].

3.1 Main Types of Motion Capture Systems

The most commonly used systems to capture the movement in a jump are:
cameras, force plates and inertial sensors.
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Camera Based Systems. These systems have been used for many years. The
person that we want to capture the movement needs to add some markers dur-
ing recording. The images are recorded with high-speed cameras, which makes
accurate tracking with the motion carried.

There are few ways to mark the person position. The most commonly
used are:

— Passive markers: These markers do not carry electrical connection and are
easily recognizable by a camera. Reflective material covers markers for easier
identification. Painted suits are also considered as passive markers. These
suits are usually black with few points in high contrast colour, such as white
or yellow. They are widely used as we can see in [22-24].

— Active markers: This elements are electrically connected to illuminate the
marker. The marker has a LED inside to increase the contrast for easier recog-
nition of the camera. These kind of markers are frequently used in [25-27].

— Markerless: Do not use any kind of markers. Instead of them, a more complex
image processing task is executed.

This type of capture has less precision and lower sampling speed than other
systems. For easy motion capture can be used, for example [28-31] (Fig. 2).

Fig. 2. Passive markers

The necessary high speed cameras makes it an overpriced system. It is needed
a minimum of 3 cameras with viewing angle of 120° to calculate accurately, by
triangulating, the position in 3 axes. With a single camera we only could see the
movement on one axis. Very high speed cameras can capture till 200K FPS at
a cost of a lower resolution. Depending the object that we want to capture, is
necessary to make a balance between sampling rate and resolution.

Microsoft has developed a system to use with Xbox videoconsole!. This has
been used in motion capture in biomechanics. Staranowicz et al. [32] has used it
to evaluate people with hip disease. Gabel et al. [33] captures all the body for
gait analysis.

! http://www.xbox.com/en-US /xbox-one/accessories/kinect- for-xbox-one.
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Force Plates. The force plates are systems that measure the weight exerted
against the floor during a period of time. A person must be placed above the
platform and do some exercise such as jump or walk on it.

Three main elements that composes a force plate are: housing, weighting
system and data acquisition system.

— Housing: It is a plain surface where the person that we want to measure will
be placed. The plate dimensions are limited by manufacturer recommendation
because this size is calculated to measure equally in all the surface.

— Weighting System: Two type of weight transducers are used: piezoelectric
devices and load cells.

e Piezoelectric: Professional force plates used this type of transducer. These
sensors generate a voltage based on the pressure being exerted. They are
very accurate but the cost is very high.

e Load cell: It is a resistive strip placed on a metal piece that measures the
deformation when a weight is placed on it. Measuring this deformation we
can obtain the weight. Its cost is really cheap comparing with piezoelectric
devices, and performs jump tasks precisely enough.

— Data acquisition system: It is the system that transforms data given by trans-
ducer (analogue signals) into information that we can send to a computer
(digital signals) (Fig.3).

Fig. 3. Force platform

In contrast with the rest of mocap systems, force platform give us directly the
ground reaction force (GRF).

The application of these systems is very wide. It is frequently found in hos-
pitals for making gait analysis, or in a sport centres to value the features of an
athlete.

Inertial Measurement Unit. The IMUs have been in use for many years but
they have not become affordable until this last years. These devices are placed
in different parts of the body and autonomously are able to know the situation,
where you are starting from a known point.
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They are considered Microelectromechanical Systems (MEMS). They are
very small devices that have inside 3 physical miniature ones, which are:

— Accelerometer: Measures the acceleration in 3 axes.
— Gyroscope: Measures the rotation speed in 3 axes.
— Magnetometer: Measures the magnetic field of the Earth in 3 axes (Fig.4).

Fig. 4. Inertial Measurement Unit (IMU)

IMUs were commonly used in aeronautical navigation. But last years price reduc-
tion have made them to be used in other fields, such as mobile telephony. In
medicine, specifically in biomechanics, is used to capture movement to analyse
it. Sometimes those systems are used in combination with other to increase the
precision.

Although their low cost, the noise is the biggest problem that IMUs have.
Noise reduction becomes more relevant than with other mocap systems. The
limited resolution to 16 bit is another disadvantage of this devices, depending
on the task, it might be inadequate.

Xiang et al. [34] validates inertial system with Kinect.

3.2 Relation Between Systems

All the analysed systems register some information about the jump over the
time. Cameras and wave based systems (Ultrasound or Ultra-wide band) obtain
position-time graphic. IMUs obtain acceleration-time graphic, that can be con-
verted into position-time with some additional information. Force plates gives
GRF-time. Notice that while position-time and acceleration-time graphics are
relative to the mass centre of the athlete, GRF-time is relative to the force
exerted on the ground. Fiber optic and goniometer give quite different informa-
tion, the angular momentum of joints of athlete. In Fig. 5 we can see a taxonomy
of this relation.

The important information in a jump is the displacement in the vertical axis.
The analysed systems can give information in 3 axes. IMUs give information
directly in 3 axes. Cameras can give also 3 axes information combining several
cameras with different view angles [35]. Even force platforms, that initially only
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Active Marker

Ultrasound

Wideband
Force Plate

Fig. 5. Taxonomy of capture systems.

measures vertical force, but technology is achieving this issue and some man-
ufacturers are producing triaxial force plates. In this article, we disregard the
information of lateral displacements and we focus on a vertical axis movement.

Camera based systems and ultra-sounds gives the position in a moment of
time. Those systems obtain a image of an athlete. With image processing tech-
niques we can obtain a graphic with markers position versus time. Therefore,
the mass centre of the athlete is calculated. The final result is a position-time
graphic.

The motion capture systems based on accelerometer gives directly the accel-
eration time graphic. Orientation and angular speed information is neglected
since it already was used to calculate the vertical axis. We can pass directly from
position-time to acceleration-time, calculating the second derivative. This allow
us have the same information as given by a camera based system. To obtain cam-
era information from IMUs [36], we have to capture additional data. To achieve

2000 5

ground reaction force (N)

-0.3 -0.2 -0.1 0.0 0.1
vertical height (m)

Fig. 6. Ground reaction force versus height graph.
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Fig. 7. Force plate and accelerometer graphs

the position, by integration, the initial position and speed are necessary. Initial
speed is set up to 0. However, the initial position needed to be captured with
other system. Given these observations, we can accept that cameras and IMUs
give the same information.

The force platform gives GRF-time graphic. This information is quite dif-
ferent than previous because the reference point is not the mass centre of the
athlete, it is the ground, instead. The Fig.6 shows this fact. GRF-time is the
graphic used in the application areas, a doctor can show the improvement of
a patient in rehabilitation task [37], or can know the explosivility of athlete
[38], and son on. Knowing the mass of the person being tested, Newton’s Law
(F = ma) may be applied to transform the information given by accelerometers
into the one given by a force platform, and reverse way, as we can see in Fig. 7.

All this post-processing of data allow us to analyse the jump regardless of
the motion capture system used.

The following table shows the motion capture systems previously presented:

Table 1. Motion capture systems

Type Sample rate | Axis | Accuracy | Approx. price
High speed camera| 1000Hz |1 98 % 5000 EUR
High speed camera| 10000Hz |1 98 % 12000 EUR
High speed camera | 200000Hz |1 98 % 44000 EUR
Force plate 1000Hz |1 99,5 % 20000 EUR
Force plate 1000Hz |3 99,5 % 60000 EUR
IMU 1000Hz |3 90 % 2000 EUR
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The most commonly sampling rate is 1000 Hz. There are morte expensive
systems with higher precision in data and also higher speed. Knowing the pre-
cision that we need we can use several types of sensors with the data quality
required. The most accurate system is the uniaxial or triaxial force platform.
However, the commercial inertial sensors offer a acceptable precision with afford-
able cost (comparing with the rest of systems). All information given in Table 1
is form commercial devices. Nowadays there is a big community that makes his
own systems, such as force plates and inertial sensor with great and even better
result than commercial systems.

4 Noise Reduction Techniques

The graph shown on Fig. 1 is an ideal jump without noise. In real world the sen-
sors produces noise and this could be high with higher sampling rates. During
last years, scientific community is trying to reduce noise testing several tech-
niques.

4.1 Low Pass Filter

A low-pass filter is a filter that passes signals with a frequency lower than a
certain cutoff frequency and attenuates signals with frequencies higher than the
cutoff frequency.

Kristianslund et al. [39] shows the effectiveness of this filter in inverse dynam-
ics to show the implications for injury prevention.

4.2 Butterworth Filter

The Butterworth filter is a type of signal processing filter designed to have as
flat a frequency response as possible in the passband. It is also referred to as
a maximally flat magnitude filter. It was first described in 1930 by the British
engineer and physicist Stephen Butterworth [40].

Fourth-order Butterworth low-pass filter is used by McEllean et al. [41],
Huang et al. [42] and Malfait et al. [43] to reduce signal noise in their appli-
cations.

4.3 Kalman Filter

Kalman filter is an algorithm that uses a series of measurements observed over
time, containing noise (random variations) and other inaccuracies, and produces
estimates of unknown variables that tend to be more precise than those based
on a single measurement alone. More formally, the Kalman filter operates recur-
sively on streams of noisy input data to produce a statistically optimal estimate
of the underlying system state. This kind of filter has successfully used in [44-46].
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4.4 Chevyshv Filter

Chebyshev filters are analog or digital filters having a steeper roll-off and more
passband ripple (type I) or stopband ripple (type II) than Butterworth filters.
Chebyshev filters minimize the error between the idealized and the actual filter
characteristic over the range of the filter. Moschas et al. [47] uses this filter to
reduce noise given by a GPS and accelerometer, that is similar to our system

4.5 Elliptical (Cauer) Filter

An elliptic filter (also known as a Cauer filter) is a signal processing filter with
equalized ripple behavior in both the passband and the stopband. The amount of
ripple in each band is independently adjustable, and no other filter of equal order
can have a faster transition in gain between the passband and the stopband, for
the given values of ripple (whether the ripple is equalized or not). Alternatively,
one may give up the ability to independently adjust the passband and stopband
ripple, and instead design a filter which is maximally insensitive to component
variations.

As the ripple in the stopband approaches zero, the filter becomes a type
I Chebyshev filter. As the ripple in the passband approaches zero, the filter
becomes a type II Chebyshev filter and finally, as both ripple values approach
zero, the filter becomes a Butterworth filter.

Several publications uses it in their experiments such as Lugade et al. [48],
Fletcher et al. [49] and Fortune et al. [50].

4.6 Gaussian Filter

Is a filter whose impulse response is an approximation Gaussian function. This
filters have the properties of having no overshoot to a step function input while
minimizing the rise and fall time. This behavior is closely connected to the fact
that the Gaussian filter has the minimum possible group delay. It is considered
the ideal time domain filter, just as the sinc is the ideal frequency domain filter.
Gaussian filter modifies the input signal by convolution with a Gaussian function;
this transformation is also known as the Weierstrass transform.

This filter is widely used in the biography, some of last publications that uses
it are: Stone et al. [51], Alonge et al. [52] and Ng et al. [53].

4.7 Bessel Filter

Bessel filter is an analog linear filter with a maximally flat group/phase delay,
which preserves the wave shape of filtered signals in the passband. This filter is
quite similar to the Gaussian filter, and tends towards the same shape as filter
order increases. Mouroy et al. [54] and Sala et al. [55] are using it for decreasing
noise ir our input signals.
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4.8 Small Comparative Between Filters

As literature shows, there are plenty of filters to apply to reduce the noise gen-
erated by the inertial sensors. According to realized test by several authors, the
most commonly used filters are Kalman and Butterworth filters.

5 Concluding Remarks

There are different kinds of motion capture systems, depending the budget that
we can spend on it. With a high budget we can access to professional system
that permits capturing the movement with high precision. Camera based sys-
tems with passive markers have the advantage that markers are very cheap, but
require more post-processing after. Active markers increase the price but also
increases the resolution. With markerless we have slow speed, but the advantage
of no having any kind of device that slow down the movement. Inertial systems,
provide us much information but generated noise is elevated, so it is necessary to
reduce it applying noise reduction techniques. Most commonly used filters are
Kalman and Butterworth. The force plataforms are traditional systems most
commonly used, but their cost is not accessible for all. The three systems are
compatible and comparable between them. Combining them we have a precise
and valuable information for research.

As future work is planned to realized a capture of a movement with the three
systems at the same time, and analyse the filtering noise from the sample, with
the filters named before.
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Abstract. This paper introduces an expert system for handwritten digit
recognition. The system considers that a numeric handwritten character
can be decomposed into vertical and horizontal strokes. Then, the posi-
tions where horizontal strokes are connected to the vertical strokes are
extracted as features using dynamic zoning. These features are laid into a
representative string which is validated by a regular expression following
a matching pattern. The knowledge base is constructed from a deci-
sion tree structure that stores all well-formatted representative strings
with the digits definitions. Finally, the inference engine tries to match
unknown digits with the trained knowledge base in order to achieve the
recognition. The promising results obtained by testing the system on
the well-known MNIST handwritten database are compared with other
approaches for corroborating its effectiveness.

Keywords: Expert system - Digit recognition - Stroke segmentation -
Inference engine - Knowledge base - MNIST database

1 Introduction

Pattern recognition covers a lot of topics as human face recognition [6], ges-
ture recognition [14], speech recognition [5], etc. In the field concerning written
recognition, many research efforts have been dedicated in word recognition [12],
character recognition [26] or even in numerical recognition [7].

There are some stages required to achieve the recognition. After data acquisi-
tion, a pre-processing step is commonly used involving techniques such as thresh-
olding [29], size normalization, slant correction [3] or noise reduction [8]. This
pre-processing plays an important role in order to improve the final recognition
results. After this, segmentation and normalization provide images suitable to
be described by many kinds of features: graph-based features, moment-based
features, geometrical features, projections, histograms, intersections [15,25],
etc. Zoning algorithms use a grid that covers the input image and, hence,
divides it into several zones where the information is extracted and evaluated.
Impedovo et al. [10] distinguish between two zoning topologies: static topologies,
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with regular and non-regular grids; and adaptive topologies, that are obtained
as the result of optimization problems. Following this step, a classifier assesses
a feature vector in order to make a decision and identify the character. Expert
systems [1] constitute an approach that uses a customized classification engine
based on rules. Other methods such us Hidden Markov Models (HMM) [13] or
k-nearest-neighbor (k-NN) classification [27] are in general considered. However,
Neural Networks (NN) are the most commonly strategy used [19,22] and in
particular, self-organized maps (SOM) approaches as unsupervised neural net-
works are regarded. For example, L. Bezerra Batista et al. [4] define a Growing
Hierarchical Self-Organized Maps (GHSOM) where the size and the depth of
the hierarchy is determined in training process. H. Shah-Hosseini [23], proposes
another approach describing a Binary Tree Time Adaptive SOM (BTASOM)
system where the levels of the tree and children are determined dynamically
depending on input data. Fuzzy logic combined with neural networks are also
purposed by [9] in order to achieve the recognition.

Nowadays, numeral recognition purposes are frequently focused in real data,
for example, on reading amounts [21], dates on bank checks [18] as well as car
plates [11] and so on, in order to automate the process and replace visual checking.

This paper is organized as follows: Sect. 2 presents the methodology exposed
in HAIS 2012 [17] but deepening on numeral recognition. So, pre-processing
steps, feature extraction by dynamic zoning and the knowledge base design for
storing the features are described in greater detail. Well-known MNIST dataset
is used in the experiments, detailed in Sect. 3, for comparing the obtained results
with other authors. Finally, Sect. 4, discusses the conclusions and further work.

2 Methodology

This section will describe the expert system with all steps involved to achieve the
recognition. After pre-processing, the image that represents a digit can be decom-
posed into vertical and horizontal strokes. Then, the location where these strokes
are connected can be extracted by dynamic zoning. This feature is located into a
representative string validated by a regular expression. The knowledge base stores
all well-formatted strings for using by an Inference Engine to search new unknown
digits. So, the next sections show in greater detail the pre-processing, stroke seg-
mentation, feature extraction by dynamic zoning for generating the descriptors,
knowledge base development and inference engine construction.

2.1 Pre-processing

In order to improve the input image, it is necessary to convert it into a binary
format. N. Otsu thresholding method [20] is performed to ensure that all pixels
of the input only take one possible value: 0 for black pixels and 1 for white ones.
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So, in this way, a matrix M = (X,Y) can be constructed applying the next
function with a specific thres value over the input image:

[ 1(z,y) > thres
M(z,y) = {0 otherwise
Then, the matrix with thresholded values is slant normalized with the verti-
cal. So, Changming Sun et al. [24] slant correction method is applied. The angles
a considered to be corrected, range from —7 to 7. Thus, for each angle a new
matrix M, is computed and consequently, the original pixels coordinates (xs, ys)
will be moved to the new coordinates (z,yq) as show Fig. 1 following the next

equation:
-

Once all matrix M, are calculated, the vertical projection is analyzed for
each them [28] and compared with the each other. So, the matrix M, which
highest peak in its vertical projection will corresponds with the matrix for the
unslanted digit.

(Za,Ya) 4
P{——'—H' (-7“35 ys)

Ys

% To = Ts-Ys - tga %
«&

aelf ]

Fig. 1. Getting the distance to move pixels in digit ‘4’.

Due to the input digits are drawn with different stroke thickness, is also
performed a thinning operation [16] to obtain all images with the same stroke
width. Then, for improving the performance of our method, a dilation morpho-
logical operation is computed on the result to get a minimum stroke thickness
of 5 pixels. All pre-processing operations can be resumed as show Fig.2 with a
selected digits.

2.2 Stroke Segmentation

Our system assumes that numeral handwritten characters can be decomposed
into its vertical and horizontal strokes [2]. Vertical strokes are considered the
leading strokes over horizontal strokes and therefore, only the connections
between vertical strokes and their adjacent horizontal strokes are evaluated as
main feature. Thus, for each pixel containing the stroke is calculated the width
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s 1 2 B3 ¥ 858 & 1 R 9

Fig. 2. (a): Original images. (b): Images with slant correction applied. (c): The result
of performing thinning operation. (d): Final result after dilation operation.

and the height with the borders, and consequently, is labeled as v or h depending
on the difference of the distances between width and height.

P( ) = v width — distance > height — distance
TY) =\ h otherwise

Pixels with the same label are grouped with the purpose of creating a stroke
with the label of that pixels. So, as vertical strokes are main, if any group of
horizontal pixels overlaps a vertical stroke then this group is relabeled as v and
they are included in that vertical stroke (see Fig. 3).

Fig. 3. Labeling pixels for digit ‘9’. Pixel located at a is labelled as h. However, pixel
located at b is tagged as v. As vertical strokes are main, the group of pixels located in
region c are relabeled as v.

2.3 Feature Extraction by Dynamic Zoning for Generating
the Descriptors

Once labeling process is performed in the strokes involved in a numeric character,
the connections of all vertical strokes with their adjacent horizontal strokes are
evaluated. Therefore, a 4 x 3 grid is resized to match with the height of each
vertical stroke. Thus, eight adjacency regions on both sides are identified starting
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by 1 on top left and following the counter-clockwise direction to 8 at top right
(Fig. 4). In this way, the regions where horizontal strokes are attached can be
identified.

Fig. 4. Zoning based on 4 x 3 grid applied over a vertical stroke. The horizontal strokes
are joined to this vertical stroke at 5 and 8 labeled zones.

Then, to save the extracted feature, each vertical stroke is included into a
string as V followed by the number of the region where horizontal strokes are
joined to that vertical stroke as show the Fig.5. The final result is a string
containing a representation of the number that is being identified.

Representative string = V58V13

Fig. 5. The grids are scaled to vertical strokes. For number 9, two grid are used and
the representative string is constructed from the result of applying both grids.

To verify the well-formatted representative string, a regular expression is
used. The alphabet of the regular expression is composed by the characters
defined for each zoning region along with the identification of a vertical stroke
V. Then, for the defined alphabet and a set of rules, it is possible match repre-
sentative strings with the next search pattern:

[V IUAA] [ [2122] | [3[33] | [4]44] | [5]55] | [6]66] | [7]77] | [8|88] ] +  (2)

If any representative string doesn’t match with the search pattern then this
will be rejected and not be considered as a valid representation of the numeric
character involved.
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As vertical strokes are analyzed separately, sometimes, representative strings
for different numeric characters may be the same. It is due to horizontal strokes
connects two vertical strokes in different positions. When this occurs, the ambi-
guity is solved by repeating the label of horizontal stroke that makes the con-
nection as show Fig. 6.

V58Vv14

a) Vvs58vi4
b) V5588vi144 # V558Vv114

Fig. 6. (a): Numeric characters 0 and 5 can produce the same representative string.
(b): The ambiguity is solved by repeating the label of the horizontal stroke involved.

2.4 Knowledge Base and Inference Engine

All representative strings corresponding to the training set, are stored in the
knowledge base in XML format. Therefore, the file containing the knowledge
base, is validated using a XML-SCHEMA which specifies the rules about how
to construct the decision tree.

The tree structure starts with a root node labeled as V. Then, each element
of the representative string is analyzed and added as a new node in the tree
starting from root node. Once the path is generated, a leaf node is joined to
the structure with the route information: the numeric character that represents
that path. In this way, the depth of the tree corresponds to the number of the
elements in the longest representative string stored.

The inference engine is developed to manage the trained knowledge base for
achieving the recognition. When a new unknown digit is analyzed by inference
engine, it tries to match the representative string of that unknown number with
an entry of the trained knowledge base. If one path is located, the recognition is
reached and the numeric character stored in the leaf of searched path is returned
as a solution. Otherwise, a rejection is performed since a leaf node is not found
at the final of the entrance.

3 Experiments and Results

To evaluate our methodology, the experiments have been performed using
the well-known MNIST handwritten digit database offered by LeCun et al.l.

! http://yann.lecun.com/exdb/mnist/.
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It contains a training set of 60,000 images and a set of 10,000 images for testing
purposes. The images are normalized in bilevel (black and white) format and
centered into a 28 x 28 field.

For improving the results, MNIST database images were rescaled to 112 x 112
pixels at pre-processing in our methodology. Afterwards, in classification stage,
two knowledge bases were generated for containing each training digit descrip-
tion. The first knowledge base stores the representation of the digit without
unslant process and the second one, manages the representation of the deslanted
digit. So, the Inference engine operates over these two knowledge bases to achieve
the recognition in this way: firstly, it tries match an unknown digit in the knowl-
edge base without slant process and if a rejection is produced, then tries match
it at konwledge base with slant corrected digits.

In order to configure the best training sample from main MNIST training
set for the experiments, 10,000 images were randomly selected as validation set.
Then, from the remaining group of 50,000 images, it was selected a subset, firstly
of 10,000 images and increasing by 10,000 until 50,000, to train the knowledge
bases described above. After 10 tests, the best result was on a 40,000 images
subset with 88.34 % accuracy rate.

Once trained the knowledge bases with the best training set, it is performed
a final test using MNIST test set. The recognition accuracy obtained for each
digit is reported in Table1 as well as the error rate, including the confusion
matrix with the other numbers, and the rejection rates.

MNIST database is also used for testing purposes by other authors whose
approaches are based on self-organized maps. L. Bezerra Batista et al. [4] have
developed a custom Growing Hierarchical SOM where the size and the depth
of the hierarchy are modified along the unsupervised training process unlike
generic model, where the hierarchy of the SOM must be defined prior to training.

Table 1. Confusion matrix obtained by testing our methodology using MNIST test set.

Digit | HIT % | MISS % REJ. %
o (1 l2 [3 T4 [5 J6 [7 [s8 Jo
9357 |0 |0 | 03102000 041|255 051 1.43]0.920.10
9568 0.79/0 | 0.540.26 0.26/0.62]0.35 1.41/0.09/0 |0
85.66 1.36/0.98 0 3.68 0.190.19]0.58 5.33 0.970.19 0.87
8871 277031 1.68 0 |0 | 2.67]0.10 1.49 0.69|0.69 0.89
9145 |0.20]1.12] 041/0 |0 |0 |2.04 0.31/0.51 3.16 0.80
89.46 034|146 0 [224/0.11/0 |3.030.56 1.46 1.010.33
81.52 |3.656.68 021 0 |1.57 3.03/0 021 2.30]0.21 0.62
84.53  0.10]0.2010.31 3.70 0.39 0.19/0 |0 10.19]0.290.10
8542 |1.13]0.82] 1.75/1.85 1.541.03 1.44 1.85 0 |1.95 1.22
90.78  10.69]0.79 0.30 0.30|1.290.99]0.20 3.87 0.69|0 | 0.10
Total | 88.77 % | 10.73 % 0.50 %

O ||| |W N~ O
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Table 2. Comparison of the accuracy results for BTASOM, GHSOM and our work.

Digit H. Shah-Hosseini (BTASOM) | L. Bezerra Batista et al. (GHSOM) | This work
0 93.16 % 96.63 % 93.57%
1 96.65 % 96.24 % 95.68 %
2 85.27% 87.18% 85.66 %
3 80.69 % 77.06 % 88.71%
4 74.03% 67.62 % 91.45%
5 83.30 % 79.24 % 89.46 %
6 93.53 % 89.65 % 81.52%
7 87.45% 78.55% 84.53%
8 78.34% 79.73% 85.42 %
9 79.98 % 83.44% 90.78 %
Average | 85.24 % 83.53 % 88.77 %

After resizing the 28 x 28 input gray level images for obtaining a new image of
16 x 16 pixels, they selected 2000 digits for training the classifier and 3000 for
testing it. H. Shah-Hosseini [23] proposes a Binary Tree Time Adaptive SOM
strategy where the levels of the tree and the number of its nodes dynamically
grow depending on parameters defined by the user. The BTASOM experiments
also require a previous resizing input image for getting a final image of 14 x 14
pixels. The resized training test is used for training the BTASOM tree. Finally,
the trained BTASOM is tested with the 10,000 images from MNIST test set.
Table 2 outlines the recognition accuracies (numbers zero to nine and the aver-
age) for BTASOM, GHSOM and our proposed method.

It can clearly be seen that our methodology, it is capable to obtain higher
average accuracy, 88.77 %, than the average accuracy obtained by BTASOM and
GHSOM approaches, 85.24 % and 83.53 %, respectively.

4 Conclusions and Further Works

This work presents a new approach for digit recognition. After pre-processing
steps, a digit can be divided into vertical and horizontal strokes. Then, it is
obtained the positions where these strokes are connected by dynamic zoning
and, depending whether unslant process was applied on input digit, this feature
is stored into two knowledge bases as a representative string checked by regular
expression. Finally, an Inference Engine tries to seek in trained knowledge bases
a new unknown digits in order to achieve the recognition. However, the algorithm
for feature extraction still generates the same representative string for different
digits. A wrong digit segmentation into its vertical and horizontal strokes causes
a mistaken feature generated dynamic zoning. Our effort is focused in reducing
the number of that digits are wrongly segmented to enhance the results.
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MNIST database contains a large number digits written by 500 authors, but
how these digits are written influence clearly in the recognition. So, there are
still some recognition errors as show confusion Table 1. Our future work involves
to improve the methodology with the purpose of minimize the impact of these
errors affect the recognition rate.

Our expert system is capable to obtain higher average accuracy than others
approaches based on self-organized map methods like BTASOM or GHSOM.
However, our future work also involves performing statistical inference tests by
studying how the population is distributed by our classifier in order to provide
more accurate results.

Finally, on the whole, our further work will be rely on to try out other classifi-
cation approaches such as a self-organized map, neural network or fuzzy systems
for comparing the results with the obtained in this paper.
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Abstract. In this study, we propose a synchronous Multi-Stream Hidden
Markov Model (MSHMM) for offline Arabic handwriting word recognition. Our
proposed model has the advantage of efficiently modelling the temporal inter-
action between multiple features. These features are composed of a combination
of statistical and structural ones, which are extracted over the columns and rows
using a sliding window approach. In fact, word models are implemented based
on the holistic and analytical approaches without any explicit segmentation. In
the first approach, all the words share the same architecture but the parameters
are different. Nevertheless, in the second approach, each word has it own model
by concatenating its character models. The results carried out on the IFN/ENIT
database show that the analytical approach performs better than the holistic one
and the MSHMMs in Arabic handwriting recognition is reliable.

Keywords: Arabic handwriting recognition *+ Multi-stream HMMs - OCR -
Sliding window - Analytical approach

1 Introduction

In the last years, a great interest has been devoted to offline Arabic handwriting rec-
ognition, which has become a very popular topic of research. A review of the literature
shows that the most studies, treated the Arabic handwritten word, are based on the
Hidden Markov Models (HMMs) using the sliding window approach, which give good
results when a relevant feature-extraction process is performed. Actually, Giménez et al.
[1] presented an Arabic handwriting recognition system using windowed Bernoulli
HMMs. In order to surmount the feature extraction and to ensure that no discriminative
information was filtered out, they suggested to use columns of raw, binary image pixels,
which were directly fed into the embedded Bernoulli HMM where the emission prob-
abilities were modeled with the Bernoulli mixture. Using this approach, promising
results were reported on the IFN/ENIT database. However, the HMMs are applied
especially to model one dimensional signal. Consequently, to model bi-dimensional
signals such as word image or multiple features, a solution consists in combining multi-
classifiers, then a post-treatment selecting the best hypothesis is applied. In this context,
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Ramy El Hajj et al. [2] developed an offline Arabic handwritten recognition system by
combining three HMM classifiers. In fact, the baseline-independent features and base-
line-dependent ones were extracted using a sliding window with three successive angles
of inclination (—a, 0, +a). For each direction, an HMM classifier was proposed to
classify these features. After that, a combination of the results given by the three
homogenous HMMs was done at the decision level. The results showed that this
combination gives better results than a single HMM. Also, Kessentini et al. [3] sug-
gested a multi-scripter handwriting recognition system based on the MSHMM. This
approach combined two types of feature streams. The first stream modelled the density
feature and the second one modelled the features computed from the upper and lower
contours. That modelling allowed processing the different streams independently until
they reached a constraint for re-synchronizing and combining their partial contribution.
This approach was extended to model multiple feature streams.

In our study, we have developed an extension of the HMM in which the observation
node has been decomposed in a number of observations that are considered independent,
given the state. Thus, multiple observations can be modelled with a simple, efficient and
synchronous manner. The main motivations to use these models are the following. First,
the MSHMM can model the temporal interaction between multiple streams of obser-
vations to achieve a good discriminative power. Second, when there are many obser-
vation symbols, it minimizes significantly the number of parameters, hence requiring a
few number of samples to train the model. Third, the topology of the MSHMM can be
adapted to model two or more streams of features that can be continuous or/and discrete.

The rest of the paper is organized as follows. In the second section, we describe the
architecture of the proposed recognition system. In the third section, we present the
realized experimentation to adjust the model to data and discuss the obtained results.
Finally, we finish by a conclusion and some perspectives for future works.

2 Word Recognition System

2.1 System Overview

The architecture of the developed system is illustrated by Fig. 1.

2.2 Preprocessing and Segmentation

In this step, we have applied the following preprocessing that were used later to extract
some features: (i) Thinning: which consists in normalizing the line thickness to one
pixel in order to reduce the number of pixels to the minimum necessary for the
subsequent operation; (ii) Removing the vertical and horizontal spaces; (iii) Removing
the horizontal elongation based on the vertical histogram projection; (iv) Baseline
estimation based on the horizontal projection histogram.

In order to avoid the difficulty of segmenting an Arabic handwritten word, we have
applied the sliding window technique [2, 3, 7]. Therefore, in this step, the feature
vectors for each word image are performed by scanning the word image in two
directions to obtain the characteristics over the lines and columns. Hence, we have
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Fig. 1. Architecture of the developed system.

applied a right-to-left sliding window having the same height of the word image and a
fixed width (determined empirically) to compute the characteristics over the columns.
In the same way, we have used a top-to-bottom sliding window having the same width
of the word image and a fixed height (determined empirically) to obtain the charac-
teristics over the lines.

2.3 Feature Extraction and Vector Quantization

To minimize the intra-class and maximize the inter-class pattern variability, we have
computed a combination of statistical and structural features as follows:

Statistical Features. Hu invariant moment: The features from f; to f, are computed
from each window strip based on the seven invariant moments proposed by Hu and are
normalized using this equation:

X — min
f(x) =—— 1
x) max — min (m)
Histogram chain code: The features from fg to f;5 are computed from the chain code
histogram. We have generated from this chain sequence representation of each window
strip an histogram that represents the results of counting the occurrence N(i) for each
possible digit i € {0,1,...,7} as in (2).

1)) = (O _na)'n; (2)

Then we have normalized each possible value in the histogram I(i), which repre-
sents the intensity of a direction.



Arabic Handwriting Recognition Based on Synchronous Multi-stream 139

Topological features: Eight additional topological features from f;5 to f>3 based on
pixel density have been computed from each window strip. To extract these features, a
zoning has been applied to split each vertical window strip in two parts, above and
below the baseline. Moreover, the upper and lower zones have been each divided in
four zones. The same is for the horizontal window strips, but they are divided into eight
equal zones. The feature vectors are representing the count of black pixels in each of
the eight zones, normalized by the respective zone area.

Structural Features. Four structural features f>4 to f>, have been computed from the
thinned image as follows:

Feature points: They represent the black pixels in the word skeleton. We distinguish
two types: (i) End points: They represent the beginning/ending of a line segment. (ii)
Junction points: They correspond to the connection of two or more strokes. They are
split into cross and branch points.

Inflexion points: They represent the curvature sign change in the word skeleton.
Loop: 1t represents the inner skeleton contours with the information reflecting their
partiality or completeness including the window strip inside.

Vector Quantization. In our study, we have used the discrete MSHMMs which
require discrete values. Accordingly, we have to generate for each continuous feature
vector describing a window strip a discrete symbol. This generation is done by a Vector
Quantization (VQ) process. Our VQ technique implements the LBG algorithm which is
a variant of the K-means algorithm and has the advantage of being simple and not
requiring an excessive computation. The choice of the codebook is made empirically
and is fixed to 64, which yields to a high recognition accuracy.

2.4 Synchronous Multi-stream HMM

In order to model synchronous multi-streams, we investigate the use of MSHMM
where the hidden state generates two or more observations. In our case, there are two
streams of observations: Oy and Op.

Description MSHMM. Let Oy = {oy1,...,0yr} and Oy = {opy,...,0nr} be two
sequences of feature vectors representing a handwritten word to be recognized. An
MSHMM is a probability function of the form:

T T
P(OV7 OHV") = qu‘m’q_r Ht:O a‘h‘lul =1 b‘lt(OVt)b‘]t(Oht) (3)

where the sum is over all possible state sequences g, . . ., 7, such that g, = I (start
or initial state), qr,; = F (final state), q,,t € { 1, ..., T} , with T being the number of
regular states of the MSHMM. Therefore, for any regular state, the parameters of the
model are: a;; = P(q, = j|q,_, = i) denoting the transition probability from i to j, and
bj(k) = P(o = k|q, = j) denoting the observation probability function at j. The ini-
tial and final non-emitting states are applied to indicate the probability of a given
character/sub-character being followed or preceded by another character/sub-character.
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Hence, they are used to produce the composite model applied for word recognition. As

it is illustrated in Fig. 2, an MSHMM example for the character “x” is shown with a
binary image.
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Fig. 2. Right-left MSHMM character model

Each character model has a right-left topology and has five hidden states and two
observations generated from each hidden state. The two observations are assigned to
model the vertical and horizontal frames. This frame-by-frame emission of feature
vectors in a horizontal and vertical direction attempts to better model the horizontal and
vertical distortions at the character level and the interaction between the two obser-
vation sequences in a synchronous manner.

Modelling. In this paper, our handwriting recognition system is built and trained at two
levels. Firstly, we have used a holistic approach to extract the features from the word
and training the whole word model, as shown in Fig. 3.

Secondly, we have retained another analytical approach at the character level,
where the word is recognized by the concatenation of character models as shown in
Fig. 4.

The first approach consists in creating a different MSHMM for each word from the
samples labeled by the word identity. The models of all words share the same
MSHMM architecture (empirically fixed), but their parameters are different and change
from one class to another. In this approach, the MSHMM may suffer from poor
discriminative abilities when there are poorly estimated class models due to insufficient
training samples or insufficient complexity. For example, in the IFN/ENIT database,
some words are well represented through a few hundreds of samples, whereas other
words are poorly represented with three samples. So to surmount this problem, the
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Fig. 4. MSHMM for the word “4ws~” using the analytical approach

second approach has occurred. It consists in following the analytical model training by
performing character model training. In fact, in our database, we do not have letter
samples; however, we dispose word samples. Thus, the training algorithm is not
applied directly to letter models but to their concatenation corresponding to the words
in the training set. This is known as embedded training [2, 3, 8]. This training algorithm
is very efficient and has the following advantages. First, the explicit segmentation of
words into characters is not necessary to perform the training. Second, the characters
are modelled when being part of a word. Considering Fig. 4, an embedded MSHMM
for the word “4x x> is shown, which is the result of concatenating the MSHMM of the
characters “. ,”5“ ,”.” and “4” in that order. It is noted that the MSHMM for the
different characters shares the same topology and characteristics, which are empirically
determined and detailed in Sect. 3.2.

MSHMM Training. Training the MSHMM consists in estimating its parameters, i.e.
the state transition probability, the emission probability, the optimal number of code-
book and the optimal number of hidden states. It is independently performed model by
model by applying the Expectation/Maximization (EM) algorithm which is an iterative
approach of maximum likelihood estimators. The EM algorithm is used in a straight-
forward manner to train the set of parameters in two ways: either by whole model
training or analytical model training using the embedded training [8].

Recognition Process. After feature extraction, we have proposed to process the clas-
sification of candidate words in two steps:
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Pre-classification step: After computing the features, we use a decision tree based on a
discrete feature to reduce the number of potential classes that the candidate word may
belong to. This pre-classification is very important and used in order to accelerate the
recognition process by reducing the search space.

Classification step: It consists in computing the probability that a candidate word
belongs to a class by computing the likelihood of each model. The task may be
formulated as the one of searching the word model A* that can reach the maximum
posterior probability given a sequence of observation O = (Oy, Oy):

A* = argmax,,P(4]|O) (4)

where 0 is the set of all possible word hypotheses. This can be computed using the
Bayes’s theorem defined by this equation:

A" = argmax P(O)

P(O): is the observation probability and it is independent of the model 4, so it can
be ignored from the calculation of 2*.P(1): is assumed to be an equal prior probability
P(2) for all possible word hypotheses.

Thus, the recognition process consists in determining the model A* that maximizes
the likelihood P(O|1), which is maximizing the parameters in (3). This can be done
using an exact inference algorithm based on the junction tree algorithm.

3 Experimental Results and Analysis

This section describes the IFN/ENIT database and presents the results obtained with the
corresponding analysis and discussion.

3.1 IFN/ENIT Database Description

We have tested our MSHMM on the benchmark IFN/ENIT database. It contains 946
Tunisian town/village names. It is a widely used database to compare Arabic hand-
writing recognition systems.

3.2 Training and Recognition

The model training is based on the EM algorithm and the cross-validation process. The
main focus of the cross-validation is to search and optimize the parameters of our
model during the training process. The cross-validation is done over two sets of data:
training and validation. Initially, for both the holistic approach and the analytical one,
the training process has been done with different values of parameters until the best set
of parameters has been determined. As first experiments, after the preprocessing phase,
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we have tried different values for the sliding window width dividing the image into a
different number of window strips/frames.

As seen in Table 1, it is clear that increasing the number of frames improves the
recognition rate until the system reaches its saturation. Precisely, the best results, 83.4 and
91.1, are recorded respectively for number of frames NF = 13 by the holistic approach and
for number of frames per character NFC = 5 by the analytical approach. Based on these
settings, a second series of experiments have been conducted. To find an optimal number
of codebook for MSHMM, we compare the recognition rate under different codebook
sizes varying from 8 to 128, and the results are summarized in Table 2a.

Table 1. Recognition rate in function of the number of frames

NF | Recognition rate recorded | NFC | Recognition rate recorded
by the holistic approach by the analytical approach

5 |635 2 85.1

7 168.6 3 88.9

9 |73.8 4 90.2

11 |78.5 5 91.10

13 (834 6 91.15

15 1835

Table 2. (a) Recognition rate in function of codebook sizes (b) Recognition rate in function of a
number of hidden states

Codebook size Holistic approach | Analytical approach
8 81.11 88.74
16 82.30 89.39
32 82.41 90.23
64 83.42 91.02
128 83.44 91.13
Number of hidden state | Holistic approach | Analytical approach
6 79.51 88.14
12 80.01 89.24
18 81.24 89.73
24 83.32 91.12
30 83.38 91.16

As it is shown in Table 2a, a better recognition rate is yielded by increased
codebook sizes. Besides, we can notice that a high recognition rate for both approaches
is reached when the codebook size becomes 64 and more. As a result, an optimal
codebook size is fixed to 64 to find a comprise between the high recognition rate and
low time execution. In the same way, an optimal number of hidden states for both
approaches are empirically determined. Possible numbers of hidden states are specified
as 6, 12, 18, 24 and 30, and the results obtained are listed in Table 2b. We have seen
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that the recognition rate increases as the number of hidden states augments until the
system reaches its saturation. The best recognition rate is reached at 24.

In all the performed tests and fixing the best parameters determined in the training
process, we notice, as shown in Table 3, that the analytical model training technique is
more efficient than the holistic one. This can be attributed to the insufficient training
data for some classes. In fact some words are well represented in the data base.
However, other words are represented by 3 samples—even missing. As a result, their
models are poorly trained.

As it is shown by Table 4, the proposed analytical approach based on the MSHMM

Table 3. Recognition rate obtained by cross validation

Training set | Test set | Holistic approach | Analytical approach
abc d 83.1 91.05

abd c 82.1 92.20

acd b 82.3 91.01

bed a 83.38 91.11

abcd e 72.4 82.91

abcde f 61.5 70.8

abcdf s 50.06 65.4

with the combination of statistical and structural features achieves good results com-
pared to other systems presented in the literature.
Most of the recognition errors of the developed system can be explained by the

Table 4. Comparison with other Arabic word recognition system

System Technology | Recognition rate (%)
Setd |Sete |Setf |Sets
JU-OCR [11] RF 75.49 | 63.75|63.86 | 49.75

RWTH-OCR [10] |HMM + NN | 99.67 | 98.61 | 92.20 | 84.55
LITIS-MIRACL[3] | MSHMM 93.04 | 85.46 | 82.09 | 74.51

UPV PRHLT [1] |HMM 99.38 1 98.03 | 92.20 | 84.62
AI2A [4] HMM 97.0291.68 | 89.42 | 76.66
REGIM [9] HMM 94.12 | 86.62 | 79.03 | 68.44
UOB-ENSTI[2] HMM 92.38183.92(81.9369.93

Proposed system | MSHMM 91.1 |8291|70.8 |65.4

poor quality of some writers’ writing. Consequently, some words are badly written.
Furthermore, the vector quantization procedure which searches to quantize the
extracted continuous features can reduce their discrimination. Therefore, this can alter
the discriminative power of the recognizers. To reduce these errors and ameliorate the
performance of the developed system, the feature extraction process can be enhanced
by computing other relevant features which can be suitable to describe the Arabic
characters. In addition, instead of using synchronous 2-stream HMMs, the model can
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be generalized by applying n-stream HMMs. Also, to avoid the quantization process
and keep the natural aspect of our features, a multivariate Gaussian HMM can be used.

4 Conclusion

Our work presents a recognizer system for the offline recognition of an Arabic hand-
written word based on the discrete synchronous MSHMM. We have used the sliding
window approach to compute a combination of statistical and structural features
according to the columns and lines. Then two-word-model trainings are achieved: the
whole model training and the analytical model training using the embedded training.
The results show the effectiveness of the analytical approach and the reliability of the
MSHMMs in Arabic handwriting recognition. As a future work, we plan to conduct
experiments to assess the recognition rate of models using n-streams of observations.
Furthermore, we will use a multivariate Gaussian HMM to avoid the quantization
process and keep the natural aspect of our features.
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Abstract. In this paper, we focus on segmentation based active contour
model. In fact, we present an hybrid adaptive active contour segmenta-
tion algorithm. In this approach, we merge a global and an adaptive local
based active contour models in order to segment images. The proposed
energy is then minimized based on level set method. Experiments shows
the good segmentation results provided by the proposed method.

Keywords: Segmentation + Active contour - Region based method -
Level set methods

1 Introduction

Since the publication of Kass et al. [1], deformable models have become a very
important issue for image processing. In fact, the active contour (AC) are applied
in numerous areas such as pattern recognition, image segmentation, tracking
object, etc. due to their ability to deform like snakes. This technique aims to
segment an object by deforming iteratively an edge until it attempts the border
of the object through the minimization of an energy computed based on different
criteria. The minimization process moves the points of the curve until it attempts
the border of the target object. The proposed works based on active contour are
divided into three categories: edge based methods, region based methods and
hybrid approaches.

At first, we cite the edge based active contour methods take into considera-
tion the information on the target object’s edge [1-4]. The principle idea is to
move the points along the AC to make them closer to high gradient area while
pertaining properties such as curvature and elasticity of the curve. This kind
of models requires initialization of the curve in the immediate vicinity of the
contours of the object of interest. The criterion used to characterize the more
the contours is their the image gradient. The major drawback of the edge based
approaches which take into consideration only local information is the quite sen-
sitivity to noise. Thus, by minimizing the energy functional, it is likely to fall in
a local minima.

© Springer International Publishing Switzerland 2015
E. Onieva et al. (Eds.): HAIS 2015, LNAI 9121, pp. 146-156, 2015.
DOI: 10.1007/978-3-319-19644-2_13
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Secondly, we cite the region based active contour methods [5-11] which iden-
tify the region of interest using a descriptor for guiding the movement of the AC.
These models are often based on the assumption that the image intensities are
homogeneous on the region of interest. In [8], a local region based active contour
is proposed. Local energies are constructed at each point of the curve based on
the local neighborhoods which are divided into local interior and local exterior.
Then, they extend the proposed framework to allow multiple object segmenta-
tion based on the idea of competing regions. In fact, the energy update equation
is considered as having two competing components: retreat and advance. The
advance force of the current edge is compared to retreat forces of all adjacent
contours and similarly, the retreat force is compared to adjacent advance forces.
Despite the significant improvement in accuracy for segmenting heterogeneous
images, the method has limitations such as its increased sensitivity to initial-
ization and the non automation of the radius value. In [9], authors propose a
model which is based on the use of local image intensities that are described
using gaussian distribution with different means and variances. A local energy is
first defined to characterize the fitting of the local gaussian distribution to image
data around a point neighborhood. Then, this energy is integrated over the whole
image in order to obtain the local gaussian distribution fitting (LGDF) energy
that will be incorporated into a variational level set formulation. Authors in [11]
define an energy functional that integrates a local clustering criterion. In fact,
they define a local clustering criterion function for the intensities in a neighbor-
hood of each pixel. An interleaved process of level set evolution is then adopted
to minimize the energy functional.

The last category consists on hybrid methods which exploit the advantages
of the edge and region based AC approaches [12,13]. Authors in [13] proposed
a geodesic intensity fitting model that incorporates the Chan-Vese model [6]
and an edge-based active contour model. They proposed two models: global
geodesic intensity fitting model is for images with intensity homogeneity and
local geodesic intensity fitting model for images with intensity inhomogeneity.
In [12], authors use the local region-based force of the localizing region-based
active contour method [8] in conjunction with the smoothing force of the geodesic
active contour method [14] to propose the energy functional. The method can
handle the heterogeneous texture objects and able to reach into deep concave
shapes.

In our work, we focus on hybrid based active contour methods. In fact, we
propose an energy model based on the association of a global and an adap-
tive local based active contour energy terms. This allows us to capitalize on
advantages of the two models (global and local). Then, the proposed energy is
minimized based on level set representation.

The rest of the paper is organized as follows. Section 2 outlines the proposed
approach. In Sect. 3, experimental results are shown followed by the conclusion
in Sect. 4.
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2 Proposed Approach

In the proposed method, the energy functional is composed of a local and a
global region based energy terms. In fact, global region based active contour
methods present a major limitation in case of intensity inhomogeneities present
in the image which prevent these methods from correctly segmenting objects
while the local region based methods can handle with such cases.

Let’s denote by I an image on the domain {2 and I" a closed contour. The
proposed energy is expressed as

Ehybrid(F) = O4Eglobal(lj) + (1 - O4)Elocal (F) (1)

where Fgiopa; and Ejocq are respectively the global and the local energy terms,
« is a positive user fixed constant such that « €]0..1].

In order to keep the curve smooth during the evolution, we add a regulariza-
tion term,which penalizes the arc length of the contour. Then, the final energy
term is a follows:

Ehybrid(F) = aEglobal(F) + (1 - a)Elocal(F) + 7‘F| (2)

where |I'| is the length of the contour and 7 is a positive fixed constant such
that v €]0..1[.

2.1 Global Energy

We first present Egiopq; Which is based on the work presented in [6]. Let’s denote
by v and v the means intensities inside and outside I" respectively. Then, Fgopal
is expressed as follows:

() — ul2de + (1— \y) / (x) — vl2dz. (3)

outside(I")

Eglobal(F) - )\1/

inside(I")

where x is a point of I, inside(I") and outside(I") are respectively the areas
inside and outside I', A1 is a positive constant such that A; €]0..1[. In order
to solve the minimization problem, level set representation is used [15]. Hence,
the closed contour I' is represented as the zero level set of a signed function ¢
which is null for pixels on I', strictly positive for pixels inside I" and strictly
negative otherwise. Thus the energy functional is reformulated in terms of level
set function ¢:

Eglobal(¢) - )\1/

9]

(HO@)I @)=l do+(1-%) [ A=H@@)ITe)-vPda.
(4)

where H(.) is an approximation of the Heaviside function.
oy Jol@H@@)dz - [, I(2)(1 ~ H(¢(2)))dx
Jo H($(z))da Jo(1 = H(¢(x)))dz

()
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2.2 Local Energy

We associate to the input image I an edge map computed based on gradient
information. It is represented by the function ¥(.) (Fig.1(a)) such as for all
points x € I, ¥(z) = 1 for « € I' and null otherwise. We denote by £ the smallest
ellipse that includes I' with minor and major axis length a and b respectively
(Fig. 1(b)).

In order to compute local statistics, we will represent rectangular masks
centered at each point z € I' (Fig. 1(c)) of side length I, by the function M,(.)
where M, (y) = 1 for all pixels y € {2 inside the mask and null otherwise. We
deduced that the masks side lengths have a high impact on the convergence
process.

Thus, we propose an adaptive side length that will be updated at each iter-
ation automatically, so I, = v*a where v =1 if ¥(z) =0 and v €]0... 1] other-
wise. This allows us to judge whether the pixel is close to the object boundaries.
The side length of this mask will be maximum for pixels which coordinates don’t
coincide with the detected edge.Therefore, the weighting coefficient decreases as
the pixel is closer to object’s boundaries. Parameters are updated at each itera-
tion until reaching the final contour.

(a) (c)

Fig. 1. (a) Edge Map. (b) Ellipse determination. (c) Masks extraction.

The local energy (4) is then reformulated as follows:

Broeat (4) = Ao /Q /Q Mo (y) - H($(@))(I(x) — u,)2dady
+1=2) [ [ M) (1= HE@) @) — 0 dody. (6)

where:

v = o MsWIWHGW)dy o Ma(y)I(y)(A — H(9(y)))dy
’ Jo Mo()H($(y))dy Jo Mz (y)(1 = H(é(y)))dy
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2.3 Final Model

Now, we can rewritten the final energy as

Ehyiria(0) = aEgiopai(9) + (1 — @) Ejocar (@) + v /Q ()| V(). (8)

where § is a smoothed version of the Dirac Delta defined as the derivative of H.
In order to solve the minimization problem, we use the Euler-Lagrange equations.
Then, the level set function can be updated by gradient descent method. The
evolution equation is expressed as

89 (@) = 8(p@) (1) — v)* — (1 = X1) (@)~ w)?)
+6(6(2)) /Q Mo () - 5(6() - Ca(I() — 0)? — (1= 22)(I(y) — u2)?)dy
. Vo(x)
+ 0(o(z)) <’y divergence (W) > . (9)

2.4 Algorithm

The proposed algorithm can be summarized as follow!:

Algorithm 1. Algorithm of the proposed method

Input: Initial contour, Edge map
Output: Final contour

— Step 1: Initialize parameters;

— Step 2: Initialize level set function according to (4);

— Step 3: Initialize level set function according to (6);

— Step 4: Update the level set function according to (9);

— Step 5: Update parameters;

— Step 6: Return to step 2 until convergence condition is checked.

3 Experiments

In this section, we will evaluate the effectiveness and performance of the pro-
posed method by using a series of medical, synthetical and real-world images.
The choice of the images is due to the presence of intensity inhomogeneity and
surrounding nearby clutter. Experiments are implemented under Matlab7.4 in a

! The evolution of the detected contour is less than a fixed threshold or the maximum
number of iteration is reached.
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personal computer with a processor Intel Core i5-3210M, 250 GHZ, Windows7.
The parameters are set as follows: \; = Ay = 0.5, = 0.3 and v = 0.02.

We fist present results on medical images. In Fig. 2 we show the results of the
segmentation of medical images. In fact, Rowl to Row3 show brain images with
different initial contours. We deduce that better results are given by the proposed
method. Otherwise, results provided by [8] in column(c) and [9] in column(d) fail
to extract the desired object boundaries while the methods proposed in [6,11]
in columns(b, e) respectively, converge to a global result by detecting even not
desired regions due to inhomogeneity present in the hole image.

In Row4, we segment a vessel image, we obtain good results by the global
method of [6] and our algorithm comparing to the other segmentation results.
In Rowb we show that [8,9] retrieve an empty boundary whereas [6,11] extract
undesired boundary and the proposed method gives the best segmentation result.
We report in Table 1 the execution time and number of iteration associated to

Row 4

Row 5

Fig. 2. Comparative results: (a) Initial contours. Results of: (b) Lankton et al. [§].
(c) Chan et al. [6]. (d) Wang et al. [9]. (e) Li et al. [11]. (f) The proposed method.
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Table 1. CPU time for medical images

1d Lankton et al. [8] | Chan et al. [6] Wang et al. [9] Li et al. [11] Proposed

Iter. Nb | CPU(s) | Iter. Nb | CPU(s) | Iter. Nb | CPU(s) | Iter. Nb | CPU(s) | Iter. Nb | CPU(s)
Rowl | 1000 183 1000 21.19 821 208 200 14 85 29.88
Row2 | 319 35.12 1000 20.77 314 52.66 200 13.69 90 29.56
Row3 | 360 62.97 1000 11.58 31 40.32 100 18.41 128 69.04
Row4 | 1000 133 1000 9.46 995 144 200 7 212 37.2
Row5 14 1.51 1000 10.31 100 70.15 200 11.09 46 11.15

(a) (b) (0) (d) () ()

Fig. 3. Comparative results: (a) Initial contours. Results of: (b) Lankton et al. [8].
(c) Chan et al. [6]. (d) Wang et al. [9]. (e) Li et al. [11]. (f) The proposed method.

Row 2 Row 1

Row 3

Table 2. CPU time for synthetical images

Id Lankton et al. [8] | Chan et al. [6] Wang et al. [9] Li et al. [11] Proposed

Iter. Nb | CPU(s) | Iter. Nb | CPU(s) | Iter. Nb | CPU(s) | Iter. Nb | CPU(s) | Iter. Nb | CPU(s)
Rowl | 1000 104.48 | 1000 9.47 1000 163.39 | 200 7.29 251 34.14
Row2 | 1000 115.87 1000 9.45 1000 193.8 200 7.04 247 34.88
Row3 | 273 11.08 1000 6.16 240 40.97 | 200 4.33 90 3.94

each algorithm, we deduce that the proposed method provides a good com-
promise between segmentation results and execution time regarding the other
results.

Then, we present comparative results on synthetical images in Fig. 3. In Row1
and Row2, the proposed method in the last column provides the better segmen-
tation results whereas [8] in column(b) and [9] in column(d) detect partially the
object. In columns(c, e), methods of [6,11] can’t detect well the object’s boundary.
In Row3, the methods of [6,11] fail to extract object boundaries (columns(c, €)).

Otherwise, we can deduce that the proposed method is more accurate due to
the reduced execution time and number of iteration (Table2 Row3) compared
to the methods what succeed to segment well the target object [8,9].
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Row 1

Fig. 4. Comparative results: (a) Initial contours. Results of: (b) Lankton et al. [8].
(c) Chan et al. [6]. (d) Wang et al. [9]. (e) Li et al. [11]. (f) The proposed method.

Table 3. CPU time for real images

1d Lankton et al. [8] | Chan et al. [6] Wang et al. [9] Li et al. [11] Proposed

Iter. Nb | CPU(s) | Iter. Nb | CPU(s) | Iter. Nb | CPU(s) | Iter. Nb | CPU(s) | Iter. Nb | CPU(s)
Rowl | 1000 201 1000 24.16 1000 185 200 15.06 156 31
Row2 | 1000 59.44 1000 7.43 362 43.36 100 14.60 89 7.73
Row3 | 299 89.35 1000 27.02 390 406.59 | 200 21.87 105 32.70
Row4 | 188 56.44 1000 27.722 1000 1055 200 17.82 55 29.41
Rowb 156 63.52 1000 27.58 99 1323.1 200 19.66 143 72.74

Finally, in Fig.4 we use real images to evaluate the proposed method. In
Rowl, Row3 and Row4 results provided by our algorithm and by [6] in respec-
tively column(f) and column(c) show the better segmentation results while [11]
always fails to extract well the object’s boundary in column(e). In Row?2, [9]
and our method detect well the bird’s boundary the image (column(d, f)). In
Rowb, results shows the good results provided by the proposed method whereas
[6,11] fail to detect correct boundary due to presence of shadow in the image.
Otherwise, as reported in Table 3, we deduce that the proposed method provides
good results in reasonable execution time and number of iteration (Table 3).
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3.1 Quantitative Analysis

In order to evaluate the efficiency of the proposed algorithm, we propose a quan-
titative analysis using two terms: the similarity coefficient S and the spatial
overlap O expressed as follows [16]:

| Itruth - Ialgorithm |
S=1- 10
| Itruth | ( )
0 2% Iintersection (11)

Itruth + Ialgorithm

where i, is the ground truth segmentation which is manually segmented by
experts, I4igorithm is the segmentation provided by the algorithm and I;ptersection
is the intersection of Ityyun, and Igigorithm- If those coefficients are close to 1
then the segmentation results are reliable and consistent with the ground truth
segmentation.

In Tables 4, 5 and 6 we represent the quantitative analysis associated respec-
tively to Figs. 2, 3 and 4. We deduce that the proposed method gives the higher
coefficients which reach 0.97. Those results prove the efficiency of our algorithm
regarding methods of state of art.

Table 4. Similarity and overlap scores for medical images

Lankton et al. [8] | Chan et al. [6] | Wang et al. [9] | Li et al. [11] | Proposed
Rowl | S | 0.108 0.555 0.057 0.301 0.770
0 ]0.246 0.818 0.167 0.741 0.987
Row2 | S |0.443 0.567 0.182 0.318 0.779
00.630 0.822 0.311 0.745 0.900
Row3 | S | 0.092 0.697 0.069 —0.210 0.919
00.169 0.863 0.129 0.603 0.959
Row4 | S | 0.010 0.697 0.037 0.042 0.748
0O |0.003 0.823 0.354 0.623 0.859
Row5 |S |0 —1.354 0 —6.641 0.881
(ORN0] 0.340 0 0.202 0.937

Table 5. Similarity and overlap scores for synthetical images

Lankton et al. [8] | Chan et al. [6] | Wang et al. [9] | Li et al. [11] | Proposed
Rowl | S | 0.696 0.622 0.542 —0.357 0.919
00.827 0.818 0.697 0.595 0.960
Row2 | S | 0.455 0.656 0.513 —0.344 0.923
01]0.637 0.837 0.682 0.597 0.976
Row3 | S | 0.944 —0.256 0.942 —0.027 0.933
O] 0.968 0.518 0.967 0.655 0.966
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Table 6. Similarity and overlap scores for real images

Lankton et al. [8] | Chan et al. [6] | Wang et al. [9] | Li et al. [11] | Proposed
Rowl |S | 0.634 0.981 0.275 —7.445 0.950
0 ]0.776 0.990 0.432 0.191 0.975
Row2 | S | 0.345 0.653 0.809 0.438 0.826
0]0.513 0.828 0.896 0.758 0.906
Row3 | S | 0.399 0.860 0.505 —1.039 0.866
O ]0.570 0.924 0.671 0.465 0.928
Row4 | S | 0.373 0.697 0.449 —0.682 0.7084
0O 0.544 0.822 0.689 0.476 0.829
Row5 | S | 0.357 0.783 0.314 0.439 0.827
0O ]0.526 0.883 0.523 0.752 0.905

4 Conclusion and Outlines

In this paper, we propose an hybrid region based active contour model for image
segmentation. Experiments underscore that the merge of a global and a local
energy with the use of an adaptive side length updated automatically in the
minimization process yield to the improvement of segmentation results. Fur-
thermore, experiments shows the weak sensitivity of the proposed method to
initialization and its ability to deal with intensity inhomogeneity compared to
other region based active contour methods.
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Abstract. Particle Swarm Algorithm is based on the capacity of the par-
ticles which integrate the swarm to share and to communicate relevant
information about the best positions visited: localbest and globalbest. Inde-
pendently of the position of the particles, all particles know the best posi-
tion visited by any other particle in the same time-step when it is reached.
However, in real world, information transmission has to take some time to
travel between two particles positions. In this paper, the effect of a finite
velocity for information transmission on the performance of the Particle
Swarm Algorithm is analysed. Two scenarios appear in this context; first
at all, when the velocity of information transmission is almost equal to the
maximum velocity of the particles; and the second one, when it is much
larger. This study clarifies the role played by a finite velocity of informa-
tion transmission in the performance of the algorithm, specially when it
is almost equal to the maximum velocity of the particles.

Keywords: Particle swarm optimizer - Performance - Optimization

1 Introduction

Particle Swarm Algorithm emerged as a powerful mechanism to find good solu-
tions in complex problems. The Particle Swarm Optimizer Algorithm (PSO)
[1-5] is based on the capacity of the particles to learn from their self experience
and from the experience of the other particles integrating the swarm. These
terms are usually called cognitive term and social term.

The social term of the PSO algorithm allows the particles to know about
good solutions found by other particles. As early as one particle finds a good
solution, information about this position is transmitted to the other particles.
The transmission of this critical information is instantaneously done. In the same
step that this information is known, it is cast away; simultaneously arriving to
all particles; independently of their positions. So that, there is an assumption
that the velocity of information transmission is infinite, or at least, much larger
than the maximum velocity of the particles.

© Springer International Publishing Switzerland 2015
E. Onieva et al. (Eds.): HAIS 2015, LNAI 9121, pp. 157-169, 2015.
DOI: 10.1007/978-3-319-19644-2_14
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However, information transmission at infinite velocity does not exit. The
highest limit of the velocity of information transmission is the speed of light,
¢ = 299,792,458 m/s. If a finite velocity for information transmission is applied
to PSO, then a best position found by any particle can not be reported in the
same time-step when it is reached. Instantaneous information transmission is
forbidden. Information propagation has to take some time in order to propagate
throughout the search space.

At every time step, any particle knows information about the best position
visited by itself, as well as a mixture of best positions visited by the other
particles in different steps in the past. With this information, each particle must
compose its own global best known.

With this modification, at each time-step all particles cast information about
their present position, localbest fitness and localbest position. This information
wave travels throughout the search space with finite velocity. A key element in
this schema is the value of this velocity in relation to the maximum velocity of the
particles. Two scenarios are significant: when the information velocity is much
larger than the maximum velocity of the particles; and when both velocities are
comparable.

The case with information velocity much larger than maximum velocity of
the particles is equivalent to a classic formulation of PSO algorithm, at the
same time it is equivalent to the classic kinematics. In this case, all the particles
share a very similar information. The social term is relevant in the movement
of the particles because each particle has updated information of the latest best
position visited by any particle: information travels much faster than particles.

On the other hand, when both velocities are similar, it is equivalent to rel-
ativistic kinematics. In this second case, particles receive information from the
past, and with this information plus the information of best position visited by
itself the particle composes its strategy to move in the search space. In this case,
the social term of each particle greatly differs among them. So that, the cognitive
term becomes more relevant, since the social term holds information from the
past of other particles. This allows to the particle a more intensive exploration
of the local space around its position.

In order to establish a clear distinction between the two extreme cases —
relativistic and non-relativistic—, the Lorentz’s Factor, v, can be used (Eq.1).
This factor is widely used in the Theory of Relativity to indicate when the
relativistic effects become relevant.

M (1)

2
U
-

— The first case corresponds when the velocity of the particles (u) is similar
to the velocity of information transmission (c); i.e. u = 0.995 c. Using the
Lorentz Factor, this case can be illustrated as:

1 1
v = ~10>>1 (2)

Ji-= T /1o (009)?
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In this work, this case is termed relativistic PSO, RPSO.
— The second case corresponds when the velocity of the particles (u) is much
lower than the velocity of information transmission, u << ¢. Then the Lorentz

Factor is:
1 1

'y\/l_MN\/l_ONl (3)

2

When the Lorentz factor approaching to one, the results of the proposed mod-
ification (RPSO) asymptotically tend to the results of standard PSO (SPSO).
In SPSO the velocity of information transmission is much higher than the
maximum velocity of the particles. Due to this, particles know about the best
position visited by any particle in the same time-step when it is visited.

Grid computing has emerged as a powerful paradigm in e-Science, providing to
the researchers an immense volume of computational resources distributed along
diverse institutions. This paradigm [6,7] has made proof of being able to cover
the requirements of a lot of scientific communities. The computing capabilities
delivered by this paradigm have increased the generation of new science. For these
reasons, a platform of grid computing has been selected for the present work. The
infrastructure of ES-NGI (Spanish Grid Initiative) with gLite as middleware and
GridWay as metascheduler has been used to support the production.

The rest of the paper is organized as follows: Sect. 2 summarizes the Related
Work and previous efforts done. Section 3.1 makes short remarks about PSO
algorithm. In Sect. 3.2, the most relevant details about the RPSO implemen-
tation are presented. The benchmark functions and the configurations used to
evaluate the new approach are presented in Sect. 3.3. The Results and the Analy-
sis are displayed in Sect. 4. Finally, the Conclusions are presented in Sect. 5.

2 Related Work

Many articles are published every year with works related to Particle Swarm
Optimizer, mainly in the areas of adaptation for solving complex problems, and
improvements or hybridizations of PSO for avoiding the stagnation of the solu-
tions. For the sake of conciseness, few of them are cited in this section.

From the first works describing the foundations of the algorithm [1-3], it must
be underlined the contributions describing the weaknesses of PSO. In [5,8] it is
demonstrated that the particles in SPSO oscillate in damped sinusoidal waves until
they converge to new positions. These new positions are between the globalbest
position and the previous best position of the particle. During this oscillation, new
positions are visited, and they can have better fitness than its previous localbest,
so that this reactivates the oscillation. This movement is continuously repeated by
all particles until the convergence is reached or any stop criterion is met.

However, in some cases, where the global optimum has not a direct path
between current position and the local minimum already reached, the conver-
gence is prevented. In this case, the efficiency of the algorithm diminishes. From
the computational point of view, a lot of CPU-time is wasted exploring areas of
suboptimal solutions already discovered.
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In order to avoid this pernicious effect, diverse alternatives to PSO formu-
lation have been proposed. Frequently, these enhancements are based on effects
present in the nature, enforcing the image of the PSO algorithm as a bio-inspired
algorithm. Among them: the Inertial Weight in which the previous velocity of the
particle is progressively reduced [4], PSO with Massive Extinction which allows
removing stagnant groups [9], Fitness Distance Ratio Based Particle Swarm
Optimization which proposes that particles are also able to learn from the expe-
rience of the neighbouring particles having a better fitness that itself spite of it is
not the globalbest [10], Dissipative PSO in which the stagnation is prevented by
a negative entropy at the same time that some additional randomness is intro-
duced [11], a Diversity-Guide PSO which through a measure of the diversity of
the swarm, attractive and repulsive phases are switched [12], MeanPSO in which
an alternative equation for the movement of the particles is proposed [13]. The
MeanPSO replaces the role of the globalbest and the localbest by the half of their
addition and the half of their difference.

Besides, it can be cited the works aimed to evaluate the relative performance
of the previous approaches [14].

Our work is well aligned with this set of works: modification of the SPSO in
order to improve its performance. To the authors’ knowledge, no similar modi-
fications of PSO have been proposed and analysed.

3 Methodology

In the PSO technique, each particle is represented as a point inside of a N-
dimensional space. The dimension (N) of the problem is the number of variables
of the problem to be evaluated.

Initially, a set of particles are created randomly. During the process, each
particle keeps track of its coordinates in the problem space that are associated
with the best solution it has achieved so far. This value is called localbest. Not
only the best historical position of each particle is kept, also the associated fitness
is stored. Other best value that is tracked and stored by the global version of
the particle swarm optimizer is the overall best value, and its location, obtained
so far by any particle in the population. This location is called globalbest.

The PSO concept consists in, at each time step, changing the velocity (accel-
erating) each particle toward its localbest and the globalbest locations (in the
global version of PSO). Acceleration is weighted by a random term, with sep-
arate random numbers being generated for acceleration toward localbest and
globalbest locations.

3.1 Standard Particle Swarm Optimization

The process for implementing the SPSO is as follows:

1. Creation of a random initial population of particles. Each particle has a posi-
tion vector and a velocity vector on N dimensions in the problem space.
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2. Evaluation of the desired (benchmark function) fitness in N variables for each
particle.

3. Comparison of the each particle fitness function with its localbest fitness. If the
current value is better than the recorded localbest fitness, it is replaced. Addi-
tionally, if replacement occurs, the current position is recorded as localbest
position.

4. For each particle, comparison of the present fitness with the global best fitness,
globalbest. If the current fitness improves the globalbest fitness, it is replaced,
and the current position is recorded as globalbest position.

5. Updating the velocity and the position of the particle according to Egs. 4
and 5 (where ¢; and ¢y are learning factors):

v,;d(t —+ §t) — 'Uz'd(t)+01 . Rand() . (:Céglcalbest N Iid)+
co -+ Rand() . (ngi()balbest _ xid) (4)

Tig(t + 6t) — wiq(t) + vig (5)

6. If neither stop criterion — fitness threshold or number of generations— is met,
back to the step 2.

3.2 Implementation of RPSO

The main modification carried out for implementing RPSO is the inclusion of a
finite velocity of information transmission. Thus, in each time-step the particles
cast a spherical N-dimensional signal (Fig.1). The signal embodies information
about the best position visited by the particle, its localbest fitness and its current
position.

The signals travel throughout the search space with finite velocity. At each
time-step, the particles are receiving and processing information cast at different
time-steps in the past from the other particles (Fig. 2).

Since the information held by each particle is different, the concept of a global
best position known by all particles of the swarm disappears. Consequently, the
different information about the position visited by the rest of the swarm that
each particle holds, makes impossible to compose it for creating the globalbest.

Fig. 1. Example of swarm casting information waves at diverse time steps (concentric
circles).
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Fig. 2. Example of mechanism of information propagation. At ¢ = 0, particle A casts
information about the best position visited by itself. At ¢ = 1, the information wave
cast by the particle A in the previous time-step has arrived at particle B, but not to
the particles C' and D. Later at ¢t = 2, the wave cast by A at t = 0 has also arrived to
the particle C, whereas a second wave cast by A at ¢ = 1 has arrived to B. At t = 2,
neither information has arrived to D. At t = 3, the wave cast by A at ¢ = 0 has arrived
to particle D.

Otherwise, each particle can compose a global best known by itself. The proposed
schema does not modify the localbest concept.

The concept termed as a global best known by itself substitutes to the glob-
albest in the fundamental equation of movement of particles in the PSO algo-
rithm (Eq. 4). By replacing the globalbest by the global best known by itself, no
modifications affect to the fundamental equations (Egs.4 and 5) of the PSO
algorithm, being them still valid. Moreover, the calculation of the localbest by
each particle is not modified either. A schema of the pseudocode of RPSO is
shown at Algorithm 1.

Other aspect to underline is how many waves have to be stored in order to
keep all relevant information. For each particle, the number of past waves has to
be enough to be able to cross the longest path. This longest path is the longest
diagonal, LD, in the search space.

In our configuration, the search space has a length of L = 10 in arbitrary units
by dimension. Therefore, the longest diagonal is LD? = Z;Tfe"swn L?> = D-L?
then LD = L-+/D. The higher dimensionality, D, of the problem, the longer
is the longest diagonal. The extreme case will be for D = 20, then the longest
diagonal will be LD = 10-+/20 ~ 45.

As the velocity of information transmission in the relativistic case is ¢ = 2
(equal to maximum velocity of the particles), then the number of past waves nec-

: L l t path
essary to store all relevant information is ongestpath __ _ 45 — 99 5 ~ 93,
transmition velocity 2




Particle Swarm Optimizer with Finite Velocity of Information Transmission 163

Algorithm 1. The Relativistic PSO Algorithm pseudocode.
initialization;
while not done do do
foreach Particle do
calculate which wave have reached the position;
if yes then
use this information to calculate the globalbest known;
calculate the localbest;
update Velocity();
new Position();
calculate Fitness;
upgrade the wave information;

Table 1. Benchmark functions used in this work. They include multimodal and
monomodal functions, separable and non-separable functions

Expression Optimum
=2 l[s'm(xl) + sin(ZEL)] ~ —1.90596 - D
fo= Z [sm(acz Ti+1) + szn(ﬂ)] —2-D+2
f z?_m +0.5)2] 0

=0 [(x:)? =10 - cos(2m;) + 10] 0

=S iil@:)?] 0

ZZD 1 [z - sin(10 - 7 - x4)] ~ —5-D
f7 =20+ 20 exp(—20 - exp(fO.Z\/Eing 7)) — exp(X2, cosCrea)y |
fs =418.9828 - D — -7 [x; - sin(y/]ay])] 0
fo=20201100 - (zig1 —22)% + (2 — 1) 0
fro =241 (24)?] 0
fir =32 @) + 22 (6 2l + (224 (5 - 2] 0

3.3 Production Setup

The empirical study was conducted using a set of benchmarks, with diverse func-
tions widely used in these cases [15-17]. These functions were selected in order
that the set has a mixture of multimodal and monomodal functions, separable
and non-separable. For each benchmark function, a set of identical configura-
tions was executed; including the relativistic (¢ = 2, v >> 1) and non-relativistic
cases (¢ = 20, v ~ 1). These configurations show the most characteristic values
of dimensionality (D = 3, 10, 20), population (P = 10, 20) size and number
of generations (G = 10%, 103, 10*). The benchmark functions selected are pre-
sented in Table 1.

For each benchmark function and configuration, 600 tries have been executed.
In order to support this large set of executions, a grid infrastructure is used.

To manage the complexity of the problem, involving several benchmark func-
tions and the set of configurations; the grid jobs were created with 50 tries of
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each configuration. This structure assures the optimization of the execution time
for the grid environment. Several runs were executed to reach the statistical rel-
evance desired.

Each job is composed by a shellscript that handles the execution, and a
tarball containing the source code of the program and the configuration files.
When the job arrives to the Worker Node, it executes the instructions of the
shellscript: to roll-out the tarball, to compile the source code and to execute the
50 tries of each configuration for a benchmark function, and finally to tarball
the results files. When the job finishes, it recuperates the results tarball.

Both PSO algorithms, the standard (SPSO) and the relativistic (RPSO)
versions share some common parameters, such as, ¢c; = ¢co = 1 in Eq.4, and
the maximum velocity, V4. = 2. Furthermore, for the configuration values of
dimensionality (3, 10, 20), population size (10, 100) and number of cycles (102,
103, 10%) were established. As pseudorandom number generator, a subroutine
based on Mersenne Twister has been used [18].

The whole production takes a total of 521.52h, taking 43.46h by run. The
number of jobs executed to complete the production was 28,512 —with 12 runs
by function—; and, taking into consideration the number of tries by each config-
uration, then the number of tries was 237,600.

4 Results and Dicussion

In Tables2, 3 and 4, a resume of the mean fitness obtained for each fitness
function, configuration and PSO implementation is presented. However, these
data are not enough to state if the new implementation outperforms in certain
benchmark function the SPSO.

For the sake of conciseness, similar tables but presenting the minimum
reached for each case for the RPSO and SPSO have been omitted. The analysis
of the minima’ results shows a similar number of best results for both algorithms:
RPSO (73) and SPSO (94). This equality stems from the capacity of RPSO to
find as good solutions as SPSO.

In spite of these results, the analysis of the results requires of their statistical
analysis based on non-parametric tests.

In this work, the usual statistical analysis in the numerical optimization
works has been followed [19,20]. The analysis is based on non-parametric tests,
such as: Wilcoxon signed-rank tests. In-depth description of the statistical tests
is beyond of the scope of this paper. This analysis has been performed using
only 50 randomly selected results per case.

At Table 5, the p-value for the Wilcoxon signed-rank test is presented. Only
the cases with statistically significant differences for a confidence level of 95 %
(p-value under 0.05) are presented. This means that the differences are unlikely
to have occurred by chance with a probability of 95 %.
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Table 2. Mean fitness of benchmark functions fi, f2, fs and fy after 600 tries

DIP |G |f1 f2 f3 fa

c=2 c=20 |c=2 c=20 |c=2 c=20|c=2 c=20

y>>1 |yx~1 y>>1 |yx~1 Yy>>1|yx~1|y>>1|yx~1

3 110]10%| —5.569| —5.575| —3.720| —3.707|0.057 |0.058 2.878 | 2.733
103 —5.700| —5.695 —3.894| —3.901|0.013 |0.013 1.083 1.097
10| —5.689| —5.707| —3.950| —3.951|0.003 |0.003 0.322| 0.316
20(10%| —5.631| —5.596 | —3.874| —3.874/0.036 |0.033 2.274| 2.383
10%| —5.689| —5.686 —3.965 —3.960|0.007 | 0.007 1.061 1.070
10| —5.710| —5.707| —3.996| —3.996|0.001 |0.001 0.328 | 0.311
10110 |10% | —14.082 | —12.575| —9.718 | —9.687|1.542 |1.549 | 41.804| 42.165
103 | —15.084 | —14.435 | —11.595 | —11.451 | 1.539 | 1.516 | 38.144 37.016
10* | —16.270 | —15.960 | —12.695 | —12.829 | 1.424 | 1.405 | 30.428 | 30.353
20| 10%| —14.933 | —14.439 | —10.325 | —10.238 | 1.405 | 1.399 | 32.987| 33.429
10% | —16.404 | —16.276 | —11.865 | —11.757 | 1.237 | 1.227 | 27.609 | 27.191
10* | —17.854 | —17.863 | —13.454| —13.510{0.867 |0.852 | 19.093 | 18.520
20|10 |10? | —27.925 | —18.408 | —14.457 | —14.165 | 3.990 | 4.053 |103.741 | 103.266
10% | —28.031 | —20.879 | —16.988 | —16.865 | 3.882 [3.993 | 99.802| 99.150
10* | —28.590 | —24.018 | —18.791 | —18.348 | 3.985 | 4.000 | 95.065 | 93.958
20| 10% | —28.398 | —22.822 | —15.129 | —15.003 | 4.051 | 4.201 | 84.294 85.661
103 | —28.430 | —24.994 | —17.367 | —17.296 | 4.118 |4.188 | 82.535| 83.864
10* | —29.682 | —28.663 | —19.823 | —19.843 | 4.201 | 4.180 | 82.606 83.445

As can be appreciated (Table5), in many cases both algorithms similarly
perform. The results do not show significant differences among those cases'.
Besides, for some functions f3, fa, f5, f7, fs, fo, fio and f11 the number of cases
where one of the approaches outperforms to other is less than 3 (over a total of
18 cases per benchmark function).

On the other hand, for fg RPSO clearly outperforms SPSO. It produces
significant better results for 10 cases, where no cases of better results of SPSO
are produced for this function. For the functions f; and fo the inverse scenario
is produced, SPSO outperforms RPSO (13 cases versus 1 case for fi, 7 cases
versus 3 cases for fa).

In summary, on a total of 198 cases, the cases where the differences are
significant and RPSO outperforms SPSO are 23 cases, whereas the opposite
performance is produced in 36 cases, obtaining (by both algorithms) similar
results in 139 cases.

! For these cases, where significant differences between both implementations are not
found, no figure of p-value is shown at Table 5.
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Table 3. Mean fitness of benchmark functions fs, fs, f7 and fs after 600 tries

D P |G |fs fe f7 fs
c=2 c=20|c=2 c=20 c=2 c=20 c=2 c=20
y>>1|y~1|y>>1 |[y~1 y>>1|y~1 y>>1 |y~1

3 110102 /0.038 |0.038 | —9.595| —9.596 |17.289 | 17.288|1245.799 | 1245.691
1031 0.009 |0.008 | —9.834| —9.968  17.282 |17.282 |1245.336 | 1245.259
104 10.002 | 0.002 | —11.508 | —11.653 | 17.282 | 17.282 | 1245.186 | 1245.184
20102/ 0.029 |0.030 | —10.523 | —10.719 | 17.286 | 17.286 | 1245.837 | 1245.870
103 1 0.005 | 0.005 | —14.131 | —14.207 | 17.282 | 17.282 | 1245.474 | 1245.525
104 | 0.001 0.001 | —14.848 | —14.848 | 17.282 | 17.282 | 1245.309 | 1245.286
10|10 | 102 | 1.068 1.048 | —19.422 | —19.692 | 17.700 | 17.702 | 4162.078 | 4161.962
103 | 1.011 1.020 | —28.565 | —28.895 | 17.498 | 17.493 | 4160.598 | 4160.314
10%]0.937 |0.855 | —39.678 | —40.220 | 17.361 | 17.360 | 4158.343 | 4158.421
20102 | 0.901 0.975 | —19.315 | —19.608 | 17.540 | 17.537 | 4161.690 | 4161.979
103 10.725 | 0.724 | —22.705 | —22.986 | 17.436 | 17.438 | 4159.911 | 4159.996
10*]0.385 |0.373 | —27.814 | —28.287 | 17.331 | 17.331 | 4156.726 | 4156.804
20| 10| 102 |2.887 |2.923 | —27.383 | —27.930 | 17.958 | 17.959 | 8331.031 | 8331.355
1032932 |2.852 | —39.586 | —40.332 | 17.833 | 17.815 | 8329.989 | 8329.929
104 12.892 | 2.805 | —46.959 | —46.299 | 17.656 | 17.662 | 8327.494 | 8327.663
20102 | 2.664 |2.651 | —27.643  —28.171 |17.713 | 17.713 | 8330.039 | 8330.365
103 |2.715 |2.786 | —31.605 | —31.761 | 17.671 | 17.680 | 8327.013 | 8327.501
104 12.832 | 2.737 | —36.101 | —36.147 | 17.605 | 17.591 | 8323.511 | 8323.071

Table 4. Mean fitness of benchmark functions fo,

f10 and f11 after 600 tries

D[P |G |fg f1o f11
c=2 c=20 c=2 c=20 c=2 c=20
y>>1 | yv~1 Y>>1|y~1 |v>>1|~v~1
3 |10 102 2.177 2.119 | 0.073 0.070 | 0.662 0.660
102 0.592 0.557 0.015 0.015 0.241 0.248
10% 0.086 0.076 0.003 0.003 0.087 0.100
20 | 102 1.476 1.455 0.054 0.051 0.800 0.778
102 0.479 0.510 0.009 0.010 0.210 0.196
104 0.090 0.087 0.002 0.002 0.044 0.041
10 | 10 | 102 | 109.944 | 110.773 5.195 5.241 | 15.784 16.477
103 | 110.105 | 105.326 5.279 5.312 | 11.597 11.067
10% | 104.625 | 100.953 5.073 4.642 8.338 8.131
20 | 102 96.016 96.630 4.785 4.771 | 12.482 13.777
102 76.931 73.147 3.850 3.647 7.478 7.281
104 47.930 46.534 2.256 2.313 4.169 4.125
20 | 10 | 10?2 | 344.920 | 368.145 | 28.994 | 27.967 | 73.179 | 71.691
103 | 338.426 | 352.895 | 28.231 | 28.666 | 53.017 | 52.825
10% | 367.202 | 384.586 | 27.917 | 28.007 | 43.376 | 42.033
20 | 102 | 347.703 | 336.548 | 26.708 26.428 | 56.396 | 61.217
103 | 342.324 | 331.502 | 27.037 | 27.566 | 45.872 | 44.744
10% | 335.593 | 344.042 | 27.062 27.368 | 35.628 | 35.968
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Table 5. Wilcoxon signed-rank test value for all cases

D P |G |f1 f2 f3 fa f5 fe f7 fs fo f10 f11
3 10102 0.010
10° | 0.015 | 0.008 0.014 4.8¢-06
10* | 0.041 0.0008
20 | 102 | 4.8¢-05 0.025 | 0.048 0.009
103 0.023 0.003 |0.015 |0.041
10% 0.041
10 | 10 | 102 | 0.0 0.017
10% | 0.0 0.019 0.026 0.006
10% | 3.9¢-05 | 0.015 0.012 | 0.033 0.012
20 | 102 | 8.9e-12 | 0.022 0.012 | 0.002 0.035 0.019
103 | 0.004 | 0.010 0.044 | 0.035
104 0.023 0.035 1.6e-05
20| 10 | 102 | 0.0 0.0 0.0002
10° | 0.0 0.0008
10% | 0.0 2.9¢-06
20| 102 | 0.0 0.012 | 0.002 1.6e-05 0.017
10% | 0.0 0.039 | 0.006
101 0.0 0.022 0.0005 | 0.010

5 Conclusions

In this paper, a modification for Particle Swarm Optimizer has been proposed
and evaluated. The new approach modifies the infinite velocity for information
transmission inherent in the standard implementation of PSO by a finite velocity
for information transmission. This modification is evaluated with a wide set of
benchmark functions, which include separable and non-separable, monomodal
and multimodal functions; as well as for a wide set of configurations.

As a consequence of this modification, the existence of an unique globalbest
for all particles is replaced by a new concept termed globalbest known for each
particle. Furthermore, the fact that the particles are receiving and processing
information cast by other particles in past, makes more relevant the cognitive
term of the PSO movement equation in contrast to the social term. This allows
a better exploration of the local area of the particles rather than jumping to the
best position of other particles of the swarm.

The statistical analysis of the results obtained indicates that on a total of
198 cases, the new approach, RPSO, outperforms the standard PSO in 23 cases.
Oppositely the PSO implementation outperforms the RPSO in 36 cases; whereas,
in 139 cases the statistical analysis indicates that the differences are not signifi-
cant.

As final conclusion it can be stated that the new approach can be incorpo-
rated to the portfolio of modifications proposed to the standard PSO to tackle
optimization problems.
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Abstract. Software agent technology is a rapidly developing area of
research. In this paper, we introduce a new application of an agent sys-
tem, called cryptanalytic-agent system whose behaviour will be intelli-
gent enough to attack Simplified Advance Encryption Standard (S-AES)
block cipher. Our results confirm the versatility of our proposed app-
roach.

Keywords: Intelligent agent - Cryptography - Cryptanalysis

1 Introduction

Simplified Advance Encryption Standard, S-AES, was developed by Professor
Edward Schaefer of Santa Clara University and several of his students [1] in 2003.
It is an encryption algorithm to help cryptographers and cryptanalysts to bet-
ter understanding the concepts behind the real Advance Encryption Standard,
AES [2]. Tt has a good mathematical structure, such as AES.

Artificial agents, subsuming both robots and software agents, represent a
new paradigm in Software Engineering and Artificial Intelligence. Depending on
the technologies used in their implementation, they may exhibit various char-
acterstics. In particular, they may act more or less autonomously, they may be
able to learn and to adapt with a changing environment. They may be able to
achieve their goals pro-actively [3-5]. Due to these unique characteristics devel-
oping agent systems has been a very challenging task for agent researches and
application developers. In this paper, we introduce a new application of agent
system, called cryptanalytic-agent!' system whose behaviour will be intelligent
enough to attack S-AES. To do this, firstly, the S-AES encryption algorithm is
translated into an equivalent formula that is conjunctive normal form, denoted
by E-CNF. This formula is obtained using a set of rules presented in this paper.
Variables in our E-CNF formula will be plaintext bits, ciphertext bits, cipher
key bits, and an auxiliary variables that are used in the translation. Our crypt-
analytic attack is the known plaintext attack. Then, we propose a cryptanalytic
agent to interact with the E-CNFformula and use his initial knowledge about

! The type of agent, that we focus on, is the autonomous, pro-active behaviour of a
single agent, that is situated in a particular environment.
© Springer International Publishing Switzerland 2015
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ciphertext and plaintext to deduce the original cipher key bits. This method can
led to design a better cryptanalytic attack on real AES [2].

In the previous work, Musa et al. [1], attacked S-AES for the first time
using linear and differential cryptanalysis. Linear and differential cryptanalysis
is applied for one round S-AES. From their results, 109 plaintext and correspond-
ing ciphertext pair were required. Mansoori et al. [6], attacked S-AES against
linear cryptanalysis. Linear cryptanalysis is applied using the known plaintext
attack. To break the first round 116 plaintexts were required and 548 plaintexts
were required to break the second round. Simmons [7], attacked S-AES using
Algebraic cryptanalysis. More number of plaintext and ciphertext pair is required
for this type of attack. Valarmathi and Vimalathithan [8] attacked S-AES using
Particle Swarm Optimization and used ciphertext-only attack, More number of
ciphertext is required for this type of attack. But the proposed approach allows to
find the cipher key by using only one plaintext and its corresponding ciphertext.

The rest of the paper is structured as follows. In Sect. 2, we describe briefly
the main transformations of S-AES encryption process. In Sect. 3, we show the
used method in the transformation S-AES encryption into an equivalent E-CNF
formula. In Sect.4, an encryption model of E-CNF, its validity, and the key-
equivalent of two encryption models are defined. In Sect.5, the construction
related issues of the proposed cryptanalytic agent system are discussed. The
results are given in Sect. 6. Finally, the conclusion is presented in Sect. 7.

2  Simplified AES (S-AES)

S-AES [9] is a non-feistel block cipher, which means that each transformation
or group of transformations must be invertible. It takes 16 bit plaintext and 16
bit cipher key as input and generates 16 bit ciphertext as output. The 16 bit
input plaintext are treated as matrix of 4 nibbles (a nibble is 4 bits), called state.
Figure 1 shows encryption and decryption algorithms for S-AES.

2.1 S-AES Transformations

For ease of explanation of these transformations, the 16 bit plaintext block, P =

(Pop1p2p3 PaPsPePr PsPoP10P11 P12P13P14P15) are expressed as a matrix of 4 nib-
bles as follows:

Pop1P2p3 PsPoP10P11
P4aPsPeP7 P12P13P14P15

SubNibbles (S-box). The first transformation, SubNibbles, is used at the
encyrption process. Only one table is used for transformations of every nibble.
To substitute a nibble, we interpret the nibble as 4 bits. The left 2 bits define
the row and the right 2 bits define the column of the substitution table. The
hexadecimal digit at the junction of the row and the column is the new nibble.
Figure 2 shows the idea and also shows the SubNibbles table (S-box) for the
SubNibbles transformation.
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Cipher key PlathtExe Plaintext Cipher key
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Fig. 2. SubNibbles transformation

ShiftRows. The second transformation, ShiftRows, is used at the encyrption
process and the shifting is done at the nibble level and to the left. The order of
the bits in the nibble is not changed. The number of shifts depends on the row
number(0, 1) of the state matrix. This means row 0 is not shifted at all and row
1 is shifted 1 nibble.

MixColumns. The MixColumns transformation operates at the column level;
it transforms each column of the state into a new column. The transformation
is actually the matrix multiplication of a state column by a constant square
matrix. The nibbles in the state column and constants matrix are interpreted as
polynomials with coefficients in Galois Field GF(2). Multiplication of bytes is
done in GF(2%) with modulus (x*+x+1) [10]. Addition is the same as XORing
of 4-bit words. The mixcolumns transformation defined by the following matrix
multiplication on the state matrix:

S('),O S(I),l |14 [So0,0 So0,1
S10S51a]  |41] [Si0Sia
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AddRoundKey. The last stage of each round of encryption is to add the round
key. AddRoundKey causes each bit of the input block, D = (dy, di, da, d3) to
be exclusived-ORed with the corresponding bit of the ith round key, K; = (ko,
k1, k2, ks) to obtain the 16 bit output block E = (eg, e1, e2, e3) as follows:

€g €2 d0d2 & k0k2
€1 €3 o d1 d3 kl k?)

S-AES KeyExpansion. The KeyExpansion Algorithm 1 [6] produces three
16 bit round keys from one single 16 bit cipher key. The first round key (Kj)
is used for preround transformation (AddRoundKey); the remaining round keys
(K1, K3) are used for the last transformation (AddRoundKey) at the end of
round 1 and round 2. The key expansion algorithm creates round keys word by
word, where a word is an array of 2 nibbles, the algorithm produces 6 words,
which are called Wy, Wy, Wa, ..., Ws. Where Ky =W[0]W[1], K; = W[2]W]3],
Ko =WI[4]W][5].

Algorithm 1. Calculate S-AES Key Expansion

//An array W, whose entries are words, W[0] and W[1] are filled with the original
key in order.
for 2 <i<5do
if ¢ = 0(mod 2) then
WIi] = W[i-2]® RCON(i/2)®SubNib(RotNib(W[i-1]))
else
WIi] = W[i-1]¢W][[i-2]
end if
end for

In Algorithm 1, RCON[i] = RCJiJ0000, where RC[i] is defined as RC[i] =
22 € GF(2*) so RC[1] = 2 = 1000 and RC[2] = z* = x +1 = 0011. If N,
and N; are nibbles, then their concatenation denoted as NgNj. The function
RotNib is defined to be RotNib(NgN;) = NNy and the function SubNib to be
SubNib(NgN1)= S-box(Npy) S-box(Ny).

3 Converting S-AES Encryption into Conjunctive
Normal Form Formula (CNF)

In this section, we convert the S-AES encryption algorithm into an equivalent
Conjunctive Normal Form formula? (denoted by E-CNF). A propositional for-
mula F is in Conjunctive Normal Form (CNF) if it is a conjunction (AND, A)
of clauses, where each clause is a disjunction (OR, V) of literals, and each literal

2 This form is used widely for describing SAT and MAXSAT problems.
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is either a variable or its negation (NOT, —). The set of all variables occurring
in a formula F is denoted as VAR(F). In the following, we give a procedure
that used to convert the S-AES encryption algorithm into an equivalent CNF
formula. This conversion is based on rules about logical equivalences [11] and
the other rules as in Fig. 3.

Rule No | RULE Equivalent RULE in CNF

1 —(a A'b) (—aVv-b)

2 (a V(bA c)) ((a Vb)A(a Ve))

3 a=b (ma VvV b)

4 a=b ((—avb)A(—-bva))

5 c=aAb=ab (meVa)A (- eV Db)A (cVvoav-b)

6 c=ad b (= evaV b)A(eV naVb)A(eV aV =b)A (—eV —bV —a)

Fig. 3. General rules about logical equivalences

For transferring to CNF, each individual transformation SubNibbles,
ShiftRows, MixColumns, and AddRoundKey of S-AES is converted into an
equivalent CNF formula. From Sect.2, the transformations ShiftRows and
AddRoundKey can be transfered easily into an equivalent CNF formula by using
rules in Fig. 3. The CNF formula corresponding to SubNibbles and MixColumns
transformations are shown in the following subsections.

3.1 CNF of S-box

In [7], the authors generate the S-box as a system of polynomials. This is done
by constructing an ordered list of four polynomials each of which accepts 4-bit
input and returns one bit of output. The four ordered bits of output are the four
bits of the S-box output. By using rules 5 and 6 in Fig. 3, we can transfer these
polynomials into CNF formula.

by = b1 @ bibsby B b1bs B by B babsbs P bsbs B by D 1,

by = b1baby ® b1ba @ bibs ® by @ babzby & babz @ by @ bzby ® by,

by = b1babs @ b1baby @ b1by ® b1bsby & by & baws & by,

bly = b1babs @ bybaby & b1bsby B bibs B biby B by ® babsby B baby & by B by @ 1.

3.2 CNF of MixColumns

The basic operations employed in MixColumn transformation are addition and
multiplication elements of GF(2%), with 2% + 2 + 1 as polynomial for the field
multiplication. Addition consists of a simple bitwise exclusive-or, while multi-
plication is the vital calculation module. Various architectures have been pro-
posed for the implementation of the multiplication in GF (2™) [12]. By applying
the multiplication architecture presented in [10], we get the four ordered bits
(c3 €2 1 ¢p) output of multiplication are defined as in Eq. (1), where (a3 a2 a1 ag)
and (b bs by bg) are the inputs.
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co = apby ® a1b3 ® azby B azby

c1 = apby ® a1bp @ a1bs B agbr B axbs B axbs @ asgby
c2 = a1b1 @ agbs © azby D axbz D azbs B azbs

C3 = a0b3 D a1b2 (&) agbl (5] CLgbo S5 0,31)3

(1)

By using rules in Fig. 3, we can get the CNF formula for the multiplication.

Finally, for the full-version of S-AES, the CNF representation has been
obtained by adding intermediate literals during the conversion of main trans-
formations for S-AES. As a result, we obtained a system of 2200 clauses in 645
variables with at most 3 literals per clause.

4 An Encryption Model of E-CNF

The boolean satisfiability problem (SAT) [13] is defined as follows: given a
boolean formula, check whether an assignment of Boolean values to the propo-
sitional variables in the formula exists, such that the formula evaluates to true.
If such an assignment exists, the formula is said to be satisfiable; otherwise, it
is unsatisfiable. The complexity of such problems is known to be NP-hard [14].
Unfortunately, SAT approach does not provide a model(or a solution) for the
E-CNF formula that obtained from Sect. 3. So, we focus on the MAX-SAT, an
optimization version of SAT which consists of finding a truth assignment that
satisfies the maximum number of clauses in a CNF formula. Therefore, we may
seek to find values for a subset of the E-CNF variables that satisfy the constraint
(Exg(P) = C or Dg(C) = P), where E and D are the S-AES encryption and
decryption algorithms, P, C, and K are the plaintext, ciphertext, and cipher
key. Hence, in the following, we formalizes the notion of “An encryption model”
of E-CNF, its validity, and the key-equivalent of two encryption models.

Definition 1. Let F be a E-CNF formula. A wvector is an assignment o:
Var(F) — {0, 1, ?}. The symbol ? denotes that a variable is undetermined.
A wector is total if every variable is determined. (i.e., it is assigned a value from

{0, 13).
A vector that restricted to the set of all plaintext variables is called plain-vector.

Similarly, we have cipher-vector, cipher key-vector,extended cipher key-vector
and auziliary-vector.

Definition 2. Let F be a E-CNF formula. An encryption model of F, denoted
by M, is defined as a tuple (PV, CV, KV), where PV is the plain-vector, CV is
the cipher-vector, and KV is the cipher key-vector.

Definition 3. Let F be a E-CNF formula and M = (PV, CV, KV) be an encryp-
tion model of F. We say that M is valid model iff PV, CV, and KV are totals
vectors and (Evgvy(V(PV)) = V(CV) V Dyy)(V(CV)) = V(PV)), where
V(z) denoted the ordered value assigned to z, E and D are the S-AES encryption
and decryption algorithms.

Definition 4. Let F be a E-CNF formula. Two encryption models M= (PV,
CV, KV) and M’ = (PV, CV, KV’) of F are said to be key-equivalent iff M and
M’ are valid models.
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5 Cryptanalytic Agent of S-AES

In this section, we introduce a new intelligent agent-based cryptanalytic model
called cryptanalytic-agent for attacking S-AES. The main function of the pro-
posed cryptanalytic-agent system is to deal with E-CNF and to use its knowledge
about ciphertext and plaintext in order to find a valid encryption model in the
system. The architecture that serves as a basis for the proposed cryptanalytic
agent in this paper is the rule-based agent architecture [15]. The following con-
cepts are essential to rule-based systems.

— A fact base stores information about the state of the world in the form of
facts.

— A rule base stores rules which represent the knowledge of how to process
certain facts stored in fact base. The rule base consists of a condition part
(called left-hand side, LHS) and an action part (called right-hand side, RHS).

— An Inference Engine controls the inference process by selecting and processing
the rules which can fire on the basis of certain conditions. This can be done
in a forward-chaining or backward-chaining manners.

5.1 Cryptanalytic-Agent: Fact Base

In this section, we will model an agent’s knowledge about the world as a 4-tuple
S=(C, A, X, AK), where

— C is the E-CNF state. The state of E-CNF is either C or new(C) or old(C)

— A is a vector restricted to the set of all E-CNF variables, initialy each vari-
able in A is undetermined. The vector A represents what knowledge can be
computed from E-CNF.

— X is a sequence of vectors, initialy empty and is denoted by <>.

— AK is an agent’s knowledge about the plaintext, ciphertext, and the cipher
key. This knowledge is modeled as Agent Knowledge System (AK-System)
which explain in the following.

Agent Knowledge System (AK-System). We propose a deduction system
called the Agent Knowledge System (or the AK-System). In AK-system, we will
model an agent’s knowledge about the plaintext, ciphertext, and the cipher key
as an encryption model M, and model the derivation of new knowledge by an
agent as an inference process in this encrypted model M. An AK-System consists
of a triple (M, X, 4k ), where:

1. M is an encryption model,

2. X is the set of AK-inference rules which explain in the following. FEach AK-
inference rule has zero or more premises and a conclusion.

3. Fak is the AK-derivation relation, which is defined using a sequence of appli-
cations of AK-inference rules. We write the formula M Fax ¢ if formula ¢
can be derived from model M using set of Ak-inference rules X.
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AK-Inference Rules. In the following, we define the set of AK-inference
rules. Each AK-inference rule is represented in the form of %, where
the premises are a set of terms and a conclusion is a term. This means that from
the premises, we can derive a conclusion. In the following AK-inference rules, we
use p, k, and c¢ to denote meta-variables over PV, KV, and CV respectively.
We use x and y to denote meta-variables over PV, KV, CV, and their concate-
nations. The notation M = x is used to indicate that agent knows x from the

model M. If the agent does not know x from the model M, then we write M }£ .

1. (for each p € PV)
M = p
The cryptanalytic-agent knows all the plaintext variables in the model M.
2. (for each k € KV),
MEE
The cryptanalytic-agent knows all the cipher key variables in the model M.
3. (for each c € CV),
MEc
The cryptanalytic-agent knows all the ciphertext variables in the model M.
4. ME=z determined(x)
M=V (z)
The cryptanalytic-agent knows the value of x in the model M.
5. M Ez undetermined(x)
M £V (z)
The cryptanalytic-agent knows that it does not know the value of x in the
model M.
6. MEV(@)AMEV(y)
M= V(z,y)
The cryptanalytic-agent knows the value of pattern x, y if it knows the value
of x and also knows the value of y in the model M.
7. MEV(@)VMEV(y)
M V(. y)
The cryptanalytic-agent knows that it does not know the value of pattern x,
y if it does not know the value of either x or y in the model M.
8. MEV(z,y)
ME V(@) AM E V()
If the cryptanalytic-agent knows the value of pattern x, y, then it knows the
value of x and also knows the value of y in the model M.
9. MEV(z,y) ANMEV(x)
M V()
If the cryptanalytic-agent knows that it does not know the value of pattern
x, y and it knows the value of x, then it knows that it does not know the
value of y in the model M.
10. M EV(x,y)
M [~V (y,x)
If the cryptanalytic-agent knows that it does not know the value of pattern
X, y, then it knows that it does not know the value of pattern y, x in the
model M.
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11. M EV(z,y)
M = V(y,x)
If the cryptanalytic-agent knows the value of pattern x,y, then it knows the
value of pattern y, x in the model M.

12. MEV(PV)AM EV(KV)AM = V(CV) Valid(PV, KV, CV)
M = valid

13. MEV(PV)VMEV(KV)VMEV(CY)
M = invalid

4. M= V(PV)AM = V(KV)AM E V(CV) ~(Valid(PV, KV, CV))
M = invalid

The cryptanalytic-agent knows that the encryption model M is either valid as
in rule 12 or invalid as in rules 13 and 14.

Definition 5. Consider S1,S2 and Ss are meta variables range over statement,
Fak is defined inductively as follows.

1. Base case. If the AK-inference rule of the form M = Sy, then M Fax Sy is
a AK-derivation.

2. Induction case: if we have AK-derivation M Fax S1, M Fax Ss, and there
1s an AK-inference rule of the form % (or of the form %), then
M4 i S5 is a AK-derivation.

5.2 Cryptanalytic-Agent: Rule Base

The rule base contains the action rules® that available to our cryptanalytic-
agent system. FEach action rule has the form ¢ = Act, where ¢ is a mental
state condition? and Act is an action. Our cryptanalytic-agent is capable of
performing a set of actions Acts = {Simplify(t), Maxsat(C), Revise(t, M),
Choose(t), Undo(t), Reverse(t, M)}, where t is a vector. The actions Simplify(),
Maxsat() and Undo() are external, while the actions Revise(), Choose() and
Reverse() are internal. For the formula E-CNF, the action Simplify(t) denotes
the simplified formula E-CNF’ that obtained by replacing the variables appearing
in t with their specified values then removing all clauses with at least one TRUE
literal, and deleting all occurrences of FALSE literals from the remaining clauses.
The action Maxsat(C) computes an assignment which maximizes the number of
satisfied C clauses. The cryptanalytic-agent has ability to select the vector t from
his knowledge base using the action Choose(t). The action Revise(t, M) gives
the ability of our cryptanalytic-agent to update his own knowlege base according
the vector t in model M. In addition, the action undo(t) gives the ability of the
cryptanalytic-agent to return to the E-CNF prior to the execution of the last
action. Finally, the action Reverse(t, M) gives the ability of the cryptanalytic-
agent to reverse the value of vector t in model M.

3 These action rules give a new strategy for known plaintext attack of S-AES.
4 A mental state condition determines the states in which Act may be executed.
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1. M by invalid A NEW(C) = Maxsat(C)

IN(new(t, V(t)), X) = Simplify(t)

3. (M Fak invalid A NEW(A) A Check-key(M, Key(A)) Fax valid ) Vv
(3k C KV,¥p € PV,Ye € CV : IN(old(p, V(p)), X) A IN(old(c, V(c)), X) A
NEW(A) A IN (V(k),A)AM ax V(k)) = Revise(Key(A), M)

4.3k C KV : IN(old(k, V(k)), X) A LAST(k) A NEW(A) A Check-key(M,
Key(A)) Fak invalid = Undo(k)

5. M Fax invalid A M Fax V(t) A = IN(old(t, V(t)), X)) A = IN(new(t, V(t)),
X)) = Choose(t)

6. M 4k valid = Validkey

7. Yk € KV : IN(old(k, V(k)), X) A MFk invalid = Reverse(KV, M)

N

In the cryptanalytic-agent action rules, we use the symbols new and old to stand
for state (for example, new(t) means that the state of t is new), and we use IN,
NEW, OLD, and LAST to stand for predicates. The predicate NEW(t) checks if
the state of t is new or not. Similarly, the predicate OLD(t) checks if the state of
t is old or not. The predicate IN(new(t, V(t)), X) checks if the vector t exists in
X and its state is new or not. The predicate LAST(t) checks if t is the last vector
that simplified with it in E-CNF or not. We use the symbols Key and Check-key
to stand for functions, where Key(A) function used to extract the values of the
key from the assign A and the function Check-key(M,Key(A)) used to check the
key from an assign A with a model M to derive the model M is valid or not.
Finally, we explain the effect of each action rule that defines what happens in
the environment when a possible action is fired as in Fig. 4°.

Action Rule No|Current State Effect
1 (new( C ), old<A> , X, AK) or (old( C ), new<A> X AK)
(new(C), < =, X AK)
2 (C, new<A>, X U new(t,V(t)), AK) (new( C ), old<A>, X U old(t,V(t)), AK)
(C,A, XU old( PV,CV), (AK)") where
(AK)': an agent
3 (C, A, XUold( PV,CV), AK)

knowledge after adding the result key

(C", old(A), X U old(k V(K)), AK)

4 (C, new(A), X U old(k,V(k)), AK) where C': the CNF before
simplified with k
5 (C,A, X, AK) (C, A, X U new(t,V(t)), AK)
6 VALID MODEL valid key
(C, A, XU old(k,V(k)), AK) (C, A, XU old(k,V(k)), (AK)")

reverse all bits of KV in a model M

Fig. 4. Effect of action rules

5 The bold components in column effect are the components that effected by the
applied rule.
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5.3 Cryptanalytic-Agent: Inference Engine

The inference engine controls the inference process by selecting and processing
the action rules which can fire on the basis of certain conditions. Given the
contents of the fact base, the inference engine determines the set of rules which
can be fired. These are the rules for which the conditions are satisfied. The set of
rules which can be fired is called the conflict set. Out of the rules in the conflict
set, the inference engine selects one rule based on some predefined criteria (This
process is called conflict resolution strategy). There are several different strategies
used to handle this situation [15]. In this paper, we can consider a conflict set as
a list of sets and fire the last set in the list. If the last set contains more than one
rule, then fire the rule with the highest priority (The priority is taken according
to the order of rules that stated in Sect.5.2). For example, if the conflict set
contains sets {3, 5}, {2, 3, 4}, then fire rule 2.

6 Results

The cryptanalytic-agent’s results are based on the used MAXSAT action. Seman-
tically, the agent has used the SAT4J MAXSAT Solver [16] which is an open-
source tool rewarded in different SAT competitions. Cryptanalytic-agent can
achieve the required goal according to the following steps.

1. First we calculate a ciphertext ¢ from a chosen plaintext p with a known key
k. Then we give only the pair (p, ¢) to Cryptanalytic-agent (i.e. an encryption
model say, M1=(PV, CV, ?)¢ is constructed). By applying agent action rules

Cryptanalytic-agent

#iteration |Fact Base Conflict set Rule fired
0 (C<><>FLCIK) w5y B

(€.« ><> (PLLLK).

1 151 423 2
(€. > X={new(PL,CI} FL.CIK) tedzn

K
2 W(PL.CIL( PLCLK)),
2 OB 1
(new(C).< >X={old(PL,Cl) }.( PL.CLK}
(C.< ><> (PLCLK),
(C.< >X #(PL.CI) J.{ PLCLK)),
3 e {old(PL.CIJL( PL.CLK) 15L2L1143Y 3

(ol weA> X= (PLCLK).
s (016(C).new<A> X={ old(PL.CI) }.{ PL.CLKV), {{51.421011.{3}.{8). HALT} HALT

Valid key

Fig. 5. Example for attacking S-AES using cryptanalytic-agent

5 The symbol ? denotes that the key vector KV is undetermined.
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5.2 and inference rules 5.1, the cryptanalytic-agent has ability to find a valid
encryption model (i.e. finds the valid key (k’)). This valid key may be either
an original key (k) or an equivalent key (k’)( see definition 4). The following
example will explain how our cryptanalytic-agent work.

Example 1. Suppose that the plain-vector, the cipher-vector, and the cipher
key-vector are as follows.

PL = (p1070)7 (pllvl)f (pl2?0)7 (pl3a1)) (pl471)7 (pl571)7 (plﬁvo)a (pl770)f
(pZSal); (plg,l), (pllo,]-); (plllao); (pZIZa]-); (pll3a0); (pl147]-); (p115a0)

CI = (Cio,l), (C’L'l,O), (Ci270), (Cig,l), (Ci4,1), (Ci5,1), (Ci670), (Ci7,1>,
(cig, 1), (cig,0), (ci10,0), (ci11,0), (cit2,1), (ci13,0), (ci14,0), (cis,0)

K = (kO,?): (kl,?): (kQ,?)! (kS,?): (k4,?): (k5,?)! (kﬁ’?): (k7’?): (kS’?):
(ko,?), (k10,7), (k11,7), (k12,7), (k13,7), (k14,7), (K15,7)

At the beginning (iteration 0), the fact base is written in row 0. The conflict
set is calculated and written in the same row. The agent will apply rule (5)
according to his conflict resolution strategy to get the new fact base’. The
new fact base is written in row 1. The new conflict set is then calculated and
written in the same row (1). According to his conflict resolution strategy, the
agent applies a new rule (2). This new rule is written in the same row (row 1).
Figure 5 describes the next iterations by the same way until the agent halts
and gets the valid Model. In this example, the agent halts with the key-vector
KV = (k”Uo, 1), (k’l}l, O), (k’UQ, 1), (k’l}g, 0), (kv4,0), (k’U5,0), (k’l)@, ].), (k’l)7, ].),
(k’l)g, 0), (k'l}g, 0), (/ﬂ’l)l(), 0)7 (k’l]ll, ].), (k'l}lg, 0), (k’l)lg, 1), (k’0147 0), (lﬂ)lg,, 1)
Notice that the figure contains not only the new fact base in the i*" iteration
but it also contains the history.

2. In order that, the cryptanalytic-agent can distinguish between the original
key (k) and the equivalent key (k’), it needs to another input pair (p’, )
(i.e. another model, say M2 = (PV’, CV’, 7)) to add to his fact base, where
(p, ¢) and (p/, ') are encrypted with the same key. Therefore, we need to
extend AK-Inference Rules 5.1 by the following rules to determine whether
the key is an original key or an equivalent key.

(a) M1 Fag valid N M2 -4k V(PV’,CV/) Valid(PV/, KV, C’V’)
M1, M2t sk Original(KV')
(b) M1 Fax valid A M2 Fax V(PV',CV") ~(Valid(PV', KV, CV"))

M1, M2+ ax Equivalent(KV)

In the following figure, the results of some examples are given to show how
cryptanalytic-agent uses the above inference rules to check whether the key
is an original key or an equivalent key.

" The bold components in column fact base are the components that effected by the
fired rule.
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3. In case of equivalent key, it has ability to find the original key by extending
the preconditions of action rules 5.2 by the following new extended rules. The
notation Ik 4k is another derivation that uses to determine whether the valid
key is an original or an equivalent.

(a)
(b)
()

M1, M2 lI- 4 Equivalent(KV) A NEW(C) = Maxsat(C)
IN(new(t), X) = Simplify(t)
3k c KV : LAST(k) A M1, M2 IIF4x Equivalent(KV) A NEW(A) A

Check-key’® (M2, Key(A), k) Fax valid = Revise(Key(A),M1)

Key(A), k) Fak invalid = Undo(k)

A = IN(new(k,V(k)),X)) = Choose(k)

Vk € KV

= Reverse(KV,M1)

M1, M2 lIF 4 Original(KV) = Goal
IN(old(k,V(k)), X) A M1,M2 lFax Equivalent(KV)

Jk ¢ KV : IN(old(k,V(k)), X) A LAST(k) A NEW(A) A Check-key’ (M2,

M1, M2 IIF g Equivalent(KV)) A M1 F4x V(k) A = IN(0ld(k,V(k)),X))

Input

Output

Another input

Check A Valid Key

plain text

cipher text

valid key

plain text

cipher text

original key

equivalent key

01010011 1010 1101

10110010 0001 1100

1111 0011 1011 1111

11110001 0011 0110

01110010 1100 0001

Pz

0101 1100 1110 1010

1001 1101 1000 1000

1010 0011 0001 0101

1110 0001 0000 1111

0101 1110 1110 0111

1001 1000 1010 0101

1010 0010 0010 0101

00100011 1111 0011

1000 0010 0101 0001

0000 0000 0111 0011

00110001 0111 1011

0100 1101 1001 1011

1011 1101 0011 0101

1011 1100 0001 1111

1001 0000 1101 1100

00010011 1111 1110

1100 0101 0111 0001

0000 0010 1110 1100

00100111 0001 0011

0001 1001 0001 1000

1010 0000 0011 1110

1001 0100 0001 0100

001000110101 0111

00110001 0111 0101

1100 0110 1000 0100

1101 0101 0010 0011

011101110011 1111

01110010 0011 0101

1010 1100 1011 0001

0101 0001 0110 1001

11100111 1010 0101

0011 1010 0001 1111

011110110011 0101

11010011 1111 0010

1110 0110 0001 1010

1010 1101 1110 0101

0000 0110 1000 0101

1111 1101 1111 0100

0101 1110 1101 1100

11010111 1010 0100

0110 11110011 0000

1100 1100 1001 1110

1101 1111 1110 0010

0000 1111 0001 1011

10110100 0110 1000

RS R

v
v
v

Fig. 6.

Sample of results

Examples in Fig. 7 will explain how cryptanalytic-agent deals with the equivalent
key in order to obtain the original key through applying the above extended
agent action rules. The agent has applied the new extended rules only to those
examples in Fig. 6 which have equivalent key.

We have 216 different blocks for the plaintext. Out of these blocks we
have chosen 3200 arbitrary block, and 3200 arbitrary key and then we calcu-
lated in each case the corresponding cipher block. As a result for applying the
cryptanalytic-agent on these 3200 examples, we found that the result key is
either an original key or an equivalent key. In the case of equivalent key, the
cryptanalytic-agent will apply the extended agent action rules to obtain the
original key from the equivalent key.

8 The function ‘Check-key’ used to check the key from an assign A with k in a model
M2 to derive the model M2 is valid or not.
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Input Output Check a valid key How to obtain original key from equivalent key
" " " . . . inverse equivalent |Which bit can be .
I
plain text cipher text valid key |Original key(Eq key q key key discover an original original key
key?
0101 0011 1011 0010 11110011 R 11110011 1 11111100
1010 1101 0001 1100 10111111 v 10111111 01010111
00010011 11000101 00000010 | v 00000010 11111101 4 00110101
11111110 01110001 11101100 11101100 00010011 10101011
10101101 00000110 11111101 _ v 11111101 1 10111101
11100101 10000101 11110100 11110100 00100111
01101111 11001100 11011111 v 11011111 00100000 1 00011011
00110000 10011110 11100010 - 11100010 00011101 01001011

7

A

us

Fig. 7. How to get the original key from the equivalent key

Conclusion

new approach has been proposed in this paper for attacking simplified-AES
ing Rule-Based Intelligent Agent that breaks the key successfully using known

plaintext attack with only one plaintext and its corresponding ciphertext. At the
same time, we propose a new application of the agent system in cryptanalysis.
Our results confirm the versatility of our proposed approach. In a future work,
we aim to design a better cryptanalytic agent on real AES.
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Abstract. Community detection in networks has raised an important
research topic in recent years. The problem of detecting communities
can be modeled as an optimization problem where a quality objective
function that captures the intuition of a community as a set of nodes
with better internal connectivity than external connectivity is selected
to be optimized. In this work the Bat algorithmwas used as an optimiza-
tion algorithm to solve the community detection problem. Bat algorithm
is a new Nature-inspired metaheuristic algorithm that proved its good
performance in a variety of applications. However, the algorithm perfor-
mance is influenced directly by the quality function used in the optimiza-
tion process. Experiments on real life networks show the ability of the
Bat algorithm to successfully discover an optimized community structure
based on the quality function used and also demonstrate the limitations
of the BA when applied to the community detection problem.

Keywords: Community detection - Community structure - Social net-
works + Bat algorithm - Nature-inspired algorithms

1 Introduction

A social network can be modeled as a graph composed of nodes that are con-
nected by one or more specific types of relationships, such as friendship, val-
ues, work. The purpose of community detection in networks is to recognize the
communities by only using the information embedded in the network topology.
Many methods have been developed for the community detection problem. These
methods use tools and techniques from different disciplines like physics, chem-
istry, applied mathematics, and computer and social sciences [1]. One of the
main interests in social network analysis is discovering community structure.
A Community is a group of nodes that are tightly connected to each other and
loosely connected with other nodes. Community detection is the process of net-
work clustering into similar groups or clusters. Community detection has many
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applications including visualization, detecting communities of special interest,
realization of the network structure [2], etc. [3]. One of the recent techniques
in community detection is Girvan-Newman (GN) algorithm [4]. Girvan-Newman
is a divisive method that uses the edge betweenness as a measure to discover
the boundaries of communities. This measure detects the edges between com-
munities through counting the number of shortest paths between two specific
nodes that passes through a special edge or node. Later on Girvan and New-
man introduced a new technique called Modularity [5]. Modularity measures the
community strength of a partition of the network, where high Modularity means
strong community structure that has dense inter-connections between the com-
munity’s nodes, Thus the problem of community detection can be viewed as a
Modularity Maximization problem. Finding the optimal Modularity is an NP-
Complete problem, many heuristic search algorithms have been investigated to
solve this problem such as genetic algorithm (GA), simulated annealing, artificial
bee colony optimization (ABC) [1]. The remainder of this paper is organized as
follows. In Sect. 2 we formulate the community detection problem and show the
objective function used in the research. In Sect.3 we illustrate The Basic Bat
algorithm. In Sect. 4 we illustrate our proposed algorithm. Section 5 shows our
experimental result on real life social networks. Finally we provide conclusions
in Sect. 6.

2 The Community Detection Problem

A social network can be viewed as a graph G = (V, E), where V is a set of
nodes, and FE is a set of edges that connect two nodes of V. A community struc-
ture S in a network is a solution to the problem which is a set of communities of
nodes that have a bigger density of edges among the nodes and a smaller density
of edges between different sub-groups. The problem of detecting m communities
in a network, where the number m is unknown can be formalized as finding a
clustering of the nodes in m subsets that can best satisfy a given quality mea-
sure of communities F(S). The problem can be formalized as an optimization
problem where one usually wants to optimize the given fitness measure F(.S) [6].

The objective function has a significant role in the optimization process; it’s
the “steering wheel” in the process that leads to good solutions. A lot of objec-
tive functions have been introduced to capture the intuition of communities,
and there does not exist a direct method to compare those objective functions
based on their definitions [7-9]. Network Modularity [5] is one of the most used
quality measure of communities in the literature. Modularity measures the num-
ber of within-community edges relative to a null model of a random graph with
the same degree distribution. We use community Modularity as our objective
function in the Bat algorithm.

3 Bat Algorithm

The Bat Algorithm (BA), that was presented by Xin-She Yang [10], is a new
meta-heuristic optimization algorithm derived by simulating the echolocation
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system of bats. It is becoming a promising method because of its good perfor-
mances in solving many problems [11].

Biological Inspiration. In nature, the echolocation behavior of bats used for
hunting and navigation, where a bat emits ultrasound pulses to the surrounding
environment, then listens back to the echoes in order to locate and identify
preys and obstacles as shown in Fig.1. Each bat in the swarm can find the
more nutritious area by individual search or moving forward towards a more
nutritious location in the swarm. The basic idea of the BA is to imitate the
echolocation behavior of bats with local search of bat individual for achieving
the global optimum.

At the beginning of the search, each individual bat emits pulses with low
frequency but with greater loudness in order to cover bigger area in the search
space, later on when a bat approaches from its prey, it increases its pulse emis-
sion rate and decreases the pulse loudness, this frequency/loudness adjustment
process can control the balance between the exploration and the exploitation
operations of the algorithm.

3.1 Bat Movements Description

Applying the algorithm to the optimization problem, generally a ‘bat’ represents
an individual in a population. The environment in which the artificial bat lives
is mainly the solution space and the states of other artificial bats. Its next
movement depends on its current state, velocity and its environmental state
(including the quality and state of the best bats in the swarm).

Let the state vector of an artificial bat z composed of n variables such that
x = (z1,22,...,%,), and the velocity vector of artificial bat v composed of n
variables such that v = (vy,v9,...,vy,), fi is the current frequency that moves
between fin and fia., vf is a new velocity selected according to Eq.2 and x!
a new state selected as in Eq. 3.

Where § € [0,1] is a random vector drawn from a uniform distribution, z*
is the current best global solution that is determined after selecting the best
solutions between all the n bats in the current population, Because the product
;i fi is the increase in velocity, then we can either use f; (or \;) to modify the
velocity while fixing the other parameter according to the problem type.

fi = fmin + (fma:c - fmm) * ﬂ (1)
vi =0 (2] — ") f; (2)
xt =2l 4o (3)

We chose finin = 0 and fq = 1, and draw initial frequency of each virtual
bat from a uniform distribution fo € [fmin, fmaz]-

Performing a local search, one of the best solutions in the current population
is selected randomly, then a new solution is produced using 4, Where € € [0, 1] is
random number, and A; = (A!) is the average loudness of all bats in the current
population.

Tnew = Told T EAt (4)
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h

Fig. 1. Shows the echolocation behavior of an Artificial Bat approaching its prey

3.2 Pulse Emission Rate and Loudness Description

Moreover, the pulse emission rate r and the loudness A of each virtual bat
must be updated when a new population generated, As soon as the bat found
its prey, its loudness decreases and pulse emission rate increases according to
Egs.5 and 6

At = A (5)

rith = [l — exp(—rt)] (6)

where « and v are constants, after performing some experiments we chose a =
0.99, v = 0.02, r? = 0.01 and A} = 0.99, Also we can notice that Al « 0,
rt « r? as the virtual bat gets closer to its prey ¢ < oo, which is rational since
a bat has just reached its prey and stops emitting any sound.

This update process will only occur when a new better solution generated,
which imply that this bat moves towards an optimal solution.

4 Proposed Algorithm

It is not possible to directly apply the Bat algorithm to the problem of commu-
nity detection. First the algorithm should be redesigned. In the current section
we illustrate the modified Bat algorithm so it can be applied to the community
detection problem. The algorithm is outlined in listing 1.

4.1 Parameters Redesign

The first step of modifying a BA for solving the problem of community detection,
To provide an appropriate scheme of representation of an individual artificial bat
in a population. The locus-based adjacency encoding scheme [12,13] is selected to
represent the solution. In that representation, each artificial bat state x composed
of n elements (x1,x2,...,2,) and each element can take a value j in the range
[1..n]. A value j set to the ith element is translated as an association between
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Input: A Network G = (V, E)
Output: Community membership assignments for network’s nodes
1 Initialize the parameters: pulse rates r;, loudness A;, Swarm size np, the
maximum number of iterations Max_Iterations
2 Randomly initialize each artificial bat in the swarm with a random possible
solution as its current state, the velocity of each bat, and calculate its fitness
3 repeat

4 Generate new solutions by adjusting frequency, and updating velocities and
locations/solutions [Eqs. 2 to 4 and the modified Eqgs. 7 and §]

5 if rand > r; then
6 Select a solution among the best solutions
7 Generate a local solution around the selected best solution
8 end
9 if rand < A; and f(z;) < f(x.)) then

10 Accept the new solutions

11 Increase r; and decrease A;

12 end

13 t—t+1

14 until ¢ > Max_Iterations;
15 return the best solution achieved
Algorithm 1. Bat algorithm

node ¢ and node j. Which means that, in the community structure detected,
nodes ¢ and j will exist in the same community.

Normally the bat swarm will contain np artificial bats (AB). The bat current
state represents a solution in the search space and the fitness value of the solution
represents the amount of food resource at that location. The food condensation
in the location of an artificial bat is formulated as y; = f(x;), Where y; is the
fitness function value associated with x; calculated using Modularity quality
measure.

4.2 Bat Movement

Bat movement are described in Egs.1-3. In a discrete problem representation
such equations can not be applied directly. First the difference operator between
to bat position will be calculated using Eq. 7; where g(x;) is the group assignment
of node 7 in the solution represented by bat position z.

e gy = | Lif g(@) # g(a)
di = (@i — ) {—1if 9(x:) = g(x}) @

Now Eq. 3 will be considered as uniform crossover between (x, z*) using veloc-
ity vector v as the mixing ratio controller, so the new position value will be
updated using Eq. 8.

v x; otherwise

* ;>
phew — {:172 Zf Vi 2 1 (8)
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Fig. 2. Shows how a new solution is generated using e and the old solution X when
the average loudness A* = 0.6.

4.3 Local Search

In order to create a new solution using Eq. 4, First € should be converted into
a vector of size n of uniformly distributed random numbers between 0 and 1,
then perform the generation process by selecting a new element from one of the
neighbors of the ith node when ¢; > A?, otherwise keep the old neighbor as
illustrated in Fig. 2.

4.4 Current Global Best

The Basic Bat algorithm uses x* the current global best solution in updating
all VB in the swarm, which will lead to moving all bats to the same location.
In optimization problems this will might lead to trap the algorithm in a local
optima. To overcome this problem instead of using one global best, we select 7
top bats according to their fitness value, then for each VB update a randomly
selected VB from the current 7 top best is used. 7 is set 10 % of the population
size np by trail and error.

Since the algorithm employs stochastic process to find optimal solution,
it may converge to different solutions (non-deterministic). It is therefore not
uncommon to run the algorithm multiple T' times i.e. number of restarts, start-
ing with initial different population in each iteration (chosen randomly) and
then returning the best solution found across all runs according to the objective
function used in the optimization process.

5 Experimental Results

In the section we tested our algorithm on a real life social networks for which
a ground truth communities partitions is known. To compare the accuracy of
the resulting community structures; we used Normalized Mutual Information
(NMI) [14] to measure the similarity between the true community structures
and the detected ones. Since Modularity is a popular community quality measure
used extensively in community detection, we used it as a quality measure for the
result community structure of all other objectives.
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Table 1. Modularity result
Zachary karate | Bottlenose dolphin | College football | Facebook
Modularity 0.4696 0.5498 0.612 0.753
Ground truth | 0.4213 0.395 0.563 0.7234
NMI 0.6873 0.5867 0.84786 0.67374

We applied our algorithm on the following social networks datasets:

— The Zachary Karate Club: which was first analyzed in [15], contains the
community structure of a karate club. The network consists of 34 nodes. Due
to a conflict between the club president and the karate instructor, the network
is divided into two approximately equal groups. The network consists of 34
nodes and 78 edges.

— The Bottlenose Dolphin network: was compiled by Lusseau [16] and is
based on observations over a period of seven years of the behaviour of 62
bottlenose dolphins living in Doubtful Sound, New Zealand. The network
split naturally into two large groups.

— American College football network: [4] represent football games between
American colleges during a regular season in Fall 2000, nodes in the graph
represent teams and edges represent regular-season games between the two
teams they connect. Games are more frequent between members of the same
conference than between members of different conferences, the network is
divided into 12 conferences.

— Facebook Dataset: Leskovec [17] collects some data for the Facebook web-
site -10 ego networks. The data was collected from survey participants using a
Facebook application [7]. The ago network consist of a user’s —the ego node—
friends and their connections to each other. The 10 Facebook ego networks
from [17] are combined into one big network. The result network is undirected
network which contain 3959 nodes and 84243 edges. Despite there is no clear
community structure for the network, a ground truth structure was suggested
in [18].

For each dataset; we applied the Bat algorithm 10 restarts and calculated
the NMI and Modularity value of the best solution selected. This process
was repeated 10 times and average NMI and average Modularity is reported.
The Bat algorithm was applied with the following parameters values; number
of VB in the population np = 100 and the maximum number of iterations
Maz_Iterations = 100.

Table 1 summarizes the average NMI and Modularity for the result obtained
using the Bat algorithm. We observed that the result for the each network is
better that its ground truth in term of Modularity.

The detected community structures for each network is visualized in Fig. 3.
Figure 3a shows a visualization of the result for the Zachary network. The original
division of the network is indicated by the vertical line and the detected structure
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is indicated by the nodes’ colors. As we can observe that the detected community
structure contains 4 communities with a high Modularity value = 0.4696 in which
the top level is similar to the original division of the network, however in the
detected structure each group is farther divided into two groups. Thus the NMI
of comparing the detected structure with the ground truth of Zachary network is
0.6873 i.e. 68 % of similarity between the two structures. Despite that the NMI
value is somehow low, it is not a major judgmental criteria of result for two
reasons. First the major quality criteria is Modularity value, since the algorithm
is optimizing Modularity objective. Second the know ground truth of the network
from the original study [15] might not be the optimal one and it is possible that
there is a more modular structure that the ground truth.

Figure 3b visualizes the result for the Bottlenose Dolphin network. As before
the original division of the network is indicated by the curved line and the
detected structure is indicated by the nodes’ colors. The original division of the
Bottlenose Dolphin network is divided into 2 groups with Modularity value of
0.395. The detected community structure by the Bat algorithm is divided into
5 groups and has a higher Modularity value of 0.5498. Regarding the College
football network; the original division of the network into conferences is high-
lighted in Fig. 3c; only edges between nodes from the same group are shown and
nodes’ color refer to which groups they belong to. From Fig. 3c we can observe
that some nodes never played any match with other nodes from their group.
The detected community structure for this network is shown in Fig.3d which
contains 10 communities with a more modular structure than the one shown in
Fig. 3c.

Figure 3e shows a visualization of the largest 12 communities from the
detected community structure of the Facebook dataset. As we can observe that
each group show a dense connection between nodes from the same group and
spare or low interactions between nodes from different groups except for a few
nodes that has a large edge degree cross different groups such as nodes {1750,
476 and 294} which make group membership assignment a hard process for the
algorithm.

5.1 Comparison Analysis

Now we compare the result obtained by Bat algorithm with other methods in
the literature which are AFSA community detecton [19], Infomap [20], Fast
greedy [21], Label propagation [22], Multi-level or Louvain [23], Walktrap [24]
and leading Eignvector [25]. Each method is run 10 times for each dataset and
the average NMI and Modularity of the result community structure is reported.

Figure4 summarize the NMI and Modularity values for all methods. As we
can observe that in term of NMI; Bat algorithm produces a good result compared
to other methods as shown in Fig.4a. In term of Modularity; Bat algorithm is
very competitive with other methods as shown in Fig.4b. For the small size
data set we can observe the Bat algorithm produce a community structure with
a high Modularity value compared to all other methods. Regarding the Facebook
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(¢) Original division of the College Football (d) Result for the College Football

&

(e) Result for Facebook dataset

Fig. 3. Visualizations of the result obtained by Bat Algorithm on each social network
dataset.
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datasets; Bat algorithm failed to produce a result with high Modularity value
compared to the other methods.

5.2

Discussion

As observed from our experimental result that the Bat algorithm performance is
promising for small size networks, however for a large networks Bat algorithms
performance is degraded compared to other CD algorithms. From our initial
analysis, we found there is no much diversity in the VB swarm over the search
space and the Bat algorithm does not explore a large region in the search space
for the following reasons:
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(a) NMI values. (b) Modularity values.

Fig. 4. Average NMI and Modularity values of the result community structure obtained

by e

ach algorithm.

All the population is moving toward one position (Current global best z*).
Over iterations this will lead to all VBs will move/evolve to similar solutions.
Despite that we overcome this problem using 1 top global best, it decreased
its impact but did not eliminate it.

There is no operator/behavior that allow the VB to escape a local optima
or jump/explore new random regions in the search space. For example in
Genetic algorithm there exist a mutation operation that allow such behavior
even a simple mutation in the current solution could cause a large diversity
in the current population. Despite that Bat algorithm performance in other
application [11] that are continues in nature is very promising, however for
the community detection problem (discrete case) Bat algorithm performance
has some limitations.

The local search and Bat difference operator that we proposed for the com-
munity structure Sects. 4.2 and 4.3 are not optimal and it is not clear if they
are efficient in exploring the search space. It is possible for another design
to cause a significant improvement to the algorithm performance.
Accepting criteria for new solution has some limitation. The basic Bat
algorithm accept new solution only if it is better than the current global
best. This may constrain the number of moves that a bat can perform.
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6 Conclusions and Future Work

A discrete Bat algorithm is introduced for finding community structure in social
network. The locus-based adjacency encoding scheme is applied to represent a
community structure. The locus-based adjacency encoding scheme has a major
advantage that it enables the algorithm to deduce the number of communities
k without past knowledge about it. The BA uses Modularity Quality measure
as the fitness function in the optimization process. Experimental results demon-
strate that the performance of the bat algorithm is quite promising in terms of
accuracy and successfully finds an optimized community structure based on the
Modularity quality function for small size networks, however the performance is
degraded for large size networks. BA algorithm produce good result for the small
size network compared to other CD methods, however the result for the larger
networks does not compete with other methods. In future work we are going to
conduct an investigation of the discrete BA limitation introduced in Sect. 5.2 to
propose a new enhanced BA for the community detection problem and inves-
tigate other popular bio-inspired optimization algorithms, and apply it for the
community detection problem, then conduct an analytical study between those
methods to compare their performance.
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Abstract. Human behavior can be analysed through a moral perspec-
tive when considering strategies for cooperation in evolutionary games.
Presuming a multiagent task performed by self-centered agents, artifi-
cial moral behavior could bring about the emergence of cooperation as a
consequence of the computational model itself. Herein we present results
from our MultiA computational architecture, derived from a biologically
inspired model and projected to simulate moral behavior through an
Empathy module. Our testbed is a multiagent game previously defined
in the literature such that the lack of cooperation may cause a cascading
failure effect (“bankruptcy”) that impacts on the global network topol-
ogy via local neighborhood interactions. Starting with sensorial informa-
tion originated from the environment, MultiA transforms it into basic
and social artificial emotions and feelings. Then its own emotions are
employed to estimate the current state of other agents through an Empa-
thy module. Finally, the artificial feelings of MultiA provide a measure
(called well-being) of its performance in response to the environment.
Through that measure and reinforcement learning techniques, MultiA
learns a mapping from emotions to actions. Results indicate that strate-
gies relied upon simulation of moral behavior may indeed help to decrease
the internal reward from selfish selection of actions, thus favoring coop-
eration as an emergent property of multiagent systems.

1 Introduction

At first glance, we may associate cooperation to an action mostly motivated by
willing. Under an evolutionary perspective, morality is conceivable as a form
of cooperation, as the association of skills and reasons for cooperation would
provide the emergence of morality [1]. In this sense, cooperation would require
the equalization of the self-interest of the individual with that of others or its
suppression. In [2], cooperation is thought as something that sews up the interac-
tions among the members of a group, but in general — especially in utility-based
computational approaches — it is not easily modelled. For the sake of illus-
tration, consider public goods (goods that are public and not wasted through
consumption) that have to be sustained by the group (e.g. through taxes).
If public lighting is freely available, what would endorse other strategy than
© Springer International Publishing Switzerland 2015
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free riding? In fact, public goods games are a metaphor to describe trivial rela-
tions in natural societies and generalize the Prisoner’s Dilemma Game (PDG)
to an arbitrary number of individuals (see [3]). Not unusually, commitment is
required to accomplish the best social outcome: individuals must keep choices
that only as a group will render the best outcome. Then it emerges the dilemma
between individual’s self-interest and the group. In general, cooperators support
costs while benefiting the group, and defectors just use common resources [4].
With regard to artificial agents, it can be a challenge to accomplish a task by
coordinating activities and priorities. The prospect can become more complex if
there is no possibility of sharing data [5] and when dealing with agents designed
to be rational, thus following a best-response policy [6]. With respect to social
interactions and to the balance of homeostatic goals, [7] emphasizes the rele-
vance of social emotions and feelings as empathy. In [8] we outlined the artificial
neural networks (ANN) from [9], modeled to classify cases with moral sense, and
the LIDA model [10,11], expected to be able to deal with moral decisions. As a
computational and conceptual model of human cognition, LIDA is described as
a cognitive architecture designed to select an action after dealing with ethically
pertinent information.

In [12], emotions and feelings are described as crucial on helping humans
to make faster and more intelligent decisions. We propose the MultiA computa-
tional architecture designed from reflections over the relevance of moral behavior
in the search for a rational and cooperative biologically-inspired artificial agent.
We hypothesize that the simulation of emotions and moral behavior aiding the
computational architecture to make decisions favours cooperation even in face
of high reinforcements to selfish behavior. The analogy with moral behavior is
implemented through simulation of empathy, thus the agent can have the abil-
ity to select actions that may not be the best selfish option, but that help to
enhance the interactions among agents. Therefore, through the application of
its empathy feeling, MultiA rudimentarily mimics moral behavior [8]. MultiA
resulted from transformations over the Alec computational architecture, devel-
oped in [13,14]. Alec is applicable to the context of a single agent and is grounded
on from [12], such as considerations of emotions and feelings taking part on fil-
trating data and as an attentional mechanism; and on the implementation of
artificial homeostasis — hence the agent has to accomplish homeostatic goals in
order to maintain its internal variables within a threshold to keep its internal
balance. MultiA also has homeostatic goals, meaning that selecting actions may
not increase the level of the empathy. MultiA also uses a set of its own emotions
to provide itself a prospect about the current situation of other agents. In [§]
we detail the biological motivation for designing MultiA, including the concept
of mirror neurons [15,16]. Although there is some controversy about it (see for
instance [17]), we used mirror neurons as inspiration on the mechanism for pro-
jecting MultiA own emotions to mirror other agents’ situation, avoiding explicit
data sharing among local agents. Actions related to high empathy are designed
to be avoided, since it is considered that when an agent rouses high empathy it
is because the agent itself may be disturbing the performance of the others. For
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the design of the Empathy module, we used the utilitarian calculus from [18] as
guideline. This way, MultiA agents have the empathy more accessible for agents
whose interactions have resulted in positive reinforcements. Furthermore, if a
MultiA agent has been receiving a high number of positive reinforcements, it is
also more susceptible to cooperate.

2 The MultiA Architecture

MultiA consists of three main systems (Fig.1): the Perceptive System (P.S),
the Cognitive System (CS) and the Decision System (DS). As input to the
PS, MultiA receives artificial sensations that are triggered by reinforcements,
and by an identifying index for the agent it is interacting with. Interactions
occur only among neighboring agents. Each agent has an identifying index
it = {1,...,N}. Also, the neighbors relating to each agent i also have an iden-
tifying index p = {1,..., M}, a given value of p refers to a particular neighbor
that is interacting with . Action selection results from sensations triggered by
the environment. As consequence of those actions, the environment triggers new
sensations, and so on. The artificial sensations feed emotions, feelings and, sub-
sequently, through a weighted sum of the feelings, the general perspective of
MultiA (so-called Well-Being, W;) about its own performance. More specifically,
W; informs how suitable has been the action selection (from D.S) regarding the
reinforcements received by the agent itself as well as the remaining feelings, as
empathy (Sy4p, Sect.2.3). The empathy was designed to represent the impact
of the action selection of MultiA agent on its neighbors, thus, the higher the
empathy for a particular neighbor p, the lower is W;, all the remaining vari-
ables that affect W; kept constant. That means the agent may not have been
choosing its actions properly, since it may be causing negative impacts on this
particular neighbor p. That way the selected actions of MultiA are considered
good when they generate positive reinforcements but, at the same time, when
they do not provoke high empathy: in fact, if p arouses high empathy, p may
be receiving low reinforcements and therefore its neighbors should revise their
actions. Two requirements must exist in order to rise the empathy: p is expected
to be receiving low reinforcements, and the emotion E} ;p of MultiA for p is high.
The CS provides to the PSS the current number of nelghbors for each agent, a
history of the reinforcements acquired in the environment and, when there is
an interaction with neighbor p, the number of times interacting with p resulted
in positive reinforcements. Before the DS selects an action, the C'S has access
to the current emotions and produces Wpyi: an expectation about the current
situation of p (see Sect.2.3). The mechanism for providing W,i was inspired by
the idea of mirror-neurons internally mirroring the current situation of another
agent. Once it is intended to use as little external information as possible, the
own emotions of the MultiA agent are used to mimic another agent p (before
interacting with it) and provide Wpi. The CS sends Wi to the PS, where it
will influence the particular emotion Ej ;p, thus impacting the empathy feeling
S4,;p. The PS will then calculate its artificial emotions, feelings and W;.
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Fig. 1. The general scheme of MultiA.

2.1 Cognitive and Decision Systems (CS and DS)

The C'S uses three-layer feed-forward artificial neural networks (ANNs), one for
each action, and the Q-Learning algorithm [19] to estimate the resulting Well-
Being (value provided from the single output unit) if, face to the current emotions
(input space from PS) and bias, the corresponding action is to be executed.
Each ANN is trained according to the outcome driven by the execution of its
corresponding action [20] through the Backpropagation algorithm [21] employing
W; as the target value. The C'S will then provide the outputs from all ANNs to
the DS to consider and choose an action: the DS will choose the action with the
highest output (if the outputs have the same value, selection will be random).
However, observe that during the beginning of a simulation, the DS will apply a
high exploration rate for the state(emotion)-action space. The generating process
of the artificial empathy feeling will be detailed next.

2.2 Perceptive System (PS)

We consider a model where reinforcements are non negative. Sensations fall in
the range [0, 1] and, together with the history provided by the CS, give rise to
artificial emotions. There are basic emotions = {E{’J,Egﬂ-, ,Ef”} and social
emotions = {E} ;, F5 ..., £, ;}, all normalized to the range [~1,1]. The basic
emotions are related to the MultiA agent itself:

~ E}; = —142x%(m!/V}!), where t is the time index for the (possibly unfinished)
current match, V! is the initial number of neighbors of agent i at the first
match and m! is the number of concluded interactions of i during current
match ¢. E{’l increases with the number of interactions of ¢ in the same match
(i.e. while ¢ does not interact again with the same neighbor). Interactions are
always in order w.r.t. neighboring agent index.
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- - A .
~ EY, = ri™' — Ry, where ri™! = > R;?jl is the sum of reinforcements

[ j=1

received by ¢ during the match ¢t —1, Vfﬁl is the number of neighbors of agent
1 at match t — 1, Rzl is the reinforcement of 4 after interacting with neighbor
jatt—1,and 0 < Ry < 1 is the threshold value. It indicates the difference
between the sum of reinforcements and a threshold value.

- EY, =1-2%((V;'! = V")/V;!). At each match t, it decreases with the number
of lost neighbors (a neighbor is lost when it stops interacting).

- Eii = r! — Ro. It indicates the difference between the current sum of rein-
forcements r} and a threshold value.

~ E?; = —14 (2x7rl) is the normalized 7! during the current match ¢.

- E}; = E§; — 2% (1/V;"). It always starts a match with value = 1 and only
decreases (during the current match t) if the interaction with a neighbor does
not render positive reinforcements.

In contrast with basic emotions, social emotions are driven by the neighbors and
by the influence of the MultiA agent on those neighbors:

— B ;: emphasizes behaviors relating to the social context that did not originate
positive outcomes to 7 but, still and in minor degree, increases together with
positive reinforcements of the agent. That way, E7 ; increases at any change
on Eg,i (then: Es;; = Ej, + s) and, in a greater degree, at any change on
Eg, (then: Esy; = E; ;4 (2/V;')). It always starts a match with value = —1;
and s < (2/V;!) is a weight used to establish the importance of Ef ;.

~ E3;: is the average number of variations of Ef; per iteration, normalized to
the range [—1,1], from the first match until the current one. It starts with
Zero;

— E3,;p = —1+(2%M,p), is the average number of variations of E? ; per iteration
with neighbor p. M;p is the average number of variations of Egi (i.e., average
number of increases in r!) per interaction with neighbor p.

— Ej ;p: is fed both by the expectation about neighbor p (provided by the C'S),
and by the empathy feeling Sy ;p'~! by p right after the last interaction with
p (during last match at ¢t — 1), a residual value from the past influencing the
current emotion. Formally, E§ ;p = (ca * S1:p" ") + (1 — co) * Yip), where
0 < ¢, < 1is a weight for the importance of residual values of Sy ;p'~!. The
calculation of Y;p of agent i for p takes into account M;p. Thus, if M;p < 0.5,
Y;p is calculated according to Tablel, and according to Table2 otherwise.
The CS provides three possible classificatory values for W,i = {-1,0,1}
(Sect.2.3). Positive (Wpi = 1) means the neighbor p is probably achieving
high reinforcements; uncertain (Wi = 0): the situation of p is inaccessible;
negative (W,i = —1): p is probably receiving low reinforcements from the
environment.

The artificial feelings = {514,592, ..., 5} fall in the range [—1,1] and arise
through a weighted sum of emotions. The weights are set according to the rele-
vance of each emotion to the domain. Table 3 presents the set of emotions that
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Table 1. The Calculation of Y;p: If M;p < 0.5

Wyt | Yip Description

1 -1 p may be achieving positive reinforcements because it is
producing low reinforcements to i. Thus Y;p of i for p should
be minimum

0 M;p—1 |pis producing low reinforcements to ¢ but it is uncertain if p is
achieving or not positive reinforcements

—1 | M;p — 0.5 | p may be only producing low reinforcements to ¢ in response to
low reinforcements from environment

Table 2. The Calculation of Y;p: If M;p >= 0.5

Wyt | Yip Description

1 M;p — 0.5 | p is producing high reinforcements to ¢ and also may be
achieving positive reinforcements

0 M;p p is producing high reinforcements to i, but its situation is
uncertain
-1 |1 p is producing high reinforcements to i, even though it may be

achieving low reinforcements

feed each feeling (Ei’l does not feed any feeling). Because of its feeding set of
emotions, the only feeling that adapts to the interacting neighbor p is Sy ;p.
The well-being W; uses feelings to internally represent the general situation of
agent 7. It is calculated with normalizing weights so that the final value falls
in the range [-1,1]: W; = Z?:l a;S; i, where n is the number of feelings. The
weights a; are set respecting the relevance of each feeling to the domain. For
simplification, the p index of Sy ;p is omitted from the sum. W, measures the
performance of MultiA agent ¢ in the environment, considering the empathy for
p. If the empathy reaches high levels, W; will be low: probably the last selected
actions may be causing bad outcomes to p; therefore the well-being W; of agent
i should be low, even though its reinforcements may be high.

2.3 Empathy Module and Mirror Neurons Inspiration

We used a biological inspiration to simulate moral behavior through a compu-
tational implementation of an empathy feeling that diminish the importance of
selfish actions and bring up the emergence of cooperation. To be more or less sen-
sitive to other agents, MultiA simulates the process of mirroring another agent
p by using its own emotions to establish an expectation (W) about the current
situation of the interacting neighbor p. The usage of MultiA’s i emotions assumes
that, if the environment provides high reinforcements to ¢, probably it will do the
same to its neighbors. The expectation fits in one of three classificatory values
Wi ={—1,0,1}. The CS keeps two sets of values (I = {{Ip},{In}}) of the four
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Table 3. Set of emotions that feed each Artificial Feeling

Sl,i S2,i SS,i S4,¢p
Fed by Emotion | ES; and ES; | ES,, B}, and E{, | E;, and E3,; Ej,p and Ej ,;p

emotions: Eg,w Eg,m E3 ; and E3 ;p. Those emotions were selected because they
provide a basic and social overview about the reinforcements of the MultiA agent
and the number of neighbors. If all four emotional variables present maximum
values, 7 will have excellent performance (Ip = {1;1;1;1}). On the contrary, if all
present minimum values, ¢ will have poor performance (Iy = {—1;—1; —1; —1}).
The classification is determined by using the Euclidean Distance of the current
values of those four emotions from Ip and Iy. If the longest distance of the
current values of emotions is from Ip, Wyi = —1 (the current reinforcements of
p are probably low). On the contrary, if the longest distance is from Iy, Wi =1
(the current reinforcements of p are probably high). But if the distances from Ip
and Iy are too close, Wyt = 0. Finally, the C'S sends Wi to the PS, where it
will feed the emotion Ej ;p (see Tables 1 and 2) and, consequently the empathy.

3 Experimental Setting

Wang et al. [22] present a generalized PDG model applied to a two-dimensional
lattice with four neighbors for each node (called 2D4n) and discuss related results
that show the emergence of cascading failures. Each node in the network adopts
a particular strategy (to defect or to cooperate) that is followed right through
the end of each game match. Before the beginning of a simulation, the strate-
gies of the nodes are already established, but once each match ends, there is a
probability of each node imitating the strategy of a neighbor, provided that the
strategy resulted in higher final reinforcement. Immediately before that, there is
elimination of nodes that did not get enough cooperative actions from neighbors,
and the network topology changes accordingly. The higher the value of defection
when the neighbor cooperates, the higher is the probability of a cooperating
node imitating a defective neighbor. A defecting strategy can easily spread to
the whole network, causing a cascading failure effect: cooperative nodes being
eliminated and their elimination provoking the elimination of its neighbors, and
so forth.

The parameters defined herein consider that each agent has initially 4 neigh-
bors (2D4n lattice as in [22]) and reinforcements are normalized to [—1, 1]. The
reinforcement for mutual cooperation is B.. = 0.25; for defection when the
neighbor cooperates is By ¢; for mutual defection is Bgq = 0 and finally, for
cooperation vs. defection is B, q = 0. The value of By . is a design parameter,
but By > B... The terms used to describe the results are:

1. Game: a set of interactions among agents as defined in the PDG by [22].
2. Match: every agent will interact (choose to defect or cooperate) only once with
each and all of its neighbors - always in the same order. Once all neighbors have
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interacted, the match ends. 3. Simulation: a predetermined number of matches
played in sequence. 4. Elimination: at the end of each match, the individual
sum of reinforcements of every agent is compared to T; (after each match, the
minimum individual sum of reinforcements required to persist in the network). If
one agent fails (ends a match with rf < T;), the agent itself and all its connections
are eliminated from the network. 7; falls in the range [0; 1]: from no elimination
to all neighbors cooperating to prevent elimination. For all MultiA agents, the
value of Ry is the same as T;. 5. In our simulated games, V;! = 4 for every agent i.
If all neighbors of i choose to cooperate (and none of them has been eliminated)
and i is a cooperator, the maximum possible value for r! is B. . * V!, and as we
set B.. = 0.25, then r{ = 1). Thus, if T; = 0.5, the cooperative agent 7 will need
2 cooperative neighbors to prevent elimination in each match. We call x. this
minimum number of cooperative neighbors a cooperative agent needs to prevent
elimination in each match. On the other hand, if 7 is a defector, the maximum
possible 7! is By .+ V! = By 4. Thus, if T; = 0.5 and By >= 0.5, the defective
agent will need a single cooperative neighbor. We call x4 this minimum number
of cooperative neighbors a defective agent needs to prevent elimination in each
match. The actual value of B;. has to be set before the beginning of each
simulation. 6. p. is the percentage of cooperators in the final network, and py
the percentage of defectors. The percentage of remaining (not eliminated) agents
from the original network is py. 7. The set parameters for the ANNs (in the C'S)
are: the hidden and output units use the Logarithmic activation function; for
learning, we used a learning rate of 0.001 and a momentum term of 0.9. The DS
applies a 10 % exploration rate.

3.1 Results

For each simulation we used 1,000 MultiA agents and the results were collected
until the size of the network stopped changing (/" matches). Each experiment
consists of 20 simulations, results were averaged over these simulations. To pre-
vent a massive elimination of agents during exploration, no elimination takes
place in the first ¢ matches. Still, we calculate which agents should be elimi-
nated: then, its neighbors receive the information about agents elimination, even
though that never happens in this initial phase. Notice that the information
about the loss of neighbors is not followed by lower reinforcements. The elimi-
nation process actually begins in match t#+1. It is also important to emphasize
that there is no local agent access to neighbor reinforcements: the Empathy mod-
ule tries to mirror the neighbors current state before the DS selects an action.
The successive interactions among agents will impact on the PS, ergo on the
whole MultiA architecture, and the action selection (both in the same match
and from a match to another) will be influenced by previous interactions. Infor-
mation that defection weakens the network (by causing agents elimination) only
presents itself when a neighbor is eliminated (or considered to be eliminated, in
the first & matches) from the network. But the cause-consequence (neighbors
elimination through defection) can be shadowed by the game dynamics itself, as:
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1. Once there is elimination, not only the defecting agent that caused it will
loss its neighbors, but also the cooperative agent. Thus the bad outcome in
response to defection will impact on both agents P.S, since the two of them will
lose a neighbor. 2. During a match ¢, each agent interacts with all its neighbors
and only at the beginning of the next match (¢ + 1) they will have access to
the number of eliminated neighbors in ¢; 3. If x. = 1, the cooperative agent
can have several defecting neighbors, since at least one of its neighbors keeps
following the cooperative strategy. Depending on the values of T; and By, if
Xe > Xa, defectors will be more resilient; 4. Once the network has stabilized
and the elimination process has ended, the remaining defecting agents will stop
having access to the neighbors bad effect of that strategy, namely neighbors
elimination.

On two experiments we varied the value of T; (for Bq,. = 0.5 and B, . = 0.25).
Experiment 1 (Exp. 1) has T; = 0.5, thus x. = 2 and x4 = 1. The value of T;
establishes that each cooperator must have at least half of its neighbors cooper-
ating to avoid elimination and a possible cascading failure. Hence, cooperators
must be clustered to avoid elimination. Moreover, as x. > Xxq4, defectors are
more resilient: being connected to a single cooperator is enough to be kept in
the network. Experiment 2 (Exp. 2) has T; = 0.25, thus x. = 1 and x4 = 1,
i.e., defectors and cooperators need a single cooperating neighbor to avoid elim-
ination, even though By . > B. .. The corresponding results of three groups of
simulations are in Table4 and Fig.2 for Exp. 1, and in Table5 and Fig. 3 for
Exp. 2. We compared the simulations of MultiA agents against two variations,
both determined by different ways of calculating W;. The first group G1 of sim-
ulations maximizes current reinforcements by making W; = Eé’l The second
group G2 has W; = S, ;p so we can better analyze the functioning of Sy ;p.
There was also the possibility of using W; = E;?,i to prevent neighbors elimina-
tion, but that was rejected since agents would not take into account their own
reinforcements. Besides, once a necessary number of agents (x.) has learned to
cooperate and prevent elimination, the strategy of the remaining agents becomes
unimportant (specially for small x.). That is due to the fact that some of the
agents would learn to maximize the number of neighbors (by cooperating), thus
ending the elimination process. Then, the remaining agents would not have any-
thing to maximize through W;, since regardless the strategy, no neighbor would
be eliminated.

Agents from G1 maximize reinforcements. As a result, in both experiments
agents become defectors (since Bg. > B..) and are continuously eliminated.

Table 4. Experiment 1: T; = 0.5. Table 5. Experiment 2: T; = 0.25.
MultiA |G2 |G1 MultiA |G2 |G1
pr|86% 55%5% p£|97% 86%|36%

pe|61% 58%|42% #53% 52%|35%
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Even when agents form clusters of defectors during the elimination process, the
consequence of weak reinforcements (Bgq = 0) is that some of the agents learn
to cooperate. As it can be seen in Table4 for Exp. 1 and in Table5 for Exp. 2,
as temptation to defect is high (Bg,. = 0.5), there is massive agents elimination
and pg > pc. In the case of G2, W; = Sy ;p produces pg < p. and the final py is
larger than in G1. Since MultiA agents have got Sy ;p as part of W;, G2 is used
to provide the individual functioning of S4 ;p and its interference on measuring
actions utility. Because of that, for MultiA and G2, at the end of each match
t, we summed up the final reinforcements r} received by each remaining agent
(not given as eliminated by tZ and not eliminated from t®*1). The sum of
reinforcements was then divided by the total number of remaining agents. We
made that for all simulations, providing the mean agent reinforcement, R: in
Fig.2 for Exp. 1 and in Fig. 3 for Exp. 2.

Agents from G2 maximize the empathy feeling. When agent i has high lev-
els of Sy ;p for agent p, its actions are taken as generating low outcomes — i
may be causing low reinforcements to neighbor p, and are taken as generat-
ing high outcomes otherwise. As the empathy is more sensitive to neighbors
that have been generating high reinforcements, agents from G2 indirectly max-
imize reinforcements and have a better final py than G1. As G2 agents learn to
cooperate, R decreases (Bg. > Be.). Observe that indirectly maximizing rein-
forcements is not so successful as, in the case of MultiA, directly maximizing
them (through the use of all feelings in W;). Thus, during t?, G2 has R similar
to MultiA, but there are more eliminated agents due to the absence of the other
feelings on the calculation of W;. From the absence of Sy ;, for example, multiple
defections (Bg,q = 0) occur. And from the absence of S ;, neighbors elimination
is frequent. Then, the final R is lower than that of MultiA. In fact, pr = 55%,
45 % of agents from G2 were eliminated and the remaining agents ended up with
fewer neighbors — therefore weaker reinforcements — than MultiA.

Regarding MultiA agents, during the learning stage they have to learn that
neighbors elimination is related to the defection strategy. They change their
strategies to prevent neighbors elimination and guarantee reinforcements but, at
the same time, high Sy ;p reduces the relevance of reinforcements on W;, because
the selected actions of agent ¢ may be causing low reinforcements to neigh-
bor p. Thus, MultiA agents may present low W; even after receiving high rein-
forcements. Hence, there is more time to learn the long-term impact of actions
that rendered high reinforcements, such as losing a neighbor after defecting and
receiving a high reinforcement from that. When a neighbor p does not produce
high levels of Sy ;p, MultiA agents emphasize their own reinforcements (through
all the feelings used to calculate W;). Once the defection strategy ceases causing
elimination on the network (because the cooperators already have the minimum
Xe = 2), more agents shall maximize reinforcements and follow the defecting
strategy. MultiA agents were able to learn to cooperate to prevent neighbors
elimination providing at least the minimum Yy, and, once that was accomplished,
the remaining MultiA agents (V! — x.) could learn to maximize reinforcements.
Associated to high By, (high temptation to defect), this helped to increase the
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number of defectors in the network, resulting on pg = 39%. From all groups,
MultiA presented the better results, with py = 86 % and p. = 61 %.

Regarding Exp. 2, as in Exp. 1, G2 was not as successful as MultiA on
handling the game dynamics, but both learned to cooperate. As x. = 1, few
agents need to learn the cooperative strategy to keep the neighborhood. Because
of that, p; for G2 and MultiA was better on Exp. 2 than on Exp. 1. But, for
the same reason, p. in Exp. 1 was better than p. in Exp. 2 for MultiA and G2.
However, due to the absence of the other feelings on the calculation of W;, G2
had more eliminated agents and defections than MultiA. By comparing MultiA
results from Exps. 1 and 2, we observe that the first resulted in smaller final
population and fewer defecting agents, and thus it seems that it should have a
lower R than Exp. 2. But as Figs.2 and 3 show, that is not the case, because
the lower value of x. on Exp. 2 allows more combinations of mutual defection
than on Exp. 1.

Mean Agent Reinforcement Mean Agent Reinforcement
(20 simulations of 300 matches) (20 simulations of 300 matches)
0,81
G i i
075 Exploration
0,73
0,71
0,69
0,67
0,65 0,65
: 100 199 298 1 100 199 298
Match Match
Fig.2. Mean agent reinforcement Fig.3. Mean agent reinforcement
during the simulations of Table4, during the simulations of Table?5,
T; = 0.5. T; = 0.25.

4 Final Remarks and Future Work

As analyzed in [2], on the game described in [22] cooperation works to keep
the nodes connected. Depending on the temptation to defect, the network can
suffer a cascading failure effect, losing nodes and connections. MultiA agents,
from the internalization of the required cooperation on its Perceptive System
and through the exercise of its empathy, are able to cooperate, even after fac-
ing high temptation to defect. Once MultiA agent stop correlating its actions
to bad effects on its neighborhood, the empathy reduces its impact and Mul-
tiA focuses on maximizing the other feelings, specially the ones influenced by
high reinforcements. Thus the cooperation strategy works in consonance with
the empathy feeling, the consequence is that there is no full adhesion to the
cooperation strategy. During a joint task, should the artificial moral agents be
morally hybrid: immoral toward agents that disturb in achieving the task and
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moral otherwise? Thereby we ponder upon defection as a manner of getting
profit or/and of detaching someone from the group. Hence regarding the moral,
immoral and amoral patterns of morality, we plan to use different weights on
the perceptive system: according to those patterns, our intention is to frame
MultiA’s exercise of empathy through its action policy. For the amoral version,
we intend to neutralize social emotions and feelings, and then compare its per-
formance with that of MultiA to provide more results on the feasibility of the
artificial empathy model. We also plan to examine the functioning of MultiA in
different game dynamics and under different network topologies.
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Abstract. In this initial study it is described the possible hybridization of
advanced Particle Swarm Optimization (PSO) modification called MC-PSO and
the Differential evolution (DE) algorithm. The advantage of hybridization of
various evolutionary techniques is the shared benefit from various advantages of
these methods. The motivation came from previous studies of the MC-PSO
performance and behavior. The performance of the proposed method is tested on
IEEE CEC 2013 benchmark set and compared with both PSO and DE.

Keywords: Particle swarm optimization + PSO - Differential evolution -+ DE

1 Introduction

The Particle Swarm Optimization (PSO) [1-4] and Differential Evolution (DE) [5, 6]
are two most prominent representatives of evolutionary computational techniques
(ECTs). Many more algorithms belong into the ECTs such as Ant Colony Optimization
(ACO) [7] or SOMA [8] however the PSO and DE are the most popular and regularly
used with great results in various tasks.

Given the popularity of PSO and DE and the focus of the researching community
on the improvement of these methods, the hybridization of PSO and DE was an
inevitable step [9, 10]. The performance of DE and PSO on certain types of optimi-
zation problems is often very different. Thru the process of hybridization it is possible
to achieve good results on very broad spectrum of optimization tasks.

In this paper it is investigated a novel approach for PSO and DE hybridization
based on recently proposed modification of PSO called the Multiple-Choice PSO (MC-
PSO) [11, 12]. Further inspiration was taken from the diversity guided PSO (ARPSO)
[13] to improve the performance of the proposed algorithm. The IEEE CEC 2013
Benchmark [15] is used in this initial study to show that it is possible in several cases to
outperform both PSO and DE by the proposed hybridization method and to achieve
good results on the whole benchmark set.

© Springer International Publishing Switzerland 2015
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In the next two sections the original PSO and DE algorithms are shortly described.
Following is the description of proposed hybrid method. The experiment is designed
and results presented in following sections.

2 Particle Swarm Optimization Algorithm

Original PSO takes the inspiration from behavior of fish and birds. The knowledge of
global best found solution (typically noted gBest) is shared among the particles in the
swarm. Furthermore each particle has the knowledge of its own (personal) best found
solution (noted pBest). Last important part of the algorithm is the velocity of each
particle that is taken into account during the calculation of the particle movement. The
new position of each particle is then given by (1), where x*' is the new particle

position; x/ refers to current particle position and v:* is the new velocity of the particle.

G = g )
To calculate the new velocity the distance from pBest and gBest is taken into
account alongside with current velocity (2).

vffl =w -V +ci - Rand - (pBest;j — x;;) + c2 - Rand - (gBest; — x;) (2)

Where:

vﬁ;’l - New velocity of the ith particle in iteration ¢ + 1. (component j of the dimension D).
w - Inertia weight value.

vij - Current velocity of the ith particle in iteration 7. (component j of the dimension D).
cj, ¢ = 2 - Acceleration constants.

pBest;; - Local (personal) best solution found by the ith particle. (component j of the
dimension D).

gBest; - Best solution found in a population. (component j of the dimension D).

x;; - Current position of the ith particle (component j of the dimension D) in iteration 7.
Rand - Pseudo random number, interval (0, 1).

Finally the linear decreasing inertia weight [2, 4] is used. The dynamic inertia weight is
meant to slow the particles over time thus to improve the local search capability in the
later phase of the optimization. The inertia weight has two control parameters w,,, and
Wena- A new w for each iteration is given by (3), where ¢ stands for current iteration
number and n stands for the total number of iterations. The typical values used in this
study were wg,,, = 0.9 and w,,; = 0.4.

( (Wstarl *nwend) : t) (3)

W = Wstart —
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3 Differential Evolution

Similarly to PSO the DE is a population-based optimization method that works on real-
number-coded individuals [5]. For each individual X; ¢ in the current generation G, DE
generates a new trial individual X} ; by adding the weighted difference between two
randomly selected individuals X,; ¢ and X,» ¢ to a randomly selected third individual
X,3.6. The resulting individual f;,c is crossed-over with the original individual X; . The
fitness of the resulting individual, referred to as a perturbed vector ;. 1, is then
compared with the fitness of X; ;. If the fitness of i; ¢ is greater than the fitness ofX; ¢,
then X; ¢ is replaced with ii; g, 1; otherwise, X; ¢ remains in the population as X; ;1. DE
is quite robust, fast, and effective, wi th global optimization ability. It does not require
the objective function to be differentiable, and it works well even with noisy and time-
dependent objective functions. Please refer to [5, 6] for the detailed description of the
used DE/rand/1/bin strategy (4) as well as for the complete description of all other
strategies.

Uiy = X6+ F - (X260 — %36) (4)

The full schematic of DE algorithm is given in Fig. 1.

1.Input: D,G,, ,NP = 4,F €(0,1+),CR €[0,1], and initial bounds:¥"), ¥").
VisNPAVj<D:x g o=x"+ randj[O,l]' (x}"” - xj.'"))
i={1,2,...,NP}, j={12,..,D}, G =0, rand,[0,1] €[0,1]

3. While G <G

max

2. Initialize:

4. Mutate and recombine:
4.1 n,n,r, €{1,2,...,NP}, randomly selected, except: r, = r, = r, =i
42 j.a €.2,..,D}, randomly selected once each i

Yot F (X, 6=%,6)

- if (rand [0,1] < CRV j = j,.0)

X6 otherwise

Vi<NPl43 Yj<D,u

ji.G+1

5. Select
- {ﬂi.GH lf f(l:ii.Gd-l) = f(le)

XiGa =

X g otherwise

G=G+1
Fig. 1. DE schematic

4 MC-PSO/DE Hybrid with Repulsive Strategy

The MC-PSO as the new hybrid method proposed in this paper is mostly based on the
original PSO. The algorithm is similar to PSO as presented in Sect. 2 with one
exception. In the original MC-PSO [11, 12] four different velocity calculation formulas
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are defined. Afterwards the particle is randomly assigned one the pre-defined formulas
in each iteration. The particle can either: stay in its current position, follow randomly
chosen particle, follow its own pBest or follow the gBest. The probability of selection
of particular behavior is given by three numbers b;, b, and b;. These numbers represent
border values for different behavior rules and they follow the pattern: b; < b, < b;.
Afterwards during the calculation of new velocity of each particle a random number r is
generated from the interval < 0, 1 >. For further details (including full pseudocode of
the original MC-PSO) refer to [12].

For the purposes of hybridization two changes were introduced into the original
MC-PSO. Firstly the DE/rand/1/bin is performed on stationary particles. Secondly to
prevent fast premature convergence the gBest is used as a repulsive point. The
repulsive strategy was firstly introduced in [13] and it is implemented here in such
manner that the gBest is repulsing the particles instead of attracting them (See (8)).

For clarity the selection process of new velocity calculation formula and the DE
implementation can be described as follows.

During the new velocity and position calculation a random number r is generated:

If r < b1 DE/rand/1/bin is performed for the particle and the new velocity of particle
is given by (5):

vir+1)=0 (5)
If b1 < r < b2 the new velocity of particle is given by (6):

v(t+1) =w-v(t)+c- Rand - (x,(r) — x(1)) (6)
If b2 < r < b3 the new velocity of particle is given by (7):

v(t+ 1) =w-v(t) + ¢ - Rand - (pBest — x(t)) (7)
If b3 < r the new velocity of particle is given by (8):

v(t+ 1) =w-v(t) — ¢ - Rand - (gBest — x(t)) (8)

Where x,(¢) is the position of randomly chosen particle and ¢ = 2.

5 Results and Discussion

In this initial study the performance of the newly proposed hybrid method was tested
on the IEEE CEC 2013 benchmark set [15] for dimension setting (dim) = 10.
According to the benchmark rules 51 separate runs were performed for each algorithm
and the maximum number of cost function evaluations (CFE) was set to 100000. The
population size was set to 40. Other controlling parameters of the PSO and DE were set
to typical values as follows:



For PSO:

For DE:
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Cl,0 =25
Wstart = 0.9;
Wend = 0.4;
Vimax = 0.2;
CR =0.9;

F=0.5;
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The mean results of PSO, MC-PSO/DE and DE are presented in the following
Table 1. The best results are given in bold numbers.

Table 1. Mean results comparison, dim = 10, max. CFE = 100000
Function | f min | PSO MC-PSO/DE | DE
fi —1400 | —1.400E + 03 | -1.400E + 03 | —1.400E + 03
5 —1300| 2.449E + 05| 2.565E + 03| 6.033E + 03
3 —1200| 1.862E + 06 | —-1.167E + 03 | —1.018E + 03
14 —1100 | =5.202E + 02 | =9.276E + 02 | —9.448E + 02
s —1000 | —1.000E + 03 | —1.000E + 03 | —1.000E + 03
15 —900 | —8.936E + 02 | —8.966E + 02 | —8.971E + 02
17 —800 | =7.961E + 02 | =7.999E + 02 | —8.000E + 02
1 =700 | —6.797E + 02 | —6.797E + 02 | —6.796E + 02
fo —600 | —5.968E + 02 | =5.969E + 02 | —5.992E + 02
fio =500 | —=4.996E + 02 | —4.999E + 02  —4.999E + 02
1 —400 | —3.982E + 02 | —3.898E + 02 | —3.993E + 02
fi5 —300 | —2.868E + 02 | —2.886E + 02 | —2.920E + 02
115 —200 | —1.802E + 02 | —1.871E + 02 | —1.898E + 02
14 —100| 5.719E + 01 | 9.090E + 02 | —2.769E + 00
fis 100| 8.445E + 02| 1.073E + 03 | 1.405E + 03
Jis 200| 2.009E + 02| 2.011E + 02| 2.010E + 02
117 300 3.142E + 02| 3.289E + 02 | 3.144E + 02
fis 400 4.320E + 02| 4.323E + 02| 4.308E + 02
fio 500| S.007E + 02| 5.013E + 02| 5.008E + 02
f20 600 | 6.026E + 02| 6.033E + 02| 6.021E + 02
51 700 1.083E + 03| 1.096E + 03 | 1.100E + 03
S22 800| 9.715E + 02| 1.899E + 03 | 9.024E + 02
53 900 | 1.809E + 03| 2.072E + 03 | 1.859E + 03
o4 1000 | 1.205E + 03| 1.195E + 03| 1.200E + 03
55 1100 | 1.303E + 03 | 1.299E + 03| 1.300E + 03
o6 1200 | 1.357E + 03 | 1.322E + 03| 1.324E + 03
157 1300 | 1.669E + 03 | 1.606E + 03 | 1.602E + 03
o8 1400 | 1.687E + 03| 1.688E + 03 | 1.692E + 03
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gBestValue
1420
1400 —  PSO
—  MC-PSO/DE
— DE
1380
1360
1340
1320
Iterati
500 1000 1500 2000 2500 - craton

Fig. 2. Mean best value history comparison — f>4

Furthermore as an example the mean history of the best found solution during the
optimization in given in Fig. 2.

In the Table 1 the benchmark functions are divided into unimodal (noted with ),
basic multimodal (noted with ™) and composite functions (noted with ). The perfor-
mance of the proposed method on the unimodal functions is very promising. The MC-
PSO/DE managed to obtain the best result in 4 of 5 cases. This brings evidence of fast
convergence capability of the method.

The results for basic multimodal are overall comparable with both PSO and DE.
This supports the claim that the hybrid method successfully combines the advantages
of both PSO and DE. Finally the performance of this initial design on the composition
functions is very encouraging. Under closer investigation (Fig. 2.) is clear that the
design is able of fast initial convergence but is robust enough to prevent premature
convergence in local extremes. Based on this observation, it will be further investigated
the possibility of increasing the speed of initial convergence of this method.

6 Conclusion

In this initial study the hybridization of MC-PSO and DE/rand/1/bin was proposed. The
results presented in this work support the claim that in some cases the hybridization
could lead to significantly improved performance. In many cases where the original
methods outperformed each other (one achieved superb results second not good) the
hybrid managed to achieve very good results. These results support the idea of using
hybrid algorithms when dealing with very broad spectrum of problems or unknown
optimization task. The DE was used here to improve the performance of MC-PSO and
the repulsive strategy was implemented in order to prevent the algorithm from fast
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premature convergence. This is the first step in the research of this approach and will be
followed with more detailed studies and extensive performance testing.
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Abstract. Open vehicle routing problem (OVRP) is one of the most important
problems in vehicle routing, which has attracted great interest in several recent
applications in industries. The purpose in solving the OVRP is to decrease the
number of vehicles and to reduce travel distance and time of the vehicles. In this
article, a new meta-heuristic algorithm called OVRP_ICA is presented for the
above-mentioned problem. This is a kind of combinatorial optimization problem
that can use a homogeneous fleet of vehicles that do not necessarily return to the
initial depot to solve the problem of offering services to a set of customers
exploiting the imperialist competitive algorithm. OVRP_ICA is compared with
some well-known state-of-the-art algorithms and the results confirmed that it has
high efficiency in solving the above-mentioned problem.

Keywords: Metaheuristic algorithms - Open vehicle routing problem
(OVRP) - Imperialist competitive algorithm (ICA) - Combinatorial optimization
problem

1 Introduction

The OVRP involves finding one of the best routes for a set of vehicles that must offer
services to a set of customers. Every route in OVRP includes a sequence of customers
that starts at the initial depot and ends at one of the customers [1]. The usual limitations
of the OVRP are that all vehicles must have the same capacity, and each customer must
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be visited by only one vehicle to receive the required service. The total requests of all
the customers in a route should not exceed the total capacity of the vehicles. In some
problems, the time limit is considered together with the distance limit in covering the
specific route: the distance traveled and the travel time spent of vehicle for the route
must not exceed the permissible limits [2]. Lowering the number of vehicles,
decreasing the distance traveled in the routes, and reducing travel time are among the
main purposes of solving this problem.

The OVRPs are different and their most important difference is that there are
Hamiltonian routes and Hamiltonian cycles in them, respectively. Hamiltonian routes
start from one point and end in another Hamiltonian cycles finally return to the initial
point [2]. Therefore, one of the main features of OVRP is that vehicles do not nec-
essarily return to the initial depot after servicing to the customers, and if they do return
to the initial depot, they will visit the same customers [3]. The OVRP is an NP-hard
problem and its solution is considered a scientific challenge. In traditional studies, the
OVRP was solved by assuming definite answers to the requests of all customers on the
routes. Moreover, researchers have introduced various methods based on innovative
and meta-heuristic methods for solving the OVRP, a few of which will be described
here. Brandao [3] used Tabu Search to solve the VRP with limitations on vehicle
capacity and on maximum travel distance in routes. Authors [4] introduced an algo-
rithm to solve the OVRP for managing open routes. Fleszar et al. [5] implemented the
variable neighborhood search technique for the OVRP with the purpose of reducing the
number of vehicles and of decreasing travel time, and travel distance in the routes.
Erbao and Mingyong [6] dealt with the OVRP by considering the fuzzy demands and
combined the improved differential evolution algorithm and random simulation to
solve the problem. In [7], a combination in the form of (GA + TS), in which the parallel
computational power, the global optimization GA, and the rapid local search TS were
used with the purpose similar to that of the above mentioned methods, was used for
solving the OVRP. Repoussis et al. [8] introduced a combinatorial evolution strategy
for the OVRP with the purpose of reducing the number of vehicles in the fleet and of
decreasing the travel distance in the routes. Furthermore, Tabu Algorithms [9] and
improved Tabu Algorithms [10] were implemented by Huang and Liu with the purpose
of reducing the number of vehicles and travel costs for OVRP. Based on results of
simulations, the introduced algorithm can decrease the number of required vehicles and
reduce travel costs. Considering the slow rate of convergence and the weak search
ability of the traditional genetic algorithm, the combinatorial genetic algorithm (which
has greater convergence rate and rapid search ability) can be used to simplify the
problem and improve its search efficiency [11, 12]. Authors in [13] introduced an
algorithm that was based on genetic rules in order to upgrade the optimal performance
of particle swarm and of differential evolution for solving the OVRP. In their algo-
rithm, all members had dominant and recessive characters, optimization of particle
swarm took place by the dominant character and differential evolution by the recessive
one, and if the proportionality of the dominant character was smaller than that of the
recessive one, the recessive character replaced the dominant one. In [14], the concepts
of variable neighborhood search and evolutionary algorithms were used for optimi-
zation of the OVRP. This method could offer solutions with acceptable quality.
Zachariadis and Kiranoudis [15] introduced a new search method for solving the
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OVRP that could investigate an extensive solution space to reduce the number of routes
and decrease routing costs. Marinakis and Marinaki have introduced a new version of
the BBMO algorithm for solving the OVRP problem [16], among the main parts of
which is the replacement of outward movement by a local search that makes the
proposed algorithm more effective for solving combinatorial optimization problems.
They presented a special decoding method for implementing the PSO in which a vector
including customers’ positions was produced in a descending order and then each
customer was assigned to a specific route based on his/her position and, finally, a one-
unit mutation was applied on all produced routes. This was an effective method for
solving the problem because it allowed for studying the feasibility of the routes and for
investigating the quality of the answers. The problem, and the in/equalities are defined
in Sect. 2. Section 3 introduces the proposed algorithm which is based on imperialist
competitive algorithms, and Sect. 4 explains in detail the results of algorithm simu-
lations. Finally, conclusions are presented in Sect. 5.

2 Problem Definition and Notation

The OVRP is a kind of the classic vehicle routing problem (VRP) in which the vehicles
do not necessarily return to the initial depot after servicing to the customers. The OVRP
applies in cases where either the company does not have the required vehicles or there
are not enough vehicles in the company to distribute the product among the customers.
In both cases, the company will rent a number of vehicles, and when these vehicles
carry out their tasks, they do not return to the initial depot. This is one of the class 3PL
problems [17]. In this research, the following assumptions were made in solving the
OVRP. n is taken to be the number of customers, N = {1, 2, ..., n} the set of
n customers, and V = {0, 1, ..., n} the set of customers and the starting point, where
0 represents the starting point, g; the request of customer i € V — {0}, and Q is the
capacity of each vehicle. It is assumed that K is the maximum number of available
vehicles, and ¢;; the cost for the sequence of customers from i to j and a scale equivalent
to the appropriate adjustments. Moreover, the cost wy is considered for each travel of
the vehicle k. Therefore, the OVRP will involve finding the minimum number of
required vehicles and determining a route for each vehicle in a way that all customer
requests are satisfied and each customer is visited exactly by one vehicle and no vehicle
exceeds its capacity [16, 18]. Mathematical modeling of the OVRP requires two groups
of variables, the first group for modeling a sequence in which customers are visited by
vehicles and is defined as follows [16]:

(1)

{ 1 if customer iprecedes customer j visited by vehicle k
ij =

0 otherwise
The second group of variables (shown as z;) is a binary variable and defined in

1 if vehicle kis active
% = { (2)

0 otherwise
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If the same vehicle services at least one customer, it will be considered active [16].
Using the considered parameters and variables, we can express the OVRP problem in
this way [16]:

min ZZ:I Z?:o ZJLO cipy + ZZZI WiZk (3)

Subject to

k n
D d=1v=12...n (4)

k=1 j=1

k n .

1 ,l)dl;:l,vlzl,z,...,n (5)
X<z Vk=1,...K, Vi=12...n Vji=12.,n (6)
Zizo)dfu—zj:lﬁ,jzo,w:1,2,...,K,vu:1,2,...,n (7)
D ipens SISl =1, ¥SCViI<|S|<n, k (8)
ijlqj(zizo)/;)gQ, Vk=1,2,...K (9)
Z/=1x€f§1’ Vk=1,2,...K (10)
o <0 Vk=1,2,.. K (11)
X e{0,1}, Vk=1,2,.. ,K,Vi=1,...n,¥j=1,...,n (12)
%e{0,1},Vk=1,2,....K (13)

The objective function in (3) will create equilibrium between the travel cost and the
vehicle. Equation (4) represents the connectivity of all routes taken by all vehicles after
they move from the initial point and the cost of the first part of each route too.
Equations (5) and (6) guarantee the arrival to and departure of exactly one car to/from
each customer. Equation (6) is related to variables x and z and indicates that all
customers receive services from active vehicles. Equation (7) exhibits the continuity of
each route, and (8) the identifier of the sub-tours. Inequality in (9) shows the maximum
vehicle capacity, and inequalities in (10) and (11) indicate that only one vehicle must
start its tour from the starting point to give service to a sequence of customers and that
none of the vehicles returns to the starting point. Equations (12) and (13) are definitions
for the variables x and z for each vehicle k [16]. There are some limitations considered
in the problem: (1) All vehicles must be of the same capacity; (2) Travel time for each
vehicle must be less than the threshold time considered; (3) The sum of the requests of
the customers in each route must be less than the capacity of the vehicle assigned to the
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route; (4) Each customer is visited only once and by only one of the vehicles for his/her
request to be satisfied. Put it simply, the purpose of OVRP is to reduce the number of
vehicles considered for giving service to customers, and to decrease travel distance and
time of the vehicles in the routes [4, 19, 20]. We use the ICA algorithm [21] to improve
the consumed resources of an OVRP. ICA considers the algorithm has little infor-
mation such as search space and definition of feasible answers for the problems, it can
move toward finding better answers and progress as well as possible in the search space
by creating random answers.

3 OVRP_ICA Algorithm

The following six basic steps are taken to apply the proposed algorithm to the OVRP
(which is one of the most frequently met problems in transportation). In the first step,
the feasible answers (the initial countries) are defined. It must be noted that this is a
very important step because these countries must be defined in a way that they have the
necessary coordination with the structure of the problem. Therefore, in this step a two-
part array is used as shown in Fig. 1. This array is prepared in such a way that
customers met are ordered in turn from left to right in the first part of the array, and the
number of customers visited by each vehicle is shown in the second part. It must be
kept in mind that the number of the elements in the second part is equal to the total
number of the vehicles. Moreover, in this figure, the first vehicle visits five customers,
the second four, and, finally, the third vehicle visits two customers. It must be noted
that the number of the customers allocated to each vehicle must not exceed its capacity.

[1 ]oJ1o [3 11 [s[a]2]6]7 ]85 ][4 ]2

A A T

Fig. 1. One country in the OVRP_ICA algorithm

In the OVRP_ICA, a determined and variable number P of random initial answers
are produced and the values of the f,, objective function are calculated for each member
inm = 1,...,P. These answers are then placed in the D matrix together with their values
(every row of this matrix shows one initial feasible answer, or one initial country,
together with the related objective function). The use of a random structure in this step
causes the obtained answers to have various structures in the feasible region.

In the second step, values of the objective function for each county are compared,
and the / number of countries that have lower objective function values are considered
as independent countries (because OVRP is a minimization problem). By replacing the
countries in the matrix, rows from 1 to [ of the initial population in the D matrix are
given to the independent countries. To determine the sphere of influence of each
independent country, the number of dependent countries is allocated to the jth inde-
pendent country according to Eq. (14) so that [ empires are created
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g
1

P-D| j=1,...1 14
Zi:11/ﬁ( )| (14)

kj = int

Equation (14) shows the number of dependent countries allocated to the jth inde-
pendent country. It must be added that, according to this relation, each independent
country that has a lower objective function value will acquire a larger number of
dependent countries and a larger empire will be formed. Moreover,