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Preface

This volume contains research papers presented at the 5th IFIP International Confer-
ence on Computer Science and Its Applications (CIIA), held during May 20-21, 2015,
in Saida, Algeria. CIIA 2015 continued the series of conferences whose main objective
is to provide a forum for the dissemination of research accomplishments and to promote
the interaction and collaboration between various research communities related to com-
puter science and its applications. These conferences have been initiated by researchers
from Algeria and extended to cover worldwide researchers focusing on promoting re-
search, creating scientific networks, developing projects, as well as facilitating faculty
and student exchanges, especially in Africa.

This year the CIIA conference attracted 225 submissions from 20 countries includ-
ing: Algeria, Bangladesh, Belgium, Canada, China, Finland, France, India, Iran, Ire-
land, Italy, Jordan, Morocco, Norway, Poland, Qatar, Tunisia, United Arab Emirates,
UK, and USA. In a rigorous reviewing process, the Program Committee (PC) selected
51 papers, which represents an acceptance rate of 22.6%. The PC included 200 re-
searchers from 27 countries.

The accepted papers were organized into the four following research tracks: Compu-
tational Intelligence, co-chaired by: Sadok Ben Yahia (FST, Tunisia) and Nadjet Kamel
(Setif University, Algeria); Security and Network Technologies, co-chaired by Nad-
jib Badache (CERIST, Algeria) and Alfredo Cuzzocrea (ICAR-CNR and University
of Calabria, Italy); Information Technology, co-chaired by Jorge Bernardino (ISEC-
Polytechnic Institute of Coimbra, Portugal) and Selma Khouri (ESI, Algiers, Alge-
ria); as well as Software Engineering, co-chaired by Kamel Barkaoui (CNAM, Paris,
France) and Abdelwahab Hamou-Lhadj (Concordia University, Montreal, Canada). Ad-
ditionally, the conference hosted three keynote speakers, namely: Prof. Lynda Tamine-
Lechani (IRIT Toukouse, France), Prof. Erich Neuhold (University of Vienna, Austria),
and Prof. Mohamad Sawan (Polytechnique Montreal, Canada). This volume includes
the abstracts of the keynote talks. We would like to express our warmest thanks to the
keynote speakers.

We would also like to extend our gratitude to Prof. Erich Neuhold and the Inter-
national Federation for Information Processing (IFIP) for accepting the CIIA papers
to be published in the IFIP Advances in Information and Communication Technology
(IFIP-AICT) by Springer.

We would also like to acknowledge the invaluable help of: the PC members for
ensuring the quality of the scientific program, the Tahar Moulay University of Saida
and the GeCoDe Laboratory, for hosting the conference and providing all the needed
support, the track chairs, for managing the reviewing process, and Dr. Mickael Baron



VI Preface

(ISAE-ENSMA, Poitiers, France) and Dr. Mahieddine Djoudi (SIC/XLIM, University
of Poitiers, France) for Webmaster efforts. Last but not least, we thank the EasyChair
team for making available their conference management system to CIIA. Finally, we
thank the authors who submitted papers to the conference.

April 2015 Abdelmalek Amine
Erich J. Neuhold

Ladjel Bellatreche
Zakaria Elberrichi

Robert Wrembel
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Interoperability: Models and Semantics -
A Reoccurring Problem

Erich J. Neuhold

University of Vienna, Austria
erich.neuhold@univie.ac.at

http://cs.univie.ac.at/Erich.Neuhold

Abstract. Interoperability is a qualitative property of computing infrastructures
that denotes the ability of the sending and receiving systems to exchange and
properly interpret information objects across system boundaries.

Since this property is not given by default, the interoperability problem in-
volves the representation of meaning and has been an active research topic for
approximately four decades. Database models used schemas to express seman-
tics and implicitly aimed at achieving interoperability by providing programming
independence of data storage and access.

After a number of intermediate steps such as Hypertext and XML document
models, the notions of semantics and interoperability became what they have been
over the last ten years in the context of the World Wide Web and more recently
the concept of Open Linked Data.

The talk will investigate the (reoccurring) problem of interoperability as it can
be found in the massive data collections around the Big Data and Open Linked
Data concepts. We investigate semantics and interoperability research from the
point of view of information systems. It should give an overview of existing old
and new interoperability techniques and point out future research directions, es-
pecially for concepts found in Open Linked Data, the Semantic WEB and Big
Data.

h


Brain-Computer-Brain Interfaces for Sensing
and Subsequent Treatment

Mohamad Sawan, Professor and Canada Research Chair

Polystim Neurotechnologies Laboratory, Polytechnique Montreal
mohamad.sawan@polymtl.ca

Abstract. Implantable Brain-Computer-Brain Interfaces (BCIs) for diagnostic
and recovery of neural vital functions are promising alternative to study neu-
ral activities underlying cognitive functions and pathologies. This Keynote ad-
dress covers the architecture of typical BCI intended for wireless neurorecording
and neurostimulation. Massively parallel multichannel spike recording through
large arrays of microelectrodes will be introduced. Attention will be paid to low-
power mixed-signal circuit design optimization. Advanced signal processing im-
plementation such as adaptive thresholding, spike detection, data compression,
and transmission will be described. Also, the talk includes Lab-on-chip technolo-
gies intended to build biosensors, and wireless data links and harvesting power to
implants. Tests and validation of devices : electrical, mechanical, package, heat,
reliability will be summarized. Case studies will be covered and include research
activities dedicated to vision recovery through implant used to apply direct elec-
trical microstimulation, to present the environment as phosphenes in the visual
field of the blind. And we will summarize latest activities on locating epileptic
seizures using multi-modal fNIRS/EEG processing, and will show the onset de-
tecting seizure and techniques to stop it, using bioelectronic implant.



Collaborative and Social Web Search

Lynda Tamine

Université Paul Sabatier, Institut de Recherche en Informatique de Toulouse
Toulouse, France

tamine@irit.fr

Abstract. Web search increasingly reflects problems grounded in the real-life
world that requires the assistance of social resources. Social web search refers
broadly to 1) the process of searching information over user-generated content
(UGC) or 2) searching online with the help of users (such as friends, colleagues or
experts) using large-scale social networking services. Examples of such services
include Facebook, Twitter and MySpace and are considered as complementary to
web search engines. Collaborative search is a kind of social search where small-
scale groups of users are all together engaged in solving a shared information
need. Collaborative and social search allow the gathering of users’ complemen-
tary knowledge and skills that lead to the emergence of collective intelligence.

The aim of this talk is to 1) outline the paradigm of social search, 2) investigate
the research issues that it gives rise to and then 3) point out the opportunities it
brings to nowadays society.

I will look back over the past recent years highlighting some of the major
changes in social-centred approaches of information search and related main
research findings. I will also give an overview and share some experiences we
gained through our previous research investigations in the area of collaborative
and social search.
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Abstract. Global optimisation plays a critical role in today’s scien-
tific and industrial fields. Optimisation problems are either continuous
or combinatorial depending on the nature of the parameters to optimise.
In the class of combinatorial problems, we find a sub-category which
is the binary optimisation problems. Due to the complex nature of op-
timisation problems, exhaustive search-based methods are no longer a
good choice. So, metaheuristics are more and more being opted in order
to solve such problems. Some of them were designed originally to han-
dle binary problems, whereas others need an adaptation to acquire this
capacity. One of the principal adaptation schema is the use of a map-
ping function to decode real-valued solutions into binary-valued ones.
The Antenna Positioning Problem (APP) is an NP-hard binary optimi-
sation problem in cellular phone networks (2G, EDGE, GPRS, 3G, 3G+,
LTE, 4G). In this paper, the efficiency of the principal mapping func-
tions existing in the literature is investigated through the proposition of
five binary variants of one of the most recent metaheuristic called the
Bat Algorithm (BA). The proposed binary variants are evaluated on the
APP, and have been tested on a set of well-known benchmarks and given
promising results.

1 Introduction

Combinatorial problems are problems whose parameters belong to a finit set of
integers (xi εN). The latter includes a more specific type called binary optimi-
sation problems : problems whose parameters can take values from a bi-valued
search space called genotype space (xi ε { 1 , 0 }).

The design of cellular phone networks (2G, EDGE, GPRS, 3G, 3G+, LTE,
4G) is one of the most critical tasks during the network implantation. Any
design process that can not deal with this phase may alter the service quality

c© IFIP International Federation for Information Processing 2015
A. Amine et al. (Eds.): CIIA 2015, IFIP AICT 456, pp. 3–14, 2015.
DOI: 10.1007/978-3-319-19578-0_1
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of the network itself. The Antenna Positioning Problem (APP) is one of the
most challenging optimisation issues in the design phase of cellular networks.
The APP is formulated as a binary optimisation problem and was proven to be
NP-hard.

Metaheuristics are efficient tools to use when tackling such optimisation prob-
lems. Regardless to the source of their inspiration, metaheuristics can be divided
into algorithms who are originally designed to tackle continuous problems, and
those who are designed to tackle combinatorial ones.

The Bat Algorithm (BA), is one of the recently proposed metaheuristics [14].
It was inspired by the natural phenomenon of echolocation used by bats. The
BA was originally designed to tackle optimisation problems within continuous
search space and it has shown encouraging performances.

Generally, when adapting a continuous-variable-based metaheuristic (i.e. a
metaheuristic that was designed originally to operate on variables within con-
tinuous search space) to tackle binary problems, many schemas of adaptation
exist. One of the most opted one, is the use of a mapping function to map the
real-valued solutions into binary ones. Several sub-schemas of mapping exist as
well in this last one : one-to-one, many-to-one, one-to-many.

Many questions still surround this schema of adaptation, such as the fact
that the efficiency of these mapping functions is still fuzzy and unexplored. In
addition, no clear statement exist on whether using binary-variable-based meta-
heuristics (i.e. metaheuristics that were designed originally to operate on vari-
ables within binary-valued search space) or continuous ones to tackle binary op-
timisation problems. Does the efficiency of these mapping functions depends on
the algorithm used or the problem solved. Finally, no affined study shows if it is
worth using this mapping functions and ultimately which kind of metaheuristics
is more efficient when solving binary problems.

Through analysing the literature, the five principal mapping functions exist-
ing are used to propose new binary variants of the Bat Algorithm. The mapping
functions used in this work were selected to illustrate different schemas of map-
ping. These functions are : The Nearest Integer method (NI ), the normalisation
technique, the Angle Modulation method (AM ), the Great Value Priority method
(GVP) and finally, the Sigmoid Function (SF ). The proposed binary variants
of the BA were tested on the APP using well-known benchmark instances, with
different sizes and complexity as well. In addition, the last ones were compared
to one of the most used binary-variable based algorithm : the Genetic Algorithm.

The remainder of this paper is structured as follows. In Section 2, we introduce
basic concepts related to the antenna positioning problem, the bat algorithm, and
the mapping functions used in this work. In Section 3, we introduce the proposed
binary variants of the bat algorithm. Section 4 is dedicated to experimental
results, their interpretation and disscussion. Finally, we present the conclusion
of our work in Section 5.
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2 Basic Concepts

In this Section, we introduce basic concepts related to the antenna positioning
problem, the bat algorithm, and the used mapping functions.

2.1 Antenna Positioning Problem

In this section, we present a widely used formulation of the APP, that was given
by Guidec et. al. [3]. This modeling of the antenna positioning problem consider
two objectives : maximizing the covered area while minimizing the number of
base station used.

The antenna positioning problem recalls NP-hard problems in graph theory
such as the Minimum Dominating Set (MDS), the Maximum Independent Set
(MIS), or the Unicast Set Covering Problem (USCP), see Sub-figures (a), (b),
(c) of Figure 2.

Let L be the set of all potentially covered areas and M the set of all potential
locations of base stations. Suppose G is a graph where E is the set of edges in
the graph verifying that each transmitter is linked to the area that it covers.
One seeks for the minimum subset of transmitters that covers the maximum
surface of a given area. In other words, the objective is to find a subset M ′

such that |M ′| is minimised and | Neighbours(M ′, E) | is maximised [4]; where
Neighbours represents the set of the covered area, and M ′ represents the set of
transmitters used to cover this area.

| Neighbours(M ′, E)| = { u εL | ∃ v εM ′ , (u, v) ε E } (1)

M ′ = { t εB |xt = 1 } (2)

A Base Tranceiver Station (BTS) is a radio transmitting device with a specific
type of coverage (See Figure 1). In this work, we used three types of coverage
introduced in [1]. A cell is a part of a geographical area that is covered by a base
station.

Fig. 1. Antenna Coverage Models

The working area is discretized in a rectangular grid with Dimx and Dimy

dimensions. Having Sites = {site1 , site2 , site3 , . . . , siteN } is the set of po-
tentially preselected sites, where the antennas can be placed. Each potential
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site location is identified by Cartesian coordinates { site1 = (x1 , y1 ) , site2 =
(x2 , y2 ) , site3 = (x3 , y3 ) , . . . , siteN = (xN , yN ) }, see Sub-figures (d), (e),
(f) of Figure 2.

Fig. 2. Representation of The Discretized Area

A potential solution of the APP can be a binary vector described as follows.

Each vector
−→
X represents a potential configuration of the mobile network. The

number of elements of each vector represents the number of potential condidate
sites. The rank of each dimsenion represents the rank of the corresponding base
station i = 1 , 2 , . . . , Dimension−→x . Each dimension of the vector is strictly

binary valued : xi ε
−→
X /xi = 1 ∨ xi = 0 . If xi = 1, the ith base station is

selected, otherwise it is discarded. The objective function to optimize is defined
by the formula 3.

Maximize : f(x) =
Cover ratioα

Number of used base station
(3)

with :

Number of used base station =

Dimension−→x∑

i=1

xi , (4)

with :

cover ratio =

(
Covered area

Total area

)
∗ 100 (5)

And :

Covered area =

Dimx∑

i=1

Dimy∑

j=1

cover(i, j) , (6)

And :
Total area = Dimx ∗Dimy . (7)

It is worth to mention that other mathematical models of the antenna posi-
tioning problem exist like the one proposed in [12]. Generally, these models differ
by their mathematical formulations or modeling.
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2.2 Bat Algorithm

The Bat Algorithm has been recently proposed. It is a swarm-based metaheuris-
tic [14]. This algorithm is inspired by the natural echolocation behaviour of bats.
Microbats use a type of sonar, called echolocation, to detect their preys, avoid
obstacles, and locate their roosting crevices in the dark. These bats emit a very
loud sound pulse and listen for the echo that bounces back from the surrounding
objects. Their pulses vary in properties and can be correlated with their hunting
strategies, depending on the species. The bats then adjust the pulse and rate
of the sound as they get closer to the obstacles or the prey. This phenomenon
has been translated into the newly proposed bat algorithm. The pseudo-code of
Algorithm 1 describes the general framework of the bat algorithm.

Algorithm 1. The Bat Algorithm

1. Objective function f(x), x = (x1, ..., xd)
T

2. Initialize the bat population Xi (i = 1, 2, . . ., n) and Vi

3. Define the pulse rate ri and the loudness Ai

4. Input : Initial bat population
5. while ( t <Max number of iterations ) do
6. Generate new solutions by adjusting frequency, and updating velocities and lo-

cations/solutions (Equations 8 to 10)
7. if ( rand > ri ) then
8. Select a solution among the best solutions
9. Generate a local solution around the selected best solution
10. end if
11. Generate a new solution by flying randomly
12. if ( rand < Ai & f(Xi) < f(X∗) ) then
13. Accept the new solutions
14. Increase ri and reduce Ai

15. end if
16. Rank the bats and find the current best X∗
17. end while
18. Output : Best bat found (i.e. best solution)

Equations 8, 9 and 10 define how the position Xi and velocity Vi in a d -
dimensional search space are updated. The new solution Xt

i and velocity V t
i at

a time step t are given by :

fi = fmin + (fmax − fmin)β (8)

V t
i = V t−1

i + (Xt
i − X∗)fi (9)

Xt
i = Xt−1

i + V t
i (10)
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Initially, each bat is randomly assigned a frequency which is drawn randomly
from [fmin , fmax]. β ε [0, 1] is a random vector drawn from a uniform distribution.
X∗ is he current global best location (solution) which is located after comparing
all the solutions.

When a local search is performed a solution is selected among the current
best solutions. A new solution for each bat is generated using a random walk
as described in Equation 11; Where ε is a random number from [−1, 1], and
At =< At

i > is the average loudness of all bats at this time step.

Xnew = Xold + εAt (11)

Likewise, the loudness Ai and the rate ri of pulse are updated once the new
solution is accepted. This is done using Formulas 12 and 13, where α and γ are
constants. Initially, each bat is randomly assigned a loudness and a rate drawn
respectively from the intervals [Amin , Amax] and [rmin , rmax].

At+1
i = αAit (12)

rt+1
i = r0i [1 − exp(−γt)] (13)

2.3 From Phenotype to Genotype Space

Several approaches exist for adapting a continuous-variable-based metaheuristic
to work also in binary search space. The first schema of adaptation consists in
replacing arithmetic operators of the metaheuristic by logical ones to operate di-
rectly on the binary solutions. The second aims to find the corresponding opera-
tors of the algorithms in the geometric space (Hamming space). Finally, the third
approach consists in conserving the original operators, architecture and solution
representation of the algorithm, and adding a complementary module that maps
real-valued solutions into binary ones. The techniques used in this third category
are generally known also asmapping functions. Several schemas of mapping exist.
The pincipal ones are : one-to-one, many-to-one, and one-to-many.

The mapping functions used in this work have been chosen to illustrate sev-
eral mapping schemas and several mathematical properties. In the following, the
mapping functions used in this study are introduced.

Nearest Integer (NI): This technique consists of assigning a real number to
the nearest integer by rounding or truncating it up or down [2, 6].

Normalisation: This approach was proposed in [9, 10]. It consists of the nor-
malisation of the solution by linearaly scaling it using the Formula 14. Then the
condition 15 is applied to get the corresponding binary solution.
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x
′
ij =

(xij + xmin
i )

( |xmin
i | + xmax

i )
(14)

xij =

{
1 , If x

′
ij � 0.5

0 , Otherwise
(15)

Assuming that i = 1 · · · N and j = 1 · · · D. Where : N is the population
size, D is the size of the solution vector. xmin

i and xmax
i are respectively the

minimum and the maximum values in the ith vector at the iteration t.

Angle Modulation (AM): The idea is to use a trigonometric function to
map real-valued solutions into binary ones. The generator function is used for
signal processing in telecommunications and defined as follows [11, 13].

g(xij) = sin ( 2Π (xij − a) ∗ b ∗ cos ( 2Π (xij − a) ∗ c ) ) + d (16)

Where i = 1 · · · N and j = 1 · · · D. N is the population size, D is the size
of the solution vector. g(x) is the generator function, and xij is a single element
from a potential solution vector. Instead of optimizing a D-dimensional binary
string solution, the search space is reduced to a 4-dimensional search space. Each

vector of solution
−→
G represents potential values of the coefficients (a, b, c, d) in

the generator function. At each iteration, every solution vector is applied to a

sample vector
−→
X with the original D-dimensions of the problem. The sample

vector is drawn from a uniform distribution and has equaly spaced intervals
between each dimension and another. Finally, one has to apply the following
formula on the resulting vector :

xij =

{
1 , If g(xij) � 0
0 , Otherwise

(17)

Sigmoid Function (SF): In this technique, each real valued dimension of the
solution vector is mapped into a strictly binary valued one [7,8]. The probability
of each dimension to flip to one state or another is computed according to the
real value of the dimension itself by applying Formula 18.

xij =

{
1 , If Rand[0, 1] ≤ 1

1+ exij

0 , Otherwise
(18)

Where i = 1 · · · N and j = 1 · · · D. N is the population size, D is the size
of the solution vector, and Rand[0, 1] is a randomly generated positive number,
drawn from a uniform distribution in the interval [ 0 , 1 ].
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Great Value Priority (GVP): Recently, authors in [5] have introduced this

technique. Starting from a given real valued solution vector
−→
X , a permutation

vector
−→
P is created. The first element of the permutation vector p1 will contain

the position of the largest element in the original vector, the second element of
the permutation vector p2 will receive the position of the second largest element
of the real valued vector, and so on. The procedure will be repeated until all
the elements of the original vector are browsed. Finally, having the permutation

vector
−→
P , the following formula will be applied to recover back a binary valued

vector.

xij =

{
1 , If pj > pj+1

0 , Otherwise
(19)

3 The proposed Binary Bat Algorithm

The inclusion of the discretisation step using one of the mapping functions after
line code 10 in pseudo-code of Algorithm 1 results in giving birth to new variants
of the bat algorithm. The first variant, using the nearest ineteger method as a
discretising technique is called NI-BBA (for Nearest Integer based Binary Bat
Algorithm). The second variant is called N-BBA (for Normalisation based Binary
Bat Algorithm) is based on the normalisation method. The third variant uses the
sigmoid function and is called SF-BBA (for Sigmoid Function based Binary Bat
Algorithm). The fourth variant is the AM-BBA (for Angle Modulation based
Binary Bat Algorithm) is based on the angle modulation method. Finally, GVP-
BBA (for Great Value Priority based Binary Bat Algorithm) uses the great value
priority technique.

4 Experimental Results and Discussion

The experiments where carried using an Intel I3 core with 2 GB Ram and a
Windows 7 OS. The implementation was done using Matlab 7.12.0 (R2011a).

Two scenarios were randomly generated. Both are representing a working area
of 20.25 Km2. The first instance contains 549 available locations, whereas the
second instance contains 749 available locations. Other instances of 149 and 349
preselected positions, are used here. They were provided by the university of
Malaga, Spain. We used three types of coverage : squared, omnidirectional and
directive [1]. It is worth to mention that directive antennas cover one sixth of
the area of omnidirectionnal antennas having the same radius. Table 1 shows all
the features of the used instances.

The proposed binary variants of the bat algorithm were also compared to one
of the most used binary-variable-based metaheuristic and whose the efficiency is
well established : the canonical Genetic Algorithm (GA). The GA uses a wheel
selection and a two-point crossover with a probability equal to 0.7 and a bit-flip
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Table 1. Instances : Size and Coverage

Instance Type Grid Dimension Instance Coverage Radius

Synthetic 287 x 287

149
Omnidirectional 22

Squared 20
Directive 22

349
Omnidirectional 22

Squared 20
Directive 22

Random 300 x 300

549
Omnidirectional 26

Squared 24
Directive 26

749
Omnidirectional 26

Squared 24
Directive 26

mutation with a probability of 0.05. The percentage of chromosomes used to
create the matting pool is 50 %. The parameters of the bat algorithm used in
this experiment are shown in Table 2.

Table 2. Bat Algorithm Parameters

Prameter Value
fmax 10
fmin -10
Amax 2
Amin 1
rmax 1
rmin 0
α 0.9
γ 0.9

The experiments were performed till reaching 20.000 evaluations, and each
one is repeated for 20 runs. Several results are reported such as : the best and
the worst fitness, and also the mean and standard deviation of fitness value over
20 runs.

Tables 3, 4, 5 and 6 show the results obtained when evaluating the five binary
variants of the bat algorithm using the instances 149, 349, 549, 749 and this for
each type of coverage : squared, omnidirectional and directive.

Based on the results shown in Tables 3, 4, 5 and 6 many observations can be
made. The performances of the variants for small instances (149, 349) are close,
but one can note that as the instance size increases (549, 749), the difference
in the efficiency of the variants is more obvious. So, for some variants like the
AM-BBA, N-BBA, GVP-BBA their efficiency depends highly on the size of the
problem treated. Whereas for other variants such as the NI-BBA and the SF-
BBA the efficiency is maintained even if the size of problem increases.

In general, NI-BBA and SF-BBA variants has shown better results than the
other variants when solving the APP, especially the NI-BBA. The scalability
of both variants is similar since both succeeded to solve the different sizes of
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Table 3. Results of the Bat Algorithm Variants For Instance 149

Instance Coverage Algorithm Best Worst Mean Std

149

Squared

NI-BBA 120.582 120.582 120.582 1.458E-14
N-BBA 106.361 95.006 100.501 2.70580121

AM-BBA 111.120 97.564 104.250 4.63919122
SF-BBA 103.012 102.112 102.157 0.20130794

GVP-BBA 113.548 113.400 113.489 0.0745577
GA 110.495 99.044 104.332 3.60183932

Circle

NI-BBA 97.701 97.701 97.701 2.916E-14
N-BBA 94.310 87.932 90.455 1.7646704

AM-BBA 99.283 85.004 90.940 3.79249425
SF-BBA 100.366 100.366 100.366 2.916E-14

GVP-BBA 98.747 98.747 98.747 2.916E-14
GA 97.282 85.472 90.832 2.99547967

Directive

NI-BBA 41.473 41.473 41.473 1.458E-14
N-BBA 40.354 37.315 38.905 0.81358109

AM-BBA 42.560 40.963 41.594 0.44465264
SF-BBA 42.388 41.859 42.362 0.11845141

GVP-BBA 40.639 40.639 40.639 0
GA 41.543 36.904 38.924 1.10100813

Table 4. Results of the Bat Algorithm Variants For Instance 349

Instance Coverage Algorithm Best Worst Mean Std

349

Squared

NI-BBA 95.371 95.371 95.371 2.916E-14
N-BBA 61.664 58.335 59.981 1.03311284

AM-BBA 188.758 89.671 135.391 30.2152069
SF-BBA 102.880 98.142 102.643 1.05964286

GVP-BBA 63.551 62.123 63.479 0.319142
GA 63.643 57.858 61.196 1.60235842

Circle

NI-BBA 95.081 95.081 95.081 2.916E-14
N-BBA 60.350 56.624 58.753 0.98804881

AM-BBA 127.577 75.920 88.332 13.1198896
SF-BBA 90.144 88.803 88.911 0.3445047

GVP-BBA 61.270 60.903 61.251 0.08199193
GA 62.199 57.224 59.614 1.48976652

Directive

NI-BBA 41.464 41.464 41.464 7.29E-15
N-BBA 39.659 37.102 38.221 0.54525135

AM-BBA 42.283 38.420 39.408 0.91636124
SF-BBA 39.899 39.899 39.899 7.29E-15

GVP-BBA 39.723 39.723 39.723 7.29E-15
GA 39.450 37.199 38.304 0.66880293

the problem. No clear conclusion can be made about how the proposed variants
behave when dealing with a specific type of coverage (squared, omnidirectional,
directive), or a specific type of data (random, synthetic). One can note also that
all the binary variants of the BA were able to outperform the results obtained
by the canonical GA for all the instances and for all the sizes of the instances.
But one can note also that the difference between the GA and the other variants
decreases as the size of the instance decreases.

The conclusion that can be made concerning the impact of the mapping func-
tions on the efficiency of an algorithm, is that the adequate use of a mapping
function depends in some cases on the size of the problem engaged and in other
cases on the type of the problem. Furthermore, one can note that in reality the
bat algorithm do not need complex mapping functions since the basic rounding
function has shown better results than the other complex mapping functions.
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Table 5. Results of the Bat Algorithm Variants For Instance 549

Instance Coverage Algorithm Best Worst Mean Std

549

Squared

NI-BBA 139.973 139.973 139.973 2.916E-14
N-BBA 40.668 38.939 40.063 0.46911297

AM-BBA 134.322 96.348 112.442 8.45490438
SF-BBA 147.445 147.445 147.445 2.916E-14

GVP-BBA 40.529 40.365 40.521 0.03669093
GA 42.777 38.927 41.070 1.19535659

Circle

NI-BBA 127.289 126.025 126.910 0.59402311
N-BBA 41.311 38.693 39.740 0.77547919

AM-BBA 116.780 89.794 102.404 6.32663866
SF-BBA 117.067 116.067 117.017 0.223514

GVP-BBA 41.411 41.411 41.411 7.29E-15
GA 42.640 39.027 40.620 1.06845162

Directive

NI-BBA 49.046 49.046 49.046 1.458E-14
N-BBA 36.371 34.536 35.468 0.4751343

AM-BBA 52.156 45.135 48.721 1.83706437
SF-BBA 51.874 51.808 51.870 0.01464278

GVP-BBA 35.853 35.814 35.852 0.00873771
GA 37.913 34.444 35.851 0.89470107

Table 6. Results of the Bat Algorithm Variants For Instance 749

Instance Coverage Algorithm Best Worst Mean Std

749

Squared

NI-BBA 135.888 135.888 135.888 2.92E-14
N-BBA 29.847 28.486 29.175 0.40036354

AM-BBA 126.827 90.586 109.403 11.4041269
SF-BBA 130.915 130.915 130.915 0

GVP-BBA 29.586 29.586 29.586 3.65E-15
GA 30.788 28.477 29.437 0.52843974

Circle

NI-BBA 101.870 101.870 101.870 1.46E-14
N-BBA 29.917 28.275 29.018 0.45477513

AM-BBA 110.941 87.658 97.607 6.66552368
SF-BBA 114.077 114.077 114.077 0

GVP-BBA 29.367 29.142 29.356 0.05020659
GA 30.579 27.929 29.198 0.82131334

Directive

NI-BBA 50.405 50.024 50.386 0.08519864
N-BBA 28.674 27.113 27.730 0.4651209

AM-BBA 50.920 45.767 48.605 1.36744246
SF-BBA 51.189 49.877 51.123 0.29334724

GVP-BBA 27.578 27.415 27.503 0.02651541
GA 29.608 26.802 27.785 0.66481778

5 Conclusion

In this paper we conducted a comparative study on the impact of mapping
functions on the efficiency of the continuous-variable-based metaheuristic. This
was done by proposing five new variants of a recent metaheuristic which is the
Bat Algorithm (BA). The proposed binary variants, were tested on an NP-
hard optimisation problem in cellular phone networks which is the Antenna
Positioning Problem (APP). The results showed that the impact of such mapping
functions on the efficiency of an algorithm depends on two factors : the size of the
problem, or the complexity of the problem. The best mapping functions found
for the bat algorithm are the nearest integer and sigmoid function techniques.

This work illustrates a simple comparative study, and no deep and general con-
clusion can be made about the efficiency of the mapping functions, the controlling
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factor of these last ones or the usefulness of these mapping functions when solv-
ing binary problems. So, we seek to conduct a more deep statistical comparative
study using several continuous-variable-based metaheuristics and compare them
with more powerful binary-variable-based metaheuristics.
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Abstract. The MAS engineering is becoming very important, it is concerned 
with models, methods and tools. Therefore, verifying the correctness of MAS is 
the next challenge. We are interested by MAS where each participating agent 
has its own physical clock of varying frequency, while no global clock is 
available or desirable. Under such circumstances models must be adapted. In 
this paper we attempt a novel approach to model the MAS, with a respect of 
two characteristics, the concurrent aspect and heterogeneity of agents 
(perceived as a different time rates of agents plan execution). Timed automata 
with action durations are used; for the circumstance it’s extended to deal with 
relative time rates. Its semantic is abstracted by a novel equivalence relation 
leading to a region automaton for decidability assessment and proof. 

Keywords: Relative time rates · Timed automata with action durations · Region 
graph · Multi agent systems · Timed transport fleets 

1 Introduction 

Multi Agent Systems (MAS) are ever-present in computer science applications. This 
paradigm is used in different domains where reactivity, mobility, dynamicity and 
adaptation of the system to uncertain or unpredictable factors should be considered. 
The MAS engineering (i.e. specification, development, management, deployment…) 
is becoming very important. It is concerned with models, methods and tools. 
Therefore, verifying the correctness of MAS becomes a fantastic challenge. 

We are interested by MAS where each participating agent has its own physical 
clock of varying frequency, while no global clock is available or desirable. Under 
such circumstances it’s impossible to model system using discrete semantics of time 
without considering the clock frequencies of participating components. Hence it’s 
natural to study these systems in terms of different time evolutions. 

In this paper we attempt a novel approach to model the MAS, with a respect of two 
characteristics, the concurrent aspect of the MAS and the heterogeneous of 
components (agents) perceived as a different time rates of agents plan execution. 
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Models. For this aim, timed models are suitable. The durational actions timed 
automata (daTA) [2] are a form of timed automata [1], that admits a more natural 
representation of action durations and advocates carrying true concurrency (which are 
realistic assumptions for specifying in natural way MAS). It’s based on the 
Maximality semantics [4]. Maximality semantics has been proved necessary and 
sufficient for carrying both the refinement process and action durations. The daTA 
model has been defined and a nice characterization of the model was presented in [2] 
and [7]. So the concurrency aspect of MAS is modeled by the timed automata with 
action durations. 

The daTA model assumes a “global clock” semantics, i.e., all clocks advance 
simultaneously and at the same rate (and there is a common initial instant). All 
possible executions of daTA are then represented by an infinite transition system 
where, for any given state, the system may evolve in two possible ways: either it 
executes an action or it delays with a given amount of time the potential execution. 
The decidability of the daTA has been proved using the so-called region graph 
construction [1]. In this paper we are concerned by the coordination problem in MAS. 
Mainly, this consists in maintaining the synchronization of the agent plans with 
respect to some objective in a consistent timed context. We consider real time 
application wherein the agent plans refers to timed actions whose durations are 
known. Agents are assumed to be able to communicate via reliable materials, in order 
to achieve some plan called coordinated plan. 

The paper contribution. We propose to model plan in a more attractive way using the 
standard algebraic language based on LOTOS, seeing plans as the execution of 
concurrent processes [3]. In fact, LOTOS specifications supplies modular concepts 
useful to describe some plan over several agents. Moreover, LOTOS-basic 
specifications are translated in daTA relative time rates (daTA-RT). daTA-RT 
compactly represents the possibly infinite behaviors of the coordinated plans, this model 
is concerned by the timing constraints defined over the MAS plans, taking into account 
relative time rates that distinguish the speeds of the agents in coordination.  In this 
paper, we show how to build a (finite) region graph structure from a daTA-RT 
specification, for decidability assessment and proof. We extend by this proposal the 
result of a precedent work [12] over timed automata with relative time rates to model 
heterogeneity property. 

Related work. In the literature, the two aspects, verification and time management 
works are generally focused on how to consider clocks and time for example see [13]. 
In the main cases, clocks are synchronized and used by all processes (read and reset). 
Or clocks can drift by a certain amount of time ∆, particularly as long as the processes 
do not communicate (via synchronizing actions). In [14], distributed systems are 
modeled by means of network of timed automata evolving in different rates. 
However, checking emptiness or universality turns out to be undecidable in the 
majority of cases. In [12], we investigate the decidability for verification assessments 
of real time systems with relative speed of clocks (what we call heterogeneity 
property). More precisely, under same hypothesis we answer this question positively 
over the timed automata with relative time rates. 
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Regarding designing MAS, several recent papers focus on the framework based on 
refinement paradigm. In [6], the authors propose a formal modeling of critical MAS 
that aims to derive a secure system implementation. The approach is based on Event 
B language. They are interesting by modeling fault tolerant MAS. In the same context 
of Event B specification language, authors in [8] propose a formal approach for self-
organizing MAS.  [9] Addresses a top-down approach for MAS protocol description 
using Finite State Automata (FSA) and multi-Role Interaction (mRI) abstraction. We 
don’t forget the work [11] in which MAS are specified by AgLOTOS. This latter 
language captures communication of processes (i.e. agents) by message passing, in 
addition to classical features of concurrent processes. In our case the basic LOTOS is 
sufficient for what we intend to present. 

Paper outlines. In Section 2, the specification of coordinated MAS plans is presented, 
based on LOTOS concepts, the relative time rates are explained and our running 
example is built. In Section 3, the daTA model is recalled, its extension to relative 
time is defined and an informal meaner of generating daTA structure from LOTOS 
expression is shown. The main contribution of this paper is proposed in Section 4, 
where the semantic of daTA is presented and formally defined. In all the paper the 
same example is used to clarify concepts and applications. The end section concerns 
conclusion and some immediate perspectives. 

2 Coordinated Mas Specification 

In this paper, a multi agent system is a tuple MAS Ag, Plan, Act, τ , γ  where Ag is 
set of agents; Plan is a set of agent plans, called coordinated plans since some of them 
are realized by several agents, Act is the set of actions mentioned in these plans.  τ  τ ∈A  is a rate mapping associating a relative time rate with each agent 
characterizing the speed of the agent to execute their actions,  γ is a duration mapping 
assigning a global duration value to each action of Act, evaluated in a number of 
execution cycles (called time units). In the following, we describe the specification of 
coordinated plans as an extension of the language Basic LOTOS, precising which 
parts of the plans are dedicated to each agent.  

The relative time model. In the MAS systems, agents are assumed to have a notion of 
clocks to achieve their actions. Since agents can have different speeds, we assume that 
the speeds are relative according to a global time-scale (denoted absolute time), thus 
the duration performance of some action can be more or less important, depending on 
the agent considered to execute the action. 

As example, Fig.1 shows an action a of duration 2, which requires 2 times more to 
be achieved by the agent p. According to any global time t, the time rate τ 2t and 

τ t, in such a way that at any time Z. 

Coordinated plan specification. The plan of an agent p is specified by an agent 
expression E  describing the actions to be executed for achieving the plan. The 
execution is assumed to be controlled by the agent p, however E  can be composed of 
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sub-expressions whose execution can be performed by other agents.  An agent 
expression inherits from the syntax of (Basic) LOTOS [3] as follows: P E  and E exit | stop | a; E   a Act  | E ~E . 

Where q, r Ag and ~ |||, ||, | L |, , ,  is a LOTOS operator. 
 

 

 
 
 
 

 

Fig. 1. The action  of global duration 2, is achieved two times faster by the agent q than by 
agent p 

The elementary expression stop specifies a plan behavior without possible 
evolution and exit represents the successful termination of some plan. In the syntax, 
any operator ~ as in standard LOTOS: E E  specifes a non-deterministic choice, E E  a sequential composition and E E  the interruption of the left hand side 
part by the right one. The LOTOS parallel composition, denoted by E | L |E , can 
model both synchronous composition when (L Act), denoted by E ||E , and 
asynchronous composition, E |||E  when (L . In fact, the LOTOS language 
exhibits a rich expressivity such that the sequential executions of plans appear to be 
only a particular case. 

Our running example. The example concerns two trucks A and B such that A initially 
placed in the location l  must pick up the load in the location l  and delivers it to the 
location l . As the load is initially placed in l , B initially placed in the location l , 
proposes to get the load from l  in such a way that A can meet it in l  and take the 
load. The problem for A and B is to meet them in minimum time, in case they start at 
the same time. In order to coordinate, each truck is equipped with a software agent 
able to discuss and synchronize with the other agents in the system. Both agents A  
and B refer to the following coordinated plan: P EA| meet |EB; with EA moveA l2 ; meet; moveA l4 ; exit and EB moveB l ; get_loadB; moveB l ; meet; exit. 

Moreover, duration of actions are given by the respective learnt experiences of A 
and B about transportations. For the simplicity of the example, all durations of actions 
are assumed equal to 1 time unit. 
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3 Timed Automata with Action Durations and  Relative Time 
Rates for Coordination Plans 

To model duration of actions, every edge of the automaton is annotated by constraints 
on clocks which implicitly enclose them, of course those that are already started. A 
single clock is reset on every edge. When clock is reset it corresponds to the 
beginning of event. The termination of action will be captured by information 
(temporal formulas) on locations of the automaton, precisely on the destination 
location. In fact, the duration of an action is either in the constraint of the following 
edge, if there is dependence between the successive actions, otherwise it is in the next 
locations and that means: action is not over yet. This elegant way to capture the 
durations is the effect of the maximality semantics. An example of a daTA A is shown 
in Fig. 2. The automaton consists of three localities l , l , l  and two clocks x, y. A 
transition from l  to l  represents the start of action a (indicating the beginning of its 
execution), the transition from l  to l  is labeled by b.  

Assuming a time granularity of seconds, the automaton A starts in locality l . As 
soon as the value of y is less than or equal to 4, the automaton can make an a 
transition to l  and reset the clock x to 0. On the locality l  the temporal formula x 2  represents information about the duration of the action a (it is important to 
differentiate it from invariant in timed automata). When x is at most 2 and is at least 5, transition to l  can be started (b executed) and y is reset. In the same logic the 
temporal formula y 7  represents duration of the action b.      

Preliminary. In the following we consider R  a set of nonnegative real numbers. 
Clocks are real variables take values from R . Let H be a set of clocks, a clock 
valuation over H is a function that assigns a nonnegative real number to every clock. VH is the set of total valuation functions from H to R . A valuation is noted v VH, 
and for d R , v d maps every clock x to v x d. For λ H, the valuation v λ 0  is defined by: v λ 0 x 0 if x λ, v x  otherwise.  

The set C X  of clock constraints C is defined by the grammar: C true | false | x~c | C C, where x X, c  and , , , , . We 
write v C when the valuation v satisfies a clock constraint C over X iff C evaluates 
to true according to the values given by v. 

We also use a subset of constraints where only the atomic form of clocks 
comparison is allowed. This set is defined by C H  by the grammar: C  x c , 
where x X and c . This subset represents condition duration over the set of 
actions noted by Act. 
Definition 1 (daTA). A Durational Actions Timed Automaton daTA  is a tuple S, s , H, T, LS  over Act, where: S is a finite set of locations. s S is an initial 
location. H is a finite set of clocks. T S C H Act H S is a finite set of 

edges. An edge e s, g, a, x, s T (s G, , s  represents an edge from location s  
to s’ that launches the execution of action a whenever guard g becomes true.  LS: S 2C H   is a maximality function which decorates each location by a set of 
timed formulas named action durations. These formulas indicate the status of action 
execution at the corresponding state. LS s  means that no action is yet started. 
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3.1 Timed Automata with Action Durations and Relative Speed Clocks Model 

In this section we define a daTA with relative speed of clocks for modeling MAS; this 
is what we designate as the relative time rates in the global system. 

Definition 2 (daTA with relative time rates). A daTA with relative time rates (daTA-
RT) over the set of agents Ag is a structure A , π  where S, s , H, T, LS  is 
a daTA and π is a mapping from H to Ag such that, for each p Ag, we have π p H. 

Note that each clock evolves at the same rate in a particular agent (as the time 
evolves). This clock is then said to belong to that agent, and the mapping π (owner 
map) describes this in the above definition. We suppose that, in daTA with relative 
time rates, all clocks in H evolve at relative rates. Each rate characterizes the speed of 
an agent p. It depends on some absolute time given by the function τ :  
with  τ 0 0 and τ t  returns the local time in each agent p∈Ag for the instant t 
of absolute time. Moreover, τ is a tuple of local time rate functions such that τ τ ∈A . The function τ  is the p local time rate. For a time value t, the mapping 

function τ: A  assigns the tuple  τ t ∈A  to τ t . 

3.2 From Basic LOTOS with Action Durations to daTA with Relative Time 
Rates 

In this section, we informally present the manner of generating in an operational way 
a daTA-RT starting from a Basic LOTOS specification with action durations. The 
approach is very close with the one of [4] for the generation of MLTS (Maximality 
based labeled transition system). In our context it’s viewed as an unfolding operation 
of the behavior expression to state transition structure. Take again the behavior of the  
 

 

Fig. 3. A daTA-RT of the transport example (Our running example) 
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Fig. 2. A daTA 
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system described in the example of transport which is expressed as the parallel 
composition of two subsystems with synchronization on the action meet.  

Recall that the behavior of system is specified by the following Basic LOTOS with 
action durations expression: | | . As already presented (in section 3.2), all 
states of the daTA-RT encapsulate a timed formula representing duration conditions 
of actions. 

The generation of the daTA-RT's structure starts from the initial expressions, as a 
form of unfolding structure. To each configuration is associated a daTA-RT state as 
well as a behavior of sub-expression; (i.e. configurations corresponding daTA-RT's 
states) combines the expression to developed and duration conditions inherited from 
the previous step of unfolding, in the form EF  where F 2C H . In the initial state 
of the coordinated plan P EA| meet |EB, no action is running, which explains 
why the duration conditions set is empty in the initial configuration. The initial 
configuration (State) of daTA-RT is  s EA| meet |EB  where no action was 
launched yet. From this configuration, action moveA l  can be allowed. A clock x, is 
assigned to this occurrence of moveA l , it will be initialized to zero. Action moveA l  does not await the end of any other action to be able to comply, from 
where the guard of the transition is true. EA | meet | EBf

,   A ,   meet, moveA l , exit | meet | EBf  

The duration condition of the configuration config  corresponding to state s  is x 1 , which means that action moveA l  is running at this step of execution. 
From the configuration config  corresponding to state s , the only possible transition 
to construct is that corresponding to the launching of the action moveB l , from 
where the derivation config,   B ,   meet, moveA l , exit | meet | get_loadB; moveB l ; meet; exit

f  

With the same reasoning, we obtain config  and config , note the guard in this step is y 1 , this expresses dependence of loading B and the termination of moving B. config ,   B,   meet, moveA l , exit | meet | moveB l ; meet; exit
f  

 
The clock y is assigned to the action get_loadB because of its discharge at the time of get_loadB. 

 config ,   B ,   meet, moveA l , exit | meet | meet; exit
f  

From the configuration config , action meet can comply only if the two actions moveA l  and moveB l  finished their execution, in other words, only if duration 
conditions belonging to the set x 1, y 1  are all satisfied, from where the set 
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x 1, y 1  corresponding to the condition x 1  y 1. The following 
transition becomes possible: config ,   ,   moveA l , exit | meet | exit

f  

For any action of synchronization, the assigned clock must evolve according to the 
slowest agent speed. In this example a clock x, which evolves according to the rate of 
truck A (τA), is assigned to the action meet. Thus, the truck B, which is the faster, 
must wait that truck A finished the synchronization action before going on. This 
mechanism ensures the synchronization on the end of each synchronized action. The 
configurations config  and config  are obtained as follows: config ,   A ,   exit | meet | exit

f    and 

config ,   ,   stop | meet | stop
f  

The same reasoning is applied in the following way to the other branch of the 
transition system where the action moveB l  begins its execution before the action moveA l : , B , | | _ ; ; ;  

The system cannot execute any action starting from configuration , end of 
the unfolding operation of | | . The abstraction of this unfolding 
(transformation) is depicted by the daTA-RT structure in Fig. 3. 

4 The Semantics of daTA-RT model 

In the literature [1], an equivalence relation is proposed to aggregate states of the 
timed transition system (configurations) such that an equivalence class represents a 
configurations set. The equivalence classes of clock valuations are named clock 
regions. The design of Multi agents system becomes coherent if the components share 
a conjoint perception of time [5]. Therefore, it is important that the general perception 
is consistent. This perception takes its full dimension when calculating the semantics 
graph of the model. This motivates the redefinition of concepts like clock regions  
and region automaton. We will hereafter focus on the effect of the relative clock 
speeds. 
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4.1 Equivalence Classes of Clock Valuations 

Let A S, LS, s , H, T , π  be a daTA-RT over Act and a set of agents Ag. 

Definition 3 ( ). Let x (resp. y) be a clock that belongs to the agent p (resp. q) 
and evolves according to the rate function τ  (resp. τ ). We define slope  as the 

ratio of local-time rate functions τ  and τ , noted slope . (see Fig. 4). 

Given a pair of clocks, x and y (within respectively agent p and q), their owner 
speeds will make them diverging from time reference at a certain speed. That is equal 
to the ratio between their owner rates. It represents the slope of the straight line in Fig. 
4. As there are only finitely many clock constraints on clock x, we can determine the 
largest integer c  with which x is compared in some clock constraint (guard) of 
the daTA-RT A. In the remainder and for every pair of clocks x and y, the parameter slope  is assumed be an integer constant whatever the value of time t. 
Definition 4 (equivalence relation ~). We define the equivalence relation ~ over the 
set of all clock valuations, v~v  iff all the following conditions hold: 

1. For all x H, either ⎣v x ⎦ and ⎣v’ x ⎦ are the same, or both v x  and v’ x  are 
greater than c . 

2. For all x, y H with v x c , v y c  and x (resp. y) evolves according to τ  
(resp. τ ): c. 1slope v x c 1 . 1slope  iff c. 1slope v x c 1 . 1slope  for c  and fract slope v x ≤ fract v y  iff fract slope v x ≤ fract v y  

An equivalence class of clock valuations induced by ~ is a clock region of A. 
 

 
 

Fig. 4. Two clocks evolution with different 
speeds 

Fig. 5. Clock Regions Deducted by the 
Relation ~ 
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4.2 The Representation of Clock Regions 

Each equivalence class of clock valuations can be specified by a finite set of clock 
constraints it satisfies. The notation v  represents the clock region to which v 
belongs.  

Example. we consider two clocks x and y which evolve at different rates such that slope 2, c 2 and c 2. The clock regions obtained by the Definition 4 
(equivalence relation) are depicted in Fig. 5. Thus, we have 15 corner points (e.g. x 0,5  y 2 ), 38 open line segments (e.g. 0 2x y 1 ) and 23 open 
regions (e.g. 0 2x y 1 ). 

Definition 5 ( ). For each clock x H, we define slope  as the largest 
value of slope  for all y H. 

Reconsider the example above: slope max slope , slopemax , 1 2,  slope max slope , slope max , 1 1. Note that 

if x is the fastest clock in H then slope  slope 1.   is the smallest 

amount of time in which x cannot stay in the same region. 
In the example, the clock x changes the region each half unit of time corresponding 

to  , when y do this change each one unit of time (except for regions 

represented by points). The representation of a clock region accords with the two 
following points: 

For each clock x which evolves according to τ , there is one clock constraint taken 
from the set: x c | c 0, , 2 , … ,1,1 , 1 2 , … , c    for all y H  c x cH | , 2 , … ,1,1 , 1 2 , … , .  x c .                                                                                                                                          (1) 

for each pair of clocks x and y which evolve respectively according to τ  and τ  

such that c x c  and d y d  appear in (1) for some c 

and d, whether slope x c  is less than, equal to or greater than y d. 

4.3 The Time-Successors of Clock Regions 

In the following, we introduce the time-successor relation over clock regions. When 
time advances from any clock valuation v in the region α, we will reach all its time-
successors α . Formally, we say that α  is a time-successor of the region α if there are v in α, v  in α , t  such that v v τ t , with v τ t v xτ t . 

For example, in Fig. 5 the five time-successors of the region α 1.5 x2 , 1 y 2x 2  are: itself, x 2 , 1 y 2 , x 2 , 1 y 2 , x 2 , y 2  and x 2 , y 2 . These regions are those covered by a line 
drawn from any point in α parallel to the line y slope x 2x (in the upwards 
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direction). To compute each time-successor of a region α, we must give : (i). for every 

clock x, a constraint of the form x c  or c x c  or x c  and 

(ii). for every pair x and y such that c x c   and d y d
  appear in (i), the ordering relationship between slope x c  and y d. 

To compute the possible time-successors, three cases are distinguished: First case: 
Each clock x in the region α satisfies the constraint x c , so α has only one time-
successor, itself. This is the case of region x 2 , y 2  in Fig.5.  

Second case: This case is considered when there is at least, in the region α, one clock x which satisfies the constraint x c for some c c . The set H  contains all clocks 
appearing in similar constraint form as x. The clock region α will be changed 
immediately when the time advances, because the fractional part of each clock in H  
becomes different from 0. The clock regions α and β have the same time-successors 
where β is specified by: A set of clock constraints which can be given as follows: For 
each clock x H : (i). If α satisfies x c  then β satisfies x c ; (ii). If α 

satisfies x c  then β satisfies c x c . For each clock x H , the 

clock constraint in α remains the same in β. The ordering relationship between slope x c  and y d of each pair of clocks x, y in α is the same as that in β, such 
that x c  and y c  hold in the region α. 

For example, in Fig. 5 the time-successors of the region x 0 , 0 y 1  are the 
same as the time-successors of the region 0 2x y 1 .  

Final case: If the first and the second case do not apply, then let H  be the set of 

clocks x for which the region α satisfies two constraints:  
. 

For all clocks  for which the region  satisfies   Thus, 

when time advances, clocks in  take the values  . Therefore, the time-

successors of the region  are ,  and all the time-successors of  which is specified 
by :  

1- A set of clock constraints which can be given as follows: (a) For each clock x H , 

if α satisfies c x c  then β satisfies x c ;  (b) For 

each clock x H , the clock constraint in α remains the same in β.   
2- For each pair of clocks x and y such that c x c  and d yd  appear in (1.b), the ordering relationship between slope x c  and y d in α remains the same in β. 

For example, in Fig. 5 the time-successors of the region 0 2 1  include itself, 0 0,5 , 1  and all time-successors of 0 0,5 , 1 . 
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Algorithm (region automaton). Let , , , , ,  be a daTA-RT over the set 
of agents . The region automaton  is an automaton over the alphabet  such 
that: - The configurations of A  are of the form |  where  is a state of  and 

 is a clock region. The initial configuration is of the form |  where 0 for every . - A transition of A , from the configuration |  to | , is labeled by  iff there is a transition , , , , ’  in  and a clock 
region  which satisfies,  is a time-successor of the region , and  and 0 . 

5 Conclusion 

In this paper we have proposed an extension of the timed automata with action 
durations model, it has a capacity of describing timed plans with action durations that 
can be shared in between coordinated agents. We claim that also agents can be 
heterogeneous, they can reasonably be (re)synchronized to start the execution of any 
coordinated plan and that they can behave under relative time rates. Taking benefit 
from the semantics of such model, we demonstrated how to build a finite (time) 
region graph. The model is illustrated by a simple but realistic use case, wherein the 
coordination of truck is required. Agents are currently reduced to having one clock; 
however, the extension to several is immediate. The implementability investigation: In 
its current version our proposal is able to handle timed maximality bisimulation of 
behaviors; however region graph is not used for implementing practical tools because 
of the complexity of size and algorithms. A zone graph (based on convex polyhedra 
called zones) was proposed as an alternative for efficient implementations [10]; we 
intend to complete this work in this direction particularly in the sense of the 
scalability domain. As perspectives we intend to explore the ways of   real 
applications and the formal comparison with other famous specification models such 
as petri net and its various extensions. 
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Abstract. Face recognition is considered as one of the best biometric methods 
used for human identification and verification; this is because of its unique fea-
tures that differ from one person to another, and its importance in the security 
field. This paper proposes an algorithm for face recognition and classification 
using a system based on WPD, fractal codes and two-dimensional subspace for 
feature extraction, and Combined Learning Vector Quantization and PNN Clas-
sifier as Neural Network approach for classification. This paper presents a new 
approach for extracted features and face recognition .Fractal codes which are 
determined by a fractal encoding method are used as feature in this system. 
Fractal image compression is a relatively recent technique based on the repre-
sentation of an image by a contractive transform for which the fixed point is 
close to the original image. Each fractal code consists of five parameters such 
as corresponding domain coordinates for each range block. Brightness offset 
and an affine transformation. The proposed approach is tested on ORL and FEI 
face databases. Experimental results on this database demonstrated the effec-
tiveness of the proposed approach for face recognition with high accuracy com-
pared with previous methods. 

Keywords: Biometric · Face recognition · 2DPCA · 2DLDA · DWT · PNN · 
WPD · IFS · Fractal codes · LVQ 

1 Introduction  

The security of persons, goods or information is one of the major concerns of the 
modern societies. Face recognition is one of the most commonly used solutions to 
perform automatic identification of persons. However, automatic face recognition 
should consider several factors that contribute to the complexity of this task such as 
the occultation, changes in lighting, pose, expression and structural components (hair, 
beard, glasses, etc.)[1]. several techniques have been proposed in the past in order to 
solve face recognition problems. Each of them evidently has their strengths and 
weaknesses, which, in most of the cases, depend on the conditions of acquiring  
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information. Recently, several efforts and research in this domain have been done in 
order to increase the performance of the recognition, such as support vector machine 
(SVM),Markov hidden model (HMM), probabilistic methods (Bayesian networks) 
and artificial neural networks. This latter has attracted researchers because of its ef-
fectiveness in detection and classification of shapes, which has been adopted in new 
face recognition systems [2]. 

2 Face Recognition System 

A face recognition system is a system used for the identification and verification of 
individuals, which checks if a person belongs to the system’s database, and identifies 
him/her if this is the case. 
The methods used in face recognition based on 2D images are divided into three cate-
gories: global, local and hybrid methods. 

• Local or analytical facial features approaches. This type consists on applying 
transformations in specific locations of the image, most frequently around 
the features points (corners of the eyes, mouth, nose,). They therefore require 
a prior knowledge of the images... 

• Global approaches use the entire surface of the face as a source of informa-
tion without considering the local characteristics such as eyes, mouth, etc. 

• Hybrid methods associate the advantages of global and local methods by 
combining the detection of geometrical characteristics (or structural) with the 
extraction of local appearance characteristics. 

This article is organized as follows: Basic notions concerning Two-dimensional sub-
space, wavelet transform theory are provided in Section 2. Fractal codes features are 
presented in section 3. Feature vectors results from two-dimensional subspaces is 
applied to a Combined LVQ and PNN classifier are described in Section 4. Section 5 
provides face recognition system based on PNN, LVQ, the experimental results and 
Comparison between the serval’s types of features obtained using WPD, DWT, IFS, 
2DPCA and 2DLDA. A comparison with other approaches is also done in section 6. 
Conclusion and future works are presented in Section 7. 

2.1 Two-Dimensional Principal Component Approach Analysis (2DPCA) 

Proposed by Yang in 2004 [4], 2DPCA is a method of feature extraction and dimen-
sionality reduction based on Principal Component Analysis (PCA) that deals directly 
with face images as matrices without having to turn them into vectors like as the tradi-
tional global approach. 

2.2 The Steps of Face Recognition by 2DPCA 

Considering training set S of N face images, the idea of this technique is to project a 
matrix X of size (n×m) via a linear transformation like that: 
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   .                                                                  (1) 

Where  is the principal component vector of size (n 1), and is the base projection 
vector of size (m 1). The optimal vector of the projection is obtained by maximiz-
ing the total generalized variance criterion  .  .                                                          (2) 

Where  is the covariance matrix of size (m m) given by: ∑                                           (3) 

With : The jthimage of the training set 

 : The average image of all the images in the training set. ∑                                                                               (4) 

In general, one optimal projection axis is not enough. We must select a set of projec-
tion axes like: , , … . . ,        (5) . 0, , , 1, … . ,  
These axes are the eigenvectors of the covariance matrix corresponding to the largest 
“d” Eigenvalues. The extraction of characteristics of an image using 2DPCA is as 
follows .    ; k=1 ... d                                            (6) 

Where [ , , … . . , ] is the projection matrix and [ , , … . . , ] is the features 
matrix of the image X. 

2.3 The 2DLDA Approach 

In 2004, Li and Yuan [5] have proposed a new two-dimensional LDA approach. The 
main difference between 2DLDA and the classic LDA is in the data representation 
model. Classic LDA is based on the analysis of vectors, while the 2DLDA algorithm 
is based on the analysis of matrices. 

2.4 Face Recognition Using 2D LDA 

Let X is a vector of the n-dimensional unitary columns. The main idea of this approach 
is to project the random image matrix of size  on X by the following linear 
transformation:                                                                             (7) 

Y: the m-dimensional feature vector of the projected image A. 
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Let us suppose L: class numbers. 
M: The total number of training images 
The training image is represented by a matrix 1, … … .  

 (i=1 …L): The mean of all classes 
: Number of samples in each class  

The optimal vector projection is selected as a matrix with orthonormal columns that 
maximizes the ratio of the determinant of the dispersion matrix of the projected inter-
class images to the determinant of the dispersion matrix of the projected intra-class 
images;                                  JFLD X arg maxW XTS XXTS X                                        (8) P =trace (S  PW=trace (S  

The unitary vector X maximizing J(X) is called the optimal projection axis. The optim-
al projection is chosen when  maximizes the criterion, as the following equation:                                                                               (9) 

If   is invertible, the solution of optimization is to solve the generalized eigenvalue 
problem.                                                                                           (10) 

Like that λ is the maximum Eigenvalues of  
In general, it is not enough to have only one optimal projection axis. We need to select 
a set of projection axes, , , … .  under the following constraints:                            , , … .                                       (11) 

Indeed, the optimal projection axes , , … .  are orthonormal eigenvectors of  
corresponding to the best first “d” eigenvalues permitting to create a new projection 
matrix X, which is a matrix of size n d : , x , … .  

We will use the 2DLDA optimal projection vectors  , , … .  to extract the im-
age features; we use the equation (08). 

3 Discrete Wavelet Transform 

Discrete wavelet transform (DWT) is a well-known signal processing field tool; it is 
widely used in feature extraction and compression and de-noising applications.  The 
discrete wavelet transform has been used in various face recognition studies. The 
main advantage of the wavelet transform over the Fourier transform is the time-scale 
location. Mallat [8] shows that the DWT may be implemented using a filters bank 
including a low-pass filter (PB) and a high-pass filter (PH). 
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Discrete Wavelet Package Decomposition (D-WPD) is a wavelet transform where 
signal is passed through more filters that the Discrete Wavelet Transform (DWT). In 
the DWT, each level is calculated by passing only the previous approximation coeffi-
cients through low and high pass filters. However in the D-WPD, both the detail and 
approximation coefficients are decomposed [7] [8]. 

 

                          
                                    (a)                             (b)                            (c)  

Fig. 1. Wavelet decomposition at different levels 
(a) Original image 

(b) 2-level wavelet decomposition using WPD 
(c) 2-levels wavelet decomposition using DWT 

4 Fractal Theory Codes 

Fractal theory of iterated contractive transformation has been used in several areas of 
image processing and computer vision. In this method, similarity between different 
parts of an image is used for representing of an image by a set of contractive trans-
forms on the space of images, for which the fixed point is close to the original image. 
This concept was first proposed by Barnsley [9], [10]. Jacquin was the first to publish 
an implementation of fractal image coding in [11]. Despite the number of researchers 
and the proposed methods, several factors can significantly affect face recognition 
performances, such as the pose, the presence/absence of structural components, facial 
expressions, occlusion, and illumination variations. Different image compression 
methods have been focused for a long time to reduce this massive information, but 
fractal image compression is a relatively recent technique based on representation of 
an image by contractive transforms, for which the fixed point is close to original  
image.  

Suppose we are dealing with a 64*64 binary image in which each pixel can have 
on of 256 levels (ranging from black to white). Let R1, R2,....., R256 be 4*4 non-
overlapping sub-squares of the image (range blocks); and let D be the collection of all 
8*8 pixel overlapping sub-squares of the image (Domain blocks) as depicted in Fig .2 
The collection D contains 57*57=3249 squares. For each R block, search through all 
of D blocks a Di  D which minimizes equation (12) .There 8 ways to map one square 
onto another. Each square can be rotated to 4 orientations or flipped and rotated into 4 
other orientations as shown in Fig.2 having 8 different affine transformations means 
comparing 8*3249=25992 domain squares with each of the 256 range squares. 
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Fig. 2. One of the block mapping in partitioned function systems representation (IFS) 

        
 
 

   
 
 
 

 

Fig. 3. Eight different affine transformations 

                                                 (12) 

As mentioned  before ,a   block has 4 times as many pixels as an   ,so we  must 
either sub-sample (choose 1 from each 2*2 sub-square of   ) or average the 2*2 sub-
squares corresponding to each pixel of R when we minimize equation (12) 
.minimizing equation  means two things .First it means finding a good choice for Di 
second, it means finding a good contrast and brightness setting   and  for  .  In 
equation (13) 

                                    000 0                                      (13) 

A choice of  , along with a corresponding  and determines a map . The type 
of image partitioning used for the range blocks can be so different. A wide variety of 
partitions have been investigated, the majority being composed of rectangular blocks. 
Different types of range block partitioning were described in[12].In this research we 
used the simplest possible range partition consists of the size square blocks, that is 
called fixed size square blocks (FSSB) partitioning. The procedure for finding a frac-
tal model for a given image is called encoding; compression; or searching for a fractal 
image representation. After finding the best match ,fractal elements which of 6 real 
numbers , , , , ,  are selected as follows . , , ,  are ,  coordinates of 
the D block and its corresponding R block respectively .(e) is the index of affine 
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transformation that makes the best match.(it is a number between 1 and 8) ,(f) is the 
intensity is a number between 0 and 256. 

 

 
                               (a)                               (b)                         (c) 

Fig. 4. Decoding algorithm results (IFS) 
(a) Original image 

(b) Decoded image after 8 iteration for N=8 
(c) The error image  

 
In this paper, fractal code is introduced in order to extract the face features from 

the normalized face image based WPD.  After fractal coding, where each domain is 
compared with all regions of the image, we obtain a set of transformations which can 
approximate the face image. Each transformation is represented by parameters of 
contrast  , brightness Ο , spatial coordinates of Range/Domain, and rotation .The 
output of fractal code is the feature matrix with 2D-dimension used as a database of 
face which is applied two-dimensional subspace for reduction, discrimination and 
speed time. 

5 Face Classification Using Neural Networks 

Several studies have shown improved face recognition systems using a neural classifi-
cation compared to classification based on Euclidean distance measure [14]. 

5.1 Probabilistic Neural Networks 

The probability neural network is proposed by D. F. Specht for solving the problem of 
classification in 1988 [15]. The theoretical foundation is developed based on Bayes 
decision theory, and implemented in feed-forward network architecture. 
PNN represent mathematically by the following expression  

                                                                       (14)                                                                                                       (15) 

The structure PNN: The PNN architecture consists of two layers [15] [16]:  

The first layer computes distances from input vector to the input weights (IW) and 
produces a vector whose elements indicate how close the input is to the IW.  
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The second  layer sums these contributions for each class of inputs to produce as its 
net output a vector of probabilities .Finally a compete transfer function on the output of 
the second layer picks up the maximum of these probabilities and produces a 1 for that 
class and a 0 for the other classes. The architecture for this system is shown above.  

The probability of neural network with backs propagation networks in each hidden 
unit can approximate any continuous non linear function. In this paper, we use the 
Gaussian function as the activation function: 

                           [ ])(exp 2nradbas −=                                             (16) 

Finally, one or many larger values are chosen as the output unit that indicates these 
data points are in the same class via a competition transfer function from the output of 
summation unit [11], i.e. 000 0 0 … . . 0 ,  

5.2 Linear Vector Quantization (LVQ) 

The vector quantization technique was originally evoked by Tuevo Kohonen in the 
mid 80’s [15] [17]. Both Vector quantization network and self organizing maps are 
based on the Kohonen layer, which is capable of sorting items into appropriate cate-
gories of similar objects. Such kinds of networks find their application in classifica-
tion and segmentation problems. 

LVQ network comprises of three layers: Input layer, Competitive layer and Output 
layer [17]. The number of neurons in each layer depends on the input data and the class 
of the system. The input neurons are as many as the input matrix features of the train-
ing pattern, and the number of the output neurons is equal to the number of person’s to 
which face patterns are classified. The number of hidden neurons is heuristic .In order 
to implement a face recognition system by our approach, we follow this methodology: 

• stage pre-processing using technique WPD 
• coding image using fractal code   
• feature extraction using 2DPCA/2DLDA 
• classification using LVQ and PNN network  

6 Results and Discussion 

In order to evaluate and test our approach described for face recognition system, we 
chose three databases: ORL, FEI [18] [19] and our database of our laboratory. All 
experiences were performed in Matlab installed on a laptop with a dual core processor 
T5870 with 2.03 GHz and 2 GB of RAM. 

To evaluate the performance of our proposed approach, we chose two test databas-
es: ORL and FEI. The global performance of algorithms tested on the FEI database is 
not as better as that of the ORL database. There are two main reasons: 

• The image quality of the ORL database is better than that of the FEI data-
base. 
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is more complex due to variations in the face details 
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6 (Figure 5 (a)) and Gaussian noise with mean m=0, 
strates these effects which are obtained as follows. 

 
Gaussian Noise (c) Gaussian Noise m=0, v=0.01 m=0, v=0.04 

Gaussian Noise (c) Gaussian Noise m=0, v=0.01 m=0, v=0.04 

Adding Noise (database face ORL &FEI) 

e: We proposed to add a preprocessing stage in order
ormance in speed by reducing the size and eliminating
the face images by the means of the DWT and WPD te
reduce the memory and compute of our neural netwo
nd LVQ. 

cognition analysis through WPD and DWT with vari
s, Gabor, Coiflets, Symlets and Gauss. In order to selec
ate recognition. 
d on WPD and DWT coefficients, derived from WPD
uency features of animation which forms Feature set o
ture vectors with the same length, the size of the face m
he normalized image is coded by 64 transformations us
, we obtained 320 fractal features as each transformatio
already explained in Section 3. Table 2 shows the perfo
actal features for the two databases.  
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Feature Extraction Using 2DPCA/2DLDA: After reducing the dimensional of the 
face images using IFS. We used the 2DPCA and 2DLDA feature extraction ap-
proaches in order to extract the weight images (Features images in the new space) 
which must be converted into vectors before implementing the classifier network 
(LVQ and PNN). 

Choice of the Number of Eigenvalues: Two dimensional methods do not escape this 
problem, and the choice of the appropriate number depends on the used method and 
faces database. In our experiences, we have selected the best eigenvalues correspond-
ing to the best variance values (eigenvectors) 

Selection Parameters and Architecture System Classifier 
PNN :our neural network training algorithm  used in system face recognition  is not 
require many parameters compared other neural networks (MLP,BP,LVQ.etc),that 
only parameter that is needed for performance of the network is the smoothing para-
meter  .Usually, the researchers need to try different in a certain range to obtain 
one that can reach the optimum accuracy[16][17]. To get a higher recognition rate, we 
have made a series of experiments to choose the best smoothing parameter  used in 
PNN. The probabilistic Neural Network used in our system is composed of two layers  

Input Layer: The first layer is the input layer and the number of hidden unit is the 
number of independent variables and receives the input data (number of feature  
extraction for each approach used in this paper)  

Output Layer: gives the number of faces used in the Database training (ex: ORL 200 
person's). 

LVQ: The changes of LVQ classifier parameters have a high effect on the classifica-
tion results. In this paper, we found that the best learning rate increases the recogni-
tion rate of the system whereas the learning rate is a critical parameter that affected in 
the recognition process. We use a different number of learning rate (0.1, 0.2, 0.3, and 
0.6) with 500 epochs and 80 hidden Neurons experiments. 

Table 1. The recognition rate obtained by different methods on the database ORL with added 
noisy 

Type  of classifier  DWT-

2DPCA  

DWT-

2DLDA  

WPD-

2DPCA  

WPD-

2DLDA 

 

LVQ 93% 94% 94% 96% 

PNN 94.8% 95% 96% 98% 

Table 2. The recognition rate obtained by different methods on the database FEI with added 
noisy 

Type of  classifier  WPD-

2DPCA  

WPD-

2DLDA  

WPD/IFS-

2DPCA 

WPD/IFS-

2DLDA 

LVQ 90% 92 .8% 95% 96% 

PNN  95% 96% 99% 99% 
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Table 3. The running time (s) obtained by different methods on the database FEI with added 
noisy 

 DWT-
2DPCA 

WPD-
2DLDA 

WPD&IFS-
2DPCA 

WPD&IFS-
2DLDA 

PNN 1.20  1.25 2.10 2.05 

LVQ  1.25 1.45 2.08 1.98 

 

Discussion 
After these series of experiments, we clearly see the superiority of the two-
dimensional methods combined with a probabilistic neural classifier combining those 
of a LVQ classifier (table.1).  

In table 2 ,we present the recognition rate obtained when using all fractal features 
,and those  reduced by the bi-dimensional subspace analysis .There is trade -off be-
tween encoding time and average of recognition rate because when N(domain range 
decreases ,size of features vector will increase so LVQ and PNN learns more details 
and its generalization ability become weak. As feature extraction is faster for N=8 and 
average of recognition rate is also fair so we encoded input faces with this R blocks 
size. The classification results for face is shown in table .2 for N=8. 
We also note that the choice of optimal component and the choice smoothing parame-
ter, which represents a better recognition, rate for methods, 2DPCA and 2DLDA and 
accuracy of classification PNN and LVQ. 

In table 3, we present the running time obtained when using fractal codes 
.computational complexity of fractal encoding is the disadvantage of fractal features 
in our system which can be improving by adaptive search to speed-up fractal image 
compression. 

7 Conclusion 

In this paper, we propose an approach for face recognition based on the combination 
of two approaches, one used for the reduction of space and feature extractions in two 
dimensions and the other for classification and decision.  

A hybrid approach is introduced in which, through the bi-dimensional subspace 
analysis, the most discriminating wavelet fractal features are extracted and used as the 
input of a neural network (LVQ, PNN). The performance of our method is both due to 
the fidelity of fractal coding for representing images, the WPD algorithm to speed up 
the features extraction step, and the 2DPCA and 2DLDA which highlights all discri-
minating features. 

As a perspective, we propose to use this approach in an uncontrolled environment 
(video surveillance) based on video sequences (dynamic images) in order to make the 
task of face recognition more robust. 
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Abstract. Image processing and pattern recognition are one of the most 
important area of research in computer science. Recently, several studies have 
been made and efficient approaches have been proposed to provide efficient 
solutions to many real and industrial problems. Texture analysis is a 
fundamental field of image processing because all surfaces of objects are 
textured in nature. Thus, we proposed a new texture analysis method. In this 
paper, we proposed a novel texture analysis approach based on a recent feature 
extraction method called neighbor based binary pattern (NBP). The NBP 
method extract the local micro texture and is robust against rotation, which is a 
key problem in image processing. The proposed system extract two-reference 
NBP histograms from the texture in order to calculate a model of the texture. 
Finally, several models have been constructed to be able to recognize textures 
even after rotation. Textured images from Brodatz album database were used in 
the evaluation. Experimental studies have illustrated that the proposed system 
obtain very encouraging results robust to rotation compared to classical method. 

Keywords: Rotation invariance · Texture analysis · Feature extraction · 
Neighbor based binary pattern 

1 Introduction 

Texture analysis is one of fundamental domain in image processing and computer 
vision. In today’s world, automatic image processing without human intervention has 
become an active research area. In fact, there is not a strict definition of the texture, 
but the texture can be defined as a visual pattern composed of entities that have 
characteristic such as brightness, color, shape, size, etc. Texture is present in most of 
real life objects in nature. This makes it fundamental and essential to analyze images. 
Texture can be subdivided into coarse, micro, macro, regular, periodic, aperiodic, 
random and stochastic type [1]. 

Texture analysis has been presented by Haralick [5]. Different approaches have 
been developed structural, statistical and transformed based approach. These 
approaches have been applied in different, various and recent applications such as 
face recognition [2], Fingerprint matching [3] and image segmentation [4]. Textured 
images are analyzed by identifying the local and global properties of the images.  
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One of the key problem of image analysis is rotation. Indeed, how recognize a 
researched texture even after rotation. The rotation invariant problem remains 
unsolved today. In this study, we proposed a new system robust against rotation and 
extract pertinent patterns of the texture.  

This paper is organized as follows: The next section we explain the recent feature 
extraction method applied on the proposed system, the neighbor based binary pattern 
(NBP). In section 3 we present the architecture of our proposed system. Section 4 
illustrates experimental results using the proposed system and the last section 
conclude the paper.   

2 Neighbor Based Binary Pattern 

The neighbor based binary pattern (NBP) is a very simple and efficient method to 
describe the texture. The NBP method was proposed for the first time by Izem et al. 
[6] [7]. This method was inspired by a famous feature extraction operator called Local 
Binary Pattern (LBP) [8] [9]. The important advantage of the LBP operator is its 
monotonic gray-scale transformation invariance [10] [11] [12] and its computational 
simplicity which makes it able to analyze an image in a very short time.  

The idea of the NBP method is to consider one analysis window of 3x3 pixels. 
Each neighbor of the central pixel is thresholded by the next neighbor. Thus, if the 
central pixel is a noise it is not a problem because the value of the central pixel is not 
considered. In the other hand, if one neighbor is a noise, not all the pattern will be 
wrong but only 1 bit. . This minimizes the error rate of the recognition. So, each 
neighbor is encoded by the value 1 if its value is greater than the next neighbor is and 
0 otherwise. The binary code is interpreted as a decimal number and represent the 
value of the central pixel in the NBP number. This process is illustrated in Fig. 1 

 

 

Fig. 1. Neighbor based Binary Pattern 
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Fig. 1. Illustrates the obtained NBP value using the NBP method. The first 
neighbor (value 4) is less than the second (value 6). Thus, the first neighbor is 
encoded by the value 0. After that, the obtained binary code is converted into a 
decimal number. 

Because it is difficult to find a general parametric model for this distribution, the 
features of the obtained NBP image are approximated by a two dimensional discrete 
patterns histogram. This histogram is created to collect up the occurrences of each 
pattern. The obtained histogram is used to describe the texture as show in Fig. 2. 
Usually, the histograms are normalized. 

 

Fig. 2. Extraction of the NBP histogram 

Fig. 2. Illustrates the extraction of the NBP histogram. We can notice from the  
Fig. 2 that a small rotation in the input image would cause a change in the output NBP 
code. Thus, if the patterns are extracted from the input image and this image is rotated 
by an angel θ, the extracted patterns will be different because the extraction starts 
always from the same point. That is the weakness of the classical LBP operator. In 
this work, we proposed a new system robust against the rotation problem. 

3 Proposed system 

In this section, we will explain the architecture of the proposed system. This system is 
robust against rotation and solve the rotation invariant problem. Some applications 
example will be illustrated and one illustration, which summarizes the proposed 
system, will be given. 

The idea of the proposed system is to construct a model histogram of each texture. 
After that, compare the histogram of the researched texture with all model histograms 
to classify the texture. In order to solve the rotation problem, which is a fundamental 
problem on image processing and pattern recognition, we proposed to create a model 
histogram from each texture. First, two NBP histogram are extracted from two 
textured images, which have the same texture but different orientation. After that, a 
threshold histogram (Histth) is calculated based on the two NBP histograms. The 
threshold histogram contains the minimum and the maximum value of each bin of the 
two histograms. Indeed, the Histth is the union of the two NBP histograms. This 
process is illustrated in Fig. 3. 



48 I. Hamouchene and S. Aouat 

 

 

Fig. 3. Construction of the model histogram 

 
Fig. 3. Illustrates the construction of the model histogram of the Bark texture. The 

threshold histogram of the Bark texture is constructed using the angles 0 and 90. Each 
bin of the threshold histogram, called model histogram, is an interval between the 
minimum and the maximum of the two NBP histogram of the two references images. 
Thus, a double threshold histogram is obtained and considered as a model of the 
texture. 

In order to classify one query texture, a similarity distance is calculated between 
the NBP histogram of the query texture and the model histogram. The similarity 
vector is calculated following the formula 1. 

 

(1) 

Where histq is the NBP histogram of the researched texture. Histth is the model 
histogram. Finally, a binary vector v is extracted where 1 means that the bin belongs 
to the interval of the model and 0 otherwise. The extraction of the similarity vector v 
is  illustrated in Fig. 4. 

Figure 4 illustrates the extraction of the similarity vector v. First, the NBP 
histogram is extracted from the query texture. After that, the intersection between the 
NBP histogram and the model histogram is encoded by 1, if the bin is in the double 
threshold, and 0 otherwise. The number of occurrence of the value 1 represents the 
similarity measure. 
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Fig. 4. Extraction of the similarity vector 

4 Experimental results 

In this section, the evaluation of the proposed system will be illustrated. In order to 
evaluate the performances of our proposed system, we used textured images from 
Brodatz album database [13]. Brodatz album is a famous benchmark for textured 
images. In the experimentation, we used twelve textured images (bark, brick, bubbles, 
grass, leather, pigskin, raffia, sand, straw, water, weave and wood) illustrated in  
Fig. 5. 

 

 

Fig. 5. Textured images from Brodatz album 
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Each image is digitized at seven different rotation angles: 0, 30, 60, 90, 120, 150, 
and 200 degree. The size of the images are 512x512 pixels with 256 gray levels as 
illustrated in Fig. 6, which contains a total of 84 images (12 different images with their 
7 rotations). 

 

Fig. 6. Brick texture on seven orientation 

In order to construct the model database of the system, model histograms are 
extracted from each texture. Thus, we obtain twelve model histograms. A classification 
process is applied to classify the query textures. First, the NBP histogram of the query 
texture is extracted. After that, the similarity measure is calculated between the NBP 
histogram of the researched texture and all model histograms of the system. Finally, 
the query texture is classified according to the most similar model.  

In the evaluation part, all textured images of the database are considered as query 
texture. So, 84 test images (twenty images and its seven different orientation).  

In order to compare the proposed system and the traditional system; the recognition 
averages of each texture are compared. The traditional texture classification system 
consider one textured image of each texture as reference. After that, the NBP 
histogram of the query texture is compared with all NBP histograms of the reference 
images and classified according to the most similar texture. The average recognition 
rate of each texture of the database (texture1 to texture 12) using the two recognition 
systems are illustrated in Table 1. 

Table 1 illustrates the average of the recognition rate of each texture. We can notice 
that few textures are better recognized using the traditional method. However, most of 
all textures are well recognized using the proposed system and better classified. The 
traditional system consider only one orientation as reference. In fact, the weaknesses of 
the traditional system (rotation) are improved in our method with the model histogram 
(Double threshold histogram). This allows us to analyze the image with different 
orientations. This represents the strength of our method. The obtained comparison 
results are also illustrated in Fig. 7. 
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Table 1. Recognition rate of each texture 

System Traditional Proposed 

Bark 100,00 100,00 
Brick 85,71 81,23 
Bubbles 100,00 95,91 
Grass 71,42 100,00 
Leather 55,10 85,71 
Pigskin 73,46 100,00 
Raffia 51,02 100,00 
Sand 100,00 100,00 
Straw 42,85 95,26 
Water 46,93 100,00 
Weave 100,00 100,00 
Wood 46,93 100,00 

Recognition Rate 67,19 89,09 
 

 

Fig. 7. Recognition rate using the traditional and proposed system 

We can notice in the Fig. 7 that the traditional system (blue histogram) gives a lower 
performance compared to the proposed method (red histogram). Thus, we can see that 
the results given by our method are better than the classical method.  

From the experiments and based on these obtained results, the global rate of the 
classical method is 67,19% and the proposed method is 89,09%. We can draw a 
conclusion that the proposed method, which is based on double threshold model 
histogram, is robust against rotation. Thus, the proposed system extract a robust 
model from the texture.  
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5 Conclusion 

In this paper, we proposed a new rotation invariant system using the NBP method to 
extract models that describe the texture. First, the NBP method is applied on two 
textured images, which are in different orientation. After that, a double threshold 
histogram is calculated based on the two NBP histograms extracted from the two 
images and considered as model of the input texture. The model histogram is the 
union of the two NBP histograms. Finally, this process is applied on all textures of the 
database to extract models from each texture. 

A similarity measure is calculated between the query texture and the model 
histograms. This measure is the intersection between the NBP histogram of the query 
texture and all model histograms. Each bin of the query texture histogram is encoded 
by 1 if its value is between the double threshold model histogram and 0 otherwise. 
Finally, a binary vector is extracted, which is the similarity vector. The query texture 
is classified according to the most similar vector. The obtained results show the 
efficiency of the proposed method compared to the traditional system. The robustness 
against rotation of the model histogram and the applied feature extraction method are 
the advantages of the proposed system. 

In future works, we will combine other approaches to get more information from 
the texture like multi resolution methods. We will also improve the classification and 
the similarity measure to improve the recognition rate. We will also study the 
behavior and the robustness of our approach applied on real textured images. 
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Abstract. Image and video processing algorithms present a necessary
tool for various domains related to computer vision such as medical ap-
plications, pattern recognition and real time video processing methods.
The performance of these algorithms have been severely hampered by
their high intensive computation since the new video standards, espe-
cially those in high definitions require more resources and memory to
achieve their computations. In this paper, we propose a new framework
for multimedia (single image, multiple images, multiple videos, video in
real time) processing that exploits the full computing power of heteroge-
neous machines. This framework enables to select firstly the computing
units (CPU or/and GPU) for processing, and secondly the methods to
be applied depending on the type of media to process and the algorithm
complexity. The framework exploits efficient scheduling strategies, and
allows to reduce significantly data transfer times thanks to an efficient
management of GPU memories and to the overlapping of data copies
by kernels executions. Otherwise, the framework includes several GPU-
based image and video primitive functions, such as silhouette extraction,
corners detection, contours extraction, sparse and dense optical flow es-
timation. These primitives are exploited in different applications such
as vertebra segmentation in X-ray and MR images, videos indexation,
event detection and localization in multi-user scenarios. Experimental
results have been obtained by applying the framework on different com-
puter vision methods showing a global speedup ranging from 5 to 100,
by comparison with sequential CPU implementations.

Keywords: GPU · Heterogeneous architectures · Image and video
processing · Medical imaging · Motion tracking

1 Introduction

During the last years, the architecture of central processing units (CPUs) has
so evolved that the number of integrated computing units has been multiplied.
This evolution is reflected in both general (CPU) and graphic (GPU) processors
which present a large number of computing units, their power has far exceeded
the CPUs ones. In this context, image and video processing algorithms are well
adapted for acceleration on the GPU by exploiting its processing units in parallel,

c© IFIP International Federation for Information Processing 2015
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since they consist mainly of a common computation over many pixels. Several
GPU computing approaches have recently been proposed. Although they present
a great potential of GPU platform, hardly any is able to process high definition
image and video efficiently and accordingly to the type of Medias (single image,
multiple image, multiple videos and video in real time). Thus, there was a need
to develop a framework capable of addressing the outlined problem.

In literature, one can categorize two types of related works based on the
exploitation of parallel and heterogeneous platforms for multimedia process-
ing: one related to image processing on GPU such as presented in [19], [12]
which proposed CUDA1 implementations of classic image processing and medical
imaging algorithms. A performance evaluation of GPU-based image processing
algorithms is presented in [15]. These implementations offered high improve-
ment of performance thanks to the exploitation of the GPU’s computing units
in parallel. However, these accelerations are so reduced when processing image
databases with different resolutions. Indeed, an efficient exploitation of parallel
and heterogeneous (Multi-CPU/Multi-GPU) platforms is required with an ef-
fective management of both CPU and GPU memories. Moreover, the treatment
of low-resolution images cannot exploit effectively the high power of GPUs since
few computations will be launched. This implies an analysis of the spatial and
temporal complexities of algorithms before their parallelization.

On the other hand, video processing algorithms require generally a real-time
treatment. We may find several methods in this category, such as understanding
human behavior, event detection, camera motion estimation, etc. These meth-
ods are generally based on motion tracking algorithms that can exploit several
techniques such as optical flow estimation [6], block matching technique [20], and
scale-invariant feature transform (SIFT) [9] descriptors. In this case also, several
GPU implementations have been proposed for sparse [11] and dense [14] optical
flow, Kanade-Lucas-Tomasi (KLT) feature tracker and SIFT feature extraction
algorithm [17]. Despite their high speedups, none of the above-mentioned im-
plementations can provide real-time processing of high definition videos. Our
contribution consists on proposing a new framework that allows an effective and
adapted processing of different type of Medias (single image, multiple images,
multiple videos, video in real time) exploiting parallel and heterogeneous plat-
forms. This framework offers:

1. Smart selection of resources (CPU or/and GPU) based on the estimated
complexity and the type of media to process. In fact, additional computing
units are exploited only in case of intensive and parallelizable tasks.

2. Several GPU-based image and video primitive functions ;
3. Efficient scheduling of tasks and management of GPU memories in case of

Multi-CPU/Multi-GPU computations ;
4. Acceleration of several real-time image and video processing applications.

The remainder of the paper is organized as follows: section 2 presents our
GPU-based image and video processing functions. The third section is devoted

1 CUDA. https://developer.nvidia.com/cuda-zone

https://developer.nvidia.com/cuda-zone
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to describe the proposed framework for multimedia processing on parallel and
heterogeneous platforms. Experimental results are given in section 4. Finally,
conclusions and future works are discussed in the last section.

2 GPU-Based Primitive Functions

This section presents our image and video primitive functions that could be
exploited by our framework for accelerating several computer vision methods.

2.1 Image Processing Primitive Functions

2.1.1 Noise Elimination we proposed the GPU implementation of noise
elimination methods using the smoothing (or blurring) approach. The latter con-
sists on applying a 2-D convolution operator to blur images and remove noise.
We developed GPU version of linear, median and Gaussian filtering which repre-
sent the most used techniques for noise elimination. This GPU implementation
consists of selecting the same number of CUDA threads as the number of image
pixels. This allows for each CUDA thread to apply the multiplication of one
pixel value with filter values. All the CUDA threads are launched in parallel.
More details about this implementation are presented in [12].

2.1.2 Edges detection we proposed a GPU implementation of the recursive
contours detection method using Deriche technique [3]. The noise truncature
immunity and the reduced number of required operations make this method
very efficient. Our GPU implementation of this method is described in [12],
based on the parallelization of its four steps on GPU. Fig. 3(c) illustrates an
example of edges detection.

2.1.3 Corners detection we developed the GPU implementation of Bouguets
corners extraction method [2], based on Harris detector [5]. This method is effi-
cient thanks to its invariance to rotation, scale, brightness, noise, etc. Our GPU
implementation of this method is described in [16], based on parallelizing its four
steps on GPU. Fig. 3(b) illustrates an example of corners detection.

Moreover, we have integrated the GPU module of the OpenCV 2 library that
disposes of many GPU-based image processing algorithms such as FFT, Tem-
plate Matching, histogram computation and equalization, etc.

2.2 Video Processing Primitive Functions

2.2.1 Silhouette extraction the computation of difference between frames
presents a simple and efficient method for detecting the silhouettes of moving
objects, we propose a GPU implementation of this method using three steps.

2 OpenCV GPU Module. www.opencv.org

www.opencv.org
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First, we load the two first frames on GPU in order to compute the difference
between them within CUDA in parallel. Once the first image displayed, we re-
place it by the next video frame in order to apply the same treatment. Fig.
1(a) presents the obtained result of silhouette extraction. This figure shows two
silhouettes extracted, that present two moving persons. In order to improve the
quality of results, a threshold of 200 was used for noise elimination.

2.2.2 Sparse optical flow estimation the sparse optical flow method con-
sists of both features detection and tracking algorithms. The first one enables
to detect features that are good to track, i.e. corners. To achieve this, we have
exploited our corners extraction method (section 2.1.3). The second step enables
to track the features previously detected using the optical flow method, which
presents a distribution of apparent velocities of movement of brightness pattern
in an image. It enables to compute the spatial displacements of images pixels
based on the assumption of constant light hypothesis which supposes that the
properties of consecutive images are similar in a small region. Our GPU imple-
mentation is detailed in [11]. Fig. 1(b) presents an example of sparse optical flow
estimation using a Full HD video frame with characteristic points detected with
the Harris corner detector and then tracked with the Lucas-Kanade method.
Displacements are marked with arrows. Note that the arrows located on the
static objects like trees or a building are there as a result of moving camera.

(a) GPU based silhouette extraction (b) GPU based sparse optical flow estimation

Fig. 1. GPU based video processing primitive functions

2.2.3 Dense optical flow estimation the GPU implementation of dense
optical flow is based on the same process of sparse optical flow estimation. The
only difference (compared to sparse) is that the tracking step is applied on all
frames pixels. Thus, the number of selected CUDA threads is equal to the number
of images pixels which requires more computation.
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Notice that the image processing primitive functions have been adapted for
treating videos also. Moreover, we have integrated the GPU based video pro-
cessing algorithms of the OpenCV library such as frames interpolation, MOG
(Mixture Of Gaussian) model, morphological operations, etc.

3 The Proposed Framework

The presented results and tests within sections 3 and 4 were run with Linux 64
bits on the following hardware:

– CPU: Intel Core (TM) i7, 980 3.33GHz, RAM : 8GB;
– GPU: 4 x NVIDIA GeForce GTX 580, RAM : 1.5GB.

The GPU-based primitive functions are exploited within our framework for
processing different types of Medias: single image, multiple images, multiple
videos and video in real time. The framework allows to select in an efficient way
the adapted resources (CPU or/and GPU) in order to reduce the computation
times with an optimal exploitation of computing units.

3.1 Single Image Processing on GPU

This kind of methods is applied on single images, which are displayed on screen at
the end of processing. These algorithms are well adapted for GPU parallelization
since they consist on common computations over many pixels. However, the
use of graphics processing units offers high acceleration when processing high
resolution images only. Indeed, performance can be either reduced with GPUs
when treating low resolution images since we cannot benefit enough from the
GPU. Therefore, we propose a treatment based on the estimated complexity of
algorithms. The proposed treatment for single images is summarized in three
steps: complexity estimation, resources selection, adapted processing.

3.1.1 Complexity estimation we propose to estimate the algorithm com-
plexity fcusing the equation 1.

fc = f × comp pix × size (1)

where :

1. f (Parallel fraction) : Amdahl’s law [4] proposed an estimation of the
theoretical speedup using N processors. This law supposes that f is the part
of program that can be parallelized and (1-f) is the part that can’t be made
in parallel (data transfers, dependent tasks, etc.). Indeed, high values of f
can provide better performance and vice versa.



Multi-CPU/Multi-GPU Based Framework for Multimedia Processing 59

2. comp pix (computation per-image): graphic processors enable to accel-
erate image processing algorithms thanks to the exploitation of the GPU’s
computing units in parallel. These accelerations become more significant
when we apply intensive treatments since the GPU is specialized for highly
parallel computation. The number of operations per pixel presents a relevant
factor to estimate the computation intensity.

3. size : represents the resolution of input image.

3.1.2 Resources selection based on the estimated complexity fc, we can
have a good guidance for selecting the adapted resource (CPU or GPU) for
computation. In fact, we launched for execution several GPU classic image pro-
cessing (edge detection, corners detection. . .) algorithms using different image
resolutions. These experiments allowed to define the value of fc from which the
GPU starts offering better performance than the CPU. This value is called the
threshold S. Once the threshold defined, we compare the estimated complexity
fc for each input algorithm with the threshold S.

If fc > S, the treatment is applied on GPU, else the CPU is used for pro-
cessing. Notice that within our above-mentioned materiel, we have obtained a
threshold S of 800000, that correspond to an algorithm with these parameters:

1. parallel fraction: 0.5 ;

2. number of operations per pixel comp pixel: 10 ;

3. image resolution: 400 × 400.

We note also that the threshold value can change with other material config-
urations, since the number of GPUs computing units and the size of memories is
not the same. Therefore, we propose to compute the threshold at each change-
ment of material.

3.1.3 Adapted processing after selecting the adapted resource, CPU treat-
ments are launched in case of low intensive algorithms (fc < S). The OpenCV
library is employed for this aim. Otherwise, in case of high intensive algorithms
(fc > S), we apply GPU treatment with three steps:

1. Loading of input images on GPU : first, the input images are loaded
on GPU memory.

2. CUDA parallel processing : before launching the parallel processing of
the current frame, the number of GPU threads in the so called blocks and
grid has to be defined, so that each thread can perform its processing on
one or a group of pixels in parallel. This enables the program to process
the image pixels in parallel. Note that the number of threads depends on
the number of pixels. Once the number and the layout of threads is defined,
different CUDA functions (kernels) are executed sequentially, but each of
them in parallel using multiple CUDA threads.
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3. OpenGL Visualization : the output image is directly visualized on screen
through the video output of GPU. Therefore, we propose to exploit the
graphic library OpenGL enabling fast visualization, since it works with
buffers already existing on GPU.

3.2 Multi-CPU/Multi-GPU Based Processing of Multiple Images

In case of multiple images treatment, performance can be less improved for two
reasons: the first one is the inability to visualize many output images using only
one video output that requires a transfer of results from GPU to CPU mem-
ory. The second constraint is the high computation intensity due to treatment
of large sets of images. In order to overcome these constraints, we propose an
implementation exploiting both CPUs and GPUs that offers a faster solution for
multiple images processing. This implementation is based on the executive sup-
port StarPU [1] which offers a runtime for heterogeneous multicore platforms.
For more detail, we refer authors to [8]. The employed scheduling strategy has
been improved by taking into account the complexity factor fc described in
section 3.1.1. Indeed, high intensive tasks have higher priority for GPU com-
putation. The low intensive tasks will be affected with a low priority for GPU.
This allows to maximize the exploitation of available resources. As result, the
repartition of tasks depends mainly on their computational intensity.

3.3 Multi-CPU/Multi-GPU Based Processing of Multiple Videos

This kind in methods is applied on a group of video sequences in order to extract
some significant features. The latter can be exploited in several applications such
as similarity computation between videos, videos indexation and classification.
The real time processing is not required in this case. The treatment of a set
of videos can be presented by the treatment of a set of images since a video is
always represented by a succession of frames. Therefore, we propose a Multi-
CPU/Multi-GPU treatment for multiple videos as shown in section 3.2.

3.4 Real Time Videos Processing on Multiple GPUs

In this case, we propose to exploit GPUs only since the video frames should
be processed in order. This excludes the possibility of using heterogeneous plat-
forms, which defines an order based on the employed scheduling strategy. Our
approach of video processing on single or multiple GPUs consists of three steps:

1. GPUs selection : the program, once launched, first detects the number of
GPUs in the system, and initializes all of them. Then, the input image frame
is first uploaded to each GPU. This frame is virtually divided into equally
sized subframes along y dimension and once the image data is available, each
GPU is responsible for treating its part of the frame (subframe).
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2. Multi-GPU computation : in this step, each GPU can apply the required
GPU treatment (exp. optical flow computation). The related algorithm can
be selected from our GPU primitive functions, or introduced by the frame-
work user. We note also that the number of CUDA threads depends on the
number of pixels within each subframe.

3. OpenGL visualization : at the end of computations for each frame (the
subframes). The results can be displayed on screen using the OpenGL graph-
ics library that allows for fast visualization, as it can operate on the already
existing buffers on GPU, and thus requires less data transfer between host
and device memories. In case of Multi-GPU treatments, each GPU result
(subframe) need to be copied to the GPU which is charged of displaying.
This, however, is a fast operation since contiguous memory space is always
transferred. Once the visualization of the current image is completed, the
program goes back to the first step to load and process the next video frames.

Otherwise, the framework can be used for processing multiple videos simultane-
ously using multiple GPUs. Indeed, each video stream is loaded and processed
with one GPU. At the end of computations for each GPU (actual frame), the
result is copied to the GPU which is charged for displaying. Each GPU result
is visualized in a separated window in the same screen. Fig. 3.4 summarizes our
framework showing the selected resources for each type of media. The figure
shows also the primitive functions that could be exploited within the frame-
work for accelerating different computer vision examples that require intensive
computations.

Fig. 2. Multi-CPU/Multi-GPU based Framework for Multimedia Processing
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4 Experimental Results

The proposed framework has been exploited in several high intensive applications
related to image and video processing such as image pre-processing, vertebra
segmentation, videos indexation, event detection and localization.

4.1 CPU/GPU Based Image Pre-processing

Most of image processing methods apply a pre-processing step that allows to
prepare the image for treatment. We can cite edges and corners detection meth-
ods which are so exploited for this aim. Based on our framework, we propose to
accelerate these methods using CPU or GPU since the treatments are applied on
single image. As presented in our framework, a complexity estimation is applied
to select the convenient resource (CPU or GPU). Table 1 presents the selected
resources and performance of corners and edges for different image resolutions.
For each one, the complexity is evaluated using the above-mentioned metrics
(section 3.1.1). The parallel fraction f presents the percentage of parallelizable
computing part relative to total time, while the remaining part (1 - f) is pre-
sented by transfer (loading, visualization) operations. The computation per pixel
is presented by the average of operations number between the steps of contours
and corners detection. As result, the CPU is selected for treating low intensive
methods, while the GPU is selected for high intensive ones. This allows to obtain
fast results with a reduced energy consumption. In order to validate our results,
we have calculated the ratio of acceleration (ACC) with GPU compared to CPU.

(a) Input image (b) Corners (c) Edges

Fig. 3. Edges and corners detection within our framework

Table 1. CPU/GPU based processing of single image processing (edges and corners
detection), S = 8.0 ∗ 105

Images f comppix fc fc > S CPU/GPU ? Acc

256 × 256 0.55 6.1 2.2 ∗ 105 No CPU 00.87 ↘
512 × 512 0.81 6.1 1.3 ∗ 106 Yes GPU 05.88 ↗
1024 × 1024 0.86 6.1 5.5 ∗ 106 Yes GPU 12.01 ↗
3936 × 3936 0.90 6.1 8.5 ∗ 107 Yes GPU 19.85 ↗
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As shown in Table 1, the GPU is selected only in case of methods that can ben-
efit from the GPU’s power. Otherwise, the CPU is selected. Fig. 3 presents an
example of edges and corners detection within our framework.

4.2 Multi-CPU/Multi-GPU Based Vertebra Segmentation

The context of this application is the cervical vertebra mobility analysis on
X-Ray or MR images. The main objective is to detect vertebra automatically.
The computation time presents one of the most important requirements for this
application. Based on our framework, we propose a hybrid implementation of the
most intensive steps, which have been defined with our complexity factor fc. Our
solution for vertebra detection on Multi-CPU/Multi-GPU platforms is detailed
in [8] for X-Ray images, and in [7] for MR images. Fig. 4(a) presents the results
of vertebra detection in X-ray images, while Fig. 4(b) is related to present the
detected vertebra in MR images. Notice that the use of heterogeneous platforms
allowed to improve performance with a speedup of 30 × for vertebra detection
within 200 high resolution (1472×1760) X-ray images, and a speedup of 98 ×
when detecting vertebra in a set of 200 MR images (1024 × 1024).

(a) Vertebra detection in X-ray images (b) Vertebra detection in MR images

Fig. 4. Vertebra detection in X-ray images

4.3 Multi-CPU/Multi-GPU Based Videos Indexation

The aim of this application is to provide a novel browsing environment for multi-
media (images, videos) databases. It consists on computing similarities between
videos sequences, based on extracting features of images (frames) composing
videos [18]. The main disadvantage of this method is the high increase of com-
puting time when enlarging videos sets and resolutions. Based on our framework,
we propose a heterogeneous implementation of the most intensive step of fea-
tures extraction in this application. This step, detected within our complexity
estimation equation, is presented by the edge detection algorithm which provides
relevant information for detecting motions areas. This implementation is detailed
in [13] showing a total gain of 60% (3 min) compared to the total time of the
application (about 5 min) treating 800 frames of a video sequence (1080x720).
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4.4 Multi-GPU Based Event Detection and Localization in Real
Time

This application is used for event detection and localization in real time. It con-
sists of modeling normal behaviors, and then estimating the difference between
the normal behavior model and the observed behaviors. These variations can
be labeled as emergency events, and the deviations from examples of normal
behavior are used to characterize abnormality. Once the event detected, we lo-
calize the areas in video frames where motion behavior is surprising compared
to the rest of motion in the same frame. Based on our framework, we propose a
Multi-GPU implementation of the most intensive steps of the application. The
latter are also defined within the above-mentioned complexity factor fc. This
implementation is detailed in [10]. Notice that performed tests show that our
application can turn in multi-user scenarios, and in real time even when pro-
cessing high definition videos such as Full HD or 4K standards. Moreover, the
scalability of our results is achieved thanks to the efficient exploitation of mul-
tiple graphic cards. A demonstration of GPU based features detection, features
tracking, and event detection in crowd video is shown in this video sequence:
https://www.youtube.com/watch?v=PwJRUTdQWg8..

5 Conclusion

We proposed in this paper a new framework that allows an adapted and effective
exploitation of Multi-CPU/Multi-GPU platforms accordingly to the type of mul-
timedia (single image, multiple images, multiple videos, video in real time) ob-
jects. The framework enables to select firstly the computing units (CPU or/and
GPU) for processing, and secondly the methods to be applied depending on the
type of media to process and the algorithm complexity. Experimental results
showed different use case applications that have been improved thanks to our
framework. Each application has been integrated in an adapted way for exploit-
ing resources in order to reduce both computing time and energy consumption.
As future work, we plan to improve our complexity estimation by taking into ac-
count more parameters such as tasks dependency, GPU generation, etc. we plan
also to include primitive functions related to 3D image processing within our
framework. The latter will be exploited for several medical imaging applications
that could be applied larger sets of images and videos.
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Abstract. The purpose of this paper is to introduce a new method for image quali-
ty assessment (IQA). The method adopted here is assumed to be Full-reference 
measure. Color images that are corrupted with different kinds of distortions are 
assessed by applying a color distorted algorithm on each color component sepa-
rately. This approach use especially YIQ color space in computation. Gradient  
operator was successfully introduced to compute gradient image from the lumin-
ance channel of images. In this paper, we propose an alternative technique to eva-
luate image quality. The main difference between the new proposed method and 
the gradient magnitude similarity deviation (GMSD) method is the usage of color 
component for the detection of distortion. 

Experimental comparisons demonstrate the effectiveness of the proposed 
method. 

Keywords: Gradient similarity · Quality assessment · Test image · Color distor-
tion · Color space 

1 Introduction 

Over the past decade, image quality assessment methods based objective methods 
have grown significantly to tackle problems of image assessment. The challenge of 
these problems is to construct an algorithm that can automatically predict perceived 
quality of image. 

There is no doubt that the subjective test is the most accurate measure for quality 
assessment because it reflects the true human perception. On the other hand, it is time 
consuming and expensive. There are three kinds of measures that are used for objec-
tive image quality assessment, full-reference (FR), reduced-reference (RR) and no-
reference (NR). In this paper, the discussion is confined to FR metrics, where the 
reference images are available. 

There has been extensive work on objective image quality assessment. The most 
popular method for full reference image quality assessment is the Structural Similarity 
Index [2] (SSIM). It contains three parts: Luminance Comparison, Contrast Compari-
son and Structure Comparison. However, it fails in measuring the badly blurred  
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images [3].  In [4], an approach based on edge-region information, distorted and 
displaced pixels (ERDDM) is developed. Initially, the test and reference images are 
divided into blocks of 11×11 pixels, and then distorted and displaced pixels are calcu-
lated which can be used to compute the global error. In [6], DTex metric is proposed 
with consideration of the texture masking effect and contrast sensitivity function. In 
[17], it was shown that the masking effect and the visibility threshold can be com-
bined with structure, luminance and contrast comparison to create the image quality 
measure (gradient similarity measure (GSM)). Most Apparent Distortion (MAD) 
designed in [23, 24] yields two quality scores, i.e., visibility-weighted error and the 
differences in log-Gabor subbands statistics. The proposed measure in [13] applies 
phase congruency [15] to image quality measure. This measure differs in their corre-
lations with the subjective quality and carrying out times. Gradient magnitude similar-
ity deviation (GMSD) is proposed [14], where the pixel-wise gradient magnitude 
similarity (GMS) is used to capture image local quality, and the standard deviation of 
the overall GMS map is computed as the final image quality index. 

The gradient images are sensitive to image distortions, whereas different local struc-
tures in a distorted image suffer different degrees of degradations. This motivates us to 
investigate the use of global variation of gradient based local quality map for overall 
image quality prediction. In fact, color deformation cannot be well differentiated by 
gradient. In addition, the gradient is computed from the luminance channel of images. 
Therefore, to make the image quality assessment measures own the ability to deal with 
color distortions, chrominance information should be taken into consideration. 

The aim of this paper is to improve the GMSD to take color distortion in consid-
eration. As a result, we use a proposed gradient operator and YIQ color space [1] to 
produce gradient image and color distortion from the reference and test images,  
respectively. 

The rest of the paper is organized as follows. In Section 2, our proposed image 
quality measure is defined. In section 3, performance of the proposed method is com-
pared with others measures using images with different types of distortion. We finish 
by the conclusion. 

2 Proposed Method 

Before introducing the proposed measure notion, some useful concepts must be vi-
sited. The reference and test images are represented by  ,  and  ,  
respectively.  

The proposed method uses gradient similarity and Color distortion to form map. 
In addition, all variables used in the proposed method are defined next: 

Ref: reference image. 
Dis: test image. 
M × N : the image size. 
G1: gradient image of  Ref. 
G2 : gradient image of  Dis. 
G_map: Gradient similarity map. 
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CFI_map and CFQ_map : chromatic features. 
C1, C2:   positive constants. 

 : Gradient similarity based Color distortion measure. 

2.1 Gradient Similarity 

In order to reflect the differences between Ref and Dis at the local level, we compute 
image gradient of the reference and test images. Different operators are used to com-
pute the image gradient, such as the Sobel operator [7], the Prewitt operator [7] and 
the Scharr operator [8], and in this paper a new gradient operator is proposed, which 
shows very favorable outcome. It defines as: 

 
 Gx Gy 

Mask 

 4 0 43 0 34 0 4 /11 

 

111
4 3 40 0 04 3 4 /11 

This later consists of a pair of 3×3 convolution kernels and is used for detecting 
vertical and horizontal edges in images. 

The partial derivatives Gx and Gy of an image are computed as: 

 (1)

Also, the gradient operators (G) of the reference and test images are computed. As 
a result, the G2 and G1 of the test and reference images are produced, respectively.  

The gradient similarity is computed in proposed method and hence the Gradient 
map ( _ ) is formed as _ 2 .

 (2) 

2.2 Color Space Transformation 

The color distortion cannot be differentiating by gradient. Hence, to make the image 
quality assessment measures possess the ability to deal with color distortions, special 
considerations are given to chrominance information. As a result, these formulas ap-
proximate the conversion between the RGB color space and YIQ [1] 
  0.299 0.587 0.1440.596 0.275 0.3210.212 0.528 0.311  (3) 
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Let I1 (I2) and Q1 (Q2) be the  I and Q chromatic channels of the reference and dis-
torted images respectively. Similar to the definitions of CFI_map and CFQ_map, the 
similarity between chromatic features is defined as follows: _ 2 .

 

(4) _ 2 .
The similarity between the chrominance components (color distortion map) is 

simply defined as: _ _ . _  (5) 

2.3  Global Error 

Finally, the gradient similarity based Color distortion map (GSCD_map) is expressed 
as: _  _ . _  (6) 

The total gradient similarity based Color distortion measure (GSCDM) is defined 
as the standard deviation of the GSCD map: 

1. _ ,  (7)

Where 1. _ ,
 

(8) 

Flowchart depicting computation of the proposed measure is shown in Fig. 1. 

3 Results 

In order to evaluate the accuracy of the proposed method; we follow the standard 
performance assessment procedures utilized in the video quality expert’s group 
(VQEG) FR-TV Phase II test [5]. The objective and subjective scores [5], are fitted 
with the logistic function. Five parameters non-linear mapping (θ1, θ2, θ3, θ4 and θ5) 
are utilized to change the set of quality ratings by the objective quality measures to a 
set of the predicted Difference Mean Opinion Score (DMOS/MOS) values denoted 
DMOSP/MOSP.  

In equation (9), the logistic regression function is introduced which is employed 
for the nonlinear regression. 
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Fig. 1. Image quality assessment method  

 12 1exp         (9) 

 
Where VQR is the value of the objective method and θ1, θ2, θ3, θ4, θ5 are selected 

for the most excellent fit.   
In this test, four metrics are used [26]: the Root mean square prediction error 

(RMSE), the Spearman rank-order correlations coefficient (ROCC), Kendall rank-
order correlation coefficient (KROCC) and The Pearson linear correlation coefficient 
(CC). ROCC and KROCC evaluate the prediction monotonicity.  CC and RMSE as-
sess the prediction accuracy. ROCC, KROCC and CC are better with values closer to 
1 or -1. Thus, RMSE is better when its values are small.  

The first index CC (Pearson linear correlation coefficient) is defined by: 
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Where the index i denotes the image sample and n denotes the number of samples.  
The second index is the Spearman rank-order correlations coefficient (ROCC); it is 

defined by: 
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The third index is Kendall rank-order correlation coefficient (KROCC) [25]. It is 
designed to capture the association between two ordinal variables. Its estimate can be 
expressed as follows: 

 ∑ ∑ 1  (12) 

where: 1  00  01  0 

and 1  00  01  0  

 
The forth one is the Root mean square prediction error (RMSE) between subjective 

(DMOS) and objective (DMOSP) scores. It is defined by: 
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To judge the performance of the proposed approach, four kinds of databases are 
used: TID2008 database [9], CSIQ database [10], LIVE database [11] and TID2013 
database [12]. The characteristics of these four databases are summarized in table 3. 

  The performance of GSCD metric is compared with PSNR, SSIM [2,16], Multis-
cale-SSIM (MS-SSIM) [18,16], Visual Singal-to-Noise Ratio (VSNR) [19,16], Visual 
Information Fidelity (VIF) [20,16], Information Fidelity Criterion (IFC) [21,16], 
Noise Quality Measure (NQM) [22, 16], DTex [6], GSM [17], MAD [23,24], 
ERDDM [4], GSMD [14] and FSIM [13]. 

A comparative study of Sobel, Perwitt, Scharr and proposed operator is presented 
in Table 1 (TID2008 database is used in this experience), from which proposed opera-
tor could accomplish better performance than the other three. Furthermore, the choice  
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of YIQ color space needs to be proved. To this end, we run the proposed method with 
different four color spaces. The results are summarized in table 2 (TID2008 database 
is used in this experience). 

Table 1. ROCC and KROCC values using four gradient operators 

Gradient operator Sobel Perwitt Scharr Proposed operator 
ROCC 0.8983 0.8996 0.8963 0.9000 
KROCC 0.7143 0.7171 0.7104 0.7175 

Table 2. ROCC and KROCC values using four color spaces 

Color space Lab ycbcr HSV YIQ 
ROCC 0.7684 0.8937 0.2983 0.9000 

KROCC 0.5789 0.7110 0.2125 0.7175 
 
The classification of the performance of all measures according to their ROCC 

values is presented in Table 8 reveal the reliability of the GSCD. Tables 4, 5, 6 and 7 
show the obtained results. The top three measures for each assessment measure are 
highlighted in bold. We can see that the top methods are mostly GSCD, GMSD, 
FSIM and MAD. GSCD correlates much better with the subjective results than the 
other measures. Looking at the curves (Fig.2), the GSCD values are very close to 
DMOS and MOS, proving the efficiency of this measure.   

  

  

Fig. 2. Scatter plots of subjective scores versus scores from the proposed scheme on IQA  
databases 
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Moreover, an interesting result is obtained from the comparison of the GSCD with 
GMSD, FSIM and MAD in Tables 5 (TID2008 database). The values of ROOC are 
close to 1; this means that GSCD has a similar performance as the methods or earlier 
works.  Results clearly indicate that our GSCD measure performs quite well and is 
competitive with other IQA measures. 

In addition, to compare the efficiency of different models, the average execution 
time required an image of size 512×384 is calculated (the image is taken from 
TID2008 database). All metrics were run on a TOSHIBA Satetillete T130-11U note-
book with Intel Core U4100 CPU@1.30 GHz and 3G RAM. The software platform 
used to run all metrics was MATLAB R2007a (7.4.0). Table 8 shows the required 
time in seconds per image. It is shown in Table 9 that the proposed measure takes 
more time than the PSNR, the GMSD, and the SSIM and it is faster than the Fsim.  

VIF, VSNR, IFC, MS-SSIM, GSM, MAD, DCTex, NQM and ERDDM also take 
much longer processing time than the proposed method. 

Moreover, we adjusted the parameters based on a dataset of TID2008 database. 
The adjusting measure was that the parameters values giving to a higher ROCC would 
be chosen. As a result, the parameters required in the proposed method were set as: 
C1= 100, C2=2050. 

Table 3. Four databases and their characteristics 

Database 
Source 
Images 

Distorted 
Images 

Distortion 
Types 

Image 
Type 

Observers 

TID2008 25 1700 17 color 838 
CSIQ 30 866 6 color 35 
LIVE 29 779 5 color 161 

TID2013 25 3000 25 color 971 

Table 4. Performance comparison for image quality assessment measures on live database 

Method ROCC KROCC CC RMSE 
PSNR 0.8756 0.6865 0.8723 13.3597 
SSIM 0.9479 0.7963 0.9449 8.9454 
MS-SSIM 0.9513 0.8044 0.9409 9.2593 
VSNR 0.9280 0.7625 0.9237 10.4694 
VIF 0.9632 0.8270 0.9598 7.6670 
IFC 0.9259 0.7579 0.9268 10.2643 
NQM 0.9086 0.7413 0.9122 11.1926 
ERDDM 0.9496 0.8128 0.9619 6.3204 
DCTex 0.9483 0.8066 0.9443 8.9897 
GSM 0.9554 0.8131 0.9437 9.0376 
MAD 0.9669 0.8421 0.9674 6.9235 
Fsim 0.9645 0.8363 0.9613 7.5296 
GMSD 0.9603 0.8271 0.9603 7.622  
GSCD 0.9596 0.8222 0.9538 8.2074 
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Table 5. Performance comparison for image quality assessment measures on TID2008 database 

Method ROCC KROCC CC RMSE 
PSNR 0.5794 0.4210 0.5726 1.1003 
SSIM 0.7749 0.5768 0.7710 0.8546 
MS-SSIM 0.8542 0.6568 0.8451 0.7173 
VSNR 0.7049 0.5345 0.6823 0.9810 
VIF 0.7496 0.5868 0.8090 0.7888 
IFC 0.5675 0.4236 0.7340 0.9113 
NQM 0.6243 0.4608 0.6142 1.0590 
ERDDM 0.5961 0.4411 0.6685 0.998  
DCTex 0.4973 0.4095 0.5605 1.1113 
GSM 0.8554 0.6651 0.8462 0.7151 
MAD 0.8340 0.6445 0.8306 0.7474 
Fsim 0.8840 0.6991 0.8762 0.6468 
GMSD 0.8907 0.7094 0.8788 0.6404 
GSCD 0.9000 0.7175 0.8830 0.629 

Table 6. Performance comparison for image quality assessment measures on TID2013 database 

Method ROCC KROCC CC RMSE 
PSNR 0.6396 0.4698 0.669  0.9214 
SSIM 0.7417 0.5588 0.7895 0.7608 
MS-SSIM 0.7859 0.6047 0.8329 0.6861 
VSNR 0.6812 0.5084 0.7402 0.8392 
VIF 0.6769 0.5147 0.7720 0.7880 
IFC 0.5389 0.3939 0.5538 1.0322 
NQM 0.6432 0.474  0.6858 0.9023 
ERDDM 0.5623 0.4124 0.6352 1.230  
DCTex 0.5863 0.4573 0.6495 0.9425 
GSM 0.7946 0.6255 0.8464 0.6603 
MAD 0.7807 0.6035 0.8267 0.6975 
Fsim 0.8510 0.6665 0.8769 0.5959 
GMSD 0.8044 0.6343 0.859  0.6346 
GSCD 0.8681 0.6855 0.8819 0.5844 

Table 7. Performance comparison for image quality assessment measures on CSIQ database 

Method ROCC KROCC CC RMSE 
PSNR 0.8005 0.5984 0.7998 0.1576 
SSIM 0.8756 0.6907 0.8612 0.1334 
MS-SSIM 0.9133 0.7393 0.8990 0.1150 
VSNR 0.8104 0.6237 0.7993 0.1578 
VIF 0.9195 0.7537 0.9277 0.0980 
IFC 0.7671 0.5897 0.8384 0.1431 
NQM 0.7402 0.5638 0.7433 0.1756 
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Table 7. (Continued) 

ERDDM 0.8626 0.6781 0.8295 0.1466 
DCTex 0.8042 0.6420 0.7915 0.1605 
GSM 0.9126 0.7403 0.8979 0.1156 
MAD 0.9467 0.7970 0.9502 0.0818 
Fsim 0.9310 0.7690 0.9192 0.1034 
GMSD 0.957  0.8133 0.9541 0.0786 
GSCD 0.9602 0.8194 0.9578 0.0755 

Table 8. Ranking of IQA metrics’ performance on four databases 

Method Live  TID2008 TID2013 CSIQ 
PSNR 14  12  11  12  
SSIM 10  7  7  8  
MS-SSIM 7  5  5  6  
VSNR 11  9  8  10  
VIF 2  8  9  5  
IFC 12  13  14  13  
NQM 13  10  10  14  
ERDDM 8  11  13  9  
DCTex 9  14  12  11  
GSM 6  4  4  7  
MAD 1  6  6  3  
Fsim 3  3  2  4  
GMSD 4  2  3  2  
GSCD 5 1 1 1 

Table 9. Running time of the competing IQA models 

Method Time (second) Method Time (second) 
PSNR 0.0493 ERDDM 9.6089 
SSIM 0.1917 DCTex 0.5327 
MS-SSIM 1.1304 GSM 1.4003 
VSNR 1.5018 MAD 15.6235 
VIF 5.1429 Fsim 2.4990 
IFC 4.6738 GMSD 0.1602 
NQM 1.8846 GSCD 0.4361 

4 Conclusion 

This paper describes an efficient method for image quality assessment. Its main fea-
ture is that this new method uses the gradient similarity and color distorted measure. 
The reference and test images are transformed respectively using color distorted and 
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gradient mask. The difference between the reference and test images is computed 
using simple function. A comparative study has been carried in this work. 

The obtained results are competitive with the previous works.   
Future works following this study will include the use of others characteristics to 

assess image quality. 
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Abstract. Large-scale feature selection is one of the most important fields in  
the big data domain that can solve real data problems, such as bioinformatics, 
where it is necessary to process huge amount of data. The efficiency of existing 
feature selection algorithms significantly downgrades, if not totally inapplicable, 
when data size exceeds hundreds of gigabytes, because most feature selection al-
gorithms are designed for centralized computing architecture. For that, distri-
buted computing techniques, such as MapReduce can be applied to handle very 
large data. Our approach is to scale the existing method for feature selection, 
Kmeans clustering and Signal to Noise Ratio (SNR) combined with optimization 
technique as Binary Particle Swarm Optimization (BPSO). The proposed method 
is divided into two stages. In the first stage, we have used parallel Kmeans on 
MapReduce for clustering features, and then we have applied iterative MapRe-
duce that implement parallel SNR ranking for each cluster. After, we have se-
lected the top ranked feature from each cluster. The top scored features from 
each cluster are gathered and a new feature subset is generated. In the second 
stage, the new feature subset is used as input to the proposed BPSO based on 
MapReduce which provides an optimized feature subset. The proposed method 
is implemented in a distributed environment, and its efficiency is illustrated 
through analyzing practical problems such as biomarker discovery. 

Keywords: Feature selection · Large-scale machine learning · Big data analyt-
ics · Bioinformatics · Biomarker discovery 

1 Introduction 

With the progress of high technology in several fields that produce an important vo-
lume of data such as Microarray and Next generation sequencing in bioinformatics 
[1], deal with high dimensional data becomes a challenge for several tasks in machine 
learning. Feature selection is one of the techniques of reduction dimensionality [2] 
that is effective in removing irrelevant data; increasing learning accuracy, therefore 
becomes very necessary for machine learning tasks. Scalability can become a problem 
for even simple and centralized approaches, for that feature selection methods based 
on parallel algorithm will be the mainly choice for dealing with large-scale data. 
Many parallel algorithms are implemented using different parallelization techniques 
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such as MPI (The Message Passing Interface), and MapReduce. MapReduce is a  
programming model for distributed computation, derived from the functional pro-
gramming concepts, and is proposed by Google for large-scale data processing in a 
distributed computing environment [3]. 

Recent comparisons studies of feature selection methods in high-dimensional data 
have shown that the combination of K-means clustering and filter method based SNR 
(Signal to Noise Ratio) score combined with binary PSO is a graceful method for 
classification problem [4]. The method is applied for classification of DNA microar-
ray data. To resolve redundancy in gene expression values one approach i.e. sample 
based clustering by using k-means clustering algorithm is used and the genes (fea-
tures) are being grouped into number of clusters. After clustering SNR ranking is 
being used to rank each gene (feature) in every cluster. The gene subset selected by 
taking the top scored gene (feature) from each cluster is validated with an SVM clas-
sifier, and will be taken as the initial search space to find the optimized subset by 
applying PSO and the optimized subset is used to train different classifier such as 
SVM [4]. However, the existing method is limited over large scale datasets. In order 
to overcome that problem we present our method that is suitable for very large data 
and that has the potential for parallel implementation, based on parallel Kmeans on 
MapReduce for clustering a huge amount of features, so similar features having the 
same characteristics will be grouped in the same cluster, and on an iterative MapRe-
duce that implement parallel SNR ranking for each cluster. Finally, the top non-
redundant ranked features selected are input to BPSO on MapReduce to select the 
relevant features. 

2 Parallel Programming Paradigm and Framework 

  In order to implement our approach to cope with large scale data sets, we are using 
Hadoop platform and MapReduce as parallel programming paradigm .  

2.1 MAPREDUCE  

MapReduce is a functional programming model that is well suited to parallel compu-
tation. The model is divided into two functions which are map and reduce .In MapRe-
duce; all data are in the form of keys with associated values. The following notation 
and example are based on the original presentation [3]: 

A. Map Function 
A map function is defined as a function that takes a single key-value pair and outputs 
a list of new key-value pairs. The input key may be of a different type than the output 
keys, and the input value may be of a different type than the output values: 

 Map :( K1, V1) → list ((K2, V2)) (1) 
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B. Reduce Function 
A reduce function is a function that reads a key and a corresponding list of values and 
outputs a new list of values for that key. The input and output values are of the same 
type.  

 Reduce :( K2, list (V2)) → list (V2) (2) 

2.2 HADOOP Platform  

Hadoop is an open source Java based framework to store and process large amounts 
of data. It allows distributed processing of data which is present over clusters using 
functional programming model.  MapReduce is the most important algorithm imple-
mented in Hadoop. Each Map and Reduce is independent of other Maps and Reduces. 
Processing of data is executed in parallel to other processes. A job scheduler or job 
tracker tracks MapReduce jobs which are being executed. Tasks like Map, Reduce 
and Shuffle are accepted from Job Tracker by a node called Task Tracker. Hadoop 
architecture is defined as follows: Hadoop consists of two components, the Hadoop 
Distributed File System (HDFS) and MapReduce, performing distributed processing 
by single-master and multiple-slave servers. There are two elements of MapReduce, 
namely JobTracker and TaskTracker, and two elements of HDFS, namely DataNode 
and NameNode. [5].  

3 Scaling Up Feature Selection Algorithm  

For scaling up the existing method for feature selection, we propose an approach 
based on MapReduce which is composed of two stages. The first stage consists in 
filtering the set of features by selecting the top scored features whereas the second 
stage optimizes the obtained subset of selected features. 

3.1 Filtering the Set of Features 

This stage is scalable and implements K-means clustering on MapReduce and SNR 
ranking on MapReduce for each cluster. It is designed for the purpose of eliminating 
redundancy in features and selecting the top scored features [6]. And it is composed 
of the following steps: 
 
Step1: clustering features (genes) with parallel K-means on MapReduce. As by ap-
plying clustering technique we can group similar type of features in the same cluster, 
so that best features from each cluster can be selected. 
Step2: mappers read lines (features) and compute SNR score for each feature. 
Step3: according to the paradigm shuffle and sort in MapReduce, the final output file 
contains ranked SNR values. Top ranked features are selected in two cases: 
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• One output file: the top ranked features are selected from this file.  
• Multiple output files: each file is ranked by SNR value, for that Terasort can be 

used to rank all SNR values from these files. Terasort is a standard map/reduce 
sort, and it is implemented as benchmark in hadoop [7]. 

Step4: After that the best scored feature in a cluster is selected, and go to step 2 for 
the next cluster.  We can assure that applying SNR and  selecting the best scored 
feature from each cluster the resultant feature gene subset have no redundancy.   
Step5: top features (genes) ranked from each cluster are aggregated and validated 
with SVM classifier using the evaluation method 10 foldCV. 
 
The system architecture for the proposed method in stage-I- is illustrated in Fig.1. 

3.2 Optimizing the Subset of Selected Features 

This stage aims to select an optimized subset of features from the subset selected in 
the previous stage. It is parallel, and can provide scalability to a certain degree be-
cause of the SVM classifier which is sequential. In this stage; we have used four Ma-
pReduce jobs described by the following steps: 
 
Step1: the subset of features selected and validated  in the previous stage, is the input 
to the novel BPSO proposed based on MapReduce, we have divided the particles of 
swarm into groups, so that the input file contains particles defined by their groups, in 
the first MapReduce job, mappers evaluate fitness (accuracy of SVM) of particles in 
parallel. 
Step2: in the second MapReduce job, mappers read output file from the first job and 
emit the group identifier as key in order to group particles. Reducers evaluate Gbestg 
of each group in parallel, and emit “one” as key and the Gbestg of the group with 
fitness of Gbestg of the group as value. 
Step3: the third MapReduce job evaluates the Gbestglobal, which is the maximum of 
all Gbestg of each Group. The output file of this job contains the Gbestglobal and its 
fitness. 
Step4: the file output of the first job in HDFS is the input of the fourth job, in this job 
mappers read the output file of the third job that contains Gbestglobal and its fitness 
from HDFS, in order to evaluate the new positions and the new velocities in parallel. 
The output of this job is the new swarm for the next iteration. 
 
The system architecture for the proposed method in stage-II- is illustrated in Fig.2. 
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Fig. 1. System architecture of the proposed 
method stage-I- 
 

Fig. 2. System architecture of the proposed  
method stage-II- 
 

Initial Swarm

Map Map Map 

Reduce Reduce 

  Fitness values

K-

Iterations 

Map Map Map 

Reduce Reduce 

Gbestg values

Reduce Reduce 

Map Map Map 

Gbestglobal value 

Map Map Map 

Reduce Reduce 

New Swarm

Biomarkers

Dataset

Map Map Map

Reduce Reduce 

New Centeroids 

Clusters 

K-iterations

Map Map Map

Reduce Reduce 

SNR score 

Select the top scored feature 

K-clusters

Combine the top ranked 
features from all clusters

Top ranked features

Validation 



86 A. Kourid and M. Batouche 

4 Implementation of the Proposed Approach 

In order to implement the proposed approach for scaling up the existing method for 
feature selection, we describe in the following the algorithms and map/reduce func-
tions. 

4.1 The First Stage 

In this stage, we are using K-means along with SNR ranking on MapReduce which 
are defined as follows: 

Algorithm 1. Kmeans on MapReduce. 

Input : Training data (features) . 
Output: Clusters. 
 
Algorithm 1.1. k-means::Map 

 
Input: Training data x  D, number of clusters k, distance measure d 
1: If first Map iteration then 
2:   Initialize the k cluster centroids C randomly   
3: Else 
4: Get the k cluster centroids C from the previous Reduce             
step.       
5: Set Sj = 0 and nj = 0 for j = {1, ... , k} 
6: For each xi  D do 
7:  = arg minjd(xi, cj)  
8: =  + xi 

9:  =   + 1 

10:For each j  {1, … , k} do 
11:        Output(j, <Sj, nj>) 

 
Algorithm 1.2. k-means::Reduce 

 
Input : List of centroid statistics – partial sums and counts [<  , >] – for each 

centroid j  {1, ..., k}  
1:For each j  {1, ..., k} do  
2:    Let λ be the length of the list of centroid statistics 
3 :nj= 0, Sj= 0  
4 :    For each l   {1, ..., k} do 

5 :nj=  nj +   
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6 :Sj=  Sj +  

7 :cj =    

8 :Output (j,  cj)             
 

The whole clustering is run by a Master, which is responsible for running the Map 
(cluster assignment) and Reduce (centroid re-estimation) steps iteratively until k-
means converges [8]. 

 
Algorithm 2. SNR on MapReduce 

 
Input :Clusters . 
Output: Feature subset of top scored features from clusters. 

─ List: contains target classes of samples in order. 
─ Record: contains values of samples for featurei. 
─ DFS: is a distributed directory system for storage of output and input files of Ma-

pReduce. 
─ ID_feature: is an identifier characterizes each feature. 
─ file_clusteri:contains features of cluster i. 

Clustering features withAlgorithm 1. 
For each cluster i do 
DFS.put (file_clusteri) 

 
Map function (parallel over features) (key: ID_feature, value: record) 
List= [class1, class2, class2……………………] 
Iterate over record and list 
compute µ1, µ2 
compute σ1, σ2 
compute SNR 
Output (SNR, (ID_feature, record)) 
 
Reduce Function (key: SNR, value :( ID_feature,  record) 
Output (SNR, (ID_feature, record)) 
Select top scored feature. 
DFS.delete (file_clusteri). 

 
Aggregation and validation of the top scored features selected. 
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4.2 The Second Stage:  

In this stage, we are using Binary PSO on MapReduce which is composed of four 
MapReduce jobs. In Hadoop, a mechanism of JobControl classes is provided to 
execute the four jobs sequentially. 

 
Algorithm 3. PSO on MapReduce 
 
Input :Initial swarm of particles and the subset of top features selected and validated . 
Output: Best solution Gbest. 
 
- GroupP: we have defined at the beginning several groups of particles, GroupP is 

the identifier of each group. 
- P: position of a particle, Pbest: best position of a particle, FitPbest: fitness of 

Pbest, Gbest: global position of particles, FitGbest: fitness of Gbest, V: velocity 
of a particle. 
 

First job  
Mapper (key: ID_particle, value: (P, Pbest, FitPbest, Gbest, FitGbest, V, GroupP) 
(parallel mappers) 
Initial Pbest, FitPbest, Gbest, FitGbest are empty. 
fitness (): function of evaluation of the fitness of the designed particle (accuracy 
SVM) and take as input P and features selected. 
If fitness (P) >FitPbest 
Pbest=P. 
FitPbest= fitness (P). 
Emit(ID_particle, (P, Pbest, FitPbest, Gbest, FitGbest, V, GroupP)) 
Reducer (key: ID_particle, value: (P, Pbest, FitPbest, Gbest, FitGbest, V,GroupP) 
(parallel reducers) 
Emit(ID_particle, (P, Pbest, FitPbest, Gbest, FitGbest, V,GroupP)) (file-output1 in 
HDFS) 

 
Second job 
Mapper (key: ID_particle, value: (P, Pbest, FitPbest, Gbest, FitGbest, V, GroupP) 
(parallel mappers) 
Emit(GroupP, (ID_particle ,P, Pbest, FitPbest, Gbest, FitGbest, V)) 
Reducer (key: GroupP, value: ( ID_particle, P, Pbest, Gbest, FitGbest, V) (parallel 
reducers) 
Initial Gbestg is empty. 
Cpt: number of 1 in Gbest, initialized to 0. 
For all values  
Gbestg = maximum of all Gbest with minimum number of Cpt (in case of equality 
between Gbest). 
FitGbestg= FitGbest of Gbestg. 
Emit (ONE, (Gbestg, FitGbestg)) (file-output2 in HDFS) 
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Third job 
Mapper (key: ONE, value: (Gbestg, FitGbestg) (parallel reducers) 
Emit (ONE, (Gbestg, FitGbestg)) 
Reducer (key: ONE, value: (Gbestg, FitGbest) (parallel reducers) 
Initial Gbestglobal is empty. Cpt1: number of 1 in Gbestg, initialized to 0.  
For all values  
Gbestglobal = maximum of Gbestg with minimum number of Cpt1 (in case o equality 
between Gbestg) 
FitGbestglobal= FitGbest of Gbestglobal. 
Emit (Gbestglobal, ( FitGbestglobal)) (file-output3 in HDFS) 

 
Fourth job 
Mapper (key: ID_particle, value: (P, Pbest, FitPbest, Gbest, FitGbest, V, GroupP) 
(parallel mappers) 
Read file-output3 from HDFS 
Gbest = Gbestglobal 
FitGbest = FitGbestglobal 
V’= New_Velocity (V, P, Pbest, Gbest) /* New_Velocity is a function for the  evalu-
ation of the new velocity*/ 
P’= New_Position (P, V’) /* New_Position is a function for the evaluation of the new 
position*/ 
P=P’, V=V’ 
Emit(ID_particle, (P, Pbest, FitPbest, Gbest, FitGbest V, GroupP)) 
reducer (key: ID_particle, value: (P, Pbest, FitPbest, Gbest, FitGbest, V, GroupP) 
(parallel reducers) 
Emit(ID_particle, (P, Pbest, FitPbest, Gbest, FitGbest, V, GroupP)) 

 
Repeat the execution of jobs K-iterations. 

5 Results and Experiments 

We have used tow datasets of cancer RNA-seq gene expression data (gastric cancer, 
ESCA (esophageal carcinoma)): gastric dataset derived from the main source of gene 
expression data Omnibus. The last, ESCA derived from TCGA (Cancer Genome At-
las), and four gene expression microarray datasets (tow ovarian cancer datasets, gas-
tric cancer dataset, ESCC dataset (esophageal squamous cell carcinoma)) derived 
from Omnibus. Our approach is implemented on two-node cluster (master and slave), 
both master machine and slave machine are equipped with dual core processor and 
4GB RAM memory for master node, and 2 GB for slave node. The operating system 
installed on the two nodes is Linux Ubuntu 13.10. The experiment is done using ha-
doop-1.2.1 and mahout 0.9 [9]. The cluster is configured in fully-distributed mode 
[10]. We have used support vector machine (SVM) to obtain classification accuracy, 
and the cross validation method 10 foldCV for performance evaluation of the classifi-
er SVM. In order to improve the scalability of our method we have used a synthetic 
dataset (duplicate genes of each dataset), the size of data increased reaches 5GB for 
each dataset. Experiment is done with 5 clusters and 10 clusters. The performance of 
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our method is compared to other approaches in the literature: an approach Based on 
Neighborhood Rough Set and Probabilistic Neural Networks Ensemble is proposed  
for the classification of Gene Expression Profiles [11], in [12] authors proposed a new 
selection method of interdependent genes via dynamic relevance analysis for cancer 
diagnosis. However, in the work presented in [13] a sequential forward feature selec-
tion algorithm to design decision tree models is suggested for the identification of 
biomarkers for Esophageal Squamous Cell Carcinoma. The obtained results are 
shown on Table 1, Table 2 and Table 3.  
 

Table 1. Accuracy of SVM and number of genes selected in our method with normal datasets 
and comparison with other approaches 

dataset 
 

Ng 
BPSO on MapReduce 

     
[11] 

[12]  [13] 

Se Sp Acc # Acc # Acc # Acc # 
Ovrian 

[11] 
15154 1 0,98 99 3 96 9 - - - - 

Gastric 
[12] 

4522 1 1 100 2 - - 96 14 - - 

ESCC 
[13] 

22477 0,96 0,96 96 2 - - - - 97 2 

Ovrian 54675 1 1 100 2
/ 
 

/ 
 

/ 
 

Gastric 21475 1 1 100 1
ESCA 26540 1 1 100 2

 
Ng: number of genes, Se: sensibility, Sp: specificity, Acc: accuracy (%), #: number 
of genes selected. 

Table 2. Accuracy of SVM and number of genes selected in our method with large-scale 
datasets and comparison with other approaches 

dataset 
 

Size 
dataset 

BPSO on MapReduce      [11] [12]  [13] 

Se Sp Acc # Acc # Acc # Acc # 
Ovarian 

[11] 
5GB 1 0,98 99 3 96 9 - - - - 

Gastric 
[12] 

5GB 1 1 100 2 - - 96 14 - - 

ESCC 
[13] 

5GB 0,96 0,96 96 2 - - - - 97 2 

Ovarian 5GB 1 1 100 2
/ 
 

/ 
 

/ 
 

Gastric 5GB 1 1 100 1
ESCA 5GB 1 1 100 2
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Table 3. List of biomarkers discovered 

Type of 
cancer 

Biomarkers Related to cancer 

 
 

Gastric 
cancer 

 

VSIG2 
(V-set and immunoglobu-

lin domain containing 2) 

  Selected from 22 gastric can-
cer biomarkers [14]. 

D26129_at 
(RNS1 Ribonuclease A 

(pancreatic)) 

 
  Considered among the non-

regulated genes in gastric can-
cer [15]. M62628_s_at 

(Alpha-1 Ig germline C-
region membrane-coding 

region) 

Ovarian 
cancer 

 

METTL7A 
(methyltransferaselike 7A) 

  Selected among the 28 genes 
markers linked to cancer [16]. 

GALC 
(galactosylceramidase) 

  Selected Among the new 
differentially expressed genes 
in cell lines MKN45 gastric 
cancer [17]. 

Esophageal 
cancer 

 
 
 

ADAM12 
(ADAM Metallopeptidase 

Domain 12) 

  Biomarkers of two types of 
cancer, breast cancer and 
bladder cancer [18]. 

GPR155 
(G protein-coupled recep-

tor 155) 

Melanomabiomarker for mouse 
[19]. 

SH3BGRL 
(SH3 domain binding glu-

tamate-rich protein) 

Selected from 20 potential bio-
markers of breast cancer [20] 

6 Conclusion and Future Work 

In this paper, we presented a large-scale feature selection based on MapReduce for 
biomarker discovery. From the obtained results and comparative analysis we can 
conclude that our method performs well, and gives better performance than centra-
lized approaches. For that, our method can be applied to handle large-scale datasets 
and to overcome the challenge of feature selection in Big Data, especially for bio-
marker discovery in bioinformatics. Our method is auto-scalable and can be executed 
in a distributed environment with any number of nodes. Our future work is to imple-
ment our approach on Spark for better performance in time execution. 
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Abstract. Online Communities are considered as a new organizational structure 
that allows individuals and groups of persons to collaborate and share their 
knowledge and experiences. These members need technological support in or-
der to facilitate their learning activities (e.g. during a problem solving 
process).We address in this paper the problem of social validation, our aim be-
ing to support members of Online Communities of Learners to validate the pro-
posed solutions. Our approach is based on the members’ evaluations: we apply 
three machine learning techniques, namely a Genetic Algorithm, Artificial 
Neural Networks and the Naïve Bayes approach. The main objective is to de-
termine a validity rating of a given solution. A preliminary experimentation of 
our approach within a Community of Learners whose main objective is to col-
laboratively learn the Java language shows that Neural Networks represent the 
most suitable approach in this context. 

Keywords: Learning Community · Social Validation · Expertise-Based Learn-
ing · Machine Learning 

1 Introduction 

Today, with the great development of Information and Communication Technologies, 
a wide diversity of social learning frameworks have been promoted, including Online 
Learning Communities (OLCs) and social networks. The notion of OLC has been 
defined in different ways, exploring mainly the social aspects of collaborative learn-
ing (Laister and Kober, 2013) and the research and theory concerned with social sup-
port for learning (Swan and Shea, 2005).  

One of the most important challenges of such communities is to enhance the know-
ledge exchange and sharing among the different members. With the increasing number 
of interactions, members collectively produce new knowledge in various formats (doc-
uments, solutions to problems, etc.) that will subsequently be published to the whole 
community (Le Boulch, 2009).The production of this knowledge is increasingly devel-
oped by members of the community who have different levels of expertise (experts, 
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novices, etc.) and this highlights the need for validation of the new knowledge before it 
is stored and published to the rest of the community so as to ensure its reliability. 

Validation is the expression of a judgment on a concept or whatever needs to be 
assessed after study/observation. This judgment can be favorable or not. Social vali-
dation of a concept is a collective action that aims at the evaluation of this concept 
based on various judgments and opinions expressed by different people from the field 
(Herr and Anderson, 2008), on the basis of statistical analysis, or approved opinions, 
experiences, etc. Its main objective is the assessment whether the concept is good or 
not and this can be represented by a degree of validity which is the percentage of 
conformity of the concept.  

We focus in this work on the social validation of the proposed solutions within an 
OLC. We aim to support members in this process, providing them with a tool that will 
help them to “automatically” validate newly proposed solutions. We address the need to 
ensure the credibility of the validation process and we propose an expertise-based learn-
ing approach, by reusing past experiences (i.e. previous validations made by supervisors). 

The review of the literature about social validation shows that little work has fo-
cused on this aspect in an educational setting. We especially mention the work pro-
posed by Cabana et al. (2010) about the social validation on collective annotations 
where the authors addressed the problem of scalability (i.e. a resource which is more 
and more annotated is less and less exploitable by individuals). The authors proposed 
a way to socially validate collective annotations with respect to the social theory of 
information.  Berkani et al. (2013) proposed a social validation of learning objects 
based on two features: (1) the members’ assessments, formalized semantically, and 
(2) an expertise-based learning approach, applying a machine learning technique. The 
authors used neural networks because of their proven efficiency in many domains 
such as complex problem solving. 

The remainder of this paper is structured as follows. In Section 2, we present the 
context of the study. Our contribution is presented in Section 3, where we give a de-
tailed description of the parameters that are related to the evaluation of a solution. 
Then, we present the application of the aforementioned Machine Learning techniques 
to any given solution using the defined parameters. The experimental results are pre-
sented in Section 4 where a discussion of the strengths and weaknesses of each tech-
nique is presented. The conclusion and perspectives are stated in Section 5. 

2 Context of the Study 

In our study, we consider a learning community related to the domain of higher edu-
cation. The members of this community target the learning of the JAVA programming 
language and its different concepts. The main objective of this community is to im-
prove the learners' skills and his acquisition of new knowledge. 

We assume that the community includes members with different skill levels (be-
ginners, advanced, experts, etc.) and the Java language includes various concepts 
(classes, abstraction, and so on), including the handling of tools (Java web GUI, 
JVM, etc.). 
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We have found out that the discussion forum and/or the Frequently Asked Ques-

tions are services that can be considered as the most used by the community mem-
bers. Indeed, these often use these services in their interactions and information ex-
change. 

However, one of the problems encountered by the community members is the vali-
dation of the proposed solutions; several questions can be asked at this point: Is a 
given solution correct? If yes, to what extent is it accurate? And, more importantly, 
who has validated it? Was it validated by a set of members, by a single expert, or 
within some other setting? This is why we focus in this work on the social validation 
of a solution, and we try to automate this process in order to support community 
members in their learning activities. 

Automation is very cost-effective when it comes to time saving. It helps avoid sev-
eral phases and replaces the manual work done by the supervisor (or teacher) whose 
role is to validate the solutions that are proposed by the community members (or 
learners). On the other hand, the social validation can give some precision about the 
obtained results by considering distinct opinions that are based on different criteria. 

In the next section, we present our approach for automating the process of social 
validation, bearing in mind that we consider the validation of one solution at a time. 

3 Contribution 

In our work, we have tried to automate the validation process using Machine Learning 
(ML) techniques. The choice for these techniques has been dictated by the fact that 
they allow to take into account the rich experience (knowledge repository) in terms of 
validations of solutions throughout the lifetime of a community. As such, they direct-
ly take into account the existing experience, which makes them very different from 
conventional algorithmic methods where an exact and accurate understanding of the 
factors that are taken into account in any validation of a solution is required. 

We start by the modelling of the solution validation problem in terms of some spe-
cific parameters that need to be represented. Our goal is to define an evaluation in a 
unique way so as to be able to manipulate it in the (automatic) training phase. 

In this section, we present these parameters as well as the process followed by each 
of the considered ML techniques. 

3.1 Parameters of an Evaluation 

As explained above, the prediction of a degree of validity for a given solution is col-
lective, based on the various members’ assessments of the solution. To this end, we 
have defined the parameters that we consider as being the most important and signifi-
cant ones to identify, characterize, and implement each assessment (see Fig. 1). Thus 
we believe that the evaluation by a given member Mi concerns the level of the evalua-
tor, the assigned score, the confidence, the evaluation context, the skill level and the 
success. We now explain each of these parameters. 
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Fig. 1. Parameters of an evaluation 

1. Level of the evaluator: Each assessment corresponds to a single member. This 
member has a certain amount of knowledge and expertise which are measured by 
the parameter “Level”. In our case, a member is either a Professor, a PhD student, 
a Master’s student, a student preparing a Bachelor’s degree or a member with basic 
knowledge. 
The evaluator’s Level is predefined in this user's profile at the time of his registra-
tion into the community. The value of this “level” is a coefficient that depends on 
the significance of the evaluator’s level with respect to all the existing levels in the 
community. 

 Coefficient(Level) = Score/N                   (1) 

where: N is the number of levels 

Table 1. Computation of the level of the evaluator 

Level Coefficient 
Professor 5/5=1 
PhD 4/5=0.8 
Master’s 3/5=0.6 
Bachelor’s 2/5=0.4 
Basic 1/5=0.2 

2. Score: For each evaluation, a score will be given by the evaluating member. This 
score represents the member’s opinion of the solution being evaluated: the evalua-
tor may assign a high score if the solution is good or very good, and an average 
score if the solution is not quite correct, or even a low score if the solution is 
judged incorrect.  

3. Confidence: The score given by an evaluating member reflects his opinion. A per-
centage of confidence is assigned by the evaluator himself to each score he gives: 
if he is sure of his score, he will give a high degree of confidence; otherwise, the 
degree of confidence will be lower. 

4. Evaluation context: In evaluating a solution, the member does his assessment of 
the solution based on a given source. This source could be a book, a document, an 
article, etc. The importance of the sources is different based on each one’s credibil-
ity. We thus assign a weight to each source to indicate its reliability. The evalua-
tion context can take several formats: tested results, research outcome, a similar 
problem, an approved opinion, or a new problem. 
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5. Skill level: A profile is associated with each member of the community. This pro-
file is mainly used to retrieve information about the expertise of a member accord-
ing to what he/she described as areas of expertise with respect to all the areas iden-
tified in the community by the input parameter “degree of expertise”. As such, for 
a given problem in a specific domain, a member will have a certain level of exper-
tise that we call "skill level". More precisely, this level represents the quality of a 
member in relation to his expertise in a specific area. This will allow us to get an 
idea about the credibility of his evaluation. 

Three cases can be distinguished: 

• Either the domain belongs to the member's skills set (high rate) 
• Or the domain belongs to the member’s centre of interest (average rate) 
• Or the member has no knowledge at all about the domain (low rate) 

In order to calculate the skills level of a member with respect to the domain of the 
solution under evaluation, we need to calculate the similarity between all of the 
member’s areas of expertise and the domain of this solution. To this end, we have 
defined a taxonomy that encompasses the existing domains in a given community 
and have added rules that cover all the possible cases for the relative positions of 
two domains in the taxonomy. We summarize these rules in the following table: 

Table 2. Similarity rules 

 Description Similarity 

Rule 1 D is the same as  D’ Sim = 1 

Rule 2 D (direct or indirect) parent of 
D’ 

Sim = 1 

Rule 3 D (direct/indirect)  son of D’ Sim |weight D – weight D |∆Lev  

Rule 4 D and  D’ are independent Sim weight D if D and D′ at the same levelweight D∆Lev otherwise                        
where: 

D is the problem domain; 
D’ is one of the member’s domains of expertise  
Dc is the closest (parent) domain common to D and D’ ∆Lev is the difference between the levels of D and D’ 
 
The skill level of a member is calculated in relation to all his areas of exper-
tise using an ontology that uses the mentioned degrees of expertise (see 
Fig.2). These degrees reflect the coverage of subdomains (son nodes) from 
the related domain (parent node) in terms of knowledge. For example, a 
member who has knowledge in the field IGraphic, a-fortiori covers the sub-
domains Swing and AWT.  
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Fig. 2. Example of a taxonomy for the Java domain 

This skill level is calculated according to the following steps: 
Calculate the similarity between each domain of expertise Di and the de-
sired/searched-for domain D: 

 Similarity(D, Di)  (2) 

Associate the similarity of each domain with the member’s degree of expertise on Di 

 Similarity(D, Di) * Expertise(M, Di)                    (3) 

Find the domain that corresponds to the value that maximizes the obtained values 
using the expression: 

 k = argmaxi(Similarity(D, Di) * Expertise(M, Di))         (4) 

Calculate the quantum which represents the amount of acquired skills in other do-
mains to be added to the global competence of the member. The aim is not to neglect 
this additional skill. 

Quantum= {{i = 1 − N} and i k, (Similarity(D, Di) *Expertise(M, Di) / 10*(N − 1) }     
 (5) 

We point out that the number 10 is a factor that we can manipulate to increase or de-
crease the quantum with which we will adjust the additional competency provided by 
other domains rather than that giving the maximum of similarity. 
Calculate the final competency of M with respect to D given that this value must be at 
least equal to a maximum value and does not exceed the value 1. 

 Competency (M, D) = min[1, ((Sk* Pk) * (1 + quantum))]    (6) 
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where: 

Sk is the similarity between the domain Dk which maximizes the competence 
of M and the domain of the solution 
PK is the member’s expertise  
D is the domain of the solution 

6. The degree of success: An active member may be considered as a trusted source 
because of his correct assessments in two cases: (1) he generally evaluates posi-
tively solutions that at the end of the validation process obtain a high degree of va-
lidity; and (2) he generally evaluates negatively solutions that at the end of the va-
lidation process are assigned a low degree of validity.  

Accordingly, we assign to him a degree of success which represents the distance of 
one of his evaluations to the final validity of the solution according to the score he 
gave it. The following is the formula we propose to calculate the degree of success: 

 Success(Si) = 1 − |Score − validity(Si)|       (7) 

A member’s success score is calculated with respect to the relative success of all 
the solutions he has evaluated: 

                              ess N ∑ esN                   (8) 

3.2 Use of Machine Learning Techniques 

Machine Learning (ML) techniques are powerful in terms of their flexibility and ease 
of extraction of hidden relations that exist within data of the various applications they 
could be used for. We have decided to use ML in our problem of social validation of 
solutions; the intuition is to have automated learning from past experience of users’ 
evaluations and the experts’ assessments of the quality of these evaluations. We use 
the representation of an evaluation as presented above and apply different ML tech-
niques on data given in this representation.   

3.2.1 Modelling of Machine Learning Methods  

We are mainly interested in three methods: Genetic Algorithms (GA) (See (Goldberg, 
1989), (Holland, 1992) and (Mitchell, 1996)); Neural Networks (NN) (See (Muller 
and Reinhardt, 1994) and (Fausett, 1994)); and the Naïve Bayes Approach (Mitchell, 
1997), as presented in the following sub-sections: 

3.2.1.1 Genetic Algorithms: Genetic algorithms (GA) are often used for optimization. 
In our case, we have used a similar approach to Data Mining guided by the GA to 
highlight useful information for solving our problem. The approach proceeds as fol-
lows in the learning phase: 

• Consider an initial population as a set of evaluations, carried out on different solu-
tions, and represented using the six aforementioned parameters. 
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• Conduct a series of crossings and mutations by randomly changing the parameter 
values. 

• Keep the final population which corresponds to the final validity predicted by a 
supervisor. The fitness function used is the following: 

 N ∑ c xN                 (9) 

where xi is the value of the attribute and ci its coefficient.  
 

• Encode the population obtained after the previous step using a binary encoding. 
• Apply an algorithm for mining association rules such as the Close algorithm (Pas-

quier et al., 1999; Pei et al, 2000). 
Gradually enrich the rule base with new rules. These new rules will be added to cater 
for newly encountered cases that are not covered by the already generated rule base. 
 
In our context, an Association Rule (Han et al., 2006; Sarawagi et al, 2000) is an im-
plication of the form X  Y where X is a conjunction of Attribute-Value pairs of the 
form “Attributei = Valuej” and Y is a pair  Attribute-Value of the same form which 
represents the degree of validity of an evaluation. Example:  0,8   0,6  0,9    0,8                                                                                                      10  

The CLOSE algorithm is used for the extraction of informative association rules 
based on the informative content of the database (Pasquier et al., 1999; Pei et al, 
2000).  

3.2.1.2 Neural Networks: Artificial Neural Networks (ANNs) have been designed to 
mimic information flow in the human brain. Neural networks are efficient for com-
plex problem solving, especially for pattern matching, classification, and optimization 
problems. In our case, we have used this method to predict a degree of validity of a 
given evaluation. 

After designing several models of ANNs, we have tried various learning and acti-
vation functions, varying the number of neurons in each case. We have selected the 
NN architecture as follows for as good a learning phase as possible: 

• Design a multilayer perceptron containing: six inputs, twenty neurons on the hid-
den layer and one neuron on the output layer. 

• Feed in input into the network each 6-value input describing an evaluation of a 
solution. 

• Give as output the validity score given by the supervisor for the given input. 
• Train the network until the best learning is obtained (trying various architectures). 
• Once a good learning has been achieved, simulate the network. 
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3.2.1.3 Naive Bayes Approach: The Naive Bayes Approach is a probabilistic ap-
proach based on conditional probability calculations. It is called Naïve due to the 
assumption it makes of independence of the various events (attributes) it considers. In 
spite of this, this assumption has not prevented them from providing an efficient and 
often good approach. In our case, we have considered a set of evaluations on various 
solutions, represented using the six parameters. We present below the steps followed 
for the calculation of the probabilities: 

• Calculate the probability of the validity value Vi : 

                           (11) 

where N is the number of evaluations considered for the learning. 

• Calculate the conditional probability that an attribute takes a value valuei, given 
that Vi is the value of the validity:  

 /     (12) 

• Calculate the conditional probabilities that the validity takes different possible 
values Vi bearing in mind that the attributes have some given values.  

 /  ,  , . . . ,    (13) 

• Consider the validity Vi corresponding to the maximal probability of the set ob-
tained as the validity of the evaluation. 

3.2.2 Application of the Machine Learning Techniques  

In the case of a new solution to be validated, the steps to be followed are as follows: 

• Represent all the evaluations of the solution using the six attributes. 
• Predict a degree of validity for each one of the evaluations for the three methods. 
• In the case of the GA: associate with each evaluation the most suitable rule, and 

then generate rules based on the validity rates for each evaluation. 
• In the case of the ANN approach: simulate each evaluation by the ANN assigning a 

validity rate for each evaluation. 
• In the case of the Naïve Bayes approach: calculate the probabilities of the evalua-

tions and associate each evaluation with a validity rate. 
• Remove the incorrect values from the set of validity rates. 
• Apply a credibility formula to calculate the final validity:                                y ∑ edibility y    (14) 
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4 Implementation and Tests 

4.1 Description of the Testing Phase 

In order to test our approach, we have developed an online community platform for 
Java learning, including the different functionalities related to our approach. Fur-
thermore, we have developed a prototype to automatically generate a large number 
of solutions and their evaluations. This has allowed us to create the database and 
hence to carry out our learning process. In addition, we have used the community 
platform, where members can add new problems, propose new solutions or evaluate 
some existing ones. Then we have represented all the obtained evaluations according 
to the six parameters, as proposed in section III. Finally, we have applied the se-
lected ML techniques. 

4.2 Discussion of the Findings 

We have implemented the three ML techniques to predict the degree of validity of a 
given solution. After some tests and experimentations, we obtained the results shown 
in the following figures:   
 

 

Fig. 3. Increasing number of the association rules (GA approach) 

 

Fig. 4. Error rate of the ANN method 
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Fig. 5. Error rate of the Naïve Bayes approach 

• We can deduce from the application of the GA approach that more and more new 
solutions are validated, more rules can be generated and the accuracy of the rules 
application increases improving the degree of validity (see Fig. 3). 

• The application of ANNs allows us to conclude that the error rate decreases with 
the increasing number of examples that are used as input during the ANN learning 
phase (see Fig. 4). 

• Finally, the application of the Naïve Bayes approach allows us to deduce that with 
the increasing number of examples, the error rate decreases, which implies that the 
number of correct predictions increases, and hence the results become more accu-
rate (see Fig. 5). 

On the other hand, an analysis of the results we have obtained has allowed us to com-
pare the three ML methods on the basis of four criteria (see Table 3).  

• Criterion 1 – Data redundancy: if data appears frequently, then the learning out-
comes are improved. 

• Criterion 2 – Number of instances: when the number of data instances used in the 
learning increases, the learning is better guided and gives more accurate results. 

• Criterion 3 – Appropriateness of results: the learning is considered good if it fre-
quently gives accurate results with low error rates. 

• Criterion 4 –New cases: learning is considered good if it can handle well and 
robustly a situation where a new case arises (a case which was not seen during the 
learning phase). 

Table 3. Comparison of the three ML methods 

 GA ANN NBA 

Criterion 1 Yes No Yes 
Criterion 2 Yes Yes Yes 
Criterion 3 Somewhat Strongly  Always 
Criterion 4 Frequently Somewhat Never 

According to these results and analysis, we conclude that the neural networks have 
given the best performance compared to the two other approaches. In order to im-
prove the obtained results, it would be very interesting to combine these approaches 
in different ways and to compare the performance of the different algorithms. 
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5 Conclusion and Perspectives 

We are interested in this work in the problem of social validation of solutions pro-
posed in the context of a learning community. We have considered the evaluations 
carried out on already proposed solutions and modeled the problem according to sev-
eral criteria. An automatic validation process was proposed using three machine 
learning techniques: genetic algorithms, neural networks and the Naive Bayes Ap-
proach. An experimental study of the developed prototype has been conducted. The 
results show that neural networks have given the best performance. 

As future work we envisage to make further tests on a real community of learners and 
collect as much data as possible to enrich the learning. We envisage also to check the 
possibility of combining some of the different learning techniques and to generalize the 
process of social validation of more than one proposed solutions to the same problem.  
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Abstract. In this paper, we propose a new clustering method based on the com-
bination of K-harmonic means (KHM) clustering algorithm and cluster validity 
index for remotely sensed data clustering. The KHM is essentially insensitive to 
the initialization of the centers. In addition, cluster validity index is introduced 
to determine the optimal number of clusters in the data studied. Four cluster va-
lidity indices were compared in this work namely, DB index, XB index, PBMF 
index, WB-index and a new index has been deduced namely, WXI. The Expe-
rimental results and comparison with both K-means (KM) and fuzzy C-means 
(FCM) algorithms confirm the effectiveness of the proposed methodology.  

Keywords: Clustering · KHM · Cluster validity indices · Remotely sensed  
data · K-means · FCM 

1 Introduction 

Clustering is an exploratory data analysis tool that reveals associations, patterns, rela-
tionships, and structures in masses of data [1] [2]. Two approaches of clustering algo-
rithms exist in the literature: fuzzy (or soft) and crisp (or hard) clustering. In the first 
approach, clusters are overlapping and each object belongs to each cluster to a certain 
degree (or with a certain fuzzy membership level) [3]. The fuzzy c-means (FCM) [4] 
seems to be the most widely used algorithm in the field of fuzzy clustering. It appears 
to be an appropriate choice in multiple domains as remote sensing satellite images and 
pattern recognition [5] [6]. In crisp clustering, clusters are disjoint: each objet belongs 
to exactly one cluster as example we cite the K-Means (KM) [7] and ISODATA (Iter-
ative Self-Organizing Data Analysis Technique) algorithms [8]. These latter are wide-
ly used clustering methods for multispectral image analysis [9]. Also, these algo-
rithms have been successfully used in various topics, including computer vision and 
astronomy. Their popularity is mainly due to their scalability and simplicity. Howev-
er, they suffer from a number of limitations. Firstly, the requirement to define a priori 
the number of K clusters is considered as a handicap and consequently an inappro-
priate choice of initial clusters may generate poor clustering results [10]. Secondly, 
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the  KM algorithm and similarly the ISODATA algorithm work best for images 
with clusters which are spherical and that have the same variance. This is often not 
true for remotely sensed data with clusters which are more or less elongated with a 
much larger variability, such as forest for example [11]. Also, convergence to local 
optimum is always observed in this kind of algorithms [1]. 

To deal with these drawbacks, considerable efforts have been made to mainly 
create variants from the original methods. As examples we cite KM and its alterna-
tives K-Harmonic Means, Trimmed k-means and k-modes algorithm [1]. At the same 
time some works have focused on the developing of measures to find the optimal 
number of clusters using cluster validity indices [3]. We distinguish fuzzy indices 
(used with fuzzy clustering) and crisp indices (used with hard clustering). As exam-
ples of fuzzy indices we can mention XB index [12] as well as Bezdek’s PE and PC 
indices [13] [14]. DB-index [15], Dunn’s index [16] and Calinski-Harabasz index [17] 
are some of the popular indices used in crisp clustering. [3] [18] [19] give a very im-
portant review of different CVIs present in the literature. 

In this study we investigate the ability of the K-Harmonic Means clustering algo-
rithm combined with validity indices, especially in unsupervised classification of 
remote sensing data. The rest of paper is organized as follows. Methodology will be 
firstly presented in Section 2; the experimentation and the results obtained will be 
tackled in Section 3. Section 4 concludes the paper. 

2 Methodology 

In this section we give a brief description of the K-Harmonic Means and four cluster-
ing validity indices. Then we present the proposed method in details. In the next sec-
tions, the following notation will be adopted: 

 
: The number of objects in the data set. 
: The  object in the data set. 
: The number of clusters. 
: The center of cluster . 

d: The number of dataset dimensions. 

2.1 K-Harmonic Means Algorithm 

The initialization of centers influence on the K-Means (KM) performance and it is 
considered as the main drawback of this algorithm. To improve KM, Zhang [20] pro-
poses to use the harmonic mean instead of standard mean in the objective function 
and has named the new algorithm K-Harmonic Means (KHM). ∑ ∑                                               (1) 

New centers clusters are calculated as following [21][22]: 
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∑ ∑
∑ ∑

                                       (2) 

2.2 Clustering Validity Indices 

In this sub-section, we introduce the clustering validity indices used in this work, 
namely Davies-Bouldin (DB), Xie-Benie (XB), Pakhira-Bandyopadhyay-Maulik 
Fuzzy (PBMF), WB index (WB) and WB-XB index (WXI). 

• Davies-Bouldin index (DB ) [15]: It is a very popular and used crisp index 
in clustering algorithms. It requires only two parameters to be defined by the 
user, the distance measure noted  and the dispersion measure noted . The 
DB is defined as follows: 

 ∑              (3) 

 With 

,                                             (4) 

 Where 

∑                                             (5) 

 And ∑                                             (6) 

 With 
 :  Component of the -dimensional vector . 
 : The center of cluster . 
 : The Minkowski metric. 
 : The number of vectors (pixels) in cluster .  

  
• Xie-Benie index (XB ) [12]: Also called function S, is defined as a ratio of 

the total variation to the minimum separation of clusters. Its definition is: 

∑ ∑
                                            (7) 
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• Pakhira-Bandyopadhyay-Maulik Fuzzy index (PBMF ) [3]: It is consi-
dered as validity index measure for fuzzy clusters. It is formulated as fol-
lows: 

∑ ∑                 (8) 

With  is constant for a given dataset. 
 

• WB index (WB ) [23]: It is defined as a ration of the measure of cluster 
compactness to its measure of separation. It is given by: 

∑∑                                   (9) 

• WB-XB index (WXI ): It is defined as the average between WB and XB 
indices and is formulated as follows:  

 

 WXI = (WB_index + XB_index) /2  (10) 

2.3 Mean Square Error (MSE) 

It is a measure of error which is often used in clustering problems. It represents 
the mean distance of objects in the dataset from the nearest centers [24].  It is 
formulated as follows: 

 
(11) 

 
 

2.4 Proposed Method 

In this subsection, we present the proposed method which combines the KHM algo-
rithm, the mean square error (MSE) and WXI cluster validity index. This new method 
is called Growing KHM (GKHM). 

For a given data distribution two centers are chosen randomly (Fig. 1. a), the KHM 
clustering algorithm is then applied to obtain the two initial clusters (Fig. 1. b). Also, 
the mean square error (MSE) is computed in this stage for each cluster to select the 
heterogeneous one (MSE is maximal) to be divided. Therefore, two new centers are 
computed (Fig. 1. c) and the old one is removed. The process is repeated until a num-
ber of epochs are satisfied. The complete algorithm for the proposed method is given 
by the following: 

 
1. Choose two centers randomly from the dataset. 
2. Run the KHM algorithm with these two centers 
3. Repeat  

dN

cx
MSE

K

j CX ji
ji

*

1∑ ∑= ∈
−

=
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4. epoch =1 
5. Compute MSE for each cluster  
6. Select the cluster with the maximum MSE value 

• Insert two new centers halfway between the old center and the 
two extremes of the cluster in order two have two new clusters. 

• Remove the old center 
• Run the KHM algorithm with the new centers (K = 2). 

7. Compute the WXIepoch of all the clusters and save it in the vector V with the 
related centers 

8. Until (epoch number’s reached) 
9. Select the minimum value of WXI in V i.e. The final number of clusters  

10. Clustering dataset with the appropriate centers. 

 

a                                                                    b 

    

c 

Fig. 1. Process of new centers: a) Data Initialization, b) Data Sampling, c) New Centers Generation 

3 Experimental Results 

This section is devoted to experiments that ensure the validity and effectiveness of the 
proposed method. It is divided into three subsections. In the first subsection, an experi-
ment is conducted by using synthetic datasets to select the most suitable cluster validity 
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index for our work. In the second subsection, a comparison of our approach with both 
KM and FCM algorithms is drawn. The last subsection concerns the clustering of real 
satellite images using the proposed method and its results. All the experiments results 
have been obtained using the MATLAB software package. 

3.1 Comparison between the Four Cluster Validity Indices 

In order to select the best clustering validity index, we experimentally evaluated their 
performance on four different synthetic datasets using the basic KHM. Some of the 
datasets namely S1 and S4 are plotted in Fig. 2 respectively. Each dataset consists of 
5000 points representing 15 clusters. All the datasets can be found in the SIPU web 
page http://cs.uef.fi/sipu/datasets.  

 

Fig. 2. Synthetic data S1 and S4 

In this paper, we have used four synthetic datasets S1-S4 which have the same 
number of clusters (K=15) and the same Gaussian distribution with increasing overlap 
between the clusters. The overlapping is an additional criterion which allows us to 
select the optimal cluster validity index between indices used in this work. For this 
end, we have applied the KHM algorithm as mentioned before for each dataset by 
varying the number of clusters from 2 to 20; and, the values of the four CVI's are 
computed for different K. The results reported in Tables 1 and 2 show only the best 
values obtained by the four CVI's and their corresponding number of clusters K.  

From Table 1, we can see that WB and XB cluster validity indices give the best 
values for the KHM algorithm and reach their minimum respectively at the optimal  
 

Table 1. Comparison between DB, WB, PBMF and XB indices for S1 dataset 

Cluster Validity Indices 
K DB WB PBMF XB 
13 0.40 0,49 2,99 x 1010 0,08 
14 0.42 0,36 9,69 x 1010 0,06 
15 0.44 0,24 4,26 x 1010 0,04 
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Table 2. Comparison between DB, WB, PBMF and XB indices for S4 dataset 

Cluster Validity Indices 
K DB WB PBMF XB 
4 0.84 1.89 2.32 x 1010 0.16 

11 0.64 1.17 1.18 x 1010 0.11 

14 0.65 0.96 1.25 x 1010 0.09 

15 0.72 0.90 0.77 x 1010 0.14 

 
number of clusters (K=15). On the other hand, the DB and PBMF cluster validity 
indices approximate the number of clusters (K=13 and K=14). 

From Table 2, we notice that WB index still offers the best values for the KHM al-
gorithm and reaches its minimum for the optimal clusters number (K=15). The XB 
index approximate the solution and has its optimum value nearly to the solution 
(K=14). However, DB and PBMF fail to find a near best solution by returning a com-
pletely wrong number of clusters (K=11 and K=4) and having an unstable minimum. 

In Summary, the results show that all the cluster validity indices provide an accu-
rate estimation of the clusters number when the clusters in dataset present a small 
distortion. However, several knee points are detected with exception of the WB index. 
For clusters with a largest distortion, case of the S3 and S4 datasets, the DB and 
PBMF indices fail to find the optimal number of clusters. These conclusions lead us 
to say that only the WB and the XB indices can be used for this kind of datasets. Ac-
cording to the obtained results; the combination of WB and XB indices seems inter-
esting and the new index called WXI (Equation 9) was deduced and tested.  

Table 3. Comparison of the minimal values of the WXI for S1,S2,S3 and S4  

 S1 S2 S3 S4 
OVI 0.13 0.23 0.45 0.49 
K 15 15 14 15 

 
The results of WXI are very promising since the error margin reported in Table 3 is 

acceptable. Indeed, the combination of WB and XB indices has maximized the per-
formances of both of them and erased the deficiency of each one. 

3.2 Comparison with KM and FCM Algorithm 

In this section, different tests have been performed using GKHM, KM and FCM over 
50 iterations. The WXI has been computed in each test and used to compare between 
their results.  

In order to compare between the GKHM and the two other algorithms using the 
WXI, we have computed up each of them to 50 iterations with a static number of 
clusters (K=15) for the KM and the FCM. The results appear in Figures 3 and 4. 
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Fig. 3. Comparison between the GKHM, the KM and the FCM for S1 using the WXI 

Form Fig. 3, we notice that the KM and the FCM reach inferior minimums than the 
GKHM but the results are very fluctuant and change constantly; it brutally increases 
after reaching the minimum which indicates unstable algorithms unlike the GKHM 
which is totally stable and remains on its minimum value. 

 

Fig. 4. Comparison between the GKHM, the KM and the FCM for S4 using the WXI 

The results in Fig. 5 represent the WXI values for the high overlap data synthetic 
S4. The curves shape shows that the KM and GKHM are stable; however, only the 
first algorithm gives the best results. In contrast, the shape of the FCM curve stays 
very fluctuant and unstable.  
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Table 4. The average results of the WXI at 50 iterations for all synthetic datasets 

Aver-
age_WXI_KM 

Average_ 
WXI _FCM 

Average_ WXI 
_GKHM 

S1 0.45 0.43 0.17 
S2 0.32 0.30 0.29 
S3 0.42 0.45 0.53 
S4 0.49 0.50 0.64 

Average 0.42 0.42 0.40 
 

 
a d

 
b e

 
c f

Fig. 5. Clustering using the GKHM on remote sensed data sets 
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From Table 4, we notice that the GKHM is a totally stable algorithm and tends to 
minimize the WXI values more than the KM and FCM, especially when data are well-
separated. However, the GKHM responds less well when dealing with high over-
lapped datasets. In the case of FCM and KM, the results are unstable due to their high 
dependency on their centers number initialization. The three algorithms have approx-
imately the same results with better global issues for GKHM concerning datasets 
tested in this paper. 

3.3 Experiment on Remotely Sensed Data 

In the last experiment, the clustering has been performed on three multispectral re-
motely sensed data; the details of the image sets are as follows: 

− A Landsat 8 sub-scene of Oran the image has three spectral data channels 
and size of 400 x 400. The spatial resolution is 30 meters (Fig. 6.a). 

− A Spot 5 sub-scene of Oran the image has three spectral data channels and 
size of 400 x 400. The spatial resolution is 20 meters (Fig. 6.b). 

− A Landsat 8 sub-scene of Arzew the image has three spectral data channels 
and size of 600 x 800. The spatial resolution is 30 meters (Fig. 6.c). 

The clustering results of the three remotely sensed data by the proposed method are 
shown in Fig. 6.d with eight clusters, Fig. 6.e with five clusters and Fig. 6.f with six 
clusters, respectively. The visual comparison with the corresponding original images 
shows that the obtained results appear generally satisfying even if we notice some 
confusion between water pixels and shadow ones, case of the second image. 

4 Conclusion 

A new clustering method for multispectral remotely sensed data has been proposed 
in this paper. The method combines both the K-Harmonic means algorithm and the 
clustering validity index in order to find the optimal number of clusters and per-
form the classification task. Note that the K-harmonic means has been used with 
only two clusters and the increasing of the centers number has been provided by an 
automatic insertion of the new clusters.  However, some improvements can be 
made, especially by reducing the time processing cycle. Also, the developed algo-
rithm uses internally a combination of validity indices in order to return an optimal 
number of clusters.  

Other improvements could be done by testing the GKHM on large datasets includ-
ing high-dimensional datasets and shape sets. 

A further research will involve the application of new validity indices such as DB* 
index [25], the comparison with both the enhanced differential evolution KHM [26] 
and the modified version of k-means algorithm proposed by Celebi and al. [27] and 
finally the use of the ensemble clustering technique. 
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Abstract. Seeded Region Growing algorithm is observed to be successfully 
implemented as a segmentation technique of medical images. This algorithm 
starts by selecting a seed point and, growing seed area through the exploitation 
of the fact that pixels which are close to each other have similar features. To 
improve the accuracy and effectiveness of region growing segmentation, some 
works tend to automate seed selection step. In this paper, we present a compara-
tive study of two automatic seed selection methods for breast tumor detection 
using seeded region growing segmentation. The first method is based on thre-
sholding technique and the second method is based on features similarity.  
Each method is applied on two modalities of breast digital images. Our results 
show that seed selection method based on thresholding technique is better than 
seed selection method based on features similarity. 

Keywords: Medical image segmentation · Medical informatics · Automatic 
seed selection · Region growing · Tumor detection 

1 Introduction 

The basic segmentation aim is to divide an image into different regions based on cer-
tain criteria. The regions with connected pixels of similar values can provide impor-
tant cues for extracting semantic objects. Since, image segmentation is mainly used to 
locate an objects or an object boundary in an image thus it can be used in applications 
which involve a particular kind of object recognition such as breast tumor.  

Though researchers introduced several images segmentation methods but, most of 
these methods are not suitable for medical images. Image segmentation using seeded 
region growing (SRG) technique has increasingly become a popular method because 
of its ability to involve a high-level knowledge of anatomical structures in seed selec-
tion process [Jianping et al. 2005]. In most of the region growing algorithms, all the 
neighbors need to be evaluated for the region to be grown. The region growing starts 
with a seed pixel and repeatedly adds new pixels as long as the segmentation criterion 
is satisfied [Deboeverie et al. 2013].  
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One of the most important factors in region growing process is seed pixel selection. 
Seed pixel is often chosen close to the center of the region of interest (ROI). For ex-
ample, if we are to segment a tumor from the background, it is always advisable to 
select the seed point for the tumor in the middle of the tumor [Najarian and Splinter 
2012]. If seeds are not properly selected, the final segmentation results would be defi-
nitely incorrect [Massich et al. 2011]. Despite the existence of many automatic seed 
selection methods, SRG algorithm still suffers from the problems of automatic seed 
generation [Mehnert and Jackway1997; Jianping et al. 2001]. 

In this paper, two automatic seed point selection methods are compared. The first 
method based on thresholding technique is proposed by Al-Faris et al. [Al-Faris et al. 
2014]. The second method based on features similarity is proposed by Yuvaria and 
Ragupathy [Yuvarai and Ragupathy 2013]. The same data and the same criteria have 
been used in this comparison. 

The rest of the paper is organized as follows: Section 2 describes experimental au-
tomatic seed selection methods. Section 3 gives a view on experimentation. Section 4 
presents some results with discussion. Section 5 draws our conclusion. 

2 Automatic Seed Selection Methods 

For the region growing to be effectively achieved, the crucial part is the position of 
the seed pixel which must be selected from where the region growing may start [Me-
sanovic et al. 2013]. Up to now, some works use a semi-automatic region growing 
algorithm and still need user interaction for seed selection. Other works are fully au-
tomatic and the user has only a verification role. Among these later works those pro-
posed by Al-Faris et al. [Al-Faris et al. 2014] and Yuvarai et al. [Yuvarai and Ragupa-
thy 2013]. Al-Faris et al. exposed an automatic seed selection method based on the 
thresholding technique. Yuvaria et al. developed an automatic seed selection method 
based on features similarity. The description of these two methods is detailed in the 
following. 

2.1 Seed Selection Method Based on Features Similarity (SSFS) 

In order to detect a mass in a mammogram using SRG segmentation, Yuvarai and 
Ragupathy proposed a new seed point selection method based on features similarity. 
Statistical features like mean, dissimilarity, sum average, sum variance and auto cor-
relation are considered as significant features able to identify a mass. These features 
are computed and fixed for masses which have been previously identified by an ex-
pert. Seed selection process starts by initializing a mask, and then calculates its fea-
tures from the regions within the mask. If the mask features do not match with the 
mass predefined features, the mask is therefore shift. Otherwise, the initial pixel of the 
mask is taken as seed point.  
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2.2 Seed Selection Method Based on Thresholding Technique (SSTT) 

Al-Faris et al. [Al-Faris et al. 2014] used SRG for breast MRI tumor segmentation 
with seed point selection based on the thresholding technique. A new algorithm is 
developed for automatic evaluation of the suitable threshold value. This algorithm 
searches for the maximum value in each row in the image and saves it temporarily. 
This process is repeated for all the rows until the last. Then, a summation of the tem-
porarily stored values is calculated. The mean maximum raw is then calculated by 
dividing the summation value by the number of rows in the image. The resultant mean 
value will be considered as the threshold value for the binarization process. In order to 
remove the unwanted small white speckles in the image which do not belong to the 
ROI and enhance the boundary of the suspected regions, the morphological open op-
eration (erosion followed by dilation operations) has been applied. To extract ROI, all 
the regions are ranked in an ascending order according to their density values. After, 
the highest region will be chosen as the main suspected region. The seed is the pixel 
of this main suspected region with maximum intensity value. 

3 Experiments  

3.1 Dataset 

In this study, two databases with different modalities of breast digital images are 
considered:   

1. RIDER breast MRI dataset downloaded from the National Biomedical Imag-
ing Archive [10].  The dataset includes more than 1000 breast MRI images 
for five patients. All the images are axial 288 X 288 pixels. The dataset also 
includes Ground Truth (GT) segmentation which has been manually 
identified by a radiologist. 

2. MiniMIAS database provided by the Mammographic Image Analysis Socie-
ty (MIAS) [11].  MiniMIAS consists of a variety of normal mammograms 
as well as mammograms with different characteristics and several abnormali-
ties. The mammograms are digitized at a resolution of 1024x1024 pixels and 
at 8-bit grey scale level. All the images include the locations of all the ab-
normalities that may be present. 

3.2 Seed Point Selection Criterion 

Region growing is one of the most popular techniques for medical images segmenta-
tion due to its simplicity and good performance [Saad et al. 2012]. But, this perfor-
mance is deeply influenced by seed point position. Therefore, selecting a good set of 
initial seeds is very important. To determine the good seed position, Massich [Mas-
sich et al. 2011] tested 10 areas-of-interest selected at different distances and orienta-
tions from the lesion center. The 10 tested areas are: The area 1 is the zone located 
outside the lesion; the areas from 2 to 5 are the zones situated on the boundaries of the 
lesion; the areas from 6 to 9 are the zones placed near the lesion center and, the area 
10 is the lesion center.  The best segmentation results are obtained by using the seed 
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points located in area 10. The segmentation performance decrease when the seed posi-
tion moves away from the lesion center. Consequently, a seed point can be placed in 
three different areas: 

1. Inside the ROI; in this situation, segmentation result is more and more accurate 
if seed position approximates the ROI center. 

2. On the border of the ROI; in this situation, there are two possibilities, either the 
segmentation fails or success. 

3. Outside the ROI; in this situation, the segmentation fails.  

Figure 1 gives an example of these three situations. If the seed is centered in the 
ROI (figure 1.a), therefore the SRG segmentation well extracts the lesion (figure 1.e). 
If the seed is placed on the border of the ROI (Figure 1.b and Figure 1.c), therefore 
the SRG segmentation can success (figure 1.f) or can fail (figure 1.g). The SRG seg-
mentation fails (figure 1.h) if the seed is placed outside the ROI (figure 1.d). 

 
 

(a) (b) (c) (d) 

(e) (f) (g) (h) 

Fig. 1. Examples of different seed placement (left column) and correspondent segmentation 
results (right column) 

To sum it up, the seed position can be considered as a good criterion in the compar-
ison between automatic seed generation methods. The seed position is adequate if and 
only if the seed is placed inside the ROI. In addition, the best method is the method 
which generates seeds close the lesion center. 

4 Results and Discussion 

Considering the fact that the initial seed selection has a great influence on the final 
segmentation accuracy, we propose a comparative study of two automatic seed selec-
tion methods: SSFS and SSTT. The behavior of the two methods was examined using 
a randomly selected dataset from MiniMIAS database and Rider database. We notify 
that, in region growing segmentation process, the same similarity measure and the 
same threshold value have been used for the two methods. 
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5 Conclusion 

Since region growing technique often gives good segmentation results that correspond 
well to the observed edges, it is widely used in medical images. Typically, a seeded 
region growing algorithm includes two major steps. The first step is seed point gener-
ation by selecting an initial seed point somewhere inside the suspected lesion. The 
second step is region formation which starts from the seed point and grows progres-
sively to fill a coherent region. As, region growing results are sensitive to the initial 
seeds, the accurate seed selection is very important for image segmentation. In this 
work, we have implemented, tested and evaluated two automatic seed selection me-
thods. The SSTT method proposed by Al-Faris et al. is based on the thresholding 
technique. The SSFS method proposed by Yuvaria et al. is based on features similari-
ty. The tests were elaborated on two different kinds of breast images modalities: 
mammograms and IRM. Both the SSTT and the SSFS methods deal well with mam-
mograms. But, as far as IRM is concerned, the SSTT method performs better than 
SSFS method. 
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Abstract. The standard Homogeneity-Based (SHB) optimization algorithm is a 
metaheuristic which is proposed based on a simultaneously balance between fit-
ting and generalization of a given classification system. However, the SHB al-
gorithm does not penalize the structure of a classification model. This is due to 
the way SHB’s objective function is defined. Also, SHB algorithm uses only 
genetic algorithm to tune its parameters. This may reduce SHB’s freedom de-
gree. In this paper we have proposed an Improved Homogeneity-Based Algo-
rithm (IHBA) which adopts computational complexity of the used data mining 
approach. Additionally, we employs several metaheuristics to optimally find 
SHB’s parameters values. In order to prove the feasibility of the proposed ap-
proach, we conducted a computational study on some benchmarks datasets ob-
tained from UCI repository. Experimental results confirm the theoretical analy-
sis and show the effectiveness of the proposed IHBA method. 

Keywords:  Metaheuristics · HBA · Improvement · Machine Learning · Medi-
cal Informatics 

1 Introduction 

Nowadays, metaheuristics approaches represent a well-established method toward 
solving complex and challenging optimization problems. Offering suboptimal (optim-
al) quality solutions in a reasonable time, they may be considered as complement to 
exact optimization methods. Among popular metaheuristics, there are: Genetic Algo-
rithm [1] emulates Darwinian evolution theory; Simulated Annealing imitates anneal-
ing process of melts [2] and Particle swarm optimization stems from biology where a 
swarm coordinates itself in order to achieve a goal [3]. 

Recently, Pham and Triantaphyllou [4][5][6]developed a new metaheuristic called 
HBA: Homogeneity-Based Algorithm. The Standard HBA metaheuristic (SHB) is 
used in conjunction with traditional data mining approaches (such as: ANN: Artificial 
Neural Network, DT: Decision Tree…) .The main idea of SHB algorithm is to simul-
taneously balance both fitting and generalization [5] by adjusting classification model 
through the use of the concept of Homogenous Set and Homogeneity Degree [4].This 
is done in order to reduce the total misclassification cost of the inferred models. How-
ever, a problem with SHB algorithm is that may not adopt computational complexity 
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of the used classification model. This is due to the way objective function is defined. 
For the SHB metaheuristic, the total misclassification cost is described by computing 
only the three type of errors (false positive, false negative and the unclassifiable cas-
es) with their penalty costs. Additionally, for this metaheuristic, only Genetic Algo-
rithm (GA) is adopted to find optimally thresholds values, used to control the balance 
between the fitting and the generalization. This may reduce SHB’s freedom degree. 

In this article, we extend works in [4][5][6]. New contributions lies in                             
(1) modifying the SHB’s objective function to support structural complexity of the 
used classifier model (2) Proposing a meta-optimization based solution to the problem 
of tuning SHB’s parameters. The IHBA (Improved Homogeneity-Based) algorithm 
enhances average results obtained in comparison to the standalone algorithms. Rest of 
this paper is organized as follows:  

The standard HBA metaheuristic (SHB) is presented in the following section, be-
fore the proposed approach IHBA is elaborated. Section 3 describes some famous 
benchmark datasets used to test the proposed approach and explains respective re-
sults. Last section concludes the paper. 

2 Methodology 

2.1 Standard Homogeneity Based-Algorithm (SHB) 

SHB is a recent metaheuristic, developed by Pham and Triantaphyllou in [4][5][6]. 
The main idea of SHB algorithm is to adopt a simultaneously balance between gene-
ralization in order to minimize total misclassification cost (TC) [4][5][6]. Let CFP, 
CFN, CUc be the penalty costs for the false positive, false negative and unclassifiable 
cases respectively. Also, let us denote RateFP, RateFN, RateUc as the false positive, 
false negative, unclassifiable rates, respectively. Then TC is defined as follow: 

 TC=min (CFP*RateFP+CFN*RateFN+CUC*RateUC) (1) 

SHB algorithm is used in conjunction with data mining techniques to create classifi-
cation system that would be optimal in term of TC value. There is a fundamental key 
issue regarding the SHB algorithm [4][5][6]: 

• The more compact and homogenous decision regions are, the more accurate the 
inferred models are. In addition, the denser the decision regions are, the more accu-
rate the inferred models are. 

The density measurement for a homogenous set is called Homogeneity Degree (HD) 
[4]. In [4][5][6] ,the authors  proposed a way to compute HD as follow:   

 HD= ln (nc) / h (2) 

Where nc is the number of points in a given set C, and  h is defined in Heuristic 
rule. 
The SHB algorithm stops when all of the homogenous sets have been treated. Note 
that SHB metaheuristic utilize GA (Genetic Algorithm) to find optimal values of the 
controlling threshold: β -, β+, α-, α+. 
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Heuristic Rule: if h is set equal to the minimum value in set C and this value is used 
to compute the density d(x) using equation 3, then d(x) approaches to a true density. 

       ∑ ∏  
    (3) 

Where  is the kernel function, defined in D-dimensional space and n is the number 
of points in a given set C. 
The following pseudo-code describes the SHB algorithm: 

Start 
Initial parameters setting (α+, α-, β+, β -). 
1. Apply a Data Mining approach on a training dataset T1 
to infer positive and negative classification models. 
2. Break the inferred models into hyper spheres. 
3. For each hyper sphere C do: 
  Determine whether C is homogenous or not. 
     If so, computer HD using formula 2. 
     Else fragment C into smaller hyper spheres. 
4. Sort HD in decreasing order. 
5. For each homogenous set C do: 
  If [(HD ≥ β+(β-)] then                                                     
     Expand C using HD and α+(α-). 
  Else  
     Break C into smaller homogenous sets. 
end 

2.2 A Modified SHB Objective Function  

As presented above, SHB algorithm modifies an existing classification pattern such 
that the total misclassification cost TC (formula 1), will be optimized or significantly 
reduced. Nevertheless, SHB metaheuristic objective function neglects the structural 
complexity of a given classification model. For example, The ANN (Artificial Neural 
Network) structural complexity is defined as the total number of weights and bias, 
figured in its architecture and the time needed for network learning. It is proved by 
choosing theses parameters effectively minimize the network error and perform better 
results.  

In this regards, we have proposed a modified objective function, adopting the com-
putational complexity design function [7] to compute the penalty of a given pattern 
classification architecture as follow:  

    
 (4) 

Where ( 1, 2  > 0 ϵ ℜ (usually 1 2), are factors indicating importance degree 
of the learning and the generalization errors respectively. Penalty presents the model 
architecture influence of the objective function value as follow [7]:  
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 5  10 5 10 1 (5) 

Where: y is the number of epochs necessary in the model training; f(x) is the Structur-
al complexity of a classification model. 
Using different values of CFP , CFN , CUc in objective function formula (4) , we design  
others objective functions formula (6-7-8) as follows:  

   捯
 (6) 

 
 ᄲ

 (7) 

              1 3 3 3       1 3 3 3  

  (8) 

              2 20 3  拨       2 20 3  

Note that, (RateFPTrain, RateFNTrain, RateUcTrain) represent FP, FN and Uc rates during 
the training phase and  (RateFPGener, RateFNGener, RateUc Gener) represent  FP, FN and 
UC rates during the test phase. 

• In Formula 6: we do not penalize Uc, but penalize the same cost for FP, FN. 
• In Formula 7: we penalize all three error types by unit equal to three. 
• In Formula 8: we penalize more FN than the other type of errors. 

2.3 Tuning SHB Parameters by Means of Metaheuristics 

Within the scope of SHB algorithm, there are four parameters which are used to con-
trol the balance of fitting and generalization that would minimize (or significantly 
reduce) the total misclassification cost (TC): 

• Two expansion factors α-, α+, to be used for expanding the negative and the       
positive homogenous sets. 

• Two breaking factors β -, β+, to be used for breaking the negative and the positive 
homogenous sets. 

Note that, if the expansion parameters values (α-, α+) are too high, then this would 
result in the oversimplification problem. On the contrary, too low expansion parame-
ters values may not be sufficient to overcome the overfitting problem. The opposite 
situation is true with the breaking factors values (β -, β+). Authors in [4][5][6] propose 
to only use genetic algorithm(GA) to find optimal threshold values for α-, α+, β -, β+. 
This may reduce the freedom degree of the SHB algorithm . 

This article employs several metaheuristics approaches to formally test the exis-
tence of a relationship between performance and effective parameters values. In par-

Where: 

Where: 
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ticular, (PSO: Particle Swarm Optimization, SA: Simulated Annealing and GA: Ge-
netic Algorithm) metaheuristics are used for the SHB algorithm parameters α-, α+, β -
, β+. That is these parameters represents individual variables and fobj described in 
formula 4 is taken as objective function. Since PSO, SA and GA metaheuristics ap-
proaches are tested using a dataset to find optimal values for (α-, α+, β -, β+), a cali-
bration dataset is needed. This requirement can be fulfilled in the following way: the 
original training dataset T is divided into two datasets: T1 (for example: 90%) for 
training data mining models to infer positive and negative classification models, and 
T2 as a calibration dataset. 

In the first phase, hyperspheres that cover decision regions are employed to obtain 
homogenous set (using step 3to 5 described in the pseudo-code of SHB algorithm) . 
Then, classification models (homogenous sets) are evaluated by using the calibration 
dataset T2  to compute  fobj. Next, metaheuristic bloc could replace the default tun-
ing parameters GA (Genetic Algorithm) and determine the new threshold values (α-, 
α+,  β -, β+). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Architecture of the proposed system to determine IHBA parameters 

In fact, this leads to a meta-optimization approach, which means that any metaheu-
ristic is used to search for the best tuning of parameters of metaheuristic in solving a 
given optimization problem [3]. After a number of iterations, the proposed approach 
returns the optimal threshold values of (α-, α+, β -, β+). It is to be emphasized that by 

Initialization Phase 

Initial parameters setting (α+, α-, β+, β-) 

Hypersphers covering decision regions 

Metaheuristics Approches 
 
 

IHBA guided by meta-optimization 
parameters tuning 

 

fobj α+, α-, β+, β- 

PSO SA GA 

Calibration Data-Set 

Get  Homogenous Set 

Homogenous Set Evaluation 

Compute  fobj using formula 
4
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employing metaheuristics bloc during SHB algorithm iterations , permit to estimate 
effective parameters setting for SHB metaheuristic and therefore, allow to approx-
imate a functional relationship between classifier’s performance and effective para-
meters .  The architecture of the overall system is depicted in figure 1. 

3 Some Computational Results 

3.1 Benchmark Data Sets  

This paper studies two medical data sets: Appendicitis (AP), and Thyroid (TR). Table 
1 shows a summary of the main characteristics of these datasets. The benchmark   
chosen present a variety of descriptions (including number and type of attributes, 
number of instances…). The first dataset is Appendicitis, created by Kapouleas and 
Weiss (1989) [8] from Rutgers university. The features were obtained from laboratory 
tests as follow: WBC1, MNEP, MNEA, MBAP, HNEP and HNEA. The second med-
ical dataset is thyroid disease, obtained from UCI repository [9]. It consists of five 
continuous attributes. The task is to identify whether a patient is normal or suffers 
from  hyper (hypo) -thyroidism. 

Table 1. Medical datasets characteristics 

Datasets No.        
Instances  

No.  
Features 

Training  
Dataset 

Testing  
Dataset 

Appendicitis 106 7 79 27 
Thyroid 215 5 143 72 

3.2 Results and Discussion 

The following are some computational results obtained from several experiments 
performed for each data mining approaches used in such work. Experiments were 
conducted with two datasets obtained from UCI repository [9]. As discussed before, 
we considered three scenarios for the IHBA objective function. Also, we choose dif-
ferent setting for (α1, α2) factors that are used to weigh the importance degree attri-
buted to the learning and the generalization errors respectively. 

Initially, we assigned an equal weight (α1=α2=1) to the learning and the generali-
zation errors for ANFIS (Adaptative Neuro-Fuzzy Inference System) [10], LVQ 
(Learning Vector Quantization) [11] and PMC (Perception Multi-layers). Then, we 
choosed a larger weight to the generalization than the training error (α1=0.5; α2=1). 
Finally, we attributed more importance to the ability of learning than the ability of 
finding correct output value for an unknown data sample (α1=1; α2=0.5).The results of 
these simulations are shown in Table 2, 3 and 4. According to those tables, it appears 
that α1 and α2 factors have influence on the final results. Those Tables show the mis-
classification testing error rate (TCTest) and feval (the objective function evaluation) 
obtained for original algorithms (ANFIS, LVQ, PMC) and the proposed IHBA     
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approach. The colon improvement presents any improvement rate achieved by the 
IHBA when compared with that of the standalone algorithm. 

Table 2. Results in minimizing (feval=FP+ FN) 

 
 
In a first scenario (formula 6), we did not penalize for the unclassifiable cases (Uc), 

and penalized by one unit the FP (False Positive) and the FN (False Negative) errors. 
The results of this scenario are shown in Table 2.This table shows that the average 
values of feval  obtained from the IHBA on the AP and TR datasets were 17.83, 18.18 
respectively. Furthermore, theses values of feval were optimal than the average values 
of feval achieved by the stand-alone algorithms on AP and TR datasets by about   
6.65, 22.76 respectively.  

In the second scenario (formula 7), we assumed that all three error types would be  
penalized by an identical value, equal to three units. The results are presented in Table 3. 
The average values for feval obtained from IHBA on AP, TR datasets were 147.55, 75.75 
respectively. These  values  for  feval were  less  than  the  average  values of  feval  
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No.impr 
No.impr 
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  39.31 
No.impr 
  41.09 
No.impr 
No.impr 
  23.33 
No.impr 

 
 

    3       26.9 
    3       19.3 
    3       38.2 
   11      14.4 
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   11      13.8 
    7       16.3 
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   25       22.8 
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    2         2.1 
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0.5  1 
1  0.5 
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Table 3. Results in minimizing (feval= 3FP+ 3FN+3Uc) 

 
 
achieved by original algorithms by about 18.16 and 41.8 on the AP, and TR datasets 
respectively. In the last scenario (formula 8), we assumed that the FN would be more 
penalized than the other two types of errors (FP, FN). In particular, table 4 shows that 
the average values for feval obtained from IHBA on the AP and TR datasets were 
236.63, 94.29 respectively .This table, shows that the feval were less than the original 
algorithms (ANFIS, LVQ, PMC) by about 0.43, 63.23 when applied on the  AP and 
TR datasets respectively.  

When comparing the tables 2, 3, 4, it appears that PMC and ANFIS models, usual-
ly obtain better results. However, ANFIS is more practical due to its transparency. 
Additionally, in some cases, the feval value of a standalone approach yielded better 
values than the one achieved by the IHBA metaheuristic. A reason for that is that the 
standalone algorithm may have reached the global optimal value (or close to that) for 
feval .Note that the number of membership functions and hidden layers affect the struc-
tural complexity of the neuro-fuzzy system and the artificial neural network models 
respectively, in this work, we proposed to use two membership function for ANFIS 
system and one hidden layer for LVQ and PMC classification models . 
 The best architecture model found for ANFIS, LVQ and PMC models were 
(128,20,20) for AP and (32,20,20) for TR dataset respectively. 
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Table 4. Results in minimizing (feval=FP+ 20FN+3Uc) 

 
 
In order to shed some light upon the second contribution, Table 5 provides an 

overview of the results obtained throughout the empirical comparison of different 
meta-optimization based solution (PSO, SA and GA) to the problem of tuning SHB’s 
parameters. The colon improvement 1 shows any improvement of feval achieved by 
IHBA enhanced by means of metaheuristics approaches to find optimal thresholds 
values (α+, α-, β+, β-), when compared with the standalone algorithms under the first 
consideration (where α1=0.5, α2=1) and by using ANFIS model. The colon improve-
ment 2 shows  any improvement of feval  achieved by IHBA enhanced by means of 
meta-optimization parameters tuning, when compared with best results obtained with 
IHBA under the first consideration, where α1,=0.5; α2=1. We have simulated this 
scenario (α1=0.5, α2=1), because it seems to be more realistic that the ability to learn 
the model is less relevant than the ability to generalize (i.e. find a correct output value 
for an unknown data sample).  

The colon parameters setting specify different parameters configuration for consi-
dered metaheuristics (PSO, SA and GA). In particular, PSO algorithm has been ap-
plied with different values of number of iterations (50, 100), population size (20, 40), 
social attraction and cognitive attraction(0.25, 0.7). In case of SA metaheuristic, we 
optimized SHB’s factors (α+, α-, β+, β-) by setting different values of iteration number 
(500, 1000) and the perturbation function. The initial temperature was set either to 50 
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or 100. In the GA, each chromosome encodes the two expansion thresholds values 
(α+, α-) and the two breaking thresholds values (β+, β-). The population evolves in 
search for the optimal values of these parameters. We have applied the GA with dif-
ferent values of:  number of generation (200, 1000), population size (15, 35) and 
crossover fraction (0.5, 0.7). Mutation fraction equaled 0.01. 

Table 5. Results of IHBA  improved by means of  parametes tuning (feval=FP+ FN) 

 
 
It is clearly visible, that the PSO metaheuristic achieved better results (in minimiz-

ing feval), for big number of iterations, population size and cognitive attraction. Simu-
lated annealing algorithm was slightly worse than GA metaheuristic.  

Table 5 shows that the average values of feval obtained from IHBA approach im-
proved by means of meta-optimization approaches on AP and TR datasets were 37.09 
and 16.45 respectively. In addition, these values of feval   were less than those 
achieved by standalone methods and IHBA approach depicted in Table 2 on TR data-
set by about 68.08 and 32.9 respectively. Note that, The proposed IHBA approach 
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improved by means of parameters tuning based on (PSO, SA and GA) metaheuristics, 
when applied on AP dataset, found no improvement of feval  , compared to original 
results depicted in Table 2. A reason for that, is that the standalone approaches or 
IHBA may have achieved optimal (or near-optimal) values of  feval . 

4 Conclusion 

Considering importance of parameters tuning of a given metaheuristic algorithm, in 
this paper, we proposed an Improved Homogeneity Based-Algorithm which uses 
computational complexity of a classifier model as a modified objective function. Ad-
ditionally, we employed several metaheuristics approaches (Simulated annealing, 
Genetic Algorithm and Particle Swarm Optimization) to find optimally thresholds 
values, used to refine the inferred models regions obtained by applying a classifica-
tion method. The proposed method IHBA (Improved Homogeneity-Based Algorithm) 
tested on some benchmarks data sets from the UCI repository indicated the increased 
performance of the proposed algorithm in comparison with the standalone algorithms 
(ANFIS, LVQ and PMC). Future works will extend the SHB metaheuristic with fea-
ture subset selection aiming to reduce classification time and making HBA applicable 
to higher data dimensionality.  
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Abstract. Nowadays, Multiple Sequence Alignment (MSA) approaches
do not always provide consistent solutions. In fact, alignments become in-
creasingly difficult when treating low similarity sequences. Tabu Search is
a very useful meta-heuristic approach in solving optimization problems.
For the alignment of multiple sequences, which is a NP-hard problem, we
apply a tabu search algorithm improved by several neighborhood gen-
eration techniques using guide trees. The algorithm is tested with the
BAliBASE benchmarking database, and experiments showed encourag-
ing results compared to the algorithms studied in this paper.

Keywords: Multiple sequence alignment · Tabu search · Neighborhood ·
Guide tree

1 Introduction

Multiple sequence alignment (MSA) is a very interesting problem in molecular
biology and bioinformatics. Although the most important regions of DNA are
usually conserved to ensure survival, slight changes or mutations (indels) do
occur as sequences evolve. Methods such as sequence alignment are used to
detect and quantify similarities between different DNA and protein sequences
that may have evolved from a common ancestor.

Sequence alignment is the way of inserting dashes into sequences in order to
minimize (or maximize) a specified scoring function [1,26]. There are two classes
of sequencing; pairwise sequence alignment (PwSA) and multiple sequence align-
ment (MSA). The latter is simply an extension of pairwise alignments that align
3 or more sequences. Both MSA and PwSA can further be categorized as global
or local methods. As global methods attempt to align entire sequences, local
methods only align certain regions of similarity.

The majority of multiple sequence alignment heuristics is now handled us-
ing progressive approach [13]. Progressive also known as hierarchical or tree
methods, generate a multiple sequence alignment by first aligning the most sim-
ilar sequences and then adding successively less related sequences or groups to
the alignment until the entire query set has been incorporated into the solu-
tion. Sequence relatedness is described by the initial tree that is based on Pair
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wise alignments which may include heuristic Pair wise alignment methods. Some
well-known programs using progressive strategies are ClustalW [28], Muscle [6],
MULTAL [12] and T-COFFEE [20]. This approach has the advantages of speed
and simplicity. However, its main disadvantage is the local minimum problem,
which comes from the greedy nature of the approach.

Another approach is to prune the search space of the Dynamic Programming
(DP) algorithm for simultaneously aligning multiple sequences, e.g., MSA [11,
18], OMA [23] etc. Algorithms of this approach often find better quality solutions
than those of the progressive approach. However, they have the drawbacks of
complexity, running time and memory requirement, so they can only be applied
to problems with a limited number of sequences (about 10).

The iteration-based approach is also applied to the multiple sequence align-
ment. Iterative alignment methods produce alignment and refine it through a se-
ries of cycles (iterations) until no further improvements can be made. It is deter-
ministic or stochastic depending on the strategy used to improve the alignment.
This approach includes iterative refinement algorithms, e.g,. PRRP [10], simu-
lated annealing [14], genetic algorithms (SAGA [19], MAGA [29]), Ant Colony [3]
and Swarm Intelligence [15]. Therefore, they can evade being trapped in local
minima.

In this paper, we present an iteration-based approach using tabu search fea-
tures to find the global alignment of multiple sequences, where the neighbors are
generated using a set of operations on the guide tree of the initial solution.

The remaining of the paper is organized as follows. In section 2, we present
the related work in MSA using tabu search. Section 3, describes our algorithm.
Experimental results are presented in section 4 and the study is concluded in
section 5.

2 Related Work

Tabu Search (TS) [8, 9] was developed by Fred Glover in 1988. It was initiated
as an alternative local search algorithm addressing combinatorial optimization
problems in many fields like scheduling, computer channel balancing, cluster
analysis, space planning etc. Tabu search is an iterative heuristic approach that
uses adaptive memory features to align multiple sequences. The adaptive mem-
ory feature, a tabu list, helps the search process to avoid local optimal solutions
and explores the solution space in an efficient manner.

In [24], authors propose a tabu search algorithm for multiple sequence align-
ment. The algorithm implements the adaptive memory features typical of tabu
searches to align multiple sequences. Both aligned and unaligned initial solutions
are used as starting points for this algorithm. Aligned initial solutions are gen-
erated using Feng and Doolittles progressive alignment algorithm [7]. Unaligned
initial solutions are formed by inserting a fixed number of gaps into sequences
at regular intervals. The quality of an alignment is measured by the COFFEE
objective function [21]. In order to move from one solution to another, the al-
gorithm moves gaps around within a single sequence and performs block moves.
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This tabu search uses a recency-based memory structure. Thus, after gaps are
moved, the tabu list is updated to avoid cycling and getting trapped in a local
solution.

[17] develops in his thesis several tabu searches that progressively align se-
quences. He begins by a simple tabu, called Tabu A, using Dynamic Program-
ming (DP). Then, he proposes other modified versions of tabu search, using at
each time a new feature for the previous algorithm, like subgroups alignment,
intensification and diversification.

In this paper, we develop a novel tabu search algorithm, by adapting similar
procedures of Tabu search developed by [17], and adding a new and efficient
technique for generating neighbors using guide trees.

3 Algorithm Overview

We first give a general description of the tabu search components of our method
(initial solution, neighborhood generation and intensification method), and then
provide a summarizing pseudo-code description of the main algorithm.

Tabu search works by starting from an initial solution, and iteratively explores
the neighborhood of current solution by generating the moves called neighbors.
In each iteration, the neighbors are evaluated through the alignment score and
the best neighbor, provided it is not in the tabu list, is selected and applied to
the current solution. This produces a new current solution for the next iteration.
The applied neighbor is added to the tabu list and it is not allowed for a specified
number of iteration called tabu tenure.

3.1 Initial Solution

The generation of an initial solution is an important step towards getting a
final improved alignment. A good initial solution can effectively converge faster
and hence cut the computational cost. The initial solution of the tabu search
is represented by a tree that is generated using the neighbor-joining guide tree
(NJ) [25], which fixes the order of the partial alignments in the progressive
alignment.

The NJ method constructs guide trees by clustering the nearby sequences in
a stepwise manner. In each step of the sequence clustering, it minimizes the sum
of branch lengths, selecting the two nearest sequences/nodes and joining them.
Next, the distance between the new node and the remaining ones is recalculated.
This process is repeated until all sequences are joined to the root of the guide
tree. Figure 1 gives an example of a guide tree produced by 5 sequences.

The MSA is obtained from the tree as follows: the pair of sequences on the low-
est level are aligned first. Then, the entire branch containing these two sequences
is aligned starting from the lowest level and progressing upward to sequences on
higher levels. After the MSA is determined, the alignment is scored.
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Fig. 1. An example of a guide tree generated by NJ Clustering Algorithm as Initial
solution for the Tabu Search

The most popular scoring scheme is the sum of all pairwise alignments score:
Sum-of-Pairs Score (SP).

SP =

n−1∑
i=1

n∑
j=i

Score(Si, Sj) (1)

where

Score(Si, Sj) = max

⎧⎪⎪⎨
⎪⎪⎩
(Si−1, Sj−1) + s(xi, yj)

(Si−1, Sj)− d

(Si−1, Sj) + d

where s(xi, yj) is the score for matching symbols xi and yj and d is the penalty
for introducing a gap.

3.2 Neighborhood Generation

The neighborhood of the current solution may be generated by one of the four
ways: swapping, node insertion, branch insertion or distance variation.

Generation by Swapping. The simplest way of generating a neighborhood
is swapping the order of the sequences (i.e. leaves) while maintaining the same
guide tree topology. the number of guide trees generated by swapping is n(n−
1)/2, where n is the number of sequences to be aligned. Figure 2 shows two guide
trees (b and c) generated from the initial guide tree a by swapping the order of
the sequences.

Generation by Node Insertion. Neighbors can be generated from the current
solution (i.e. the current guide tree) by performing certain insertions of nodes.
The node insertion makes it possible to move a sequence node to another location
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Fig. 2. Two examples of neighbors generated by swapping technique from the initial
solution

of the guide tree. This will change the topology of the initial guide tree, and the
new guide tree can be considered as a neighbor of the original one.

The neighborhood can be generated randomly by this technique, since the
topology of the initial guide tree is not predetermined. However, we can make
only n node insertions to obtain exactly n neighbors, by selecting randomly a
node to share one of the sequences (leaves) of the guide tree. More precisely, for
each sequence, we choose randomly a node and move it to share this sequence,
and so on. Figure 3 shows two guide trees (b and c) obtained by inserting nodes
to share predetermined sequences of the initial guide tree a.

Fig. 3. Two examples of neighbors generated by node insertion technique from the
initial solution

Generation by Branch Insertion. Another way to generate neighbors from
the current guide tree is the branch insertion, which is moving a branch of the
guide tree (or a sub-tree) to another location. The new guide tree resulting of
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this move is considered as a neighbor of the current guide tree. This will change
the topology of the initial guide tree.

Neighbors are generated randomly by branch insertion move. However, we can
make only n branch insertions to generate exactly n neighbors for the current
guide tree. For each sequence, we choose randomly a branch (or sub-tree) and
move it to share this sequence, and so on. Figure 4 shows two guide trees (b and
c) obtained by inserting branches to share predetermined sequences of the initial
guide tree a.

Fig. 4. Two examples of neighbors generated by branch insertion technique from the
initial solution

Generation by Distance Variation. The last technique used to generate a
neighborhood is the distance variation. Since the initial guide tree is obtained
using NJ clustering algorithm, we can produce N different guide trees based on
the NJ clustering algorithm, N being defined by the user. Each tree corresponds
to a variation of the original obtained by NJ but adding some random noise into
the distances in order to introduce some variability. The variation introduced
in the guide tree is low enough to keep the distance criteria but significant
enough to provide the necessary flexibility to generate multiple alternative trees
[22]. Figure 5 shows two guide trees (b and c) produced by adding variation to
distances in the NJ clustering algorithm used to obtain the initial guide tree a.

3.3 Intensification Method

Generally, an intensification procedure revisits and examines good solutions.
It maintains the good portions of this solution and searches to find a better
neighboring solution.

When a single MSA continues to have the highest score for many iterations,
the intensification phase aims to escape the local minima by taking out a solution
from the tabu list and restart another search process.
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Fig. 5. Examples of neighbors generated by distance variation technique from the
initial solution

3.4 Tabu Search Algorithm

Our Tabu Search algorithm consists of generating a neighborhood of a multiple
sequence σ using the techniques cited above, i.e. Swapping (SWP), Node inser-
tion (NI), Branch insertion (BI) and Distance variation (DV). The best MSA σ′

having the higher score Smax is selected for the next iteration and put in the
tabu list TabuList. This process is iterated until a Tmax global running time is
met . The pseudo-code of our tabu search algorithm is given in Algorithm 1.
The details of this algorithm are explained below.

Algorithm 1. Tabu Search Algorithm for MSA

1: procedure GTreeTabu
2: Generate σ an initial MSA using NJ algorithm;
3: Smax:=Score(σ); σmax := σ; TabuList:=[];
4: while not Tmax do
5: Generate a neighborhood N(σ) using: SWP, NI, BI or DV.
6: set σ′ such that
7: Sσ′ :=maxη∈N(σ)Score(η) and σ′ /∈ TabuList
8: if Sσ′ > Smax then
9: Smax := Sσ′ ; σmax := σ′

10: Insert σ′ in TabuList
11: end if
12: set σ:=σ′

13: end while
14: end procedure

After generating an initial solution using NJ clustering algorithm, its score
is computed. While a time execution Tmax is not reached, the tabu search is
iteratively executed. Each iteration begins by generating the neighborhood of
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the current solution by one of the techniques among: Swapping, Node insertion,
Branch insertion, Distance variation. For each neighbor, we compute its score
in order to set the best neighbor having the highest score as the new current
solution. This new solution is inserted in the tabu list which has a variable
length depending on the number of iterations with or without improvement. If
there is improvement in a certain number of continuously iterations, the length
is increased in order to insert other possible solutions. The length of tabu list
is decreased if within many iterations there is no improvement. In this case, a
solution will be get out from the tabu list in order to restart another search
process in the intensification mode.

4 Experimental Results and Discussion

The proposed approach is implemented in MATLAB and tested on Intel Core
i3-380M Laptop with 2 GB. To demonstrate the effectiveness of our approach, we
have evaluated it on BAliBASE 2 benchmark base [2]. BAliBASE is a database of
manually refined multiple sequence alignments. It can be viewed at http://www-
igbmc.u-strasbg.fr/BioInfo/BAliBASE2/index.html or can be downloaded from
ftp://ftp-igbmc.u-strasbg.fr/pub/BAliBASE2/.

BAliBASE database is divided into five reference sets. Reference 1 contains
alignments of equidistant sequences of similar length, with no large insertions
or extensions. Reference 2 aligns up to three ”orphan” sequences (less than 25%
identical) from reference 1 with a family of at least 15 closely related sequences.
Reference 3 consists of up to 4 sub-groups, with less than 25% residue identity
between sequences from different groups. The alignments are constructed by
adding homologous family members to the more distantly related sequences in
reference 1. Reference 4 contains alignments of up to 20 sequences including N/C-
terminal extensions (up to 400 residues), and Reference 5 consists of alignments
including internal insertions (up to 100 residues) [2].

We analyzed the tabu search results from two aspects. The very first set
of tests was aimed at to verify the efficiency of our techniques of generating
the neighborhood. The techniques are: Swapping (SWP), Node Insertion (NI),
Branch Insertion (BI) and Distance Variation (DV). For each neighborhood tech-
nique, we ran an extensive set of tests on all the datasets provided by BAliBASE,
and computed the scores. The scores using tabu search with each neighborhood
generation technique are shown in Table 1. The Number of Test Cases in Refer-
ence 1, Reference 2, Reference 3, Reference 4 and Reference 5 are respectively
82, 23, 12, 12 and 12.

One can see in Table 1 that all the neighborhood generation techniques per-
form well in average for all the reference sets. However, it seems that Branch
Insertion and Distance Variation give the best results for all the sequences of
Reference 2, Reference 3, Reference 4 and Reference 5. Node insertion gives best
results for sequences of Reference 1. We can see that, for all the datasets provided
by BAliBASE, Swapping is not the adequate neighborhood technique. This can
be explained by the nature of the neighbors generated by a certain technique.
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Table 1. Results given by tabu search using four neighborhood generation techniques
on the BAliBASE benchmark database

Neighbor- Reference Reference Reference Reference Reference Average
hood 1 2 3 4 5

SWP 90.0 93.0 76.3 87.4 85.1 86.36

NI 90.1 90.0 78.5 85.6 93.3 87.50

BI 90.05 93.8 80.7 93.7 97.9 91.23

DV 90.0 93.5 82.0 91.8 95.1 90.48

For the Swapping technique, the neighbors have the same topology, so they are
not very different and this will not give more amelioration of the alignment
score. For the rest of techniques, the neighbors have not the same topology, but
Branch insertion and Distance variation techniques seem to generate more com-
plex guide trees, and this will give more chances to explore different solution
spaces and thus, ameliorate the alignment score.

In order to verify the efficiency of our algorithm, we performed another set
of tests where the results of our tabu search algorithm using a certain neighbor-
hood technique is compared to other MSA tools. For each references set, we use
the adequate neighborhood generation technique which gives the best results,
and compare it to the most competitive MSA tools in the literature, such as
CLUSTALW 1.83 [28], SAGA [19], MUSCLE [6], ProbCons [5], T-Coffee [20],
SPEM [30], PRALINE [27], IMSA ( [4] and Tabu Search developed by [24]
(called in this paper TS-Riaz) . Except for SAGA and TS-Riaz, which are taken
from [24], the results of the other programs are taken from the work of Layeb et
al. [16].

The results of our method illustrate clearly the effectiveness of using Tabu
Search to perform the multiple sequence alignment. As it can be seen in Table
2, our algorithm performs well in all the references sets. Our method gives good
results compared to the other MSA tools. In fact, it gives the second best score for
the sequences set Reference 4, the third best score for Reference 3 and Reference
5, and it is in the fourth place for the remaining sets, i.e. Reference 1 and
Reference 2. We can see in Table 2 that our Tabu search using Branch Insertion
neighborhood technique has a good place for three sequences sets over five,
i.e. Reference 2, Reference 4 and Reference 5. Using the Distance Variation
neighborhood technique gives the third best score for Reference 3 set, and Node
Insertion gives the fourth best score for Reference 1. It can be seen overall, that
our tabu search method using Branch Insertion neighborhood technique gives in
average the second best score compared to the other algorithms studied in the
paper.
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Table 2. Results given by Tabu Search using neighborhood techniques compared with
other methods on the BAliBASE benchmark database.

Method Reference Reference Reference Reference Reference Average
1 2 3 4 5

CLUSTALW 85.8 93.3 72.3 83.4 85.8 84.12

SAGA 82.5 95.4 77.7 78.0 86.8 84.08

MUSCLE 90.3 64.4 82.2 91.8 98.1 85.36

ProbCons 90.0 94.0 82.3 90.9 98.1 91.06

T-Coffee 86.8 93.9 76.7 92.1 94.6 88.82

SPEM 90.8 93.4 81.4 97.4 97.4 92.08

PRALINE 90.4 94.0 76.4 79.9 81.8 84.5

IMSA 83.4 92.1 78.6 73.0 83.6 82.14

TS-Riaz 76.0 88.9 71.5 77.3 90.5 80.84

TS-SWP 90.0 93.0 76.3 87.4 85.1 86.36

TS-NI 90.1 90.0 78.5 85.6 93.3 87.50

TS-BI 90.05 93.8 80.7 93.7 97.9 91.23

TS-DV 90.0 93.5 82.0 91.8 95.1 90.48

5 Conclusion

In this paper we have demonstrated the efficiency of using tabu search to align
multiple sequences. Our algorithm uses several neighborhood generation tech-
niques. To evaluate our approach, we have used BAliBASE benchmark. Firstly,
we studied different techniques to produce the neighborhood, then we compared
our algorithm to the most recent and competitive MSA tools. We have observed
through experiments on BAliBASE that for Reference 1 and Reference 2, the
alignments generated by our method are encouraged. For the remaining refer-
ences, tabu search performs better than most of the other methods studied in
this paper.
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There are several issues for future work. First, tabu search comes with a
number of parameters that can be experimented with to observe the respective
effect on the search process. The parameters like tabu list size, tabu tenure,
termination criteria, and neighborhood size can have a direct influence on the
quality of the final alignment. Further studies are needed to test different scoring
schemes and tabu search features.
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Abstract. In this paper we present effective technique to improve the 
performance of the automatic speech recognition (ASR) system. This technique 
consisting mean subtraction, variance normalization and application of temporal 
auto regression moving average (ARMA) filtering. This technique is called 
MVA. We applied MVA as post-processing stage to Mel frequency cespstral 
coefficients (MFCC) features and Perceptual Linear Prediction (RASTA-
PLP) features, to improve automatic speech recognition (ASR) system. 

We evaluate MVA post-processing scheme with aurora 2 database, in 
presence of various additive noise (subway, babble because, exhibition hall, 
restaurant, street, airport, train station). Experimental results demonstrate that 
our method provides substantial improvements in recognition accuracy for 
speech in the clean training case. We have completed study by comparing 
MFCC and RSTA-PLP After MVA post processing. 

1 Introduction 

Most speech recognition systems are sensitive to the nature of the acoustical 
environments within which they are deployed. The performance of ASR systems 
decreased dramatically when the input speech is corrupted by various kinds of noise 
sources. It is quite significant when the test environment is different from the training 
environment. 

In the last two decades, substantial efforts have been made and also number of 
techniques have been presented to cope with this issue improve the ASR performance. 
Unfortunately these same algorithms frequently do not provide significant 
improvements in more difficult environments.  

MFCC and RASTA-PLP have served as very successful front-ends for the Hidden 
Markov Model (HMM) based speech recognition. Many speech recognition systems 
based on these front-ends have achieved a very high level of accuracy in clean speech 
environment [14], [15]. However, it is well-known that MFCC is not robust enough in 
noisy environments, which suggests that the MFCC still has insufficient sound 
representation capability, especially at low signal-to-noise-ratio (SNR). 
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This paper presents noise-robust technique that is simple and effective. The 
technique post-processing speech features using MVA [10],[11],[12]. The advantage 
of this technique, it makes no change to the recognition system, it does not change the 
size of the space, it can be applied on any acoustic feature. it has been shown in [10] 
and [11] the efficacy of this technique on the database Aurora 2.0 and Aurora 3.0. 

This paper is organized as follows: in section 2, we describe MVA post-processing 
technique, in section3, we show a graphical comparison between different features, in 
section 4, we present experimental result and in section 5 the work is concluded. 

2 Definition and Analyze of MVA Post-Processing Technique  

2.1 Definition of MVA Post-Processing Technique 

In this part, we describe different steps of development of MVA post-processing 
technique, Figure 1 provided a block diagram. 

For a given utterance, we represent the data by matrix C whose element  is 
the dth component of the feature vector at time , 1 … , the number of frames in 
the utterence and d 1 … D, the dimension of the feature space, in other words, each 
column of C represents a time sequence.  11                                          (1) 

The first step we application mean subtraction (MS) [6], [7] defined by:                      (2) 
Where  is mean vector estimated from data and C  is the subtracted feature. ∑                                 (3) 

MS is an alternate way to high-pass filter cepstral coefficients, it force the average 
values of cepstral coefficients to be zero in both the training and testing domains. it 
also removes time-invariant distortions introduced by the transmission channel and 
recording device. 

The second step is Variance normalization (VN) [8], [9] defined by:  

                                     (4) 

Where  is variance vector estimated from data. ∑                              (5) 

The third step is processing by a mixed auto-regression moving average (ARMA) 
filtering. In this study we have used two types of ARMA filters: Non Causal ARMA 
Filter defined by  ∑ ∑                (6) 
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and Causal ARMA Filter defined by : ∑ ∑               (7) 

where  is the order of ARMA filter. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Block diagram of MVA post-processing technique 

In all our experiments, the performances of ASR system are enhanced by adding time 
derivatives to the basic static parameters for different features. The delta coefficients 
are computed using the following regression formula:  ∆ ∑ ∑                         (8) 

 
Where ∆  is the delta coefficient computed in terms of the corresponding static 
coefficients  to . The same formula is applied to the delta to obtain 
acceleration coefficients. 

2.2 Effect of Normalization and ARMA Filter on Acoustic Features 

In Fig. 2 and fig. 3 the time sequences of C0 and C1 are plotted for both features 
RASTA-PLP and MFCC of the utterance of digit string “98Z7437” corrupted by 
different levels of additive subway noise from the Aurora 2.0 database. For both 
RASTA-PLP and MFCC features, we see enormous differences between the plots of 
the clean case and the more noisy case. In particular, the clean and noisy plots have 
quite a different average value and dynamic range.  
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Fig. 2. The time sequence of C0 and C1 coefficients of RASTA-PLP features for the digit 
string “98Z7437” corrupted by additive subway noise, (a) RASTA-PLP features, (b)  time 
sequence of RASTA-PLP + MS, (c) time sequence of RASTA-PLP + MS + VN, (d) time 
sequence of RASTA-PLP + MVA. 

After MS and VN is applied, the difference between the clean and noisy cases are 
made much less severe After MS and VN is applied, the differences between the clean 
and noisy cases are made much less severe. Still, however, some differences remain 
between the clean and noisy cases. We notice in particular the case of C1, that after 
the application of MS and VN, the time sequences in noisy speech show spurious 
spikes relative to the clean case. In order to further reduce differences, we apply 
ARMA filtering which smoothes out the sequences thus making them more similar to 
each other. We remark that, the effects of noise on the MVA features are less severe 
for both MFCC and RASTA-PLP features. 
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Fig. 3. The time sequence of C0 and C1 coefficients of MFCC features for the digit string 
“98Z7437” corrupted by additive subway noise, (e) MFCC features, (f)  time sequence of 
MFCC + MS, (g) time sequence of MFCC + MS + VN, (h) time sequence of MFCC + MVA  

3 Graphical Comparison between the Different Features 

Fig. 4 shows a sample comparison between baseline MFCC features and corresponding 
MFCC MVA post-processing features for the digit string “98Z7437” corrupted with 
Subway noise at different levels of noise (clean, 20dB, 15dB, 10dB, 5dB, 0dB, -5dB). As 
standard in MFCC, a window size of 25 ms with an overlap of 10 ms was chosen, and 
Cepstral features were obtained from DCT of log-energy over 23 Mel-scale filter banks.  

The degradation of spectral features for baseline MFCC features in the presence of 
noise is evident; whereas MFCC with MVA post-processing features obtained with 
No Causal ARMA filter prevail at elevated noise levels. For SNR ≤ 0dB we can see 
clearly that MFCC with MVA is better noise robustness than MFCC baseline features. 

    
  

            (e)                              (f) 

           (g)                               (h)     
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Fig. 4. (a) Baseline MFCC features for the digit string “98Z7437” corrupted by subway noise, 
(b) MFCC with MVA post-processing features for the digit string “98Z7437” corrupted by 
subway noise. (No causal ARMA filter used, filter order = 5)  

3.1 Speech Features Description  

This part contains a short description of the most widely used acoustic features in 
automatic speech recognition. Many of current ASRs are based on Mel frequency 
cepstral coefficients MFCC [5] or RASTA-PLP coefficients [3],[4].  They operate 
efficiently in the clean environment, by against the performances of ASR decreases 
dramatically in presence of noise. To remedy this problem, we introduced a post-
processing stage to improve their performances without bringing changes in their 
structures. Table 1 shows the configuration of MFCC and RASTA-PLP features used 
for experiences. 

4 Experiments  

We first describe in detail the Aurora 2 database, then, we present experimental 
results that are intended to show the contribution of MVA post-processing technique 
for both acoustic features MFCC and RASTA-PLP in the presence of large variety of 
additive noise. We determine type and order of ARMA filter that gives the best 
speech accuracy for acoustic features used (MFCC and RASTA-PLP).  
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4.1 Description of Aurora 2 Database  

Our speech recognition experiments were conducted using the Aurora 2 database and 
task [2]. The Aurora task [2] has been defined by the European Telecommunications 
Standards (ETSI) to standardize a robust feature extraction technique for a distributed 
speech recognition framework.  

The Aurora 2 database is a subset of the TIDigits, which contains a set of 
connected digit utterances spoken in English; while the task consists of the 
recognition of the connected digit utterances interfered with real noise artificially 
added in a wide range of SNRs (-5dB, 0dB, 5dB, 10dB, 15dB, 20dB and Clean) and 
the channel distortion is additionally included in Set C. Noise signals are recorded at 
different places including suburban train, babble, car, exhibition hall, restaurant, 
street, airport and train station.  

Two training modes are defined, training on clean data only and training on clean 
as well as noisy data (multi-condition). For the first mode, training data contain 8440 
clean utterances produced by 55 male and 55 female adults. For the multi-condition 
training, 8440 utterances from TIDigits training parts are equally split into 20 subsets 
with 422 utterances in each subset. Four types of noise, Suburban train, babble, car, 
and exhibition hall noises are added to 20 subsets at 5 different SNRs (5dB, 10dB, 
15dB, 20 dB and Clean).  

The testing data consist of 4004 utterances from 52 male and 52 female speakers in 
the TIDigits test part are divided into four subsets with 1001 utterances in each. One 
noise is added to each subset at SNRs of 20 to -5 dB in decreasing steps of 5 dB after 
speech and noise are being filtered with the G. 712. Three test sets are defined as 
below: 
 
Test Set A: four types of noise, babble, car, suburban train, and exhibition hall are 
added to the four subsets of utterances to produce 28028 utterances (4x7x1001 
utterances). This set leads to a high match of training and test data as it contains the 
same noises as used for the multi-condition training mode.  
 
Test Set B: the other type of noise, street, restaurant, airport and train station, are 
added to the four subsets of utterances to produce 28028 utterances (4x7x1001 
utterances), similar to test A.  
 
Test Set C: two types of noise, suburban train and street, are individually added to 
two of the four subsets of utterances to produce 14014 utterances (2x7x1001 
utterances). Speech and noise are filtered with the MIRS frequency characteristic 
before adding.  

In this study we used two sets of tests, Test Set A and Test Set B. for all 
experiments HMM baseline system is trained in clean condition.  

4.2 The HTK Recognizer 

For the baseline system, the training and recognition tests used the HTK recognition 
toolkit [1], which followed the setup originally defined for the ETSI Aurora 
evaluations. 
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Each digit was modeled as a left to right continuous density HMM with 16 states 
with each state having 3 mixtures. Two pause models, silence "sil" and short pause 
"sp", were defined. The "sil" model had three states with six Gaussian mixtures per 
state. The "sp" model had one state with six Gaussian mixtures. 

Script files provided with the Aurora 2 database for the purpose of training and 
testing a HTK based recognizer were used in the evaluation of the front-ends. The 
version of HTK used was HTK 3.3. We used the RASTA-PLP implementation that is 
valuable at [13], we used the version of conventional MFCC processing implemented 
as part of HTK platform. Configurations of RASTA-PLP and MFCC features used in 
our experiments are given by the table 1. 

Table 1. features parameters used for experimental analysis 

Configuration features MFCC RASTA-PLP 
Frame length (ms) 25 25 
Frame shift (ms) 10 10 

Pre-emphasis coefficient 0.97 NO 
Analyses window  Hamming NO  
frequency range 64 – 4000 Hz 0 – 4000 Hz 

No. Mel filterbanks 23 / 
LPC Model order / 11 

Rasta filter  / do 
Appended log frame energy  yes yes 

Appended features Δ + Δ Δ 
Δ window (frames) ±4 ±4 
ΔΔ window (frames) ±1 ±1 
Feature dimension 39 39 

4.3 Analyses  

The tables below were done to determine type and order of ARMA filter that gives 
the best recognition accuracy for each acoustic feature. Tables show the contribution 
importance of order of filter on the performances of ASR system. 

For all our experiments, best results have been obtained with the non-causal 
ARMA filter for both acoustic features. We varied the order of the filter until 9, the 
best performances of the system have been obtained with order M = 6. 

Table 2. Comparison of different type and order ARMA filters, word accuracy Rasta-PLP, Test 
speech average over SNR (clean, 20, 15, 10, 5, 0, -5dB) 

 Filter Order 
Filter Type 2 3 4 5 6 

Causal ARMA filter 67.52 69.09 69.06 68.94 68.98 
Non Causal ARMA filter 68.33 68.63 69.74 69.66 70.46 
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Table 3. Comparison of different type and order ARMA filters, word accuracy MFCC, Test 
speech average over SNR (clean, 20, 15, 10, 5, 0 -5dB) 

 Filter Order 
Filter Type 2 3 4 5 6 

Causal ARMA filter 67.57 66.84 67.74 69.35 70.55 
Non Causal ARMA filter 67.67 69.10 69.53 70.05 71.40 

4.4 Performance of MVA pPost-processing  

In this section we describe the recognition accuracy obtained using MVA post-
processing for MFCC and RASTA-PLP features, under various noise conditions at 
different SNR levels (Clean, 20, 15, 10, 5, 0, -5dB).  

In figure 5, remarkably improvements have been achieved up to 20% compared to 
RASTA-PLP features without any normalization, up to 10% to features with MSVN 
normalization and up to 5% to features with MS normalization.  

In figure 6, Substantial improvements have been achieved up to 25% compared to 
MFCC features without any normalization, up to 15% to features with MS + VN 
normalization and up to 8% to features with MS normalization.  

 
 
 

 

 

 

 

 

 

 

 

Fig. 5. Comparison of recognition accuracy for different RASTA-PLP features configuration 
(MVA: use non causal ARMA filter, M = 6), the recognition accuracy is calculated on an 
average of 7 SNR levels. (Clean, 20dB, 15dB, 10dB, 5dB, 10dB, 5dB, 0dB, -5dB). 
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Fig. 6. Comparison of recognition accuracy for different MFCC features configuration (MVA: 
use non causal ARMA filter, M = 6), the recognition accuracy is calculated on an average of 7 
SNR levels. (Clean, 20dB, 15dB, 10dB, 5dB, 10dB, 5dB, 0dB, -5dB). 

Figure 7 shows a comparison between MFCC features and Rasta-PLP features, in the 
presence of stationary noise subway, street and car the RASTA-PLP features are more 
efficient compared to MFCC features, but in the presence of noises majority babble, 
suburban train, exhibition hall, restaurant, airport and the train station the MFCC 
coefficients provide best performance to ASR system.  

 

 

Fig. 7. Comparison of recognition accuracy for MFCC + MVA features with RASTA-PLP + 
MVA features (MVA: use non causal ARMA filter, M = 6 for both types of features), the 
recognition accuracy is calculated on an average of 7 SNR levels. (Clean, 20dB, 15dB, 10dB, 
5dB, 10dB, 5dB, 0dB, -5dB). 
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5 Conclusions 

In this paper, we introduce MVA technique to MFCC and RASTA-PLP features to 
improve the noise robustness of speech features. We have shown that normalization 
techniques followed by ARMA filter are vital for conditions with major mismatch 
between training and test condition.  

The experimental results show that application of MVA to the Aurora 2 database 
can provide further robustness to noise for various types of features, and higher 
accuracy rates can be thereby achieved.  
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Abstract. One of methods used to reduce the size of terms vocabulary in 
Arabic text categorization is to replace the different variants (forms) of words 
by their common root. The search of root in Arabic or Arabic word root 
extraction is more difficult than other languages since Arabic language has a 
very different and difficult structure, that is because it is a very rich language 
with complex morphology. Many algorithms are proposed in this field. Some of 
them are based on morphological rules and grammatical patterns, thus they are 
quite difficult and require deep linguistic knowledge. Others are statistical, so 
they are less difficult and based only on some calculations. In this paper we 
propose a new statistical algorithm which permits to extract roots of Arabic 
words using the technique of n-grams of characters without using any 
morphological rule or grammatical patterns. 

Keywords: Root extraction · Information retrieval · Bigrams technique · Arabic 
morphological rules · Feature selection 

1 Introduction 

Arabic is one of the oldest and the most used language in the world, it is spoken by 
over 300 million people in Arabic world, and used by more than 1.7 billion Muslims 
over the world because it is the language of the Holy Quran, here we can distinguish 
two types of Arabic; a more classical language, as found in the Holy Quran or poetry, 
a standardized modern language, and regional dialects [1]. We note also that Arabic 
language is a semitic language [2, 3] based on 28 cursives letters written from right to 
left.  

The word in Arabic is formed of the root part and some affixes (antefixes, prefixes, 
infixes, suffixes) that form the word (سألتمونيها  Saaltmwnyha). The Arabic root 
extraction is a very difficult task which is not the case for other languages as English 
or French, because Arabic is a very rich language with a very difficult structure and 
complex morphology. Arabian linguists show that all nouns and verbs of Arabic 
language are derived from a set of roots containing about 11347 roots; more than 75 
% of them are trilateral roots [4]. 
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There are many applications based on the roots of words in Arabic processing such 
as: text’s classification, text summarizing, information retrieval, data and text mining. 
[5,6]. 

The Arabic words ‘ roots can be classified according to the vowels letters ( أ، و ،  ي   
a, w, y) into two types [7],  strong roots that do not contain any vowel ( فتح ذهب ، خرج ،   
go, come out, open), vocalic roots that contain at least one vowel (أوى ، وعد  shelter, 
promise).  Arabic roots can be further classified according to the number of their 
characters into four types: Trilateral roots which form most words in Arabic language 
[4] (e.g., علم ، آتب ، خرج know, write, come out), Quadrilateral roots (e.g., دحرج ، طمأن  
roll, assure), Quinquelateral roots (e.g.,  ، انكسر، اقتصد ، انطلق  broken, economize, start) 
and Hexalateral  roots  (استعمل ، استحسن اقشعّر  use, enjoy, tremble).  

There are two classes of methods used to extract the roots of Arabic words, the first 
class is based on morphological rules, so its methods simulate the same process of an 
expert linguist during  his analysis of a given Arabic word [1], [8,9,10,11], which 
make the process of extracting root difficult and complex because of the diversity of 
morphological formulas and the multiplicity of words forms for the same root when 
changing the original characters position in the word (e.g., علم ، عالم ، علوم ، عوالم ، معالم 
know, scientist, sciences, worlds, landmarks) [12,13]. The second class is formed of 
statistical methods which are simple, fast, and do not require any morphological rules 
but some calculations [14,15, 16,17, 18,19,20]. 

In this paper, we propose a new statistical method which permits to extract roots of 
Arabic words using the approach of n-grams of characters without using any 
morphological rule. The paper is organized as follows: the first section is a general 
introduction to the field of study. The second section presents some related works, so 
we review some papers that treat the problem of extraction of Arabic word’s roots. In 
the third section we introduce our new algorithm. The fourth section presents the 
experiments that we have done to test our new method and also presents the obtained 
results. In the last section we conclude our work by summarizing our realized work 
and giving some ideas to improve it in the future. 

2 Related Works 

Many researchers proposed some algorithms to extract Arabic words roots, some of 
these algorithms are based on morphological rules. Thus, they are called 
morphological methods. Others do not use any morphological rule but some statistical 
calculations, so they are called statistical algorithms. 

In the first class of algorithms, we can note the following: [9], [21] Khoja’s roots 
extractor removes the longest suffix and prefix. It then matches the remaining word 
with verbal and noun patterns, to extract the root. The roots extractor makes use of 
several linguistic data files such as a list of all diacritics, punctuation characters, 
definite articles, and stop words [22,23,24,25]. [13] Propose a linguistic approach for 
root extraction as a preprocessing step for Arabic text mining. The proposed approach 
is composed of a rule-based light stemmer and a pattern-based infix remover. They 
propose an algorithm to handle weak, eliminated-long vowel, hamzated and 
geminated words. The accuracy of the extracted roots is determined by comparing 
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them with a predefined list of 5,405 trilateral and quadrilateral roots. The linguistic 
approach performance was tested on texts’ collection consists of eight categories, the 
author achieved a success ratio about 73.74%. [26] Presents a new Arabic root 
extractor that tries to assign a unique root for each Arabic word without having an 
Arabic roots list, a word patterns list, or the list of Arabic prefixes and suffixes. The 
algorithm predict the letters positions that may form the word root one by one, using 
rules based on the relations between the Arabic word letters and their placement in the 
word. This algorithm consists of two parts, the first part gives the rules that 
distinguish between the Arabic definite letter “الـ AL, La” and the original word letters 
 The second part segments each word into three parts and classifies its letters .”الـ“
according to their positions. The author tested her proposed algorithm using the Holy 
Quran words and obtained an accuracy of 93.7% in root extracting process. 

In the second class of algorithms we can note the following: [14] Developed a root 
extraction algorithm which does not use any dictionary, their algorithm categorizes all 
Arabic letters according to six integer weights, ranging from 0 to 5, as well as the 
rank of the letter which is determined by the position this letter holds in a word. The 
weight and rank are multiplied together, and the three letters with the smallest product 
constitute the root of the word. We note that [14] did not explain on what basis did it 
use such ranking or weighting. [10] Proposes an algorithm to extract tri-literal Arabic 
roots, this algorithm consists of two steps; in the first step they eliminate stop words 
as well prefixes and suffixes. In the next step, they remove the repeated word’s letters 
until only three letters are remained, and then they arrange these remaining letters 
according to their order in the original word, which form the root of the original word. 
The obtained results  were very promising and give an accuracy of root’s extraction 
over than 73%. [27] Propose a new way to extract the roots of Arabic words using n-
grams technique. They used two similarity measures; the “Manhattan distance 
measurement” and the “Dice’s measurement”. They tested their algorithm on the 
Holy Quran and on a corpus of 242 abstracts from the Proceedings of the Saudi 
Arabian National Computer Conferences. They concluded from their study that 
combining the n-grams with the Dice’s measurement gives better results than using 
the Manhattan distance measurement. [28] propose a new algorithm to find a system 
that assigns, for every non vowel word a unique root. The proposed system consists of 
two modules; the first one consists of analyzing the context by segmenting the words 
of the sentence into its elementary morphological units in order to extract its possible 
roots. So, each word is segmented into three parts (prefix, stem and suffix). In the 
second module, they based on the context to extract the correct root among all 
possible roots of the word. They validate their algorithm using NEMLAR Arabic 
writing corpus that consists of 500,000 words, and their proposed algorithm gives the 
correct root in more than 98% of the training set and 94% of the testing set. [29] 
Propose a new algorithm which use the n-grams technique. In this technique, both the 
word and its assumed root are divided into pairs called bi-grams, then the similarity 
between the word and the root is calculated using equation (1) [30]. This process is 
repeated for each root in the roots list: S 2 C/ A B  (1) 
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Where: 
A = Number of unique bi-grams in the word (A) 
B = Number of unique bi-grams in the root (B) 
C = Number of similar unique pairs between the word (A) and the root (B) 
 
To use equation (1) for extracting the word’s root, we must have: the word (A) and 

the potential roots (B) to compare with, then the similarity measuring is conducted by 
computing the value of (S) between the word (A) and each potential roots (B). 

3 The Proposed Algorithm 

In our new algorithm, we use also the n-grams technique to extract Arabic words 
roots, for this purpose, we proceed according to the following steps: 

 

Step 1: we segment the word for which we want to find the root, and all the roots of 
the list into bigrams (2-grams).  

For example if we have the word “يذهبون” and a list of six (06) roots ( ، فتح ، خرج
)   ”فتح“ = R1 (يذ، يه ، يب ، يو ، ين ، ذه ، ذب ، ذو ، ذن ، هب ، هو ، هن ، بو ، بن ، ون)  ”يذهبون“ = we proceed the segmentation step as follows: W ,(ذهب ، وجد ، وهب ، نهب حت ، حف، تف ) R2 = “خرج”  (خر ، خج ، رج) R3 = “ذهب”  (ذه ، ذب ، هب) R4 = “وجد”  (وج ، ود ، جد) R5 = “وهب”  (وه ، وب ، هب) 

R6 = “نهب”  (نه ، نب ، هب) 
 

Step 2: we calculate the following parameters: 
 : The number of unique bigrams in the word w 
 : The number of unique bigrams in the root Ri 

 : The number of common unique bigrams between the word W and the  
root Ri 

: The number of bigrams belonging to the word w and do not belong to the 
root Ri  

                                                   ( =   ) 

: The number of bigrams belonging to the root Ri and do not belong to the 
word w  

                                                    ( =  - ) 
For the previous example we have: 

=18, =3, =3, =3, =3, =3, =3, =0, =0,  
=3, =0, =1, =1, 18,  18,   15, 18, 17, 17, 3, 3, 0,3, 2,  2 . 
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Step3: we take only the roots having at least one common bigram with the word w 
(  ≥ 1) as candidate roots among the list of all roots in order to reduce the 
calculation time. 

In our previous example, we can take only the roots: R3 = “ذهب”, R5 = “وهب”, R6 = 
 .with = 3, 1, 1 respectively ”نهب“

 

Step4: we calculate the distance D(w, Ri) between the word W and each candidate root 
Ri (R3, R5, R6) according to the following equation : 

                       , 2             (2) 

Where: k is a constant which must take a high value (we put here k=100) 
For the previous example we obtain: 
D(w, R3) = 2*3+15*100+0*100 = 1506 
D(w, R5) = 2*1+17*100+2*100 = 1902 
D(w, R6) = 2*1+17*100+2*100 = 1902 

Step5: in the last step, we assign the root that has the lowest value of distance D(w, Ri) 
among the candidate roots to the word W. it is the required root. 

In our example, the root of the word “يذهبون” is “ذهب” 
Finally, we note that our new algorithm has the following advantages: 

1. Does not require the removal of affixes whose distinction from the native  
letters of the word is quite difficult. 

2. Works for any word whatever the length of the root. 
3. Valid for strong roots and vocalic roots which generally pose problems in Arabic 

during their derivation, because of the complete change of their forms. 
4. Does not use any morphological rule nor patterns but simple calculations of 

distances. 
5. Very practical algorithm and easy to implement on machine. 

4 Experimentations and Obtained Results 

To validate our proposed algorithm, we used three corpus which can be classified 
according their sizes into: small corpus, middle corpus, and large corpus. 
Each one is constituted of many files as indicated below: 

1. The file of derived forms (gross words) which contains morphological forms of 
words derived from many Arabic roots. 

2. The file of roots which contains many Arabic roots, we note that these roots are 
trilateral, quadrilateral, quinquelateral, and hexalateral. We note also that many 
of them are vocalic roots which contain at least one vowel. 
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3. The file of golden roots which contain the correct roots of all words present in 
our corpus (the file in (1)), this golden list was prepared by an expert linguist 
and used as reference list, i.e., by comparison between the list of obtained roots 
(extracted by the system) and the reference list (established by the expert), we 
can calculate the roots extraction accuracy (success ratio). 

Table 1. Corpus used in experiments 

Corpus Size of derived 
words’ file 

Size of the roots’ 
file 

Size of the 
golden roots’ file 

Small corpus 50 25 50 
Middle corpus 270 135 270 
Large corpus 1500 450 1500 

Table 2. An example of morphological forms (gross words) 

Word Word Word Word Word 
 مأخذ اجتماعات باحث أوامر مأخذ
 مؤاخذة اجتماعيات بحوث مؤتمر مؤاخذة
 مؤاخذون جموع أبحاث مؤامرة مؤاخذون
 مؤاخذات جوامع باحثون متأمرون مؤاخذات
 مؤازرة يجمعون باحثات يأتمرون مؤازرة
 مأآل يجمعن ابتهال يأتمرن مأآل
 أآلات اجتهاد مبتهل أمرهم أآلات

Table 3. An example of trilateral, quadrilateral, quinquelateral, hexalateral roots 

Trilateral roots Quadrilateral 
roots 

Quinquelateral 
roots 

Hexalateral 
roots 

 استعمل انطلق أآرم زرع
 استحسن انكسر أعان صنع
 استعان احتوى أعطى تجر
 اخشوشن اقتصد حطّم جمع
 ادهامّ اخضرّ ربّى نفر
 احرنجم تحدّى حاسب طار
 اقشعرّ تنازل طمأن سعل
 اطمأنّ تدحرج زلزل صدع
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Table 4. Examples of obtained  results when segmenting words into bi-grams 

Word N-grams Nb.Ng 
( ) Ng.Frequencies 

   يو ين تع تل تم تو تن عل عم عو عن لم لو لن مو من ونيت يع يل يم  يتعلمون
                           1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

28 

  عا عل عم ال ام لم عالم
                                  1 1 1 1 1 1  

6 

  آا آت آب ات اب تب آاتب
                                      1 1 1 1 1 1 

6 

                    آت آا آت آي آب تا تت تي تب ات اي اب تي تب يب آتاتيب
     1 1 1 1 2 2 1 1 1 1 1 2 

12 

                        اق ات اص اا اد قت قص قا قد تص تا تد صا صد اد اقتصاد
       

1 1 1 1 1 1 1 1 1 2 1 1 1 1 

14 

                  قص قد قو قن صد صو صن دو دن ون يق يص يد يو ين يقصدون
                 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

15 

                          اس ات اخ اد ام ست سخ سد سم تخ تد تم خد خم دم استخدم
     1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

15 

ند نر نج نه نم ست سد سر سن سس ست سد سر سج سه سم نس نت  سنستدرجهم
                 سج سه سم تد تر تج ته تم در دج ده دم رج ره رم جه جم هم

1 1 1 1 1 1 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

30 

                      مت مذ مب مذ مب تذ تب تذ تب ذب ذذ ذب بذ بب ذب متذبذب
    1 1 1 3 2 2 2 2 1 

9 

تلألئم                             مت مل مأ مل مئ تل تأ تل تئ لأ لل لئ أل أئ لئ 
    1 1 2 1 1 1 1 2 1 1 2 1 

12 

يه يز يم يو ين يه يم هز هم هو هن هه هم زم زو زن زه زم مو من مه  يهزمونهم
                         مم ون وه وم نه نم هم

2 1 2 1 1 1 3 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 

23 

ال ام ات ار اب اّ اي لم لت لر لب لّ لي مت مر مب مّ مي تر تب تّ تي  المتربّي
                         رب رّ ري بّ بيّ ي

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

28 

من رب رّ رو رن ال ام ار اب اّ او ان لم لر لب لّ لو لن مر مب مّ مو  المربّون
                         بّ بو بنّ وّ ن ون

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

28 

           طا طئ طر طا طت ائ ار اا ات ئر ئا ئت را رت ات طائرات
2 1 1 1 1 1 1 2 1 1 1 1 1  

13 
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Table 5. Examples of obtained results when segmenting roots into bi-grams 

Root N-grams Nb.Ng 
( ) Ng.Frequencies 

آل كّ آم لّ لمّ م آلّم  
1 1 1 1 1 1

6 

عا عل عج ال اج لج عالج  
1 1 1 1 1 1

6 

قص قد صد قصد  
  1 1 1

3 

اق ات اص اد قت قص قد تص تد صد اقتصد  
  1 1 1 1 1 1 1 1 1 1

10 

آت آب تب آتب  
1 1 1

3 

عل عم لم علم  
1 1 1

3 

عل مل عم عمل  
1 1 1

3 

خد خم دم خدم  
1 1 1

3 

آم آل مل آمل  
1 1 1

3 

آم آن من آمن  
1 1 1

3 

خم خد مد خمد  
1 1 1

3 

در دج رج درج  
1 1 1

3 

ذب ذذ ذب بذ بب ذب ذبذب  
1 1 1 3

4 

لأ لل لأ أل أأ لأ لألأ  
1 1 1 3

4 

هز هم زم هزم  
1 1 1

3 

طا طر ار طار  
1 1 1

3 

رب رّ ري بّ بيّ ي ربّى  
1 1 1 1 1 1

6 

عق عد قد عقد  
1 1 1

3 

تأ تت تأ أت أأ تأ تأتأ  
1 1 1 3

4 
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Table 6. Extraction of some Arabic words roots using our new algorithm 

Word Nearest roots Nb.Common 
bi-grams 

Distance values Extract
ed root 

Correct 
root 

، عالج ، علم ،  آّلم يتعلمون
  عمل ، آمن

3   ، 1   ، 3   ، 2   ،
1 

2806  ،3202  ،2506  ،
2704  ،2902  ، 

 علم علم

آلّم ، عالج ، علم ،  عالم
 عمل

1   ، 3   ، 3   ، 2 1002  ،606  ،306 ، 
504  

 علم علم

1 اقتصد ، آتب آاتب   ،  آتب آتب 306،  1402 3
اقتصد ، آتب ،  آتاتيب

 تأتأ
1   ، 3   ،  آتب آتب 1402،  906،  2002 1

قصد ، اقتصد ،  اقتصاد
 عقد

3   ، 10   ،  اقتصد اقتصد 1502،  420،  1106 1

قصد ، اقتصد ،  يقصدون
 عقد

3   ، 3   ،  قصد قصد 1602،  1906،  1206 1

اقتصد ، خمد ،  استخدم
 خدم

3   ، 2   ،  خدم خدم 1206،  1404،  1906 3

اقتصد ، خدم ،  سنستدرجهم
  درج ، هزم

1   ، 1   ، 3   ، 1 3802  ،3102  ،2706  ،
3102 

 درج درج

1 آتب ، ذبذب متذبذب   ،  ذبذب ذبذب 508،  1002 4
عمل ، آمل ، تأتأ  متلألئ

 ، لألأ
1   ، 1   ، 1   ، 3 1302  ،1302  ،1402  ،

1006 
 لألأ لألأ

نهمويهزم 1 آمن ، هزم    ،  هزم هزم 2006،  2402 3
آلم ، عالج ،  المتربّي

اقتصد ، آتب ، 
ربّى ، طارعلم ،   

1   ، 1   ، 1   ، 1   ،
1   ، 6   ، 1 

2902  ،3202  ،3602  ،
2902  ،2902  ،2212  ،
2902 

 ربّى ربّى

آلم ، عالج ، علم ،  المربّون
 آمن ، ربّى ، طار

1   ، 1   ، 1   ، 1   ،
3   ، 1 

2902  ،3202  ،2902  ،
2902  ،2806  ،2902 

 ربّى ربّى

ائراتط طاراقتصد ،    1  ،3  طار طار 1006،  2102 

Table 7. Obtained results when extracting the words roots 

Corpus Nb.Roots Nb.Words Cor. Results Wr.Results Suc.Rate Err.Rate 
Small 25 50 49 1 98,00 2,00 

Middle 135 270 253 17 94,07 5,93 
Large 450 1500 1358 142 90,53 9,47 
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Fig. 1. Correct and wrong results in number of words 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. Calculation of success rate and error rate 

5 Comparison with Other Algorithms 

To show the effectiveness of our proposed algorithm, we concluded our work by 
establishing a comparison against other known algorithms. For this purpose, we took 
a sample words list and tried to extract the root of each word using three very known 
algorithms which are: khodja stemmer, Nidal et al stemmer, and our proposed 
stemmer, the obtained results are shown in table 8. 

In the other hand, we illustrated the obtained results when applying the three above 
algorithms on the three corpus used in the experimentation, namely: the small corpus, 
the middle corpus, and the large corpus, and then we summarized the obtained 
accuracy for each algorithm in table 9. 
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Table 8. Extraction of some words roots using the three algorithms 

Word Extracted root 
 Khodja algorithm Nidal et al 

algorithm 
Our proposed 
algorithm 

Correct root 

 علم علم علم علم يتعلّمون
 آتب آتب آتب آتب آاتب
 آتب آتب آتب Not stemmed آتاتيب
 اقتصد اقتصد اقتصد قصد اقتصاد

 درج درج درج Not stemmed سنستدرجهم
 لألأ لألأ لألأ Not stemmed متلألئ
 ربّى ربّى ربّى ربأ المربّي
 ربّى ربّى ربّى ربن المربّون
 طار طار طار طور طائرات
 ولول ولول ولول ليل ولولة
 وقع وقع وقع قوع وقيعة
 وزن وزن نهب زنن يزنونهم
 زلزل زلزل تنازل Not stemmed زلازل
 حسب حسب نسي Not stemmed حواسيب
 نزل نزل تنازل نزل نوازل

Table 9. Illustration of obtained accuracy for the three algorithms 

Corpus Size The obtained accuracy (suc_ rate, err_ rate)% 
 Nb.roots Nb.words Khodja 

algorithm 
Nidal et al 
algorithm 

Our proposed 
algorithm 

Small 25 50 68,00 32,00 92,00 8,00 98,00 2,00 
Middle 135 270 83,70 16,30 63,33 36,66 94,07 5,93 
Large 450 1500 73,26  26,74  57,79 42,21 90,53 9,47 

 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Comparison between three algorithms 
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6 Discussion 

From table 8, we see that khodja stemmer algorithm fails sometimes in getting the 
correct root of the given word and for many words it produced one of two results: (1) 
not stemmed (i.e.,  حواسيب, متلألئ , سنستدرجهم ) completely a new word and sometimes a 
wrong word that does not exist in Arabic language (i.e., )ربن ، المربّون( ) طور ، طائرات(,  

)عةيع ، وقوق(  ).  The same thing can be said for Nidal et al algorithm although it’s gives 
best results than khodja algorithm, but it fails for many words like : ( ناسج، سجد( ,  ،زنن (

)ناسج، سجد( ,)يزنونهم  For the same cases, our algorithm gives always the .(نسي، حواسيب) ,
correct root and the failure in our algorithm is very limited. 

From Table 9 and figure 3, we can deduce that our proposed algorithm gives the 
best results for the three used  corpus with a very high accuracy. We note here the 
value 98 % for the small corpus, 94,07 % for the middle corpus, and 90,53 % for the 
large corpus 

7 Conclusion and Perspectives 

In this paper we have studied how we can reduce the size of terms in Arabic text 
categorization by replacing many words by their common root. In this purpose, we 
exposed the most known algorithms and techniques in the field, Including 
morphological algorithms mainly based on the use of morphological rules and 
grammatical patterns of Arabic, and statistical algorithms which are the newest in the 
field, and require only simple calculations of distances. We also proposed a new 
statistical algorithm based on bigrams technique. This algorithm is fast and easy to 
implement on machine, does not require the removal of affixes nor the use of any 
morphological rules and grammatical patterns, capable to find all types of roots, i.e., 
trilateral, quadrilateral, quinquelateral, and hexalateral roots. There is no difference 
between strong roots and vocalic roots in our new algorithm. We also established a 
comparison between our proposed algorithm and two other algorithms which are very 
known in the field, namely: Khodja algorithm, Nidal et al algorithm. The first one 
fails sometimes in getting the correct root of the given word and for many words it 
produced one of two results: (1) not stemmed word (2) completely a new word and 
sometimes a wrong word that does not exist in Arabic. The same thing can be said for 
second one, although it gives best results than the first, but it fails for many words. 
For the same cases, our new algorithm gives always the correct  root, the failure is 
very limited, and the obtained success ratio of root extraction is very promising.  

In our future work, we plan to apply our new algorithm on corpus of Arabic words 
with big sizes, to improve the obtained success rate, and to apply it in extracting the 
root of words in other languages such as English and French. 
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Abstract. Arabic texts are generally written without diacritics. This
is the case for instance in newspapers, contemporary books, etc., which
makes automatic processing of Arabic texts more difficult. When dia-
critical signs are present, Arabic script provides more information about
the meanings of words and their pronunciation. Vocalization of Arabic
texts is a complex task which may involve morphological, syntactic and
semantic text processing.
In this paper, we present a new approach to restore Arabic diacritics us-
ing a statistical language model and dynamic programming. Our system
is based on two models: a bi-gram-based model which is first used for
vocalization and a 4-gram character-based model which is then used to
handle the words that remain non vocalized (OOV words). Moreover,
smoothing methods are used in order to handle the problem of unseen
words. The optimal vocalized word sequence is selected using the Viterbi
algorithm from Dynamic Programming.
Our approach represents an important contribution to the improvement
of the performance of automatic Arabic vocalization. We have compared
our results with some of the most efficient up-to-date vocalization sys-
tems; the experimental results show the high quality of our approach.

Keywords: Statistical language model · Arabic language · Hidden
markov model · Automatic vocalization · Dynamic programming ·
Smoothing · Corpus · Viterbi algorithm.

1 Introduction

Arabic texts are generally written without diacritical signs (newspapers, books,
etc.) this does not pose a problem for people who have a certain mastery of
Arabic since they can easily infer the diacritical signs from the context of the
words. However, this can be problematical for non-native Arabic speakers. As a
matter of fact, the absence of diacritical signs in words also makes their auto-
matic processing more difficult. Indeed, when diacritics are present, the Arabic
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script provides more information about words meanings and their pronuncia-
tions. As such, Arabic vocalization is used in order to increase the performance
of many applications such as Arabic text-to-speech (TTS) [1,10] and speech
recognition [16].

Arabic diacritics restoration (text vocalization) is the process of assigning
Arabic diacritics such as fatha (”a” sound as in ”apple”), damma (”oo” sound
as in ”book”) and kasra (”i” sound as in ”in”) to a given text (or script). Arabic
diacritical signs are represented in Table 1.

Table 1. Arabic diacritical signs

During the last few years, the statistical approaches have been proven to be
more efficient in the tackling of different problems of natural language processing.
For the vocalization problem more specifically, most of the recent work was based
on statistical approaches which can be either purely statistical ones or hybrid
methods that combine a statistical language model and some other treatments.

Hybrid methods, such as [7] which uses a morphological tagger or [4] which
uses AlKhalil Morpho Sys [4], depend on the effectiveness (accuracy) of these
morphological analysers and taggers. Purely statistical methods however do not
have such a dependence. Recent works based on purely statistical methods have
reported very interesting results. This is the case for [9] which uses only a word-
based bigram language model and the work of [2] which uses a character-based
4-gram model.

In this paper, we aim to further improve the previous statistical Arabic text
vocalization approaches used in [9] and [2] by proposing a new simple but efficient
system that relies on a purely statistical language model coupled with dynamic
programming which combines these two approaches; thus our vocalization system
is based on two models: the first one is a bi-gram word-based model [9] which is
first used for vocalization and the second one is a 4-gram character-based model
[2] which is used to handle the words that remain non-vocalized (OOV words).
Smoothing methods are used in order to handle the problem of unseen words;
the optimal vocalized word sequence is selected using the Viterbi algorithm [12].

This paper is organized as follows: Section 2 gives an overview of the state of
the art vocalization systems. Section 3 explains our approach to restoring Arabic
diacritics using a statistical language model and dynamic programming. Section
4 presents our tests and experimental results. A conclusion of our work is given
in Section 5.
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2 Related Work

Vocalization approaches can be divided into two main categories: Rule-based and
Statistical Approaches. During the last decade, the statistical approaches have
widely been used in a variety of natural language processing applications which
have proven their efficiency. For the vocalization problem, most of the recent
work was based on statistical approaches. These statistical approaches can be
classified into two categories: purely statistical methods, or hybrid methods that
combine a statistical language model and some other treatments.

In terms of purely statistical methods, one may cite [6] where the authors
presented a vocalization approach based on Hidden Markov Models (HMMs).
The hidden states correspond to the vocalized words and each one of them has
a single emission leading to a non vocalized word (an observed state). In [2], a
similar approach was used but with a character-based 4-gram model (a sequence
of 4 consecutive vocalized letters) instead of a word-based model. The most
recent work based on purely statistical methods is [9] where its authors used a
statistical bigram language model coupled with dynamic programming to choose
the most likely sequence of diacrtics. They improved their own work in [8] by
using a higher order n-gram statistical language model.

For the methods which use a hybrid approach, we can mention [7] whose au-
thors developed a hybrid system which combines a statistical n-gram language
model (where n equals 1, 2 or 3) combined with a morphological tagger. In a
similar way, in [3] a statistical n-gram language model is also used along with
morphological analysis using AlKhalil Morpho Sys [4]. In [15], an approach was
proposed which combines lexical retrieval, bigram-based and SVM-statistical pri-
oritized techniques. In [14], the authors proposed two methods: the first uses an
n-gram statistical language model along with A∗ lattice search while the second
method attempts to segment each Arabic word into all its possible morphological
constituents then proceed in a similar way as the first one. The authors reported
that their second approach gives better results. Finally, in [17], a statistical clas-
sifier was proposed which is based on the maximum entropy principle, which uses
the combination of a wide array of lexical, segment-based and part-of-speech tag
features in order to select the best classification.

It turns out that Arabic text vocalization is not yet optimal as will be shown
in Section 4.4. No system is currently good enough to restore diacritics with high
enough a quality as to be able to build solid applications on it. For this reason,
we have decided to dig deeper into this problem. This has led us to building a
system which has given very encouraging results as will be shown in the sequel.

3 Arabic Text Vocalization Approach

In this section we will formally introduce the problem of Arabic text vocalization
and present the different models generated in our system.



184 M.S. Hadj Ameur et al.

3.1 Formalizing the Problem

Vocalization of Arabic text (or Restoration of Arabic Diacritics) is the process
of assigning diacritical signs to each word in a given text or script.
This problem can be formalized as follows: given a sequence of non-vocalized
words (or script) W = w1, w2, ..., wn, the vocalization task is to find the best
sequence of vocalized words V = v1, v2, ..., vn from all the possible vocalization
sequences of W .

Assigning a score to each possible vocalized word sequence can be used to se-
lect the best vocalization from all the possible ones. This score can be calculated
using the Chain rule:

P (W ) = Πn
k=1P (Wk|W k−1

1 ) (1)

By making the independence assumption (Markov assumption) for the n-grams
model, instead of using the whole history (chain-rule) the n-gram model can ap-
proximate the history of a given word using just the last k words. The probability
will thus be estimated as follows:

P (Wn|Wn−1
1 ) = P (Wn|Wn−1

k−(n−1)) (2)

Using the Markov assumption in the case of a bi-gram language model, we will
have:

P (Wn|Wn−1
1 ) = P (Wn|Wn−1) (3)

P (Wn|Wn−1) is computed using the Maximum Likelihood Estimation (MLE):

P (Wn|Wn−1) =
C(Wi−1,Wi)

C(Wi−1)
(4)

where C(Wi−1,Wi) and C(Wi−1) are the counts of the bi-gram Wi−1Wi and
the uni-gram Wi−1 respectively.

3.2 Presentation of the Vocalization System

This section presents the global structure of our vocalization system. The auto-
matic vocalization of Arabic texts consists of two main phases: vocalization using
a bi-gram word-based model followed, for the unresolved cases, by vocalization
using a 4-gram character-based model. This is illustrated in Figure 1 and ex-
plained in more details in the following two subsections. We should point out that
we have decided for our word-based model to restrict ourselves to bi-grams for
computational efficiency reasons. Going for higher-order n-Gram models would
indeed be costly in execution time in an application which should be as fast
as possible to be integrate into larger, possibly online, applications. As to the
4-gram character-based model, this is due to the fact that we have analyzed
that 4 letters are can be quite rich a background to allow for reasonably good
diacritization, especially that this second model is used as a complement to the
word-based one.
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Fig. 1. The Vocalization System

3.3 The First Model

Our first model is a bi-gram-based languagemodel. To illustrate it, let us consider
the following non-vocalized sentence:

������� � 	 
�� �������� 	
��� ��

The functioning of the first model can be summarized in the following steps:
The first step is to build a dictionary which associates for each non vocalized

word all its possible vocalizations.
In the second step, a lattice is created for the non-vocalized sequence W =

w1, w2, ..., wn which gives, for each non-vocalized word wi, all its possible vocal-
izations from the dictionary. In order to simplify the explanation, our example
considers only a subset of the possible vocalizations of each word (as shown in
Figure 2). Given the assumption, the size of the subset of possible vocalizations
would be 8 ∗ 4 ∗ 8 ∗ 2 = 512.

The third step consists in associating to each possible vocalization (e.g. in
Figure 2, each sentence among the 512 possible ones) a probability using the
bi-gram language model:

P (Wn|Wn−1
1 ) = P (Wn|Wn−1) (5)

For example one of the possible vocalizations is:

����������
�
� 	 �
 ��

��
� � ���� ��������

�
	 ���

�
� ���
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Fig. 2. Some of the possible vocalizations for a non-vocalized sentence

The probability of the above sentence is calculated as follows:

P � ����������
�
� 	 �
 ��

��
� � ���� ��������

�
	 ���

�
� ���� =

P � ���
�
� ���� ∗ P � ���� ��������

�
	 | ���

�
� ���� ∗ P � �
 ��

��
� � |

���� ��������
�
	� ∗ P � ����������

�
� 	 | �
 ��

��
� ��

Similarly, probabilities are assigned to all the possible vocalized word se-
quences.

The forth and final step is to find among all the possible vocalizations the one
that has the highest probability.

̂v1, v2, ..., vn = argmax(Πn
k=1P (vk|vk−1)) (6)

The number of all possible vocalizations is very large as mentioned in Figure
2. Let N be the average number of all the possible vocalizations for each word
and L the length of the non vocalized sequence (i.e. the number of words in it).
The number of all possible vocalizations will then be NL. Trying to find the
best vocalization by a brute-force approach would have an exponential complex-
ity (O(NL)) and is clearly not efficient. An alternative is to use , the Viterbi
algorithm, a Dynamic programming approach. To this end, let us present our
Hidden Markov Model (HMM) which will be used as an input to the Viterbi
algorithm to get the best vocalization.

Hidden Markov Model Our Hidden Markov Model (HMM) is defined by:

– A set of states which represent the vocalized words v1, v2, ..., vn.
– A set of observations which represent the non-vocalized words w1, w2, ..., wn.
– The transition matrix which contains the transition probabilities P (vi|vi−1)

Generally each sequence in the HMM depends on two probabilities (transitions
and emissions). In our model however, only the transition probabilities are con-
sidered.
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The Viterbi Algorithm. The best vocalized sequence is chosen from the HMM
using the Viterbi algorithm which is a very efficient algorithm for selecting the
best vocalization sequence [12]. The latter uses a recursive relation in which the
probability of each node at a given level i is calculated according to its preceding
level i− 1 (see Figure 3).

Fig. 3. Finding the optimal vocalized sequence using the Viterbi algorithm

As shown in Figure 3, the weight of each node of index (i, j) of level i is
calculated from all the nodes of its preceding level i − 1, using the following
formula:

P (i, j) = maxk=1,vi−1(P (i, j|i− 1, k) ∗ p(i− 1, k)) (7)

where i and j are the indexes of the line and colon, respectively, in the transition
matrix.
vi−1 is the number of all possible vocalization for word i− 1.
After calculating the weights of all nodes (in this forward-moving computation),
while keeping track of the best nodes on this path, back-tracing is done in order
to find the optimal path.

The Viterbi algorithm allows to efficiently solve the problem of selecting the
best vocalization sequence.

In the next section, we introduce the smoothing method we use in order to
handle the problem of unseen bigrams.

Handling the Problem of Unseen bi-grams. The maximum likelihood es-
timation (MLE) is calculated using Equation 4. This equation assigns a null
probability to any bi-gram that does not belong to the training corpus. Accord-
ing to Jurafsky and Martin ([11]), almost 99% of all the possible combinations of
bi-grams may be missing from any given corpus. This is why the use of smooth-
ing methods are necessary in order to avoid having null probabilities (as a result
of the products of probabilities). This problem is handled by taking some of the
probability mass from the existing n-grams and distributing it to the non-found
n-grams.
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Additive Smoothing: One of the simplest smoothing methods is Additive
Smoothing [5] which assumes that each of the n-grams occurs one more time
than its actual occurrence count. Thus we add one to all the n-grams. This
yields in the case of bi-grams:

Padd(wi|wj) =
K + c(wi, wj)

(K ∗ V ) + c(wi)
(8)

where K is a constant between 0 and 1 and V is the size of the vocabulary.

Absolute Discounting: Absolute discounting [11] is an interpolated smoothing
method [13] which is obtained by discounting a constantD between 0 and 1 from
each non-null probability mass. This yields in the case of bi-grams:

Pabs(wi|wj) =
max(c(wi, wj)−D, 0)

c(wi)
+

D

c(wi)
N1+(wi

∗)Pabs(wj) (9)

where Pabs(wj) =
1
V , V is the vocabulary size.

N1+(wi
∗) is the number of all the words without repetition that follow wi in the

training corpus. In the next section we explain our second model.

3.4 Letter-Based Model

The second model is a 4-gram character-based model which is used to handle the
words that remain non-vocalized (out of vocabulary words, OOV). The HMM
used in this model is now introduced.

Letter-Based Hidden Markov Model Our HMM is defined by states that
represent the vocalized letters and observations that represent the non-vocalized
letters. It consists of:

– A set of states which represent the vocalized letters q1, q2, ..., qn.
– A set of observations which represent the non-vocalized letters l1, l2, ..., ln.
– The transition matrix which contains the transitions P (qi|qi−1, qi−2, qi−3).
– The emission matrix which contains P (li|qi).

This model is used in a similar way to the previous model. The same smoothing
methods are used and the optimal path is selected using the Viterbi algorithm.
This model has the capacity to vocalize any Arabic word; this is why it is used
as a final step to ensure the complete vocalization of the non-vocalized script.

4 Implementation and Tests

In this section, we start by presenting the corpus we have used and some statistics
relating to it. We then move to presenting the results of testing our implemen-
tation.

The source code of our vocalization system is available at
https://github.com/Ycfx/Arabic-Diacritizer under the GNU General Public Li-
cense (GPL).

https://github.com/Ycfx/Arabic-Diacritizer
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4.1 Corpus Construction

The largest part of our corpus is automatically retrieved from the site
http://www.al-islam.com/ using a URL-rule-based crawler. This site is an Is-
lamic religious site that contains vocalized text about a number of subjects
(Hadith, Commentaries of the Quran, etc.). A vocalized Holy Quran was also
downloaded from http://tanzil.net/ and added to the corpus. Each downloaded
vocalized text goes through cleaning, tokenisation, and normalisation steps to
finally yield a properly vocalized corpus. On the other hand, its non-vocalized
version is obtained by simply deleting the diacritical signs from the vocalized
corpus.

4.2 Corpus Statistics

We have created a large Arabic corpus which contains more than 10 million
words (tokens) 2. We have used 90% of the total words of the corpus for the
training phase and the remaining 10% for the testing phase.

Table 2. Corpus statistics

Corpus

Sentences 799 470

Tokens 10 634 921

Types 379 429

4.3 Evaluation Measures

To measure the performance of the different vocalization systems we have used
the Word Error Rate (WER) and the Diacritic Error Rate (DER) measures:

– WER1 : the number of words vocalized wrongly by the system (taking into
account the diacritic of the last letter of the word).

– WER2 : the number of words vocalized wrongly by the system (not taking
into account the diacritic of the last letter of the word).

– DER1 : the number of characters vocalized wrongly by the system (taking
into account the diacritic of the last letter).

– DER2 : the number of characters vocalized wrongly by the system (not taking
into account the diacritic of the last letter).

4.4 Results

In this section we will start by presenting the results obtained by changing the
smoothing parameters, then we give a detailed comparison of our system with
the state of the art vocalization systems.

http://www.al-islam.com/
http://tanzil.net/
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Table 3. The impact of the smoothing parameters on the vocalization system

Smoothing methods WER1 WER2 DER1 DER2

Absolute discounting (K=1) 11.85 6.67 4.63 3.49

Absolute discounting (K=0.5) 11.57 6.30 4.34 3.23

Absolute discounting (K=0.1) 11.53 6.28 4.30 3.18

Additive smoothing (D=1) 16.87 9.49 8.10 6.86

Additive smoothing (D=0.5) 15.75 9.16 7.85 6.83

Additive smoothing (D=0.1) 15.41 9.05 7.77 6.83

Impact of the Smoothing Parameters on the Vocalization System. Ta-
ble 3 shows the impact of changing the smoothing parameters on the vocalization
system. The K and D smoothing parameters were investigated for additive and
absolute discounting methods respectively.

The experimental results prove that the use of smoothing methods has a no-
ticeable influence on the overall performance of the vocalization system. The
best performance of our system was achieved using absolute discounting with
D = 0.1, where the results we obtained were 11.53% in terms of Word Error
Rate (WER1) and 6.28% when the case ending was ignored (WER2 ), and in
terms of Diacritic Error Rate the results were 4.30% for DER1 and 3.18% when
ignoring the last diacritical mark (DER2 ). These results show that the Abso-
lute Discounting method gives a better practical performance in comparison to
Additive Smoothing.

Comparison of our System with the Different Vocalization Systems.
In order to evaluate the overall performance of our vocalization system, we have
compared its performance to some of the most efficient implementations available
today. However since these systems have not been tested on the same corpus, the
conclusions should be taken with some caution. The results of the comparison
are summarized in Table 4.

When case ending (the last diacritical sign) is ignored (WER2,DER2), the
results were clearly better for all the compared systems, which is explained by
the added difficulty when attempting to vocalize the last letter (WER1,DER1).

Table 4. Comparing the performance of our system to those of some other vocalization
systems

Vocalization Systems WER1 WER2 DER1 DER2

Zitouni et al (2006) [17] 37 15 23 10

Habash et al (2007) [7] 14.9 4.8 5.5 2.2

Shaalan et al (2009) [15] 12.16 3.78 - -

Rashwan et al (2011) [14] 12.5 3.8 3.1 1.2

Hifny et al 2013) [9] 12.5 7.4 - -

Bebah et al (2014) [3] 21.11 9.93 7.37 3.75

Our system 11.53 6.28 4.30 3.18



Restoration of Arabic Diacritics Using a Multilevel Statistical Model 191

Our system gives the best result in terms of WER1, next to best on DER1, and
its performance on the other measures is very close to the best results reported
in the literature. That our system performs extremely well on WER1 and DER1
is indeed what we want; it shows that other systems have problems handling the
last letter diacritic which is very crucial in Arabic.
Our system performance has thus been proven to be very competitive; It shows
the effectiveness of the multilevel approach we have adopted for the vocalization
problem.

5 Conclusion

We have presented in this paper a multilevel statistical vocalization model. Our
system is based on two models: the first one is a bi-gram word-based model which
is used first for vocalization and the second one is a 4-gram letter-based model
which is used as a back-off, i.e. to handle the words that remain non-vocalized
after the application of the first model. We have used smoothing methods to
handle the problem of unseen words and the Viterbi algorithm to select the
optimal path, i.e. best vocalization sequence, in the HMM. The results shows
the efficiency of our vocalization system in comparison to other state-of-the-art
systems.

Our system can be improved in several ways which we intend to explore:

– Our first model is based on bi-gram probabilities only; the use of n-gram
models with n > 2 should yield better results.

– We can enrich the corpus by adding many more modern Arabic texts to it.
– In this work, only two smoothing methods have been used; using other

smoothing methods could give better results.
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Abstract. In this paper, we propose a new multi layer approach for automatic 
text summarization by extraction where the first layer constitute to use two 
techniques of extraction: scoring of phrases, and similarity that aims to elimi-
nate redundant phrases without losing the theme of the text. While the second 
layer aims to optimize the results of the previous layer by the metaheuristic 
based on social spiders. the objective function of the optimization is to maxi-
mize the sum of similarity between phrases of the candidate summary in order 
to keep the theme of the text, minimize the sum of scores in order to increase 
the summarization rate, this optimization also will give a candidate's summary 
where the order of the phrases changes compared to the original text.The third 
and final layer aims to choose the best summary from the candidate summaries 
generated by layer optimization, we opted for the technique of voting with a 
simple majority. 

Keywords: Automatic summary extraction · Data mining · Social spider ·  
Optimization · Scoring similarity 

1 Introduction and Problematic 

Every day, the mass of electronic textual information is increasing, making it more 
and more difficult access to relevant information without using specific tools. In other 
words access to the content of the texts by rapid and effective ways is becoming a 
necessity.  

A summary of a text is an effective way to represent its contents, and allow quick 
access to their semantic content. The purpose of a summarization is to produce an 
abridged text covering most of the content from the source text. 

« We can not imagine our daily life, one day without summaries », underline  
Inderjeet Mani. Newspaper headlines, the first paragraph of a newspaper article, 
newsletters, weather, tables of results of sports competitions and library catalogs are 
all summarized. Even in the research, the authors of scientific articles must accom-
pany their scientific articles by a summary written by themselves.  
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Automatic summary can be used to reduce the search time to find the relevant 
documents or to reduce the treatment of long texts by identifying the key information. 

Our work uses automatic summarization by extraction, because it is a simple me-
thod to implement and gives good results; only in the previous works, produce the 
automatic summary by extraction consists to use only one technique at a time (Score, 
Similarity sentence or prototype) and respects the order of the sentences in the origi-
nal document, our work answers the following questions:   

• What is the contribution of the use of two methods of summarization at the same 
time on the quality of summary? 

• Can the bio-inspired method based on the social spiders brings more for the auto-
matic summary and increase the quality of the summary? 

2 Our Proposed Approach 

To create a summary by extraction, it is necessary to identify textual units (phrases, 
clauses, sentences, paragraphs) considered salient (relevant), then the select the tex-
tual units that hold the main ideas of the text with a certain order, in order to build a 
summary. 

The approach presented in this article obeys the following steps: 

2.1 Pretreatment 

Simple cleaning: a stop words will not be removed, because the method of automatic 
summarization by extraction aims to extract the most informative sentences without 
modifying them: if we remove the empty words without information on their morpho-
syntactic impact in sentences, we risk having an inconsistent summary of a morpho-
logical point of view. 

Then cleaning is to remove emoticons, to replace spaces with "_" and remove spe-
cial characters (#, \, [,] ............). 

─  Choice of term: for automatic summarization by extraction we will need two re-
presentations: 

• Bag of words representation • Bag of sentence representation. 
Both representations are introduced in the vector model. 
The first representation is to transform the text into a vector vi (w1, w2, ..., w | T |) 

where T is the number of all the words that appear at least once in the text. The 
weight wk indicates the occurrence of tk word in the document. 

The second representation is to transform the text into a V'I vector (q1, q2, ..., q| R |) 
where R is the number of all the phrases that appear at least once in the text. The qk 
weight indicates the occurrence of tk sentence in the document. 

And finally a word phrases- occurrence matrix will be generated after the two pre-
vious representation, the size of this matrix is equal to (the number of words in the 
text) X (the number of words in the text); pik weight is the number occurrence of the 
word i in the sentence j; 
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2.2 Layer 1 : Pre-summary 

Weighting and Pre-summary.  

Weighting.  
Once the “Word-Phrase” matrix is ready, we calculate a weighting of “Word-Phrase” 
matrix using a known encodings (tf-idf or tfc) with a small modification to the 
adapted the concept of a mono-document summarization. 

The weight of a term in a sentence tk pi is calculated as:  

• TF-IDF.  ,  , log                     (1) 

tf , : the number of occurrences of the term tk in the phrase pi; 
A : the total number of sentences in the text; 
B : the number of sentences in which the tk term appears at least once.  

• TFC.  tfc t  , p   ,∑   , ²| |                         (2) 

After calculating the weighting of each word, a weight is assigned to each sentence. 
The generated summary is then generated by displaying the highest score of the 
source document sentences. 

This score of a sentence is equal to the sum of the words in this sentence:  SCORE p   ∑ _                            (3) 

Primitive summary 
"Suggested process claims on the principle that high-frequency words in a document 
are important words" [Luhn 1958] 

The final step is to select the N first sentences that have the highest weight and 
which are considered the most relevant. The process of extracting the first  N sen-
tences intended to build the summary is defined either by a threshold, in this case, the 
score of the sentence must be greater than or equal to the threshold in order that this 
sentence will be extracted the second method is to fix a number N of phrase to be 
extracted, all phases will be ranked in descending order according of their score, and 
we take only the first N phrases. 

Elimination of Rehearsals and Theme Detection: Using SIMILARITY Method 
Summarization by Extraction 
The result of the previous step is a set of phrases which is a high score. Just we have a 
possibility that two or more sentences have a high score but they are similar, so we 
proceed to the elimination of phrases that resembling. The similarity between the 
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sentences that have been selected at the end of the previous step with known metrics 
(Euclidean ......).  

Two parameters are used to adjust the elimination of repetitions: similarity thresh-
old and reduction rate, the first parameter defined the point that we can consider two 
sentences as similar, and the second parameter indicates the number of resemblance to 
eliminate, to decrease the entropy information. When the similarity between two sen-
tences is greater: they the phrase that has the highest score stay and we remove the 
other sentence. 

The similarity is also used to detect the sentence that has more relation with the 
them of the text. According to the domain experts, it is the sentence which is most 
similar to the other sentences holds the theme text. 

2.3 Layer 2: Optimization Using Social Spiders 

Optimization Using Social Spiders 

Natural Model 

─ Environment: a set of pickets which serve weaving wire brackets, this pickets 
have different sizes. 

─ Weaving: weaving is to create a link between the current and the last visited pick 
─ Movement: movement allows the spider to move in the environment on the wire 

woven by her or by others spider in the same canvas. The selection of the new po-
sition dependent upon a finite number of criteria.  The wire has a flexibility F 
which is one of the major criteria of movement of the spider, the flexibility F 
represents the maximum weight with a correction relative to its diameter that can 
be held by the wire.  

─ Communication: social spiders communicate with the others in the weaving task, 
movement or capture prey; communication can be done by two different methods; 
by vibration on the wire or by the concentration of hormonal substances that spider 
left on a wire. Each vibration intensity and each concentration of substances has a 
specific meaning to others spiders, and this means that each spider must have two 
receivers (vibration and concentration). 

─ System dynamics: It is built on the principle of stigmergy: the behavior of agents 
have effects on the environment (wire-laying) in return behavior is influenced by 
the context of the agent (environment). 

Artificial Model 

─ Environment : a picket grid (N * N). N is the square root of the number of phrases 
after layer 1 (pre-summary and the elimination of similar phrases) where each 
pickets is representing a sentence, the pickets have different sizes that representing 
the score of the phrase. Initially, all the wires are woven so as to have a complete 
graph;  
The number of spiders is equal to or less than the number of phrases, each spider is 

placed on a pole (phrase) randomly. 
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─ Weaving : the wires are woven in the beginning of each iteration in order to have a 
complete graph. The similarity sxy between two phrases phx phy represents the 
diameter of wire woven between the two picket x and y associate to phrases phx to 
and phy, as given the similarity is commutative (s (x, y) = s (y, x)): the diameter of 
wire woven between the two picket x and y will be a uniform. 

─ Movement: movement of the spider is incremental and random; Every spider save 
in its memory every way which she followed. To save result, a weight of path 
should be: Superior to the "lower threshold of the summary rate" and Less the 
"upper threshold of the summary of rates." 

We associated to the social spider i in iteration j a Pij weight initialized to 
zero and it equal to the sum of the weights of k SCORE sentences  whose social 
spider i have visited during the iteration j. 

The wire has a flexibility that F depends on its diameter is constant and 
represents the maximum weight that can load on itself, with artificial model F Is 
defined as follows.   é     é é        4    é  ,                         5  

Noting that: 

• Abstract rate threshold is constant. 

If i social spider during operation j with Pij weight passes through the wire (x, y), it 
will execute this pseudo-algorithm: 

If Pij is lower than F(x,y) then 
 the spider will go to the wire (x,y)  
 updating the current path  
 Update the weight Pij,  
If the wire is torn  

Social spider i will go into pause waiting for the end of the iteration j. 
We will give these two observations: 

(a) F(x,y) is higher than F(w,z) is equivalent to say that the similarity between the 
sentence x and the sentence y is greater than the similarity between the sentence 
w and the sentence z because “upper threshold of the summary of rates” is 
constant. 

(b) The interpretation of F(x,y) is higher than F(w,z),  is that by optimizing with 
social spider: if choice between wire (x,y) and the wire (w,z) the spider will 
choose the first wire because it safe for her . If his current weight Pij is high; 
the second wire risk to tear.  

From observations A and B, we can deduce that the optimization is to minimize the 
weight of the summary, to maximize the similarity to preserve the theme of the candi-
date summary, while respecting the dice constrained utility and semantics represented 
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by the interval [lower threshold summary of rates, upper rates higher threshold] not-
ing that the lower and upper thresholds are summarized determined and fixed as lan-
guage experts. 

• The utility constraint: Automatically produce a summary with higher summary 
score "upper threshold of the summary of rates," is not helpful. 

• The semantic constraint: Automatically produce a summary with lower summary 
score "lower threshold of the summary of rates," losing a lot of semantics. 

─ End of iteration : when all the spider will be in pause state, the iteration j will be 
declared finished, the spider will rewoven the spiders randomly choose their new 
start position and start the iteration j + 1. 

─ Communication : Each spider leaves a trace on hormonal stakes visited so that 
other spiders will not take this part of the way. First it ensures diversity between 
different summaries candidate that is greater coverage suspected combination 
spiders consider this shift pickets the number they share with each spider that 
operates on the canvas, and moves with the constraint of not exceeding M common 
stake in the same order with another spider . 

Secondly, communication is used to avoid the repetition of sentences in the 
summary. In cases where social spider returns while moving on a picket that it 
been already have been visited by itself in current iteration it makes a flashback 
and continues his trip without considering this visit. 

The duration of evaporation of communication hormone spider is equal to an 
iteration, it should be noted that the hormone density can not be cumulative. 

─ System dynamics: It is built on the principle of stigmergy: the behavior of agents 
have effects on the environment, in return behavior is influenced by the context of 
the agent. 

Each spider keeps in mind, the best visited paths, after a number of spider 
iterations, every spider returns the best paths. 

─ Path : is a series of picket visited in chronological order, and is a summarization. 
Recall that each picket is a phrases (see the initial state). 

─ End of the optimisation of the social spiders: when the number of iterations 
performed reached the maximum number of iterations, each spider returns all paths 
(where each path, is a candidate summary). Was associated with each path or 
summarization ie a set of candidate evaluations indices. And launching a voting 
algorithm compared these evaluation indices to choose the best candidate summary 
to remember. 

2.4 Layer 3: Evaluation and Vote 

Candidates generated by the previous layer abstracts will be evaluated by several 
evaluations metric, and then we will classify pairs. R1 and R2 are two abstracts can-
didate rate by N metric evaluation, the number of associated point R1 represents the 
number of evaluation indicating that the quality of R1 is greater than or equal to R2 
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and aims to it. The summary with most points will win the duel and will face another 
until there will be more challenger. Summary will be declared the winner as the best 
back to resume. 

3 Experimentation 

Under the assumption that the weight of a sentence indicates its importance in the 
document and under assumption that two similar sentences have the same meaning; 
we applied the algorithms summarized by extracting in occurrence Scoring and simi-
larity phrases. Our method is oriented for the moment to the generation of  a mono-
document summary using a biomimetic approach (Social Spider).  

3.1 Used Corpus 

Was used as the text corpus "Hurricane" in French, which contains a title and 20 sen-
tences and 313 words, after the pretreatment process and vectorization bag of words, 
we get 171 different token. And we have took three references summaries produced 
successively by Summarizer CORTEX, Essential Summarizer, and a summary pro-
duced by a human expert. 

3.2 Validation 

We evaluated the summaries produced by this algorithm with the metric ROUGE (Lin 
2004) which compares a candidate summary (automatically produced) and Summary 
Reference (created by human experts or other automatic summarization systems 
known). 

The Evaluation Measure Recall - Oriented Understudy for Gisting Evaluation 
We evaluate the results of this work by the measure called Recall - Oriented Unders-
tudy for Gisting Evaluation (ROUGE) proposed by (Lin, 2004) involving the differ-
ences between distributions of words.   ∑ ∑ Co occurences R , R , NRR  Nbr NGramme N R                   6  

 

F-Measure for the Evaluation of Automatic Extraction Summaries 
We have proposed in our work before an adaptation of the F-measure for the valida-
tion of automatic summarization by extraction, as this technique is based on phrases 
to keep and delete  

Confusion matrix Candidate sumarry 
Word K : number of words to keep 
Word R: number of words to remove 
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Abstract. Most approaches to sentiment analysis requires a sentiment
lexicon in order to automatically predict sentiment or opinion in a text.
The lexicon is generated by selecting words and assigning scores to the
words, and the performance the sentiment analysis depends on the qual-
ity of the assigned scores. This paper addresses an aspect of sentiment
lexicon generation that has been overlooked so far; namely that the most
appropriate score assigned to a word in the lexicon is dependent on the
domain. The common practice, on the contrary, is that the same lex-
icon is used without adjustments across different domains ignoring the
fact that the scores are normally highly sensitive to the domain. Conse-
quently, the same lexicon might perform well on a single domain while
performing poorly on another domain, unless some score adjustment is
performed. In this paper, we advocate that a sentiment lexicon needs
some further adjustments in order to perform well in a specific domain.
In order to cope with these domain specific adjustments, we adopt a
stochastic formulation of the sentiment score assignment problem in-
stead of the classical deterministic formulation. Thus, viewing a senti-
ment score as a stochastic variable permits us to accommodate to the
domain specific adjustments. Experimental results demonstrate the fea-
sibility of our approach and its superiority to generic lexicons without
domain adjustments.

Keywords: Bayesian decision theory · Cross-domain · Sentiment clas-
sification · Sentiment lexicon

1 Introduction

With the increasing amount of unstructured textual information available on
the Internet, sentiment analysis and opinion mining have recently gained a
groundswell of interest from the research community as well as among practition-
ers. In general terms, sentiment analysis attempts to automate the classification
of text materials as either expressing positive sentiment or negative sentiment.
Such classification is particularity interesting for making sense of huge amount
of text information and extracting the ”word of mouth” from different domains
like product reviews, movie reviews, political discussions etc.
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There are two main approaches to sentiment classification

– Sentiment lexicon: A sentiment lexicon is merely composed of sentiment
words and sentiment phrases (idioms) characterized by sentiment polarity,
positive or negative, and by sentimental strength. For example, the word
’excellent’ has positive polarity and high strength whereas the word ’good’
is also positive but has a lower strength. Once a lexicon is built and in place,
a range of different approaches can be deployed to classify the sentiment in a
text as positive or negative. These approaches range from simply computing
the difference between the sum of the scores for the positive lexicon and the
sum of the scores for the negative lexicon, and subsequently classifying the
sentiment in the text according to the sign of the difference.

– Supervised learning: Given a set of documents with known sentiment class,
the material can be used to train a model to classify the sentiment class of
new documents.

A major challenge in sentiment classification is that the classification method
normally is highly sensitive to the domain. A method that performs well in one
domain, may not perform well in a different domain. It is worth mentioning that
the later problem is common and well studied in the field of Machine Learning,
since supervised learning is especially sensitive to the domain, and typically it
performs well only in the domain of the annotated documents. The later problem
is referred to in the literature as cross-domain classification.

Several methods have been suggested to overcome this challenge in the field
of sentiment analysis. However, they are merely inspired by the legacy research
on cross-domain classification in the field of machine learning. These methods
are often referred to as cross-domain sentiment classification [1]. The premises of
these methods is to adjust a supervised classifier to the domain of interest. The
approaches consist of either using a small annotated corpus or, alternatively, a
large non-annotated corpus from the domain of interest [2,3,4].

In this paper we study another problem, which is very common in practice,
but to the best of our knowledge has not been studied in the literature. For
many languages several different sentiment lexicons are available, and it is often
difficult to know which sentiment lexicon is preferable. Ideally one would like
to use the information from all the lexicons, but this is often challenging since
the scores of a sentiment word varies between the lexicons and may also be
contradictory. In addition there is usually also a large amount of text from the
domain of interest, e.g. a large set of product reviews that we want to classify
with respect to sentiment. We present a method that builds domain specific
sentiment lexicons using information from the sentiment lexicons and the corpus
from the domain of interest in an advantageous way. The suggested method is
based on Bayesian decision theory.

Before, we proceed to presenting our solution and our experimental results,
we shall present a brief review of the related work. Most of the research within
cross domain sentiment classification focuses on devising approaches to join in-
formation from labelled and/or unlabelled corpuses from different domains and
the domain of interest to improve sentiment classification.



Building Domain Specific Sentiment Lexicons Combining Information 207

Bollegale et al. [5] argue that a major challenge of applying a classifier trained
on one domain to another is that features may be quite different in different
domains. The authors suggest to develop a sentiment sensitive thesaurus to
expand the number of features in both the training and test sets.

Pan et al. [6] consider the case with unlabelled data in the domain of in-
terest and labelled data from an other domain. To bridge the gap between the
domains, the authors propose a spectral feature alignment algorithm to align
domain-specific words from different domains into unified clusters, with the help
of domain independent words as bridges.

Chetviorkin and Loukachevitch [7] propose a statistical features based ap-
proach in order to discriminate sentiment words in different domains do develop
domain specific sentiment lexicons. The method requires labeled corpuses from
both the domain of interest and the other domains.

Contextual sentiment lexicons takes the context of the sentiment words into
account. Such lexicons are usually even more sensitive to the domain than or-
dinary sentiment lexicons are. Gindl et al. [8] suggest a method that identifies
unstable contextualizations and refines the contextualized sentiment dictionaries
accordingly, eliminating the need for specific training data for each individual
domain.

In [9], the authors identified words that exhibit dis-ambiguity based on cross-
domain evaluations. In simple terms, if a word gets a positive score in a domain
with high confidence and a negative score in another domains, then this terms
is considered dis-ambiguous. The next step was to create a domain-independent
lexicon by simply excluding the words which are dis-ambiguous across domains.
In [10], a taxonomy is used to determine the domain such as movies, politics,
sports, then the different lexicons are learned on a domain basis. However, the
authors did not discuss adjusting the scores across domains.

2 Joining Information from Sentiment Lexicons and
Domain Specific Corpus

Our method consists of two parts. First we join the information from the senti-
ment lexicons, and second we adjust this information using the domain specific
corpus.

2.1 Posterior Expected Sentiment Score

We assume that we have a total of nL sentiment lexicons consisting of a to-
tal of nW sentiment words occurring in at least one of the sentiment lexicons.
We denote the sentiment words w1, w2, . . . , wnW . Let si,i(j), i = 1, . . . , nW , j =
1, . . . , |si| denote the sentiment score for sentiment word wi in sentiment lex-
icon i(j) ∈ {1, 2, . . . nL}. |si| denotes the number of lexicons that word i oc-
curs in, while i(1), i(2), . . . , i(|si|) are references to these lexicons. Naturally
|si| ≤ nL, i = 1, 2, . . . , nW . We assume that si,i(j), j ∈ 1, . . . , |si| are independent
outcomes from N(μi, σ) denoting a normal distribution with expectation μi and
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standard deviation σ. Further we assume that outcomes from different sentiment
words are independent. We associate prior distributions to the unknown param-
eters μi ∼ N(0, τ) and σ2 ∼ InvGamma(α, β). From the regression model we
can estimate the posterior distributions P (μi|si,i(1), . . . , si,i(|si|)), i = 1, . . . , nW

which will be used in the next Section.

2.2 Bayesian Decision Theory

In the traditional decision theory we assume that we have a set of stochastic
variables X1, X2, . . . , Xn where Xi ∼ f(x|θ) and in the Bayesian framework we
assume a prior distribution θ ∼ p(θ). We want to decide a value for the unknown
parameter θ and denote this decision (action) a. In Bayesian decision theory we
chose a value a minimizing the posterior expected loss

â =argmin
a

{Eθ(L(a; θ)|x1, x2, . . . , xn)}

=argmin
a

{∫
θ

L(a; θ) p(θ|x1, x2, . . . , xn) dθ

}

where p(θ|x1, x2, . . . , xn) is the posterior distribution and L(a; θ) the loss func-
tion that returns the loss of the decision θ = a. The most common loss func-
tion is the quadratic loss L(a; θ) = (a − θ)2 which results in the action â =
Eθ(θ|x1, x2, . . . , xn), the posterior expectation.

2.3 Corpus Loss Function

In this section we join the information from the sentiment lexicons and the
domain corpus minimizing the posterior expected loss. Our loss function consists
of two parts. The first part is the quadratic loss function based on the sentiment
lexicons

L1(ai;μi) = (ai − μi)
2

The second part of the loss function incorporates information from a corpus
from the domain of interest. We assume that the corpus consist of D document
and could for example be a large set of product reviews, movie reviews or news
articles that we need to classify with respect to sentiment. We assume that the
true sentiment classes of these documents are unknown, but still these documents
contain valuable sentiment information by the fact that sentiment words in the
same document tend to have similar values [11]. For example a positive review
typically consists of more positive than negative sentiment words. In traditional
sentiment lexicon based classification this valuable information is not used. In
the second part of the loss function we incorporate this information setting that
the loss increases if ai differs more from the expected sentiment value of the
neighboring sentiment words in the same document

L2(ai;μ1, μ2, . . . , μnW ) =
D∑

d=1

Nid∑
k=1

Pid∑
p=1

1

δ(wikd, w̃kdp) + 1
[ai − ψ(wikd, w̃dp)μ̃dp]

2
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where Nid is the number of times wi occurs in document d, wikd occurrence
number k of sentiment word wi in document d. Further, w̃d1, . . . , w̃dPid

de-
note the other occurrences of sentiment words in document d except wikd and
μ̃d1, . . . , μ̃dPid

is the expected sentiment value of these sentiment words according
to the model in Section 2.1.

The word ’good’ has a positive sentiment while the phrase ’not good’ has a
negative sentiment. Thus the word ’not’ results in a shift in sentiment. Words
like ’not’, ’never’, ’none’, ’nobody’ are referred to as sentiment shifters [1] and it
is natural to change the sentiment of a sentiment word if it is close to a sentiment
shifter. The function ψ(wikd, w̃dp) includes the sentiment shift in the comparison
of wikd and w̃dp. If there are no shifters close to either wikd or w̃dp no shift is
necessary, and ψ(wikd, w̃dp) = 1. If there is a sentiment shifter close to wikd or
close to w̃dp the sentiment of one of them is shifting, and thus ψ(wikd, w̃dp) is
equal to −1. In some rare cases there is more than one sentiment shifter close
to wikd and w̃dp. We than use the rule that two shifters outweigh each other.
Thus, more generally, we use the rule that if in total there is an odd number of
sentiment shifters close to wikd and w̃dp, then ψ(wikd, w̃dp) is equal to −1, or
else it is equal to 1.

Finally, the function δ(wikd, w̃dp) returns the number of words between wikd

and w̃dp. The shorter the distance δ(wikd, w̃dp), the more likely the sentiment
values are expected to be similar [12,13]. Thus, we set the loss inversely propor-
tional to the distances δ(wikd, w̃dp) + 1.

The overall loss function is a weighted sum of the two loss functions presented
above.

L(ai) = αNiL1(ai) + (1− α)L2(ai), α ∈ [0, 1]

where Ni =
∑D

d=1Nid, the number of times wi occurs in the corpus. With α = 1,
the loss function only depends on the sentiment lexicons and not on the corpus.
The lower the value α, the more the loss function depends on information from
corpus (L2(ai)).

Let âi denote that value of ai that minimizes the posterior expected loss

âi = argmin
ai

E [L (ai)]

with respect to the posterior distributions of μi, i = 1, 2, . . . , nw. Straight forward
computations gives

âi =

αNiEi + (1− α)
D∑

d=1

Nid∑
k=1

Pid∑
p=1

ψ(wikd, w̃dp)

δ(wikd, w̃dp) + 1
Ẽdp

αNi + (1− α)
D∑

d=1

Nid∑
k=1

Pid∑
p=1

1

δ(wikd, w̃dp) + 1

where Ei denote the posterior expectation E(μi|si,i(1), . . . , si,i(|si|)) and similarly

Ẽdp is the posterior expectation of μ̃dp. In accordance with Section 2.2, with
α = 1 the sentiment value âi becomes equal to the posterior expectation, Ei.
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3 Preexisting Sentiment Lexicons

For the method in Section 2 we use three different sentiment lexicons developed
for the Norwegian language.

Translation. The first sentiment lexicon was generated by translating the well-
known English sentiment lexicon AFINN [14] to Norwegian using machine trans-
lation (Google translate) and doing further manual improvements. We denote
this lexicon AFINN in the rest of the paper.

Synonym Antonym Word Graph. To create the second sentiment lexicon we
first built a large undirected graph of synonym and antonym relations between
words from three Norwegian thesauruses. The words were nodes in the graph
and synonym and antonym relations were edges. The full graph consists of a
total of 6036 nodes (words), where 109 of the nodes represent the seed words (51
positive and 57 negative), and there are 16475 edges (synonyms and antonyms)
in the graph. The seed words were manually selected, picking words that are
used frequently in the Norwegian language and that span different dimensions
of both positive sentiment (’happy’, ’clever’, ’intelligent’, ’love’ etc.) and negative
sentiment (’lazy’, ’aggressive’, ’hopeless’, ’chaotic’ etc.). The sentiment lexicon
was generated using the Label Propagation algorithm [15], which is the most
common algorithm for this task. The initial phase of the Label Propagation
algorithm consists of giving each positive and negative seed a word score 1 and
−1, respectively. All other nodes in the graph are given score 0. The algorithm
propagates through each non-seed words updating the score using a weighted
average of the scores of all neighbouring nodes (connected with an edge). When
computing the weighted average, synonym and antonym edges are given weights
1 and −1, respectively. The algorithm is iterated until changes in scores are below
some threshold for all nodes. The resulting score for each node becomes our
derived sentiment lexicon. For more details, we refer the reader to our previous
work [16]. We denote this sentiment lexicon LABEL in the rest of the paper.

From Corpus. The third sentiment lexicon was constructed using the corpus
based approach [17] on a large Norwegian corpus consisting of about one bil-
lion words. We started with 14 seed words, seven with positive and seven with
negative sentiment and computed the Pointwise mutual information (PMI) be-
tween the seed words and the 5000 most frequent words in the corpus and 8340
adjectives not being part of the 5000 most frequent words. The computed PMI
scores lay the foundation for the sentiment lexicon. For more details, see [18].
We denote this lexicon PMI in the rest of the paper.

Based on the sentiment lexicons described above, we generated three senti-
ment lexicons using the method in Section 2 with α = 0, α = 0.5 and α = 1.
In the rest of the paper we denote these sentiment lexicons W0, W0.5 and W1,
respectively. We adjusted the sentiment lexicons towards the domain of product
reviews using the text from 15118 product reviews from the Norwegian online
shopping sites www.komplett.no, mpx.no. For the sentiment shifter function
ψ(wikd, w̃dp) in the loss function L2 in Section 2.3 recall that the sentiment of
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a sentiment word is shifted if a sentiment shifter is close to the sentiment word.
In the computations in this paper we decided to shift sentiment if the senti-
ment shifter was one or two words in front of the sentiment word. We only used
the sentiment shifter ’not’ (’ikke’), but also considered other sentiment shifters,
such as ’never’ (’aldri’), and other distances between the sentiment word and
the shifter. However, the selected approach presented in this paper seems to be
the best for such lexicon approaches in Norwegian [19].

4 Evaluating Classification Performance

For each of the product reviews from www.komplett.no and mpx.no a rating
from 1 to 5 is known and is used to evaluate the classification performance of
each of the sentiment lexicon described above.

For each lexicon, we computed the sentiment score of a review by simply
adding the score of each sentiment word in a sentiment lexicon together, which
is the most common way to do it [20]. Similar as for the sentiment shifter function
ψ(wikd, w̃dp) in L2 we shifted the sentiment of a sentiment word if the sentiment
shifter ’not’ (’ikke’) was one or two words in front of the sentiment word. Finally
the sum is divided by the number of words in the review, giving us the final
sentiment score for the review.

Classification Method. We divided the reviews in two equal parts, one half
being training data and the other half used for testing. We used the training
data to estimate the average sentiment score of all reviews related to the different
ratings. The computed scores could look like Table 1. We classified a review from

Table 1. Average computed sentiment score for reviews with different ratings

Rating 1 2 3 4 5

Average sentiment score −0.23 −0.06 0.04 0.13 0.24

the test set using the sentiment lexicon to compute a sentiment score for the
test review and classify to the closest average sentiment score from the training
set. E.g. if the computed sentiment score for the test review was −0.05 and
estimated averages were as given in Table 1, the review was classified to rating 2.
In some rare cases the estimated average sentiment score was not monotonically
increasing with the rating. Table 2 shows an example where the average for
rating 3, is higher than for the rating 4. For such cases, the average of the two

Table 2. Example were sentiment score were not monotonically increasing with rating

Rating 1 2 3 4 5

Average sentiment score −0.23 −0.06 0.18 0.10 0.24
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sentiment scores were computed, (0.10 + 0.18)/2 = 0.14, and classified to 3 or
4 if the computed sentiment score of the test review was below or above 0.14,
respectively.

Classification Performance. We evaluated the classification performance us-
ing average difference in absolute value between the true and predicted rating
for each review in the test set

Average abs. error =
1

n

n∑
i=1

|pi − ri|

where n is the number off reviews in the test set and pi and ri is the predicted
and true rating of review i in the test set. Naturally, a small average absolute
error would mean that the sentiment lexicon performs well.

Note that the focus in this paper is not to do a best possible classification
performance based on the training material. If that was our goal, other more
advanced and sophisticated techniques would be used, such as machine learning
based techniques. Our goal is rather to evaluate and compare the performance
of sentiment lexicons, and the framework described above is chosen with respect
to that.

5 Results

This section presents the results of classification performance on product reviews
for the different sentiment lexicons. The results are shown in Table 3. Training

Table 3. Classification performance for sentiment lexicons on komplett.no and mpx.no

product reviews. The columns from left to right show the sentiment lexicon names, the
number of words in the sentiment lexicons, mean absolute error with standard deviation
and 95% confidence intervals for mean absolute error.

N Mean (Stdev) 95% conf.int.

AFINN 2260 1.17 (1.11) (1.14, 1.19)
W0.5 14987 1.24 (1.17) (1.22, 1.27)
W1 14987 1.29 (1.17) (1.26, 1.31)
LABEL 6036 1.38 (1.27) (1.36, 1.41)
W0 14987 1.52 (1.37) (1.49, 1.55)
PMI 13340 1.53 (1.34) (1.50, 1.56)

and test sets were created by randomly adding an equal amount of reviews to
both sets. All sentiment lexicons were trained and tested on the same training
and test sets, making comparisons easier. This procedure was also repeated sev-
eral times, and every time the results were in practice identical to the results in
Tables 3, documenting that the results are independent of which reviews that
were added to the training and test sets.
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Recall that we constructed W0, W0.5 and W1 based on the lists AFINN,
LABEL and PMI which we call the source lexicons in the rest of this paper. We
see that the source lexicons varies quite much in performance, ranging from 1.17
to 1.53, with the AFINN lexicon being the best. This indicates that translation
of sentiment lexicons from one language to another can be an efficient way to
construct viable sentiment lexicons (at least when the languages are related,
such as the two Germanic, Indo-European languages, English and Norwegian.)
Both of the sentiment lexicons that solely rely on corpus (PMI and W0) perform
poorer than the other sentiment lexicons. Even though the performance of the
source lexicons varies quite much, the performance of W0.5 and W1 is very
good and almost as well as the best of the source lexicons (AFINN) and much
better than the two other source lexicons (LABEL and PMI). Interestingly W0.5
performs significantly better than both W1 (paired T -test p-value = 0.022) and
W0 (p-value = 2.3 · 10−7) showing that the best sentiment lexicon is the one
that is constructed by combining the information from both the source sentiment
lexicons and the product review corpus.

Tables 4 and 5 show sentiment words that have the largest difference in sen-
timent score between the two sentiment lexicons W0 and W1 and that occur at
least 50 times in the product review corpus. These were the sentiment words that
were adjusted the most when the information from the product review corpus
were included. Similar to other corpus based methods, noise is introduced, and
we observe examples of this noise in the tables. E.g. we see that words like ’fabu-
lous’ and ’awesome’ have been changes from a positive score to negative/neutral
and that words like ’jerk’, ’dirty’ and ’damn’ have been changed from a nega-
tive score to positive/neutral. On the other hand, we also see several words that

Table 4. Sentiment words where the sentiment scores are decreased the most when the
information from the corpus is included. Columns from left to right: Sentiment words
in Norwegian, in English, sentiment scores in the sentiment lexicons W0 and W1 and
the difference between these sentiment scores.

Norwegian English Lexicon W1 Lexicon W0 Difference

skada damaged −0.35 1.78 −2.13
gult yellow 0.19 2.26 −2.07
forklarer explains −0.33 1.68 −2.01
rikelig plenty −0.45 1.53 −1.98
fabelaktige fabulous −0.33 1.61 −1.93
knotete tricky 0.14 2.07 −1.93
fantastisk awesome 0.20 2.11 −1.91
d̊arligt bad −0.09 1.82 −1.91
søt sweet −0.43 1.31 −1.74
forholdet relationship −0.07 1.66 −1.73
jublet cheered −0.47 1.26 −1.73
finale finale −0.07 1.65 −1.73
anvendelig applicable 0.29 2.00 −1.71
kontakter contacts 0.01 1.66 −1.65
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Table 5. Sentiment words where the sentiment scores are increased the most when the
information from the corpus is included. Columns from left to right: Sentiment words
in Norwegian, in English, sentiment scores in the sentiment lexicons W0 and W1 and
the difference between these sentiment scores.

Norwegian English Lexicon W1 Lexicon W0 Difference

vinne win 1.19 −1.20 2.39
nedsatt reduced 0.37 −1.84 2.22
angitt specified 0.37 −1.81 2.19
vunnet won 0.79 −1.37 2.15
sjokkerende shocking 0.85 −1.29 2.14
reklamerte advertised 0.18 −1.91 2.09
dust jerk 0.74 −1.29 2.03
skittent dirty 0.23 −1.75 1.99
akseptabel acceptable 0.34 −1.48 1.81
jævlig damn 0.06 −1.75 1.81
misvisende misleading 0.22 −1.55 1.76
sensitiv sensitive 0.05 −1.68 1.73
jenter girls 0.27 −1.43 1.70
uregelmessig irregular 0.03 −1.67 1.70
alminnelige general 0.37 −1.30 1.68

seem to have been changed to a more reasonable score. E.g. we see that words
like ’damaged’, ’tricky’, ’bad’, and ’contacts’ are changed from a positive score
to a negative/neutral value. There are also examples of words that seem to be
changed in a reasonable way with respect to the domain of product reviews. E.g.
the word ’reduced’ is in many contexts a word with negative sentiment, but with
respect to product reviews the word is mostly used to state that prices are re-
duced, which is a positive statement. In Table 5, we see that the word is changed
from a negative to a positive sentiment score when the corpus is included.

6 Conclusions

In this paper, we have developed a method to construct domain specific senti-
ment lexicons by combining the information from many pre-existing sentiment
lexicons with an unanotated corpus from the domain of interest. Trying to com-
bine this sources of information has not been investigated in the literature earlier.

In order to cope with these domain specific adjustments, we adopt a stochastic
formulation of the sentiment score assignment problem instead of the classical
deterministic formulation. Our approach is based on minimizing the expected
loss of a loss function that punishes deviations from the scores of the source
sentiment lexicons and inhomogeneity in sentiment scores for the same review.

Our results show that a lexicon that combines information from both the
source sentiment lexicons and the domain specific corpus performs better than
a lexicon that only rely on information from the source lexicons. This lexicon
shows an impressive performance that is almost as good as the best of the source
lexicons.
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Abstract. Efficient document clustering plays an important role in organizing 
and browsing the information in the World Wide Web. K-means is the most 
popular clustering algorithms, due to its simplicity and efficiency.  However, it 
may be trapped in local minimum which leads to poor results. Recently, cuckoo 
search based clustering has proved to reach interesting results. By against, the 
number of iterations can increase dramatically due to its slowness convergence. 
In this paper, we propose an improved cuckoo search clustering algorithm in 
order to overcome the weakness of the conventional cuckoo search clustering. 
In this algorithm, the global search procedure is enhanced by a local search 
method. The experiments tests on four text document datasets and one standard 
dataset extracted from well known collections show the effectiveness and the 
robustness of the proposed algorithm to improve significantly the clustering 
quality in term of fitness function, f-measure and purity.   

Keywords: Document clustering · Vector space model · Cuckoo search · 
Cosine similarity · F-measure · Purity · Metaheuristic · Optimization 

1 Introduction 

The high advance of the internet has led to exponential growth of the amount of 
information available in the World Wide Web (WWW). Consequently, exploring the 
data and finding the relevant information on the web became hard tasks. Over the past 
decades, many approaches have been developed in order to manage and organize 
efficiently this large set of documents. For this purpose, clustering is the well known 
method used by the scientific community dealing by the datamining. It is 
unsupervised technique [1] [2], that extract hidden structural characteristics in the 
data and gathering the highly similar objects in the same group, whereas segregates 
dissimilar objects in different ones. Due to the importance task of the clustering 
technique, it has been applied in variety engineering and field like image 
segmentation, pattern recognition and gene-expression. The algorithms of clustering 
are divided into different categories: hierarchical clustering algorithms, nominal data 
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clustering, density based clustering, cohonen networks and partitioning relocation 
clustering. The last category of clustering contains algorithms with linear time 
complexity. This makes the partitional algorithms more suitable for web clustering. 
One of the most famous partitional algorithms is the K-means [3] due to its simplicity 
and efficiency. However, this algorithm may give a poor results this is due to its 
random initialization and local exploration, which leads to a local minimum.  
Actually, nature inspired algorithms cope the shortcoming of a local solution by a 
global one [4]. One of the most recent metaheuristic algorithms is cuckoo search (CS) 
optimization [5] [6]. It is based on the interesting breeding behaviour such as brood 
parasitism of certain species of cuckoos and typical characteristics of Lévy flights. 
The results of experiment comparison show that the cuckoo search algorithm 
outperform the most famous metaheuristics [7] [8] [9].   

In order to improve the clustering result, and inspired from the hybrid algorithm 
proposed in [10], we propose in this paper a new algorithm for document clustering, 
based on CS. In this algorithm, CS is enhanced by additional functions. Which make 
it superior to conventional CS in term of fitness, convergence speed and external 
quality.  

The remaining of this paper is organized as follows: in section 2, we present most 
recent metaheuristics algorithms proposed for web document clustering. In section 3, 
the formal definitions of document clustering are presented. In section 4, we present 
the fundamental steps of a cuckoo search algorithm for the clustering problem. The 
improved cuckoo search adapted for document clustering is presented in section 5. 
Numerical experimentation and results are provided in Section 6. Finally, the 
conclusion and future work are drawn in Section 7. 

2 Related Works 

Document clustering based on nature inspired algorithms is an active research field. 
In 2013, Kamel et al. [11] overcome the weakness of K-means in the initial seed by a 
hybrid algorithm based on K-means, PSO and Sampling algorithms for document 
clustering. Leticia Cagnina et al. [12] have presented an improved version of the 
discrete particle swarm optimization (PSO) algorithm. This version includes a 
different representation of particles, a more efficient evaluation of the function to be 
optimized and some modifications in the mutation operator. In 2014, Wei Song et al. 
proposed a fuzzy control genetic algorithm (GA) in conjunction with a novel hybrid 
semantic similarity measure for document clustering. It outperforms the conventional 
GA [13]. In 2013, A novel document clustering algorithm based on ant colony 
optimization algorithm was proposed by Kayvan Azaryuon and Babak Fakhar. It 
improves the standard ants clustering algorithm efficiency by making ant movements 
purposeful, and on the other hand, by changing the rules of ant movement [14]. S. 
Siamala Devi et al. have used the hybrid K-means with harmony search (HS) to do 
the comparison between the concept called coverage factor and the concept 
factorization method for document clustering problem [15]. The experimental results 
show that factorization produces better results. Recently, the experimental results of 
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[7] shown that the cuckoo search (CS) clustering achieves best results compared to 
the well known and recent algorithms: K-means, particle swarm optimization, 
gravitational search algorithm, the big bang–big crunch algorithm and the black hole 
algorithm. More recently, in our previous work, we have proposed a new hybrid 
algorithm for document clustering based on CS and K-means [10]. This new hybrid 
algorithm outperforms the CS and K-means in term of fitness and external quality. 

3 Formal Definitions 

Let S  be a set of n  objects 1O , 2O ,.., nO , each object is defined in multi 

dimensional space. Clustering S  into k  clusters means dividing it into k  groups or 

clusters 1C , 2C ,.., kC , such that: 
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In addition, the objects in the same cluster are similar and the objects in different 
clusters are dissimilar. This property is proportional to the quality of the clustering. 

In our case, data are documents. They are represented by using the vector space 
model (VSM) [10] [16].  

The cosine distance is the most used and the best one for document clustering [17]. 

Given two documents id and jd represented by two vectors iv and jv , respectively, 

the cosine distance is given by the following formula: 

 ( )
ji

j
t
i

ji
vv

vv
dd =,cos  (2) 

Where iv is the norm of the vector iv  

To evaluate the quality of clustering results, we have used two external quality 
indexes: the famous F-measure and Purity [2] [10]. 

4 Cuckoo Search Clustering Algorithm 

For solving the clustering problem, the standard cuckoo search algorithm is adapted to 
reach the centroids of the clusters that optimize predefined fitness function. We have 
used the fitness function presented in [18]. The goal of this function is to find the  
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solution that maximizes the similarity between each document and the centroid of the 
cluster that is assigned to. This objective function is given by the following formula: 

 Fitness   Maximize ( )∑∑
=

∈

k

i
Cd il

il
cd

1

,cos  (3) 

Where: k is the number of clusters and ( )il cd ,cos is the cosine distance between 

the document ld  and the nearest centroid ic of the cluster iC . 

The cuckoo search clustering algorithm (CSCA) is given by the following steps [7] 
[10]: 

1. Generate randomly the  initial population of  nb_nest host nests;  
2. Calculate the fitness of these solutions and find the best solution;  
3. While (t < Max_Iter) or (stop criterion); 

(a) Generate nb_nest  new solutions with the cuckoo search; 
(b) Calculate the fitness  of the new solutions; 
(c) Compare the new solutions with the old solutions, if the new solution is better 

than the old one, replace the old solution by the new one ;  
(d) Generate a fraction (pa) of new solutions to replace the worse nests;   
(e) Compare these solutions with the old solutions. If the new solution is better 

than the old solution, replace the old solution by the new one; 
(f) Find the best solution;  

4. End while; 
5. Print the best nest and fitness; 

5 Improved Cuckoo Search Clustering Algorithm  

Cuckoo search clustering algorithm can achieve the best global solution compared to 
most other metaheuristics. Usually, this global solution is obtained after  huge number 
of iterations due to the slow convergence of the algorithm. It is obvious that in CSCA, 
the research area is explored using the standard cuckoo function [19].  In the present 
work, we propose to perform after each new solution generated by the standard 
cuckoo function an auxiliary local research in the research area in order to improve 
the solution. If this local search finds a solution that is better than the existing one, 
then it  will be replaced by the new reached one. 

For each current solution (host nest), the local search procedure exploits this one 
by calculating the gravity center of each cluster using the equation (4). Thus, the 
solutions are replaced only if their new fitness is better. The pseudo code of the new 
improved cuckoo search clustering algorithm (ICSCA) is presented in Fig. 1. 

∑ ∈∀
=

il Cd l
i

i d
n

gc
1

                                           (4) 
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Where igc is the gravity center of the cluster iC , ld denotes the document that 

belong to the cluster iC  and in  is the number of documents in cluster iC . 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. ICSCA procedure 

Begin 
1. Set the initial parameters:  
 - p

a
 (the probability of worse nests) 

 - nb_nest (the number of host nest is the population size) 
 - k (number of clusters) 
 - Max_Iter (the maximum number of iterations) 
2. Generate randomly the initial population of nb_nest host 
   nests; 
3. For each solution change the empty clusters  
4. Calculate the fitness of each solution using the  
   equation(3)and find the best nest;  
5. While (t < Max_Iter) or (stop criterion) 
 5.1 Generate nb_nest new solutions using the standard 
     cuckoo search function; 
 5.2 For each new solution change the empty clusters;  
 5.3 Calculate the fitness of each new solution using the 
     equation (3); 
 5.4 For each solution compare the new solutions with the 
     old solutions, if the new solution is better than the 
     old one, replace the old solution by the new one ;  
 5.5 Generate nb_nest new solutions by calculating the  
     gravity center of each cluster using equation (4) 
 5.6 For each new solution change the empty clusters;  
 5.7 Calculate the fitness of each new solution using the 
     equation (3);  
 5.8 For each solution compare the new solutions with the 
     old solutions, if the new solution is better than the 
     old one, replace the old solution by the new one;  
 5.9 Generate a fraction (p

a
) of new solutions to replace  

     the worse nests;   
 5.10 For each new solution change the empty clusters; 
 5.11 Calculate the fitness of each new generated solution 
      using the equation (3); 
 5.12 Compare the new solutions with the old solutions, if 
      the new solution is better than the old one, replace 
      the old solution by the new one ;  
 5.13 Find the best solution;  
End while; 
6. Print the best nest and fitness; 
End  
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To illustrate this idea, we give an example. In Fig. 2, we have three clusters and we 
can see that the objects are more similar to their gravity center than to the centroid 
generated by the standard cuckoo function.  

 

 

 

 

 

 

 

 

Fig. 2. Example of local search 

To illustrate this idea, we give an example. In Fig. 2, we have three clusters and we 
can see that the objects are more similar to their gravity center than to the centroid 
generated by the standard cuckoo function.  

We should notice that another primary function must be performed after each new 
generated solution. The main goal of this function is to ensure that there is no empty 
cluster. The simple way for doing this is to replace the empty cluster by a random 
one. 

6 Experiments and Results 

In order to test the efficiency of each auxiliary function added to the standard cuckoo 
search clustering algorithm, we compare between three algorithms: standard cuckoo 
search clustering algorithm (CSCA), standard cuckoo search algorithm augmented by 
the change empty cluster function (CSDC+CEC) and the improved cuckoo search 
document clustering (ICSCA) enhanced by the local search procedure and the change 
empty cluster function. 

6.1 Datasets 

Two kinds of datasets are used in the whole of experiments: four text document 
datasets and one standard dataset. The text document datasets are extracted from two 
well known collections:  Classic3 [20] and Text REtrieval Conference (TREC) 
collections [21]. The description detail of text document datasets is given in Table 1, 

Data 

Cluster 1 

Cluster 2

Cluster 3

Centroid generated by the
standard cuckoo function

Gravity center of a cluster 



 Improved Cuckoo Search Algorithm for Document Clustering 223 

 

where the standard dataset is obtained from the famous UCI Machine Learning 
Repository. The description detail of standard dataset is given in Table 2.  

Table 1. Summary of text document datasets 

datasets Number of 
documents 

Number 
of terms 

Classes description Number 
of groups 

Classic300 300 5471 100, 100, 100 3 
Classic400 400 6205 100, 100, 200 3 

Tr23 204 5833 6, 11, 15, 36, 45, 91 6 
Tr12 313 5805 9, 29, 29, 30, 34, 35, 54, 93 8 

Table 2. Description of standard dataset 

datasets Number of 
instances 

Number of 
attributes 

Classes description Number of 
groups 

Iris 150 4 50, 50, 50 3 

6.2 Related Parameters 

For the purpose of comparison, the number of iterations is fixed to 100 iterations for 
the text datasets and only 20 iterations for the Iris standard dataset.  We note that  
for all runs, the probability of worse nests was set to 0.25, while the population size 
was set to 10. The cosine distance is used as similarity measure for all experiment 
tests. 

6.3 Results and Comparisons 

The three algorithms: (CSCA), (CSDC+CEC) and (ICSCA) are compared for  
the different datasets in term of best fitness value and two external validity indexes 
(F-measure and purity).  In Table 3 we present the best fitness value of the three 
algorithms for each datasets.  

As we can see from this table, the ICSCA can reach the best results in comparison 
with the CSCA and CSCA+CEC. In addition, the CSCA+CEC is better than CSCA 
and the gap between them is proportional to the number of clusters. As the number of 
cluster increases, more than the gap increases. 

Table 3. Best fitness value 

Datasets CSCA CSCA+CEC ICSCA 
Classic300 28.0540 28.3145 56.3282 
Classic400 36.7592 36.8108 70.5629 

Tr23 29.1706 59.4068 88.5799 
Tr12 35.7372 41.5007 93.4783 
Iris 149.6669 149.7503 149.8383 
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For each datasets, the convergence behaviors in term of fitness function obtained 
by the different algorithms are illustrated in Fig. 3, Fig. 4, Fig. 5, Fig. 6 and Fig. 7.  

From these figures, it is clear that the ICSCA can reach the best results in a few 
iterations number for all datasets. Also, we should notice that the gap between graph 
variation obtained by the CSCA, and CSCA+CEC algorithms is proportional to the 
number of cluster. In fact, they are close to each other for Classic300 dataset and 
Classic400. This is due to the small probability of empty cluster. However, for the 
Tr12 dataset the gap is more significant due to the big number of clusters. 

From Fig. 7, it is obvious that the proposed algorithm speed up the convergence 
behavior of fitness function. Thus, the cosine distance is accurate for the clustering of 
the standard dataset.    

 

 

Fig. 3. Graph variation of fitness function of Classic300 

 

Fig. 4. Graph variation of fitness function of Classic400 
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Fig. 5. Graph variation of fitness function of Tr12 

 

Fig. 6. Graph variation of fitness function of Tr23 

 

Fig. 7. Graph variation of fitness function of Iris 
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The recorded F-measure and purity by the different algorithms for each dataset is 
given in Table 4. and Table 5. From these tables, it is clear that the proposed 
algorithm can improve significantly the quality of the clustering results. 

Table 4. F-measure comparison of CSCA, CSCA+CEC and ICSCA on the differents datasets 

Datasets CSCA CSCA+CEC ICSCA 
Clasic300 0.3800 0.4160 0.7728 
Classic400 0.4109 0.4308 0.6878 

Tr23 0.3997 0.4636 0.5476 
Tr12 0.2851 0.4187 0.6017 
Iris 0.7778 0.9131 0.9666 

Table 5. Purity comparison of CSCA, CSCA+CEC and ICSCA on the differents datasets 

Datasets CSDC CSDC+CCN ICSDC 
Classic300 0.3854 0.3895 0.7863 
Classic400 0.3933 0.4071 0.6468 

Tr23 0.3138 0.4672 0.4710 
Tr12 0.3923 0.4865 0.6532 
Iris 0.6667 0.9158 0.9697 

 
The calculated percents that ICSCA improve upon the CSCA+CEC, in terms of 

fitness function (CPF), f-measure (CPFM) and purity (CPP) is presented in Table 6. It 
can be stated from this table that the proposed ICSCA is more effective than the 
CSCA+CEC. 

Table 6. Percents improvements of ICSCA improve upon the CSCA+CEC 

Datasets CPF(%) CPFM(%) CPP (%) 
Classic300 0.4973 0.4616 0.5046 
Classic400 0.4783 0.3736 0.3705 

Tr23 0.3293 0.1533 0.0080 
Tr12 0.2552 0.3041 0.2552 
Iris 0,0022 0,0553 0,0555 

7 Conclusion 

The paper presents an improved cuckoo search clustering algorithm (ICSCA). The 
novelty of the proposed algorithm is to enhance the conventional cuckoo search 
clustering by a local search procedure. The experiment results show that the proposed 
ICSCA is more robust than the CSCA+CEC and CSCA, in term of fitness value, f-
measure and purity, when applied on four well known text document dataset and Iris 
standard dataset. Furthermore, the percent improvement of ICSCA upon the 
CSCA+CEC is significant.  
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The proposed ICSCA can also speed up significantly the convergence behavior 
when applied on Iris standard dataset. Therefore, the cosine distance is accurate for 
the clustering of the standard dataset.  Finally, as future work, we plan to extend the 
proposed approach for the incremental document clustering.   
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Abstract. Nowadays, business processes have become an ubiquitous part in pub-
lic institutions, and the success of an e-government system depends largely on
their effectiveness. However, despite the large number of techniques and tech-
nologies that are successfully used in the private sector, these cannot be transferred
directly to public institutions without taking into account the strongly hierarchical
nature and the rigorous legal basis on which public processes are based. This work
presents an approach allowing the consideration of the legal requirements during
the public processes design. Its main particularity is that these requirements are
encapsulated using a legal features model supporting a formal semantic. This one
prevents the violation of legal requirements and ensures that the processes evolu-
tion will in compliance with them.

Keywords: E-government · Information and Communication Technologies
(ICT) · Business Process Management (BPM) · Public Process Design · Legal
Requirements

1 Introduction

E-government is a phenomenon of an era in which e-business is becoming vital in both
the private and the public sector. It is composed of a set of administrative processes
(considered as business processes) whose mission is to serve citizens or businesses.

Indeed, the concept of business process has become an ubiquitous part in public
institutions, and the success of an e-government system depends largely on their ef-
fectiveness. Consequently, the enormous and the spectacular benefits achieved in the
industry and the private sector through the adoption of Business Process Management
(BPM) haven’t been without impact on public institutions. Let’s note that the BPM
is a process-centric approach which includes concepts, methods and technologies to
support the design, administration, configuration, enactment, and analysis of business
processes.

However, despite the large number of techniques and technologies that are success-
fully used in the private sector, these cannot be transferred directly to public institutions
without taking into account the strongly hierarchical nature and the rigorous legal basis
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on which public processes are based. The Government Process Management (GPM) is
the thinking that derives from the application of BPM for public processes [18][19][20].
The process models in a such context are characterized by a set of rules, principles and
specific models, collectively here referred to as legal requirements.

This work focuses on the design of public processes. Hence, the main problem in
this context is to say: ‘how to ensure that the designed public process models are on
conformity with the legal framework governing public institutions?’. Under this issue,
this paper proposes an approach allowing the consideration of the legal requirements
during the public processes design. Let’s specify that the legal requirements are men-
tioned in the law and the set of legal texts which constitute a source of valuable and
incontrovertible knowledge.

The main particularity of this approach is that the legal requirements are encapsu-
lated using a legal features model supporting a formal semantic. This semantic prevents
the violation of legal requirements and ensures that the processes evolution is in compli-
ance with them. In addition, the legal features model constitutes the core from which the
first global models of public processes will be derived. These ones are, then, enriched
with organizational aspects undescribed in the law and specific to each institution. Let’s
note that the legal features model is implemented using the Ontology Web Language
(OWL) based on the Description Logics (DL) and the first, as well as the final, models
of public processes are generated using the Workflow Nets formalism (WfN).

The remaining of this paper is structured as follow:

– Several research works can be inscribed in the same category as this work and try to
propose solutions for the consideration of the legal requirements. A classification
of these works and our positioning regarding these ones are made in the second
section.

– The presentations of the proposed approach, as well as the description of its com-
ponent intentions and strategies are made in the third section.

– This approach was tested and validated with the cooperation of an annex of Al-
gerian Fiscal Administration. An overview of the results is presented in the fourth
section.

2 Related Works

The legal requirements are mentioned in the law which includes the set of decrees and
legal texts that are associated to each public institution. These contain the set of compo-
nents, management rules and instructions regarding a public administrative procedure
[5][6][20]. They also regulate strictly how to create a certain output [4].

Consequently, the consideration of legal requirements characterizing public institu-
tions has become a major preoccupation in several research works. A thorough study of
these has allowed us to classify them into three different orientations as shown below:
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Table 1. Related Works Classification

Orientation Description Examples

of related works

Normative Studies Refers to the works that focus on the description of legal re-

quirements as a distinctive aspect of public institutions, and

the demonstration of the importance of their consideration in

the proposal of any IT solution

Ximeng & al., 2009 [1]

Saarenpaa & al.,2003 [2]

Lenk, 1997 [3]

Methodologies

and tools

Refers to the works that attempt to develop appropriate

methodologies, tools and techniques to the support of legal

requirements. They also covers the works that propose spe-

cific conceptual and methodological frameworks

Ciaghi & al., 2011 [4]

Schumacher & al., 2013 [5]

Alpar & al., 2005 [6]

Compliance assessment

and verification

Refers to the works whose purpose is the assessment of im-

plementation results and the verification of the compliance

degree with the legal aspect

Amboala & al., 2010 [7]

Wastell & al., 2001 [8]

Zuo & al., 2010 [9]

This work belongs to the second category. Among works explored in this category
are that of [4] who combine the principle of Business Process Reengineering (BPR)
with a goal-oriented framework in order to analyze and to model the law. The emerged
processes are then visualized using a subset of UML diagrams. In the same sense, there
exists the works of [5] which propose framework for extraction and feeding processes
from legal texts. The framework applies pipes and filters architecture and uses NLP
tools to perform information extraction steps. A third example is that of [6] who focus
on the problem of legal requirements modeling using the EPC language (Event-Driven
Process Chain). They propose, then, an extension of the graphical notations of this
language very responded in the business field.

The main particularity of the solution developed comes to the use of a formal se-
mantic for a legal requirements support. In the following, a detailed description of the
proposed solution and its intentions is made.

3 Approach Description

As mentioned above, the main concern of this work is the consideration of the legal
requirements during the design of public processes. Therefore, the proposed solution
consists, firstly, to encapsulate them into a legal features model supporting a formal
semantic. This latter is represented using an ontological framework devoted to the se-
mantic conception and implementation of public processes. It allows preventing the
violation of legal requirements and ensuring that the processes evolution will in com-
pliance with them.

The resulting legal features model constitutes the core from which the first global
models of public processes must be derived. At this level, passage rules have been
defined and implemented to ensure the automatic passage. These models are, then, en-
riched with organizational aspects undescribed in the law and specific to each institution
in order to generate public process models. The figure.1 shows in detail the different in-
tentions and strategies of the proposed approach.
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Fig. 1. Approach for Public Process Design

We use the MAP model [25] in order to represent clearly the approach phases, as
well as the interrelations between them. The map is represented using an oriented and
a labeled graph. The nodes represent intentions and the links represent strategies.

3.1 Extraction of Key Concepts

The first intention to achieve is the extraction of the key concepts which will be used
in the legal requirements implementation intention. Hence, the starting point of this
approach is a “meticulous study of the law” governing the targeted institution.

Several types of law exist, therefore it is important to operate a selection procedure
and keep only those which provide information and knowledge that can be instantiated
in the process (e.g. executive decrees and procedural decrees).

We have developed a law meta-model below (Figure 2) to describe the main concepts
to be extracted. It covers all components that must be addressed in public processes
design. Let’s note that a key concept must not be questioned during the design process:
it is necessary but not sufficient. A law is structured as several articles. It represents the
primordial source providing the key concepts grouped in the following dimensions:
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Fig. 2. Law Meta-Model for Public Process Design

3.2 Legal Requirements Implementation

Once the key concepts extraction was established, we pass to the implementation of the
legal requirements governing the public processes. The main objective is to encapsulate
the legal requirements through assets serving as the basis for the prevention of their
violation. This one includes the definition of process parts, the structural relationships,
as well as the description of dependencies between processes. The three “defined steps”
to achieve this intention are shown in the figure 3:

Fig. 3. Defined Steps for Legal Requirements Implementation

Legal Requirements Description
The objective of this phase is the generation of legal features model encapsulating the
legal requirements. This phase uses as input the key concepts derived from the previous
intention.
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We adopt the feature model of Feature-Oriented Domain Analysis method [10]. This
model is an explicit representation as a tree where nodes constitute the set of charac-
teristics and the arcs specify the relationship between them. Let’s specify that some
features may have variations to choose and which will be resolved using the description
logic (DL) during the implementation of legal requirements.

Legal Requirements Conception
It essentially comprises the construction of public processes ontology through a specific
ontological framework. Indeed, we have defined a specific ontological framework for
the semantic representation of public processes based on the legal features model. It is
composed of two levels: (1) ontological framework associated to a public process, and
(2) ontological framework associated to a public activity.

We have used the method of Uschold and King [12] who propose a method for
enterprise’s ontology construction. This latter is a two-level ontology, where the high-
level is used to describe the domain concepts which, for their part, are placed in the
second level [13][14]. We have selected the following corpus to describe the high-level

Fig. 4. Ontological Framework for a Public Process

Fig. 5. Ontological Framework for a Public Activity
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of our ontology: Entity, Relationship, Role, State-of-affairs and Time. These concepts
are required to model any public process.

Legal Requirements Implementation
Legal requirements implementation is made with Ontology Web Language (OWL)
based on the Description Logics (DL). Its main objective is the creation of assets that
provide a basis from which the public process models will be derived.

This step includes also the configuration of the processes from the static variations
points using a set of description logic axioms. This one favors the reuse of assets
[15][16], prevent the violation of dependencies between variants of the features model
by treating characteristics as components and dependencies as constraints [17].

3.3 Generation of Global Models of Public Processes

The purpose of this intention is the generation of the first global models as a Workflow
Nets. Thus, a transformation rules allowing the passage from legal features model to
Workflow Nets has been defined. For space reasons, these rules can’t be presented in
this paper. However, an example of the resulting global model will be presented in the
relevant section in the case study.

This phase includes also the definition of execution order and the configuration of
dynamic variations points. At this level, it is not possible to add behavior that has not
been modeled beforehand and therefore not described in the law. Thus, all possible be-
haviors described in the law must appear in the resulting model. To solve this problem,
we have done recourse to the approach proposed by Gottschalk & al. These authors have
developed a configuration approach which is based on the restriction of the behavior for
the Workflow Nets [22][23].

3.4 Extraction of Organizational Aspects

This intention covers mainly the: (1) identification of quick gains by identifying the flow
in accordance with law, (2) collecting metrics of the current processes which allows,
on one hand, to enrich those described in the law and produce an analytical view of
the organization, and on the other hand, to establish a baseline for measurement and
improvement of future processes, (3) extraction of actors with their appropriate skills in
order to identify those able to occupy the roles extracted from the law, and to identify
the need to improve capacity or to define new roles [20][21].

3.5 Design of Public Process Models

This is the intention where the public process models conform to the law are delivered.
It comprises the necessary steps to transform the global dynamic models to the im-
plementable models. It is during this phase where the integration of the organizational
aspect is made. This last consists to define new activities/additional processes, new op-
tions and alternatives for processes within the project. It also includes the description of
created or redefined jobs, the assignments of roles according to their capacity, as well as
defining of business and managerial personnel with their job objectives. The manner in
which their performance will be measured and managed is also changed or developed.
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4 Case Study: Algerian Fiscal Administration

The Algerian fiscal administration is a public institution responsible for establishing
the tax base, its perception and its control. It belongs to the category G2B (Government
to Business), which imposed the study of the different stakeholders, as well as their
rights and obligations towards the fiscal administration. Three categories of taxpayers
are distinguished: (1) physical person, (2) capital company, and (3) foreign company
which is divided to those installed and others not installed. For the test and the validation
of this approach we have cooperate with the local Annex of Algiers.

4.1 Extraction of Key Concepts

A set of decrees (between executive and procedural) were selected to analyze and to
extract legal requirements related to the tax regime on which taxpayers are subject (ex.
Decree N°. 96-31, Decree N°. 08-98, Decree N°. 01-353, etc) [26]. The analysis of
these documents has allowed identifying more than twenty processes each having a set
of associated key concepts. These are conforming to the key concepts described in the
law meta-model (Figure 2).

4.2 Legal Requirements Implementation

Legal Requirements Description
A fragment of the resulting legal features model related to the Algerian Fiscal Admin-
istration is shown in the following figure:

Fig. 6. Fragment of Legal Features Model of the Algerian Fiscal Administration

The back office represents the set of internal processes of the fiscal administration.
For example, the global process "Tax-base", is composed of all taxable procedures de-
scribed in the law (IFU, TF. . . ). The front office represents the set of provided services
to the different taxpayers. For example, "Declaration" is composed of all statements
that the concerned must declare (Existence declaration, Monthly declaration...).
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Legal Requirements Conception
The purpose of this phase is to build public processes ontology. It is made from the
high-level ontology (Figure 4 and Figure 5). Let’s note that each public process and its
component activities must be designed and then implemented. An example of public
process ontology (the Monthly declaration process) is shown in the figure7.

Fig. 7. Ontology Overview of the "Monthly_declaration" Process

Legal Requirements Implementation

The implementation of the legal requirements starts with the implementation of the
high-level ontology with its components concepts and dependencies between them. The
latter is, subsequently, imported to create the assets of different legal features. Remem-
ber that a set of axioms is also implemented in this phase. In addition, the assets consis-
tency and the concepts classification and positioning have been checked using a specific
reasoner, before their use in the next intention.

4.3 Generation of Global Models of Public Processes

This phase must be initiated by the generation of the first global models of public pro-
cesses by applying defined rules, and defining the execution order of the extracted com-
ponents. As example, the application of the defined rules on the back-office gives the
following model:
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Fig. 8. Example of a Global Public Process Model

Let’s recall that the resolution from the dynamic variation points was also made
according to the mentioned approach [22][23].

4.4 Extraction of Organizational Aspects

This phase begins with the representation of current operational processes with BPMN
notation. BPMN is located at the analysis level. It was introduced to provide a graphi-
cal notation easy to understand. These current models are, subsequently, analyzed and
confronted with implemented assets.

This analysis allowed extracting several flows, activities, qualitative/ quantitative op-
erational metrics and identifying needs to define new alternatives in the next phase. For
extracted roles, establishing the matrix of capabilities [24] has provided useful infor-
mation on current and future skills needs.

4.5 Design of Public Process Models

An overview of public process model "IFU" is shown in Figure 9. The development of
this model is made by integrating the organizational aspect delimited by the constraints

Fig. 9. An Overview of Resulting Public Process Model
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of the implemented assets (ex. the sub-processes must be triggered by the tax adminis-
tration, the taxpayer has 30 days to express its decision, etc.) and other issues from the
previous phase (ex. time allowed for the tax inspector in order to treat against-proposal).

5 Conclusion

The objective of efficiency and effectiveness improvement of the e-government is a
primordial problem. The processes of such system must obey to certain requirements of
process models described in the law and the set of legal texts. For this fact, the internal
processes are partially ruled and governed by a legal framework.

We have focused in this work to propose a design approach allowing the considera-
tion and the support of the legal requirements governing a given public institution. The
main particularity of this approach is that the legal requirements are encapsulated using
a features model supporting a formal semantic. This last is represented using an on-
tological framework devoted to the semantic conception and implementation of public
processes.

Several aspects can also be developed in order to evolve this approach. We focus now
on the first intention and we try to develop a cooperative platform for the meticulous
study of the law strategy in accordance with the law meta-model presented previously.
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Abstract. In strategic decision-making, the decision maker needs to exploit the 
strategic information provided by decision support systems (DSS) and the stra-
tegic external information emanating from the enterprise business environment. 
The data warehouse (DW) is the main component of a data-driven DSS. In the 
field of DW design, many approaches exist but ignore external information and 
focus only on internal information coming from the operational sources. The 
existing approaches do not provide any instrument to take into account external 
information. In this paper, our objective is to introduce two models that will be 
employed in our approach: the requirement model and the environment model. 
These models are the basis of our DW design approach that supports external 
information. To evaluate the requirement model, we will illustrate with an ex-
ample how to obtain external information useful for decision-making. 

Keywords: Data warehouse · Design · Requirement analysis · External infor-
mation · Business environment 

1 Introduction 

A data warehouse (DW) that supports external information is a knowledge source for 
strategic decision-making. It provides historical information about the enterprise 
business environment. External information is the strategic information useful for 
decision-making, about competitors, customers, markets, suppliers, products. Unfor-
tunately, this type of information is informal, heterogeneous and unstructured, which 
makes the process of developing a DW that satisfies decision-makers needs a difficult 
and a complex task. For many years, it is widely accepted that the basis for designing 
a DW is multidimensional (MD) modeling [1, 2]. Today, the MD form is natural to 
decision makers, by means of its structure composed of analysis measures and dimen-
sions that represent the context for analysis. 

In the literature, two different categories of DW design approaches exist: data-
driven and requirement-driven. The former starts from operational sources to define 
the MD model of the DW [3, 4]. The latter tries to identify the requirements to build 
the DW and define its contents [5]. These approaches collect requirements through 
different orientations: users, processes, and goals and using different techniques  
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(See section 2). In this work, our interest is concentrated on requirement-driven, most-
ly goal-oriented, DW design approaches for two reasons: (i) the strategic goals of the 
organization in the business environment are considered the main resource to identify 
external information requirements; (ii) the structure of the external information 
source, which will aliment the DW, is not defined, unlike in operational sources, so it 
must be defined. We argue that in the field of DW design, the existing approaches 
focus only on internal information coming from operational sources. These approach-
es raise the importance of external information, but ignore it and do not provide any 
instrument to support it. 

To answer this, we propose a goal-oriented requirement analysis approach in DWs 
to support external information. This approach can be used to build a DW that con-
tains strategic information useful for decision-making. In this paper, the models that 
will be employed in our approach are detailed: the requirement model and the envi-
ronment model. The former is an improved requirement model from the model pro-
posed in [6]. This model aims to identify the strategic decision-making needs for  
external information. The latter represents useful information for strategic decision-
making about some environment elements (competitor, customer, market, product, 
and supplier). In a future work, a set of processes will be defined to show how to use 
the models described in this paper for defining external information requirements and 
the underlying MD model. To evaluate our proposal, the requirement model will be 
illustrated using an example: the strategic goal “Increase market share”. To do this, a 
set of guidelines are defined to show how to obtain external information useful for 
decision-making. 

The remainder of this paper is organized as follows. Section 2 discusses related 
work. In Section 3, the models employed in our approach are described. Section 4 
represents the illustration of the requirement model with an example. Finally, Section 5 
points out the conclusion and future work. 

2 Related Work 

In the last decade, various DW design approaches were proposed to define require-
ments using different techniques. For example: Business process models in [7], Goal-
Question-Metric approach in [8], use cases in [9], best practices in [10], traditional 
requirements engineering (RE) process in [11], Decision processes analysis in [5], 
Map goal model in [12], GDI model in [13], extended Tropos in [14], extended i* 
framework in [15], etc... Due to lack of space, in this section we give a brief descrip-
tion of the most relevant requirement-driven, mostly goal-oriented, DW design  
approaches. 

Starting with [13], DW requirements are determined in the broader context of the 
goals and objectives of an organization. At first, in an organizational perspective, 
requirements are grouped into several levels of abstraction using the Goal-Decision-
Information (GDI) model. It starts by determining goals, then the decisions that influ-
ence the satisfaction of these goals. Finally, the information needed to make decisions 
is identified. At second in a technical point of view, information scenarios are applied 
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for each decision, to define DW contents and their proprieties. This approach shares 
similarities with ours in abstraction levels and because it deals with decisional goals, 
however, it does not consider external information. 

[14] presented GRAND, a goal-oriented approach, which has extended the early 
phase of Tropos [16] to the requirements engineering of DWs. Tropos is an agent-
oriented method, which is a variant of i* [17]. In requirement analysis, the stakehold-
er’s dependencies are represented in an actor diagram. Then, two perspectives are 
adopted, organizational and decisional. In the former, facts and attributes are identi-
fied and associated with goals of different actors. In the latter, each fact is related to 
their dimensions and a set of measures is found out and associated with facts. In con-
ceptual modeling, this approach can be either employed, within requirement-driven or 
mixed requirement/data-driven, to specify the conceptual MD model. This approach 
share similarities with ours in goal reasoning. However, it does not consider decision-
al goals unlike [13] and does not provide any instrument to take into account external 
information. 

In [15] another goal-oriented approach is proposed based on the i* framework [17]. 
At first, the strategic, decisional and informational goals are identified through inter-
views. The information requirements (tasks and resources) are obtained from the in-
formational goals of different actors using two i* models: Strategic Dependency (SD) 
model and Strategic Rational (SR) model. This latter is applied for the DW actor to 
define the rational model, which will give rise to the design of a conceptual MD mod-
el using a UML profile [18]. In this approach, organizational modeling unlike [14] 
and external information are not supported. 

In recent years, many researchers focus on understanding the business context in 
which the DW will be implemented. In [19] an extended version of the work in [15] 
was proposed to align DW requirements with the business strategy. This approach 
considered the business strategy using VMOST (vision, mission, objective, strategy, 
and tactics) and the business motivation model (BMM) to align DW goals and the 
organization strategy. In the same direction, another effort has been made by [20] to 
align the i* concepts for requirement analysis in DWs with the business strategy mod-
el proposed in the business intelligence model (BIM) [21].  

BIM is a business modeling language that offers many diagrams to help business 
users make sense of data manipulated in business intelligence systems. Different rea-
soning techniques about goals, goal influences, situations and indicators are used to 
define a complete business strategy plan [22]. The interesting thing for us in this 
model is that external and internal situations, that influence the fulfillment of a goal, 
are identified. Then, one or many external indicators are associated with an external 
situation (e.g. number of competitors). However, the authors do not indicate how to 
identify these indicators and how to represent them in a data perspective (dimensions 
and measures). In addition, this model is used to shape the organizational strategy, not 
to build a DW.  

Although, the formalisms used in the presented approaches for requirement analy-
sis step are different, their expressivity is very close, and show that a core of common 
information has been identified [23]. In the next section, we will present an outline of 
our approach for requirement analysis in DWs to support external information, which 
is not supported in the above-presented approaches. 
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3 Requirement Analysis in DWs to Support External 
Information 

In strategic decision-making, the decision maker needs to exploit mainly the informa-
tion emanating from the enterprise business environment. This information is  
qualified as external information. Since DW design approaches try to provide organi-
zations with information to support decision-making. A DW design approach should 
be defined to support external information useful for decision-making. Therefore, 
better decisions will be taken and strategic goals are achieved.  

In our work, the strategic objectives that the organization must achieve are consi-
dered the strategic goals to identify external information. This latter is the information 
required to support decision-making that must be provided by the DW. A number of 
proposals for requirement analysis in DWs have been made as seen in section 2 with 
focus on information coming from operational sources. Many efforts also have been 
made to define the system development lifecycle (SDLC) for DW development. Some 
approaches take the ER diagram or the database scheme of operational sources as an 
input to their DW requirement analysis stage [4]. In [13], the authors argue that DW 
development must be rooted by the set of goals and decisions interesting the organiza-
tion rather than the schema of operational sources. 

In our approach, we propose a hybrid SDLC (See table 1) where the DW schema 
and the source schema1 are defined at the same time. In requirement analysis, two 
models are adopted: a requirement model and an environment model. The former is 
used to identify external information required for decision-making. The latter is a 
UML class diagram, which will be used in requirement analysis to derive information 
that must be provided by the DW represented in the form of dimensions and meas-
ures. In addition, in conceptual design, this model will give rise to the design of the 
DW multidimensional schema and the schema of the data source that will aliment the 
DW. 

Table 1. The proposed SDLC 

Stage Output 

Requirement analysis Requirement diagram,  
Specific environment model 

Conceptual design DW multidimensional schema, Source conceptual schema  

Logical design DW logical schema, Source logical schema 

Physical design DW physical schema, Source physical schema 

In the following subsections, the models that will be employed in our approach are 
described in detail. The manner of using the described models together in requirement 
analysis is not addressed in this paper. This aspect will be extended in a future work. 

                                                           
1 The source schema is the structure of the data source that will aliment the DW in contrast with 

operational sources 
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3.1 The Requirement Model 

The requirement  model is an improvement to the strategic goal model proposed in a 
previous work [6]. In our model, a strategic goal is considered as an objective that is 
to be met by the organization at the strategic level. From the implementation process 
of a strategic goal, a set of goals are derived [6]. Once a goal is defined, it either needs 
means to concretize it or decisions to realize it.  

As shown in Fig.1 a strategic goal consists of a set of goals, which makes a goal 
hierarchy. A goal can be either qualified as an operational goal or a decisional goal. 
The latter is a long-term goal in the strategic/tactical level of the organization that 
needs decisions to realize it. Whereas an operational goal is an objective that can be 
met by a transactional information system, which is concretized by realization and 
control means. 

 

 

Fig. 1. The requirement model 
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A decision is the intention to perform the actions that cause its implementation to 
fulfill decisional goals [13]. Decision-making is an activity that results in the selection 
of the decision to be implemented. While performing this activity, the decision maker 
is in a decisional situation where he/she requires the appropriate information to select 
the right decision among alternative decisions. As shown in Fig.1, a decision can be 
built out of other decisions as in [13]. A decision maker, which can be an individual 
or a group, is confronted to a decisional situation where decisions have to be taken. 
The association ‘is satisfied by’ between decisional goal and decision identifies the 
decisions which, when taken can lead to decisional goals satisfaction. 

Knowledge necessary to take decisions is represented by the form of information. 
Fig.1 shows that there is an association ‘is required for’ between information and 
decision. This association identifies the information required to take a decision. The 
information can be external or internal. The internal information branch is out the 
scope of our interest. External information is the specification of data that will be 
stored in the DW. It is the information about environment elements (competitor, cus-
tomer, market, product, and supplier). As shown in Fig.1, the association ‘is related 
to’ between external information and environment element identifies the information 
about the environment. 

To offer a graphical support for requirement modeling, the notation of some ele-
ments from the i* framework [17] will be used. The graphical extended notation is 
summarized in Fig.2. 

 

Fig. 2. The notation used in requirement modeling 

3.2 The Environment Model 

As seen in the previous subsection, information about the environment is necessary in 
strategic decision-making, which has an impact on the enterprise competitiveness. 
The business environment can be defined as the external factors that influence direct-
ly or immediately the enterprise. It is composed of two categories: (i) the macro-
environment, which is the general environment that integrates political, economic, 
social, technological, legal…  aspects; (ii) the micro-environment, that is our con-
cern, is the close environment constituted with factors like customers, competitors, 
markets, products, and suppliers…  

One of the largest used models in analyzing the environment is the Porter’s five 
forces model [24]. It identifies five forces influencing the enterprise in a competitive 
environment: rivalry between competitors, threat of potential entrants, bargaining 
power of suppliers, bargaining power of customers, and threat of substitute  
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products/services. Taking into account these forces, we can assume that the five major 
elements of the enterprise environment are: competitor, customer, market, product, 
and supplier. The literature on environment analysis only proposes outlines and does 
not provide any structuration of information about the enterprise business environ-
ment [25]. Therefore, the proposal of an environment model, which will offer a gener-
ic view of this environment.  

The first model produced by our research team is the competitor model [25] (See 
Fig.3). In this paper, only this model will be described in detail. Nevertheless, the 
other parts of the environment model have the same definition, as the competitor 
model, described in the next paragraph. The competitor model assembles informa-
tional bricks serving for the acquisition of information about the competitor. This 
model has been modeled based on the UML class diagram for many reasons: (i) it is 
largely used today, so it is familiar to designers; (ii) it permits to represent different 
points of view. In addition, to facilitate its navigation and use, the model has been 
conducted using the meta-modeling principle. Thus, it consists of two levels of mod-
eling: meta-class level and class level.  

 

 

Fig. 3. Competitor meta-model [25] 

As illustrated in Fig.3, the competitor meta-model regroups different meta-classes that 
are related to the competitor: 

• Result indicator meta-class regroups financial, statistical, and commercial results 
about the competitor like capital, market share, patents…  

• Structure meta-class represents: (i) information about the competitor identity, 
structural and organizational aspects, shareholders, partners…; (ii) information 
about the competitor-implemented strategies, techniques used for each enterprise 
domain: commercialization, distribution, projects funding, provision, research and 
development… 

• Product meta-class is the main component in this model. It describes information 
about the competitor activity (products and services) and policies applied to  
products. 
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Fig.4 shows the product meta-model where the product class has many associations 
with other classes: campaign, customer opinion, market, supplier, price-policy, pro-
duction-policy, promotion. 

 

Fig. 4. The product meta-class of the competitor model [25] 

In a future work, the environment model will be used in requirement analysis with 
the requirement model to shape the external information required in the form of di-
mensions and measures. In addition, it will be used in conceptual design to define the 
MD model and the schema of the data source that will aliment the DW. In the next 
section, the requirement model will be illustrated with an example and a set of guide-
lines are defined to show how to use it. 

4 Sample Application of the Requirement Model 

In this section, we propose a set of guidelines to show how to use the requirement 
model. These guidelines are used to demonstrate how to derive external information 
useful for decision-making from the strategic goal “Increase market share”. The out-
come of requirement modeling is a requirement diagram. 

Guideline 1. The process of implementing a strategic goal must be described. It will 
be analyzed to identify a set of goals relative to a strategic goal. See [6] for more 
details on how to do this task semi-automatically.  
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Guideline 2. The goals identified in the previous step are qualified as decisional goals 
or operational goals. Operational goals are excluded. The resulted hierarchy is 
modeled as a goal hierarchy using the goal notation and decomposition links. 

Guideline 3. A set of decisions is identified for each decisional goal and linked to 
their respective goals with a means-end link. After that, complex decisions are 
decomposed. The decision hierarchy is modeled using the decision notation and 
decomposition links. 

Guideline 4. For each decision, a decisional situation is identified. A decisional 
situation is the description of the decisional problem, which identifies the internal and 
external variables that influence the decision-maker when taking a decision. 
Therefore, it could define the nature of the information needed.  

Guideline 5. From the decisions and decisional situations identified in the previous 
step, environment elements are identified. The external information needed to take a 
decision is defined in the form “information about environment elements”. This 
external information is associated with a means-end link to each decision in the 
requirement diagram. 

Example. Fig.5 shows the resulted requirement diagram of requirement modeling, 
after analyzing the strategic goal “Increase market share”. This goal is built out of two 
decisional goals: “Increase sales” and “Retain customer loyalty”. For the goal “In-
crease sales”, two decisions are identified “Launch a new product” and “Open new 
sales channels”. Moreover, for the goal “Retain customer loyalty”, the decision “Im-
prove quality of existing products” is identified.  

 

Fig. 5. Requirement diagram for the strategic goal “Increase market share” 
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For the decision “launch a new product”, two environment elements are identified 
product and competitor. Therefore, the external information “information about  
competitors’ products” is associated to the decision “launch a new product”. Identi-
cally “information about competitors’ sales channels” is associated with the decision 
“open new sales channels”. Furthermore, “information about customer preferences” is 
associated to the decision “improve quality of existing products”. 

5 Conclusion 

In this paper, we have presented the first step of a goal-oriented approach for re-
quirement analysis in DWs to support external information. As existing approaches 
mainly focus on internal information coming from operational sources, our approach 
provides the means to build a DW that contains strategic information about the enter-
prise business environment. We were limited to the description of the models that will 
be employed in our approach: the requirement model and the environment model. The 
former is used to identify external information required for strategic decision-making. 
The latter represents information useful for decision-making about the enterprise 
business environment. Immediate planned future work involves defining a set of 
processes to show how to use these models to shape the external information required 
in the form of dimensions and measures. Then to obtain the underlying MD model 
and the structure of the data source that will aliment the DW. 
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Abstract. There is a consensus that the requirements analysis phase in the 
development project of a data warehouse (DW) is of critical importance. It is 
equivalent to application of requirements engineering (RE) activities, to identify 
the useful information for decision-making, to be met by the DW. Many 
approaches has been proposed in this field. Our focus is on goal-oriented 
approaches which are requirement-driven DW design approaches. We are 
interested in investigating to what extent these approaches went well with 
respect to the RE process. Thus, theoretical foundations about RE are presented, 
including the classical RE process. After that, goal-oriented DW design 
approaches are described briefly; and evaluation criteria, supporting a 
comparative study of these approaches, are provided.  

Keywords: Data warehouse · Goal-oriented approach · Requirements 
engineering process · Comparative study · Evaluation criteria 

1 Introduction 

In the last years, great interest has been shown in the field of Data warehouse (DW) 
design [1]. Indeed, many design approaches has been proposed in this field. These 
approaches are usually classified into two categories: data-driven and requirement-
driven. The former also called supply-driven designs the DW starting from a detailed 
analysis of the data sources [1,2,3,4]. The user is not much involved in this category 
of approaches [5]. The latter also called demand-driven, attempts to identify the 
information requirements from business users [6,7,8,9]. We focus on the requirement-
driven approaches. 

Requirements analysis is the initial phase of DW design cycle [10]. It is equivalent 
to application of requirements engineering (RE) activities, to identify the useful 
information for decision-making, to be met by the DW. Requirement-driven DW 
design approaches define requirements through different orientations: process, user 
and goal. Process-oriented approaches  [5], [11,12,13] analyze requirements by 
identifying the business processes of the organization. User-oriented approaches 
identify the target users and specify their individual needs to integrate them into a 
unified requirement model [14,13]. Goal-oriented approaches [8], [15,16,17,18,19] 
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identify goals and objectives of users that guide decisions at various levels of the 
organization. Most of requirement-driven DW design approaches are goal-oriented. 
Many authors recognize that these approaches provide a better definition of user 
requirements [15], [20], for two reasons: (i) the gathered requirements are validated 
by identifying conflicting goals; (ii) the different modelling alternatives to achieve a 
goal are provided [21]. However, in the beginning of a DW development project, 
identifying users’ objectives and goals is a crucial step, where achieving the goals is 
an important indicator of the organization’s activity [22]. 

RE is an important field dedicated to requirements definition. It is concerned by 
transforming users’ expectations into agreed requirements through a well-defined 
process, called RE process. RE applied in the field of DW allows determining users’ 
requirements. In this paper, our interest is on goal-oriented DW design approaches. 
Many approaches have been proposed in this field. As yet, there is no common 
strategy for these approaches [23]. Furthermore, we argue that the process of RE is 
not completely applied in this field. Besides, there is no common RE process for 
DWs. Indeed, if we consider that a structure of an approach is the set of its activities; 
the proposed approaches does not share the same structure. The purpose of this paper, 
is to extract the invariant steps from the classical RE process, in order to identify a set 
of criteria (see section 3.1), to allow evaluating the goal-oriented DW design 
approaches; in other words, to see what does each approach provide to support those 
criteria. 

In this work, a general overview is shown, as well as a comparative study, of six 
famous goal-oriented approaches for DW design. The comparison highlights the 
evaluation criteria based on the classical RE process. The remainder of this paper is 
structured as follows: section 2 gives theoretical foundation of RE. In section 3, a 
brief description of goal-oriented approaches is given as well as the criteria to 
evaluate these approaches are defined in order to make a comparative analysis. 
Finally, Section 4 summarizes our work and presents our conclusions.   

2 RE: Theoretical Foundation 

2.1 What Is RE 

The first definition of RE was given in the software engineering area [22]. It was 
qualified as visionary, referenced by many authors[24],[25] and specifies that: 
“requirements definition is a careful assessment of the needs that a system is to fulfil. 
It must say why a system is needed, based on current or foreseen conditions, which 
may be internal operations or an external market. It must say what system features 
will serve and satisfy this context. And it must say how the system is to be 
constructed” [26]. [26] stated that “requirements definition must encompass 
everything necessary to lay the groundwork for subsequent stages in system 
development”. 

Thus, RE must address firstly the ‘why’ dimension, justifying the existence of the 
system, which many authors translate to ‘goal’ or ‘objective’ [19], [27,28,29]. Then it 
addresses the ‘what’ dimension, specifying the system’s functions to fulfil  the goals 
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[27,28,29]. Besides, RE must take into account the ‘how’ dimension, by specifying 
the constraints to be applied on the system under consideration. Lamsweerde [27] has 
added the ‘who’ dimension, to address assigning responsibilities to humans, devices 
or softwares. While Zave [29] claimed that RE deals also with the evolution of the 
software’s specifications over time. In RE, two types of requirements exist: 
Functional and non-functional. The former describes the functions to be performed by 
the system. The latter defines constraints on the way the functional requirement 
should be satisfied. A taxonomy of non-functional requirements can be found in [27]. 

The above-presented definition is taken from the software engineering field. In the 
literature, the aspects of RE engineering highlighted by the authors above were taken 
back in other fields: information systems [20], [30,31,32], DWs [17], [19], [33]. Since 
our interest is in the field of DWs, RE for DWs is detailed in section 3. 

2.2 The RE Process 

The RE process is composed of several activities highly intertwined. This property is 
observed at the different RE process models proposed [27], [34,35,36], while other 
authors [27], [34] , [36] affirm that the RE process is iterative and incremental. Two 
common concepts frequently used in RE : system-as-is and system-to-be [27]. The 
former means the system as it exists now while the latter means the system as we 
want it to be. The role of RE is to identify requirements that will change the system 
from the as-is state to the to-be state. We consider that a system is a set of 
components (human, software, hardware…) interacting with each other to satisfy a 
purpose.   

Nuseibeh and Easterbrook [37] proposed a RE process that consists of six 
activities: elicitation, modelling, analysis, specification, validation and management 
of requirements. Other authors, in particular Kotonya and Sommerville [34] have 
highlighted all the above activities except modelling activity which was included in 
the elicitation activity. The standard (ISO/IEC/IEEE/29148:2011) [38], proposed four 
activities for the RE process which are: defining the requirements of the stakeholders, 
requirements analysis, verification and validation, and finally the requirements 
management. 

These differences are not necessarily justified by an omission or addition of 
activities, but can be considered as different ways of seeing the process. In the 
following, the activities of the RE process are described based on [27], [36] and [38]. 

Domain Understanding and Requirements Elicitation. Domain understanding 
consists of studying the system-as-is within its organizational and technical context. It 
leads to understand the domain in which the problems are rooted and identify the 
roots of the problems [27]. As a result: 

• Stakeholders involved in the RE process must be identified;  
• A comprehensive picture, of the organization’s objectives, actors, roles and 

dependencies among them , in which the system-as-is takes place, is formed; 
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• The scope of the system-as-is is defined (objectives, components, information 
flowing through it and constraints); 

• Strengths and weaknesses of the system-as-is, as perceived by the identified 
stakeholders are determined; 

• A glossary of terms should be established to provide definitions of key concepts on 
which everyone should agree. 

This result will be utilized for the rest of RE activities. Once the requirements 
engineer acquires some knowledge about the domain, he starts eliciting requirements. 
Elicitation is “a cooperative learning process in which the requirement engineer and 
the system stakeholders work in close collaboration to acquire the right requirements. 
This activity is obviously critical. If done wrong, it will result in poor requirements 
and, consequently in poor software” [27]. In this activity, the requirement engineer 
aims to collect, capture, explore and model the requirements of the system-to-be from 
a multitude of sources. Modelling is important in this activity because the system 
needs to be represented faithfully, so that this representation can be understandable by 
users. 

To perform the elicitation activity, a variety of techniques exists: interviews, 
questionnaires, surveys, prototyping, observation… These techniques has been 
classified in [27], [37]. 

Evaluation and Agreement. This activity aims to examine and interpret the 
elicitation phase results, in order to: 

• Clarify the requirements, remove inconsistencies and ensure completeness and 
non-redundancy; 

• Identify and resolve conflicting concerns; 
• Assess and resolve risks associated with the system that is being shaped; 
• Compare the alternative options identified during elicitation with regard to quality 

objectives and risks, and select best options on that basis; 
• Prioritize requirements in order to resolve conflicts or avoid exceeding budget and 

deadlines etc… 

To support the evaluation activity, a variety of qualitative and quantitative 
techniques is presented in [27]. 

Specification and Documentation. The agreed requirements emerging from the 
evaluation activity must be detailed, structured and documented in the specification 
document. So that they can be understood by all users involved in the RE process. 
Specification can be formal, semi-formal or informal, see [27] for more details. The 
specification document is the main product of RE [36], [38]. It traces the process and 
includes descriptions of various elements, techniques and tools that have led to the 
result. Requirements must be classified by users to prepare the validation step [38]. 
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Requirements Consolidation. Also called validation activity, as referred by [37,38]. 
Requirements engineer detects and corrects errors. He certifies that the requirements 
meet the expectations of users, and define the expected functionality of the system. A 
variety of verification method is proposed by the standard (ISO/IEC/IEEE 29148: 
2011) [38]. Among the products of this step: a corrected version of the requirements 
produced by the previous activity; a set of acceptance test sets produced from the 
requirements specification; and an eventual prototype of the system-to-be. 

Requirements Evolution. This activity considers the different versions of 
requirements. Indeed, Requirements may change due to different causes. Thus 
requirements before change and after change as well as the causes of change have to 
be noted in the specification document. Therefore a new version of this document is 
produced at each change. In [30], [38], a whole process for change management is 
proposed. Requirements change is inevitable, it should be anticipated from the 
beginning as well as requirements traceability should be maintained. The former is 
guaranteed by assigning an attribute to each requirement, in order to specify whether 
it is stable or may change. The latter, has to be planned from the beginning of the 
project for two reasons: (i) trace the evolution of requirement and justify any change 
and (ii) track back the requirement into the initial objectives so that one can argue that 
they are satisfied.  

These activities compose the classical RE process, which emanate from the 
software engineering field. A DW can be seen as a software system having the 
specificity of supporting decision making. Engineering the requirements of DWs is a 
step of DW design known as requirement analysis for DW design. In the next section, 
this step is discussed through goal-oriented approaches. A set of criteria to evaluate 
these approaches are described, and comparative analysis is made among six famous 
goal-oriented approaches.  

3 RE for DWs 

In this section, a link is made between RE process seen above (section 2), and 
requirement analysis for DW design. First of all, it is clear that the system-as-is, is 
represented by the organization before building the DW, while the system-to-be is the 
DW within the organization. Second, talking about the RE dimensions mentioned 
above “why, what, who and how” (subsection 2.1); the “why” dimension concerns 
identifying the high-level objectives and goals of the stakeholders and decision 
makers involved in the DW development project [16]. While the “what” dimension, is 
concerned by identifying what information is relevant for decision making [18]. We 
call that “useful information” for decision making, which should be stored in the DW. 
The “who” dimension, cares about identifying the stakeholders and decision makers 
involved in the DW development project. Finally the “how” dimension is not 
introduced in DWs. We assume that it is concerned about implementation constraints 
to be applied on the DW. The concept requirement introduced above (section 2) 
represent, for DW, information requirements that supports decision-making [19], [33], 
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[39]. In the following, we use the term requirement to refer to information 
requirement.  

Despite the large number of goal-oriented DW design approaches proposed, as yet, 
there is no common strategy of requirement analysis in DW design [23]. Besides, we 
argue that there is no common RE process for DW. [40] Proposed a set of activities 
for goal-oriented approaches, with various models for each activity. This work was 
exploited by [41] in a comparative study of goal-oriented DW design approaches. The 
authors evaluated these approaches according to the models used in each step of 
requirements analysis. Our purpose, is to extract the invariant steps from the classical 
RE process to be applied in DW requirement analysis, in order to identify a set of 
criteria to evaluate goal-oriented DW design approaches. In the following 
subsections, those criteria will be described, and will be used to compare the goal-
oriented DW design approaches. Then we give a brief description of the compared 
approaches, and discuss the result.  

3.1 Evaluation Criteria 

The context of RE for DW is specific, since DW is dedicated to decision making [33]. 
We assume that the classical RE process is not completely applied in DW requirement 
analysis. Thus, in order to see what are the current practices in this field, we studied 
this classical RE process in the context of DW, and extracted a set of evaluation 
criteria, then assigned for each criterion a coefficient that reflects its weight in the 
process of requirements analysis for DWs. The assigned weights are of three types: 

• Elementary: criterion qualifies an elementary activity of the RE process. (weight 1) 
• Important: Elementary and requires great importance. (weight 2) 
• Mandatory: Important and must qualify each approach. (weight 3) 

The criteria we suggest, include the following: 
Elicitation: In goal-oriented DW design approaches, requirement elicitation is the 

most complex activity [41] for the following reasons: in one hand DWs are used 
exclusively for decision making [15], [19], [42]. In the other hand, goal-oriented DW 
design approaches are based on the analysis of high-level goals [27]. The problem, at 
this level, is in extracting the goals from decision makers. If in case a decision maker 
knows how to express his goals, which is not often the case, in some other cases, 
decision makers poorly express their goals, or less, they are not able to formulate 
them. The requirement elicitation is the first activity of the RE process, the remaining 
steps depend on it. If the goals are poorly defined, the DW may not meet the needs of 
decision makers. Considering the importance of this phase it will have weight (2). 

Specification: this criterion qualifies the specification activity, where the elicited 
goals are analyzed (conflict detection, errors, redundancy) and modelled. The 
concerns of the requirements engineer is to find, according to the decision makers, 
which models may be used to specify their needs so that they can be able to 
understand. It is about mapping the real-world needs into a requirements model [40]. 
It is a core activity for the RE process and prepares for validation step, therefore it 
bear the weight (2). 
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Validation: A consensus on the elicited goals, between the requirement engineer 
and decision makers must be established through validation. Validation of 
requirements is paramount for further stages of DW design. If requirements are not 
validated by decision makers, the risk that the DW will not address their needs 
increases, which will bring the project to failure. Therefore, validation is mandatory 
and deserve the weight (3). 

Requirements’ evolution management: One will not flee the fact that requirements 
evolve throughout the requirement analysis in DW design. Besides, it's not impossible 
that they evolve even after validation. A DW not taking into account the evolving 
requirements is certainly not at the same effectiveness as another one supporting it. 
Furthermore, a decision maker, always, seeks to meet its objectives in one way or 
another. Elsewhere, it does not include the fact that he succeeds to express all his 
needs. It is important to plan, from the beginning of requirement analysis, for 
alternatives to the defined requirements [27], [42]. Also, anticipate requirements 
subject to change or evolution. This criterion represent the requirement evolution 
activity in the classical RE process. Besides, regarding its contribution to the 
effectiveness of DW, this criterion deserves the weight (2). 

Traceability: How will it be possible to affirm that a goal is satisfied? How to 
define to which goal is associated a given requirement? To answer this, traceability is 
introduced. It consists on tracing the path from the goal to the relevant information in 
DW [43]. Traceability helps assessing the impact of changes and rationale 
comprehension, by identifying which parts of the implementation belong to which 
requirement [44]. It also supports the reusability and maintainability of DW, since the 
scope of each part of the project is known and defined thanks to the traces. In turn, 
these benefits help lowering the costs associated with the project [45,46]. Distinction 
is made between post-traceability and pre-traceability [47]. The former is about the 
traceability of the requirement, its deployment, and its use. Whereas the latter is the 
traceability of a requirement back to its origin which is goal in our context. Thus, 
since the first RE’s task, it is essential to think about keeping trace of everything. This 
is necessary to justify delays and possibly identify the cause of failures. For all these 
reasons, the weight (3) is the most suitable for this criterion.  

Reusability: DW implementation is a complex and costly activity in resources and 
time [48]. It also requires specific developments to the characteristics and needs of the 
organization. However, decision-making projects for the same field of activity or even 
different business areas have similarities [49]. It is certainly possible to find situations 
which we have already faced; avoid falling in unrealistic requirements on the basis of 
earlier experiences; or even propose to decision makers new requirements through 
anticipation [8]. Reusing requirements, or reusing existing Data marts [8] or even 
DWs, promote saving time and reliability in future projects. Therefore, this is 
elementary for each approach and carries the weight (1). 
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3.2 Comparative Analysis 

Six famous goal-oriented DW design approaches have been studied. The study 
consists of capturing the satisfied criteria for each approach. In the following, these 
approaches are briefly described. 

1. (Bonifati & al 2001) [15]: the approach starts by gathering information from 
business analysts and/or managers about the company goals and needs [15]. This is 
accomplished through the Goal/Question/ Metrics paradigm. The goals obtained 
are aggregated and refined, until a small number of goals subsume all the collected 
information. Each aggregated goal is specified by an abstraction sheet, which 
expresses its characteristics in great detail. From abstraction sheets, it is possible to 
extract the specifications of ideal star schemas which represent users’ information 
requirements for the DW. 

2. (Paim & al 2003) [42]: The approach is named DWARF. The authors adopted the 
classical RE process for DW, adding traceability and compliance of requirements. 
DWARF is divided into a series of well-defined stages. Each stage presented in a 
development cycle, applies different levels of abstraction that detail the application 
more deeply each time, with the goal of creating a baseline for requirements. The 
latter are specified for data marts and grouped to specify the DW .The authors 
insisted on the documentation activity of each step of the approach. 

3. (Gam & Salinesi 2006) [8]: the approach is called CADWA. In CADWA, the 
information requirement are extracted from (i) the goals presented by the strategic 
plan of the organization, (ii) decision makers business plans, (iii) transactional 
systems, and (iv) the existing DW or data marts models that can be reused. In the 
next stage the authors create a model using the MAP goal model, to represent the 
current and future information requirements of decision makers.  

4. (Mazon & al 2007) [33]: This approach starts by identifying a hierarchy of goals 
with tree levels of abstraction: Strategic goals which are fulfilled by decisional 
goals which are in turn fulfilled by information goals. From information goals, the 
information required for decision making is directly derived. The authors adapted 
the strategic rational (SR) model of the i* modelling framework [50] and used it to 
specify goals and information requirements of decision makers. Traceability does 
not appear explicitly in the approach. However, the models used allowed pre-
traceability of requirement from goals to information requirements.  

5. (Giorgini & al 2007) [17]: the approach is called GRanD. It adopts two 
perspectives for DW requirement analysis. The former is organizational modeling 
centered on stakeholders and aims to shape the organization. The latter is 
decisional modeling which is directly related to the information needs of decision 
makers [17]. Traceability is not made explicit by the approach. However, GRanD 
is based on an adapted i* modelling framework [50]. Therefore, pre-traceability of 
requirements can be guaranteed through the proposed models. 

6. (Prakash & Gosain 2008) [19]: The authors focus first on the context of the 
organizational goals. Thus, A GDI (Goal Decision Information) model was 
proposed with three levels of abstraction. It starts by identifying organizational 
goals. A goal enables to identify the set of decisions that are relevant. For each 
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decision, a set of required information to make it, is determined. This 
organizational view is translated into a technical view by the use of the 
informational scenario. The latter is written for each decision available in the GDI 
organization scheme, to capture the required information for decision making. 

Table 1. A comparative study of the goal-oriented DW design approaches 

The 

approach 

Elicita

tion 

(2) 

Specifica

tion (2) 

Validatio

n (3) 

evolution 

manage

ment (2) 

Traceabi

lity (3) 

Reusabil

ity (1) 

weight 

Bonifati & 

al 2001 
X X     4/13 

Paim & 

Castro 

2003 

X X X X X  12/13 

Gam & 

Salinesi 

2006 

X X    X 5/13 

Mazon & 

al 2007 
X X   X  7/13 

Giorgini & 

al 2007 
X       X   X  7/13 

Prakash & 

Gosain 

2008 

X X   X  7/13 

 
A set of conclusions is made on basis of table 1. First, all the approaches focus on 

the elicitation and specification activities of the RE process. These two activities are 
basic for the RE process. Second, validation criterion which represents validation 
activity, has not shown great importance from the approaches. It is mentioned above 
that it is of great importance (section 3.1). Besides, it refers to a basic activity of the 
classical RE process. Consequently this criterion needs more importance for next 
approaches. Third, traceability is not well addressed. It is made implicit by the models 
proposed. More efforts has to be made to satisfy that criterion, due to its contribution 
to the proper conduct of the RE process. Forth, requirement evolution management 



 Engineering the Requirements of Data Warehouses 263 

 

criterion is only satisfied by the DWARF approach. It was addressed by a horizontal 
activity since the beginning of the approach until the end. Finally, concerning 
reusability criterion, only CADWA [8] applied it by reusing existing structures of 
DWs or data marts.  

DWARF [42] has encompassed the large number of criteria since it applied the 
classical RE process. Consequently, it has the highest weight among the approaches. 
[17], [19] and [33] has well addressed the elicitation and specification criteria. This 
what made of them powerful approaches, but still, they have to incorporate validation 
activity in the process of the approach, and plan for a better traceability. 

4 Conclusion 

In this paper, a comparative study was made among goal-oriented DW design 
approaches. We have investigated to what extent these approaches went well with 
respect to the classical RE process. Our study was based on six evaluation criteria, 
which were defined directly from the RE process for many reasons. We argue that a 
DW is more than a software system, it has the specificity of providing useful 
information to support decision-making. Thus, RE process for DWs has to be applied 
carefully. In addition, there is no standard approaches for DW design despite the 
considerable efforts made in the field. The main motivation of this work is to serve as 
a starting point for researchers to think at developing a standard RE process for DW 
design. Consequently, this comparative study can be useful for researchers in 
achieving a common understanding in the field and providing a solid foundation for 
the research community. 
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Abstract. The problem of low-latency processing of large amounts of
data acquired in continuously changing environment has led to the gene-
sis of Stream Processing Systems (SPS). However, sometimes it is crucial
to process both historical (archived) and current data, in order to obtain
full knowledge about various phenomena. This is achieved in a Stream
Data Warehouse (StrDW), where analytical operations on both histor-
ical and current data streams are performed. In this paper we focus
on Stream Materialized Aggregate List (StrMAL) – a stream repository
tier of StrDW. As a motivating example, the liquefied petrol storage and
distribution system, containing continuous telemetric data acquisition,
transmission and storage, will be presented as possible application for
Stream Materialized Aggregate List.

Keywords: Materialized aggregate list · Stream data warehouse · Stream
processing

1 Introduction

Nowadays, the necessity of processing, storing and analyzing of very large data
volumes (considered also as BigData) is constantly growing. This implies de-
velopment of newer and more advanced systems, that are able to satisfy this
need. Moreover, from the perspective of various enterprises, organizations and
other data producers and consumers, the outcome information is expected to be
reliable, most up-to-date and obtained in the shortest time possible. These re-
quirements determine the attractiveness of solutions already present on market,
as well as constitute new objectives for developers [22].

In the following paper we focus on Stream Data Processing Systems (SPS).
They are designed to process current and continuously generated data with rel-
atively high frequency. When non-stream solutions (i.e. those relying on persis-
tent data) are concerned, processing unit enforces collecting data from sources.
Stream oriented systems have to process incoming data almost instantly as they
arrive, since data are produced and actively delivered by sources. There are rep-
resentative examples of Stream Processing Systems [1–6, 26, 27], however they
are relatively not as popular as classic, traditional data storage systems.
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The example of application involving instant and immediate analysis of data
delivered continuously is a liquefied petrol storage and distribution system. Such
an installation consists of multiple petrol stations, where various measurements
are gathered and transmitted to the centralized or distributed analysis platform.

Each petrol station is equipped with fuel tanks where liquefied fuel is stored
and dispensing devices which act as sale endpoints. These appliances generate
two streams of data supplemented with delivery records entered by station work-
ers or detected automatically. Usually fuel volume and temperature is measured
in tanks, whereas the amount of sold fuel is returned from meters installed in
dispensers.

The common analysis performed upon the aforementioned values aims to de-
tect various anomalies and other adverse phenomena that can occur at petrol
stations. The most dangerous example is fuel leak [15, 24], which introduces very
serious consequences to the environment. In order to prevent such a threat, it
is crucial to detect any volume of fuel leaked from tank and piping as fast as
possible.

This paper is organized as follows. Section 2 contains information concerning
data stream storage problems with theoretical base of a Stream Materialized
Aggregate List (StrMAL) described. In Section 3 the architecture of StrMAL is
presented along with examples of its most important features. Section 4 contains
test results performed over a StrMAL engine, whereas Section 5 summarizes the
paper.

2 Data Stream Storage

A Data stream [8, 12–14] can be defined as an infinite sequence of tuples with
unique timestamps and attributes carrying information describing various phe-
nomena at subsequent moments of time. Stream Processing Systems usually do
not provide any storage operation in their work flow, since they are designed
to produce answers immediately as new data arrive. Optional data storage is
sometimes used to provide static data as an extension to stream data.

Under certain circumstances an instant access to historical data stored in a
database, as well as efficient processing performed on current data is required.
Analyzing the history is necessary in learning process, where different trends,
dependencies, and rules are discovered and remembered [21]. Later, gathered
knowledge is used to filter current stream in order to detect any desired events.
This process frequently involves browsing data on a certain level of detail –
in other words – on different aggregation levels. Moreover, data retrieval and
aggregation operations should not interfere with insertion of newly arrived data,
which often cannot be completely eliminated.

The problem of processing both stored and current data has lead to the idea
of the Stream Data Warehouse [7, 9, 19, 20, 23, 25]. It is an unified processing
platform capable to produce immediate answers to complex queries concerning
current and archived data. In current mode, data can be processed before they
are persisted in any data structure, as in Stream Processing Systems.
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2.1 Problems and Issues

As a consequence of data stream nature, it is virtually not possible to store a
whole stream in a memory. In addition, at a given moment of time, the stream
contains only the most current tuples, since all read before have been already
removed and archived, which forces searching the history (database).

Moreover, data in a stream are produced relatively frequently and in a unpre-
dictable manner, which causes database to be updated very often and irregularly.
High intensity of modifying transactions, being made in parallel with queries
consisting of large range data retrieval, can lead to serious decrease in overall
performance.

Relative database systems are designed to execute versatile CRUD (Create,
Read, Update and Delete) operations on the whole dataset stored inside their
internal memory. However, in stream appliances, updates take place only at the
end of a time frame, i.e. tuples arrive and are organized ascending by timestamps.
In this cause, it is not possible that once stored piece of data is updated.

Repetitive execution of the same or similar operations (e.g. aggregation) of the
same datasets is usually time consuming and thus leading to unnecessary delays.
In order to prevent these adverse situations, results of time costing operations
can be stored along with query parameters to provide access to once computed
values. As mentioned before, there are no updates on historical data causing the
materialized data to be immutable.

2.2 Stream Materialized Aggregate List

Many items that are sequentially arranged (as tuples in a data stream) can be
stored in a list data structure. In such a form, it is easy to view all subsequent
elements in proper order. When browsing tuples from a stream, consecutive re-
trieving is the only operation considered here, which can be described as forward
iterating over list.

An aggregate list [16–18] can be defined as a sequential data structure, con-
taining a subset of an aggregated stream (stream of aggregated tuples). It is
stored in memory and acts as a physical representation of stream, beginning
from certain moment of time. Because of the limited capacity of list, it is as-
sumed that all aggregates already read can be replaced with more fresh data.

When considering various data collections, extracting data access operations
into a separate interface is a common practice. Such an interface is called an
iterator and is used to traverse any data structure (as aggregate list for example).
Thus, an iterator can be used for retrieving tuples from a stream.

The aforementioned issues became a motivation for designing a solution which
is capable to provide an uniform access to any data stream, efficiently manage
available memory, and avoid redundant operations. It is done by using aggregate
list, iterator interface, and aggregate materialization techniques. The solution
has been named a Stream Materialized Aggregate List [11] and is designed to
act as a data storage tier of a Stream Data Warehouse [10].

It is possible to create several iterators attached to a single list and pointing
to different elements. In such a situation, the distance (measured in time units)
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between them is unconstrained and can be arbitrary long, causing the whole
list to occupy very large amount of memory. In order to prevent this situation,
the following solution is used: the aggregate list itself is not located in memory,
instead its active fragments (tuples being currently in use) are stored inside each
iterator.

Moreover, in order to increase memory management efficiency, the following
solution is used [17, 18]: each iterator contains a static array which corresponds
to an iterator-specific aggregate list fragment. As far as successive aggregates
are retrieved from an iterator and become outdated, they are replaced by newer
ones. Each array is logically divided into pages (basic units). Due to that, certain
number of ready-to-read aggregates is always available. When the need of new
aggregates creation occurs, a whole page at once is produced and replaces the
old one.

3 Architecture of StrMAL

The Stream Materialized Aggregate List was implemented using multilayer con-
cept. Each of them is realizing separate functionalities and is responsible for
another stage of aggregates production. Figure 1 presents the overall architec-
ture of StrMAL. Four layers have been denoted by the following acronyms: SDL,
APL, DML, and CL – they are described later in the text.

Fig. 1. Architecture of the StrMAL engine
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In the Stream Distribution Layer (SDL) the process of aggregate list produc-
tion begins with collecting data required for aggregation. It is done, depending
on start time specified in query, by using current or historical stream. This layer
provides a uniform access to data streams, irrespective of their origin (source)
and start time.

The Aggregate Production Layer (APL) retrieves desired streams from the
SDL and, basing on parameters obtained from client, performs aggregation. Out-
come aggregates are delivered to clients and materialized (persisted for future
use).

The Data Materialization Layer (DML) involves persisting aggregates in
database, along with query parameters. Besides storing, this layer also provides
searching and retrieving mechanisms. Cache memory (LRU buffer) is used to
achieve better performance of I/O operations.

The Client Layer (CL) is responsible for communication with clients and pro-
viding them aggregates produced in the APL with data retrieved from the SDL
or materialized aggregates read from the DML. It integrates all mentioned layers
and uses them to prepare, produce, and serve results.

3.1 Current and Historical Stream Support

One of the major tasks of the Stream Distribution Layer is to collect tuples
from current stream and store them temporally in a buffer called History Table
(HT). It is performed in order to provide a flexible bridge between current and
historical data. When the SDL is queried for a data stream beginning from a
certain timestamp, first it performs a lookup over the HT to determine whether
the desired data have been already produced – and when it is true – if they are
still in the HT or have been persisted in a database.

The Stream Distribution Layer can operate in four states, depending on the
distance between current and searched time. Each state determines the source
from which data are retrieved and other working principles, such as next state
reached under state-specific circumstances. These states are named as follows:

1. TAB – tuples are read from the History Table,
2. DB – tuples are read from a database,
3. SYNC – synchronization with the current stream,
4. CUR – tuples are read from the current stream.

The TAB is the starting state, when the SDL is queried with a specific times-
tamp and the History Table is searched to find whether the desired tuple is
present in it. When the tuple is not found in the HT, it either has not been
generated and acquired by the system or it has been archived and stored in a
database. In the former case the SDL remains in the TAB state waiting for tu-
ple to appear in the HT, whereas in latter cause, the SDL switches into the DB
state and reads tuples from a database until the end of batch (certain number
of tuples) is reached. After that, the SDL switches back into the TAB state.
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In the other situation, after successful lookup, SDL remains in TAB state until
the end of HT is reached (there are no more tuples to read). Such a circumstance
denotes that next tuple ought to be retrieved from the current stream. However
this process cannot simply be performed by switching into CUR state (when
subsequent tuples are read from the current stream). SDL needs to synchronize
with the current stream – it is done by entering SYNC state. In that state the
SDL assures that no tuples will be omitted during switching – i.e. tuples being
removed from the current stream and not yet written into the HT. Figure 2
presents state diagram of the Stream Distribution Layer.

Fig. 2. State diagram of the SDL

4 Test Results

First test was conducted in order to verify the impact of History Table on
archived tuple read time. The objective to that study was to simulate the situa-
tion involving reading subsequent tuples from current stream with variable time
gap (delay) between each read operation. In such a case client reading tuples
desynchronizes with stream and is obliged to perform a lookup in database con-
taining archived data. When HT is used, it stores recent history of stream and
allows the client of SDL to retrieve desired data from buffer instead of database.
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Figure 3 presents tuple read time (in microseconds) with buffering in HT
applied depending on HT size (in number of tuples). Three different delays were
used: 1 s, 2 s, and 5 s. The starting size of HT was set to 8 and it was doubled
respectively when there were any calls to database. The test was finished when
all tuples were read from the buffer allowing client not to operate on persistent
storage at all. Results show that tuple read time when using HT in 100% is
about 6 times shorter than in the 5 s delay example (where almost 100% of read
operations were made on a database).

Fig. 3. Tuple read time depending on HT size

Next test was conducted to verify the percentage of HT calls in historical data
retrieval depending on aggregate consumption time. Aggregates were read from
CL and the following delays were introduced: 300 ms, 400 ms, 500 ms, 550 ms,
600 ms, 750 ms, and 1000 ms. Such values have been selected after preliminary
tests which showed that below 300 ms there are no calls to any historical data
because every tuple is read directly from the current stream. Between 500 ms and
600 ms an additional measure was performed (at 550 ms) due to high variability
in that range. Four different sizes of History Table were used: 8, 16, 64, and 256
(measured in number of tuples).

Figure 4 shows that for two first examples (HT sizes: 8 and 16) the percentage
of calls to HT suddenly dropped from 100% to about 10% at delay set to about
600 ms. It means that 90% of calls to historical data sources were made to
database causing the overall aggregate production time to be longer. When HT
size was set to 256 tuples about 40% of calls were still made to HT, even when
aggregate consumption time was equal to 1 s.

Results of performed tests showed that using the History Table as buffering
mechanism, while performing seamless switching between historical and current
data sources, is legitimate. Tuple read time is noticeably shorter and database
system is less loaded causing the whole process of aggregate production more
efficient.
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Fig. 4. Percentage of HT calls depending on aggregate consumption time

5 Summary

In this paper we have described the architecture of the Stream Materialized
Aggregate List engine, which is a component of Stream Data Warehouse, re-
sponsible for storing and serving data streams on various levels of aggregation.
The StrDW itself is still at the planning stage, while its components, such as
described StrMAL engine, are being intensively developed and tested.

In the nearest future we intend to design all concepts and modules of the
StrDW, with spatial indexing, distributed architecture and low-latency query
processing issues included. The target system is expected to process data streams
in OLAP manner, allowing the analysis on currently changing multidimensional
aggregated data to be performed in decision supporting applications with critical
time requirements with distributed environment and concurrency issues involved,
such as the aforementioned liquefied petrol storage and distribution system.
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Abstract. On-the-fly generalization, denotes the use of automated gen-
eralization techniques in real-time. This process creates a temporary,
generalized dataset exclusively for visualization, not for storage or other
purposes. This makes the process well suited to highly interactive appli-
cations such as online mapping, mobile mapping and SOLAP. BLG tree
is a spatial hierarchical structure widely used in cartographic map gener-
alization and particularly in the context of web mapping. However, this
structure is insufficient in the context of SOLAP applications, because it
is mainly dedicated to the geographic information processing (geometric
features), while SOLAP applications manage a very important decision
information that is the measure. In this paper, we propose a new struc-
ture, SOLAP BLG Tree, adapted to the generalizaion process in the
SOLAP context. Our generalization approach is based on this structure
and uses the simplification operator. Combining the topological aspect
of geographical objects and the decisional aspect (the measure).

Our experiments were performed on a set of vector data related to
the phenomenon of road risk.

Keywords: On-the-fly map generalization · Hierarchical spatial struc-
tures · Spatial data warehouses · SOLAP

1 Introduction

Business intelligence is a major decision-making tool for strategic and daily man-
agement of data in the enterprise. It provides essential information in several
forms to users (decision makers) so that they can analyze and manage their
business by taking effectives decisions. Data warehousing and On Line Analyt-
ical Processing (OLAP) are technologies intended to support business intelli-
gence. Indeed, Analysts and decision makers in the enterprise can thus analyze
interactively and iteratively multidimensional data at a detailed or aggregated
level of granularity through online Analytical Processing tools, OLAP, [1] [2] [3].
Nevertheless, these data may have a geographic component that OLAP systems
cannot process due their lack of tools for managing spatial data. A new technol-
ogy has so, emerged, Spatial OLAP (SOLAP), resulting from integrating GIS
technology (Geographic Information System) and OLAP [4] [5].
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SOLAP has been defined by [6] as a visual platform built especially to support
rapid and easy spatio-temporal analysis and exploration of data following a mul-
tidimensional approach comprised of aggregation levels available in cartographic
displays as well as in tabular and diagram displays.

SOLAP enriches the analysis of classical OLAP systems capabilities in many
ways. For instance, providing visual information through maps and interacting
with them by formulating queries directly on the cartographic display. Thus,
the cartographic component in OLAP systems represents a graphic interface
to spatial data warehouses (SDW) which introduce spatial data as subject or
analysis axes.

In this context, the analysis of multi-dimensional spatial data often requires
navigating through different levels of detail, in order to study the evolution of
a phenomenon (fact), and thus allows an effective decision-making. On-the-fly
generalization process is therefore well suited to this context, because it can in-
teractively adapt the visualized geographic information to decision-makers needs
[7]. However it only addresses the cartographic aspect, at the expense of the de-
cisional one, which is important in multidimensional analysis.

Widely addressed in cartography, on-the-fly generalization, well suited to
highly interactive applications such as SOLAP, consists in generating tempo-
rary data at different levels of detail from the most detailed level. Different
on-the-fly generalization approaches have been developed [8] and classified in
two main groups. The first group relies on fast map generalization algorithms
that generate coarser levels-of-detail in real-time. [9]. The second group utilizes
hierarchical spatial data structures [10] [11]. To the best of our knowledge, no
work has proposed a generalization approach for SOLAP, nor the consideration
of the decision making aspect (measure) in the generalization process.

In this paper, we propose an on-the-fly generalization approach for SOLAP
systems. The approach we propose integrates topographic appearance (distance)
and decision-making aspects (measure) for an on-the-fly generalization suited to
cartographic experts and decision makers.

The present paper is organized as follows; the next section introduces some re-
search work related to the addressed issue. Section 3 presents a detailed descrip-
tion of the proposed approach. The different steps of our experiments and some
results are described in section 4. Section 5 concludes the paper and presents
some perspectives.

2 Related Work

Several research work have addressed the generalization for more than three
decades [12] [13] [14]. On-the-fly generalization has emerged with the develop-
ment of highly interactive applications of cartography such as web mapping. The
main used operators are selection and simplification [8]. Among research work
that have adressed on-the-fly generalization, we can cite [15] [16] carried in the
contexte of the European project GiMoDig [17]. The objective of this project is
to develop and test methods for providing spatial data to mobile users through
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real-time generalization. The work presented in [18], combines multiple repre-
sentation and cartographic generalization and uses an implementation of multi-
agent system where each agent was equipped with a genetic patrimony.

Since cartographic generalization creates a hierarchy of levels of detail, it is
natural to use hierarchical structures such as tree structures for storage of the
geometry (point, line, polygon) of an object in the highest level of detail. This
structure is enriched with information that reflect the importance of a hierar-
chical level, from which, requested levels of detail may be generated. The gen-
eralization process is therefore, speeded up with rapid access to the elaborate
structures. For each type of spatial data, corresponds an appropriate hierarchical
structure that enables interactive and rapid generalization of geographic objects.
BLG tree (Binary Line Generalization tree) has been proposed for linear objects
[19] [20], it applies the simplication generalization operator that uses a variant
of the Douglas-Peucker algorithm [21]; instead of deleting the less important
vertices, it stores them in the structure. The GAP tree (Generalized Area parti-
tionning) has been proposed for the selection and fusion of polygons [20] [10] [11].
The Quadtrees have been proposed for point objects point objects, they allow
applying the selection, simplification, aggregation and displacement operators
[8] [22].

Furthermore, as we have already mentioned in Section 1, and to the best
of our knowledge, there are no research work that have addressed integration
of generalization in SOLAP. Nevertheless, some work focused on integration of
spatial data as dimension or fact in SDW [4] [7].

In this paper, we propose to integrate on-the-fly generalization process in
SOLAP, to adapt the level of detail that meets the decision-makers needs. The
approach we propose focuses on linear objects that represent rivers, roads, etc.
These latters constitute a geographical dimension linked to the phenomenon of
road risk that we consider as use case study. BLG tree structure is dedicated to
cartographic generalization of linear objects (roads in our case study). However,
this structure cannot be efficiently used in decision-making process, because they
don’t consider the main decisional information in SOLAP, that is the measure.

To better understand this problem, we propose the example illustrated in
Figure 1. The analyzed map contains six objects with associated measures. As
presented in this example, among the objects at the most detailed level , the
object C possesses the greatest measure (30), despite its geometric size is not
indicative (see figure 1.a). When reducing the scale, the classical generalization
process is triggered, considering only the topographic aspect, the object C is im-
perceptible (see figure 1.b) despite its decision relevance (the greatest measure)
compared to the objective of the analysis performed by the decision-makers.

We propose a generalization approach based on a new version of BLG tree
adapted to SOLAP called SOLAP BLG tree.
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Fig. 1. Traditional generalization results

3 Proposed Approach

The main objective of our approach is to develop an on-the-fly generalization
system adapted to SOLAP applications. This system must be able to combine
the decision and cartographic aspects to produce maps adapted to the needs of
decision makers. Figure 2 shows the overall architecture of our approach. The
spatial data warehouse stores decision data (measures, fact, dimensions, etc.) and
cartographic data. The latter represented in a single level of detail (the highest
one). When the user sends his request, the result is extracted from the stored
data. It does not necessarily reflect the level of detail requested by the decision
maker, therefore an on-the-fly generalization process is necessary to adapt this
result to the expressed need.

Fig. 2. Global architecture of our approach
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The generalization process that we propose is based on SOLAP BLG tree
structure. A set of parameters related to the decision aspect is integrated to the
structures including the importance function, aggregation etc. All these concepts
are described as in the following sections.

3.1 SOLAP BLG Tree

The creation of the SOLAP BLG tree revolves around two main steps: (1) the
attribution of an importance value to each point of the polyline and (2) Creating
the Hierarchy considering the importance of the points. Indeed, a polyline object
(road, river, etc.) consists of a set of points (vertices). SOLAP BLG tree stores
these points in a hierarchical structure. Each node of the structure consists
of a point of the polyline along with its importance value elaborated by the
following function: the importance I(p) for each point p will be determined
according to its distanceD(p) and its associated measureM(p) as follows: I(p) =
f(D(p),M(p)). This function can be described by the sum of its cartographic
importance (distance) and its decisional importance (measure):

I(p) = D(p) +M(p) (1)

The distance D(p) is the orthogonal distance between the segment connecting
the two end points and the point p of the polyline. M(p) represents the measure
at the point p. A node in the structure is created to represent a point pi, which
importance value is M(pi).

The polyline (p1, pn) will be processed as follows: If the node root is rep-
resented by pk (a point on the polyline) having the highest importance value,
the creation of other nodes follows an iterative process addressing all the points
of the segments [p1, pk] and [pk, pn]. To illustrate this process, we propose the
following example on road risk analysis; we focus on the number of accidents
recorded on road segments connecting ten cities represented by c1 to c10 points
(see Figure 3). Each segment carries a measure that represents the number of
accidents reported on the segment connecting city ci to city ci+1.

Fig. 3. Polyline (road) representation in SOLAP

We emphasize that in this case, the measures are associated with road seg-
ments, or the process requires their transposition to the endpoints constituting
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these segments. To do this we propose that the measure of each point pi is de-
termined by the maximum value of the measure of the segments to which the
point pi belongs: Let M(pi) be the measure at point pi.

M(pi) = Max(M([pi−1, pi]),M([pi, pi+1])

Furthermore, the values of the measures and distances such as identified have
different domains. Indeed there is a significant difference between these two pa-
rameters. A normalization step is thus necessary, in order to make the values
comparable to each other. To do this we will restrict values between 0 and 1. For
each value V of a measure or a distance, its normalized value V ′ is calculated as
follows:

V ′ =
V − Vmin

Vmax − Vmin
(2)

Thus, the BLG structure of the original polyline depicted in figure 3 is as
shown in figure 4.

Fig. 4. The built SOLAP BLG tree structure

3.2 Proposed Generalization Process

The on-the-fly generalization process adapted to SOLAP context is guided by
the SOLAP BLG tree structure according to the method described below.

Once these structures built, they are saved in a session work. When navigat-
ing between the different levels of detail, the on-the-fly generalization process
is triggered to retrieve only the visible points in the required level of detail.
The selection of these points is performed by comparing the importance values
previously stored with a threshold value. The latter is determined by the visual-
ization scale and other cartographic parameters that require the intervention of
an expert cartographer. In the context of this work we used experimentally de-
termined thresholds. Indeed, the threshold determines the tree traversal depth,
by selecting only the nodes whose relevance value is greater than the threshold.
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Measures Aggregation. The measures associated with the different objects
are subject to an aggregate function that determines the measures of the re-
sulting objects. This maintains the importance of the decision-making aspect of
the different requested levels of detail. This aggregation function is developed
according to the analyzed fact. For example for the analysis of the road risk
phenomenon, the proposed aggregation function is the sum function, to preserve
the information on the total number of accidents on the generalized object.

To aggregate polylines measures, we propose the creation of a data structure,
containing the values of the measures associated with the different segments
constituting the initial polyline depicted in Figure 3 as shown in the example of
table 1.

Table 1. Data structure dedicated to measures storage

Segment S1 S2 S3 S4 S5 S6 S7 S8 S9

Measure 10 13 7 50 10 2 4 25 15

During the generalization with the BLG tree, we obtain a new polyline where
the segments Si to Sk are removed and replaced by a new segment formed by
the first point of Si and the last point of Sk, to evaluate the measure associated
with this new segment, one can read the above table and sum the measures
corresponding to the segments from Si to Sk.

To illustrate this process we will use the polyline shown in Figure 5, in each
segment we took the values of measures in accordance with the table above.
After simplification of the polyline we get two segments formed by the points
C1, C5 and C10, the points C2 through C4 are deleted along with the points C6

through C9. The measure associated with the new segment [C1, C5] represents
the sum of the measures contained in the table (measure of the segments S1

through S4).

Fig. 5. SOLAP BLG tree generalization results

It is therefore clear that the displayed map will be simplified in order to
highlight the information requested by the query.
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4 Experimentation

The validation of our approach involves the construction of the proposed spatial
structure SOLAP BLG tree used in in the implemented generalization process.
We choose the road risk as a case study given its socio-economic impact world-
wide. According to statistics from the World Health Organization [23], the road
causes each year more than 1.2 million deaths and between 20 to 50 million
wounded. In a previous work, we addressed this phenomenon by incorporating
spatial information [24] [25].

Our tests are performed on vector spatial data. We used multiple softwares and
hardawre ressources to implement our generalization prototype : (1) Oracle 11g
Enterprise Edition as DBMS (Management System Database) via its component
Oracle Spatial. (2) Oracle MapViewer for viewing the map of the analyzed area.
(3) Oracle Weblogic Server on which MapViewers components are deployed. (4)
Oracle Map Builder was used to load the geographical data in the DBMS and
the construction of the map. (5) Oracle JDeveloper tool as a code editor.

Our experiments were performed on a data set that represents the road theme
of Dar El Beida municipality in Algiers enriched by different measures represent-
ing the number of accidents recorded on the considered roads (Figure 6).

4.1 SOLAP BLG tree Test

To test the SOLAP BLG tree, we selected a road in Dar El Beida municipality.
This road is shown in red in Figure 6. It includes 28 segments each one having a
measure. Our generalization system simplifies this road at smaller scales, taking
into account the decision aspect (measures).

Fig. 6. Road network of Dar El Beida and the selected road

Figure 7 illustrates a detailed representation of the selected route; segments
with the highest number of accidents are highlighted.

The SOLAP BLG tree corresponding to the selected route is shown in Fig-
ure 8. The root node contains the point p14, which has the highest importance
value. Points stored in the top levels are the points having the highest importance
values.
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Fig. 7. Detailed description of the selected raod

Fig. 8. SOLAP BLG tree corresponding to the selected road

Following the proposed approach, the generalization of the selected road al-
lows to restore only the segments points visible at the required scale. From a
more detailed scale, we can analyze the results obtained at different scales (see
Figure 5). For example in scale 1: 5000 all relevant segments road except the

Fig. 9. Generalization results guided by SOLAP BLG tree
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segment S2 are visible on the map, whereas, at the scale 1: 10,000, there are
only four relevant segments and at the scale 1: 50,000 relevant segments are no
longer visible.

Figure 10 shows a comparison between the results of the generalization with
SOLAP BLG as part of this work and the results of the generalization with the
classic BLG tree. We can see that at the same scale 1: 10 000, relevant road
segments are visible in the case of SOLAP BLG tree (segments S13, S16, S22
and S26), while they are no longer in the case of classical BLG tree, despite
their decision relevance, hence the importance of generalization with SOLAP
BLG tree in the SOLAP context.

Fig. 10. Comparaison between the results of generalization by the SOLAP BLG tree
and the BLG tree

5 Conclusions and Future Issues

This paper presented an on-the-fly generalization approach adapted to SOLAP
applications. This process is intimately linked to the highly interactive applica-
tions in cartography such as web mapping, mobile mapping and SOLAP appli-
cations. But this latters, require the simultaneous consideration of cartographic
and decisional aspects by integrating the measure in the process.

Our proposed approach is based on SOLAP BLG tree, it consists on adapting
BLG tree structure, initially dedicated to cartographic generalization, to SOLAP.
It focuses on linear objects (roads in our case study) and integrates the measure
in order to adapt the level of detail that meets the decision-makers needs.

To validate our approach, we chose the road risk phenomenon as analysis
subject, this is particularly due to its worldwide socio-economic impact. In ad-
dition, the use of map in the analysis of such phenomenon is of major interest
for decision-makers because it is closely related to geographic information repre-
sented by the road object and the locality to which it belongs. In our experiments,
we have highlighted the contribution of the proposed structure in the context
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of SOLAP through the various implemented functions such as importance func-
tion, and whose application has allowed preserving measures while providing
cartographic perceptibility.

As future issues, we suggest : (1) improving the current solution by adapting
the other generalization operators (as is smoothing, displacement, typification,
exaggeration, etc.) to SOLAP applications. This will allow generating a better
quality of maps and hence, improve the decision making process. (2) Adapt the
generalization process to SDW by using another generalization approach, for
example, the one, based on rapid generalization algorithms and (3) elaborate
a comparative study between the implemented approaches according to some
defined criteria in order to assess their effectiveness in a given context of use.
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médias de masse en algérie. du traitement de l’information à sa diffusion. Commu-
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Abstract. The selection of an appropriate web service for a particular
task has become a difficult challenge due to the increasing number of web
services offering similar functionalities. Quality of web services (QoS)
becomes crucial for selecting web services among functionally similar
components. However, it remains difficult to select an interesting Web
services from a large number of candidates with a good compromise
between multiples QoS aspect. In this paper, we propose a novel concept
based on dominance degree to rank functionally similar services. We rank
Web services by using a fuzzification of Pareto dominance called Average-
Fuzzy-Dominated-Score(AFDetS()). We demonstrate the effectiveness
of the AFDetS through a set of simulations by using a real Dataset.

Keywords: Web service selection · dominance · Skyline · Ranking · QoS

1 Introduction

Nowadays, an increasing number of Web services is published and accessible over
the web, they are designed to perform a specific task, which essentially consists
of either altering the word state (e.g.,an on line shopping service) or returning
some information to the user (e.g.,news Web service).

As the Web is populated with a considerable number of Web services, there
exists a large number of service providers competing to offer the same function-
ality, but with different Quality Of Service(QoS) such as response time, price,
etc. Consequently, QoS is thus a crucial criterion to select among functionally
similar Web services.

Example. Consider a Web service for sending SMS, there are manyWeb services
providing this functionality (e.g., Click Send, Inteltech, Etc.), but with different
QoS. Table1 provides such functionality along with real QoS parameters taken
from the publicly available Quality of Web services data.1 Web services were
obtained by using the keyword SMS which represents the tag associated to the
functionality of the desired Web services. Each Web service has four QoS param-
eters q1, q2, q3 and q4, says respectively Response Time, Throughput (i.e.,Total

1 http://www.uoguelph.ca/∼qmahmoud/qws
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Table 1. A set of Sending SMS Web Services

Service provider operation q1(ms) q2(hits/sec) q3(%) q4(%)

S1 acrosscommunications.com SMS 113.8 5.2 81 84
S2 sjmillerconsultants.com SMS 179.2 0.7 65 69
S3 webservicex.net SendSMS 1308 6.3 67 84
S4 webservicex.net SendSMSWorld 3103 5.3 79.3 91
S5 smsinter.sina.com.cn SMSWS 751 6.8 64.3 87
S6 sms.mio.it SendMessages 291.07 5.2 53.6 84
S7 www.barnaland.is SMS 436.5 4.5 43.2 84
S8 emsoap.net emSoapService 424.54 4.3 11.9 80

Number of invocations/period of time) Reliability(Ratio: number of error mes-
sages/total messages) and Best Practices (the respect of the specifications). To
select an adequate Web service, users need to examine all of them manually.
The user may also face difficulties in balancing between different quality met-
rics. The skyline presents a good solution for reducing the number of candidate
Web services [1],[2] and simplifying the process of selection as it overcomes the
major limitation of the current approaches that require users to assign weights
over different QoS attributes. The skyline is a subset of Web services that are
not(Pareto) dominated by any other Web service. A Web service Si is said to
Pareto domine another Web service Sk if and only if Si is better than or equal to
Sk in all QoS parameters and better than Sk in at least on one QoS parameter.

According to our example (Table1), the service S1 dominates S6,S7,S8. Ser-
vices S1,S3,S4,S5 belong to the skyline and they are no comparable between
them. We can remark that computing skyline reduce the candidates services, in
our example we eliminates 50% of the candidate services. However, it remains
a challenge to compute skylines in high dimensional data [3],[4]. In addition to
that, on the report of [5] the authors show that the skyline may lose some in-
teresting Web services like S6 which is dominated by S4 while S4 is the worst
service in term of response time, however S6 has a good response time and is
closer to S4 on the other QoS parameters.

Motivated by this, we propose an extension of Pareto dominance relationship
called Averaged-Fuzzy-Dominated-score AFDetS() to associate a score to each
service and rank them, We also propose a comparison between the dominated-
score AFDetS and Dominating score used in [5] and confirm that the use of
the Dominated score is more interesting than the Dominating score in Ranking
service, this fact is also confirmed in [19]. The rest of the paper is organized as
follows. In the next section, we discuss related work. In Section 3, we provide the
formal definition of AFDetS and show it application on our example Table1.
Section 4 presents the results of our experimentation. Finally, section 5 gives
conclusions and an outlook on possible continuations of our work.
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2 Related Work

A lot of efforts have been devoted to the problem of QoS-aware Web service
selection. Some of them use the linear programming technique [7], [8]. Linear
programming techniques are used in [7] to find the optimal selection of com-
ponent services and gives an extensible model to evaluate the QoS parameters,
Linear programming techniques are extended in [8] to include local constraints.
Others work use combinatorial model and graph model [9] where the authors use
heuristic algorithm to solve the problem of service selection with multiple QoS
constraints. In [10] the authors present a selection algorithm to evaluates multi-
ples QoS based on an ontology. Nevertheless, the majority of these approaches
are more suitable for limited number of Services(the selection process has an
exponential space complexity) and limited number of QoS, especially when the
users has to assign weights on QoS attributes.

In recent research, the skyline paradigm is introduced as a good and efficient
mechanism to reduce the number of service candidates and simplify the process
of selection. The idea of skyline comes from the old research like contour prob-
lem, maximum vector and convex hull and was introduced into databases by
Borzsonyi [11] who develops three algorithms: BNL, DC and B-tree, this leads
to develop and ameliorate several other algorithms like SFS [12], SaLSa [13],
Zorder, [14] and NN[3]. Some of these algorithms exploit index structures like
[14],[3] to enhance the skyline computation process. However, the size of skyline
increases under a high number of QoS and sometimes privileges Web services
with bad compromise between QoS.

To handle the problem of large skyline, some works combine the advantage of
the skyline and ranking and define variants of skyline like [1],[15],[16] and [17].
In [15] the authors present skyline frequency concept which is the number of
subspaces where a point p is skyine, however this lead to calculate skyline of
all subspaces and results in a hight computational time, further more authors
introduce an approximate algorithm to reduce the computation space. In [1]
Chan et al. present the notion of k-dominance which relax the pareto dominance
to a subset of k parameters, however There exists cyclic dominance relationship
(CDR) which leads to the loss of skylines in addition k-dominance often returns
an empty set. In [17] lin et al. propose top-krepresentative skyline but this
method is more suitable for anti-correlated data [18] in addition to that, k-
representative skyline is considered as NP-hard for more than three dimensional
dataset. In [16] the authors present the skyline graph which maps the dominance
of different skyline subspaces into a weighted directed graph and use link-based
techniques to rank skyline, however, the problem of dominance on a large space
is still solved. These approaches rely on Pareto dominance relationship thus, they
don’t consider or privilege services with a good compromise between parameters,
this drawback can be solved by the fuzzification of Pareto dominance in order
to rank incomparable services.

The Fuzzy dominance was used in databases community like [20] the authors
show the goal of fuzzification of the concept of Pareto dominance and it applica-
tion in Evolutionary Multiobjectif Optimization. Other works use this principle
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and applied it in Genetic or particle Swarm Algorithm. In service computing
community, [5] use the fuzzy-dominance and propose the α-dominance to rank
Web service based on QoS parameters and associates the fuzzy-dominating score
to Web services.

Like mentioned in [20] the measures between two vectors a, b ”a dominates b
by degree α” and ”a is dominated by b to degree α” is not symmetric, In addition
to that, in [19] the authors demonstrates that the use of the dominated measure
is more efficient in selecting the top-k services than the dominating measure. Our
work is close to [5]. However, [5] use fuzzy-dominating relationship to compare
the services instead of use fuzzy-dominated measure in ranking services. Accord-
ing to these observations, we define the Fuzzy Dominated relationship Fdet and
the Average Fuzzy dominated Score AFDetS(). The next section presents the
definition of this concept and it utilization in our context.

3 Problem Formalization

In this section, we are going to study the fuzzification of the Pareto dominance
relation , and show it application on our example (Table1). To allow for a uniform
measurement of Web Services, we first normalize the different QoS value in the
range [0,1].

3.1 Normalization of QoS Parameters

let be S a set of similar functionally services S = S1, .., Sn. Suppose that we
have R quantitative QoS values for a service Si. we use the vector Q(Si) =
{Nq1(Si), .., Nqr(Si)} to represent the QoS attributes of a service Si where
the function Nqk(Sij) represent the k-th Normalized quality attribute of Si. We
convert the negative attributes(time, cost) into positive attributes by multiplying
their values by −1 so that the higher value is the higher quality. We normalize
the different QoS values in the range [0, 1], as follow :

Nqk(Si) =
qk(Si)−Qmin(qk)

Qmax(qk)−Qmin(qk)
(1)

Where Nqk(Sij) is the normalized QoS value of the Web service Sij on the QoS
parameter qk and Qmin(qk) (resp.Qmax(qk) is the minimum (resp. maximum)
value of the QoS parameter qk. Table2 shows the QoS values of Web services
example of Table 1 after normalization.

3.2 Fuzzification of Pareto Dominance Relation

Services of the same functionality differ only in term of Qos. Like mentioned
above, the skyline consists of the set of points which are not pareto dominated
by any other.
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Table 2. Web Services with Normalized QoS

Web service Nq1 Nq2 Nq3 Nq4

s1 1 0.74 1 0.68
s2 0.98 0 0.77 0
s3 0.60 0.92 0.80 0.68
s4 0 0.75 0.98 1
s5 0.79 1 0.76 0.82
s6 0.94 0.74 0.60 0.68
s7 0.89 0.62 0.45 0.68
s8 0.90 0.59 0 0.50

Definition 1 (Pareto Dominance.) Let Si and Sj be two Web services,Given a
set of d QOS parameters Q = {q1, ..., qd}, We say that Si dominates Sj denoted
by Si � Sj, iff ∀qk ∈ Q, qk(Si) ≥ qk(Sj) and∃qt ∈ Q, qt(Si) > qt(Sj).

Pareto dominance does not differentiate between Web services with good com-
promise and those with bad compromise, to clarify this, let us return to our
example (Table2) and consider S4 and S5, in fact neither S4 dominates S5 nor
S5 dominates S4, the two services are incomparable and belong to the skyline
because S4 is better than S5 in q3 and q4, and S5 is better than S4 in q1 and q2.
However we can consider that S5 is better than S4 since q1(S5) = 0.79 is much
higher than q1(S0) = 0. In addition to that, q3(S5) = 0.76 and q4(S5) = 0.82
are almost close to (respectively) q3(S4) = 0.98 and q4(S4) = 1. For this reason,
it is interesting to fuzzify the Pareto dominance. The goal of the fuzzification
of Pareto dominance is to allow a practically usable numerical comparison be-
tween two service and express the extent to which a Web service (more or less)
is dominated by another one.

To compute the Fuzzy dominance degrees it’s important to distinguish be-
tween the measure of two concepts : the dominating score and the dominated
Score between two service Si and Sj . The first one express the degree to which Si

dominates Sj and the second express the degree to which Si is dominated by Sj
and the measure of dominance is not symmetric. We will use in our work the con-
cept of dominated relation. We define bellow the fuzzification of the dominated
relation.

Definition 2 (Fuzzy-Dominated Score.) let be S a set of functionally similar
services, Si and Sj ∈ S. Let Q = {q1, ..., qd} be a vector of d QoS parameters.
First we define the monotone comparison function με,λ to express the degree to
which u is dominated by v, where u represent qk(si) and v represent qk(sj) as
follow:

με,λ(u, v) =

⎧⎨
⎩

0 if (u− v) ≥ ε
|u− v − ε| / |λ+ ε| if λ+ ε ≤ (u − v) < ε

1 if (u− v) < λ+ ε
(2)
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Where ε, λ ∈ [−1, 0] , ε+ λ ≥ −1
Then, we define the Fuzzy-Dominated score FDet(Si, Sj) to express the degree
to witch Si is dominated by Sj as follow:

FDet(si, sj) =
1

d

d∑
k=1

μλ,ε(qk(si), qk(sj))) (3)

Let us reconsider our example and compare Web services S4 and S5 by us-
ing FDet(), with ε = −0.1 and λ = −0.2 we have FDet(S4, S5) = 0.5 and
FDet(S5, S4) = 0 this mean that S5 is not fuzzy dominated by S4 and is little
more better than S4. This concept gives a good compromise between QoS. In
fact, this is more expressing than S4 and S5 not comparable by Pareto domi-
nance. In what follows, we use the FDet() to rank Web services

Definition 3 (Averaged-Fuzzy-Dominated-Score.) In order to rank a Web ser-
vice Si in it class S, we first, make pairwise comparison with the other services
and associate it a score by:

AFDetS(Si) =
1

|S| − 1

n∑
j=1,i�=j

FDet(Si, Sj) (4)

Then, we retain service with lower AFDetS() on a higher ranking position

The Table3 show the services of our example (Table 1) after computing
AFDetS score and ranking with ε = 0 and λ = −0.2

Table 3. Services’Rank according to AFDetS()

Rank Web service AFDedS() Nq1 Nq2 Nq3 Nq4

s1 0,071 1 0,74 1 0,68
s5 0,107 0,79 1 0,76 0.82
s6 0,143 0,94 0,74 0,60 0,68
s3 0,25 0,60 0,92 0,80 0,68
s7 0,286 0,89 0,62 0,45 0,68
s4 0,312 0 0,75 0,98 1
s8 0,393 0,90 0,59 0 0,50
s2 0,571 0,98 0 0,77 0

We can observe that the top service is S1 which is better than the others in q1,
q2 and has a good value in the other QoS parameters. We remark that services
that have some QoS = 0 are at the bottom of the ranking. Let us consider S6

and S4, according to the result provided by Pareto dominance S4 belong to the
skyline, but S6 does not, however S4 have the worst response time(q1)) and S6

has a good compromise between QoS parameters. According to (Table3: Fuzzy-
Dominated Score)S4 was downgraded to the Rank 7, On the other hand, the
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Service S6 which has a good compromise between QoS parameters was set up
to the 3rd rank.

From this result, we confirm that the use of Fed() can give more interesting
results in term of balanced of QoS than the other approaches.

4 Experimental Evaluation

In order to evaluate and prove the effectiveness of our approach, we compare
the result of using Fuzzy-Dominated with the Fuzzy-Dominating score. For this
purpose, we implement the function fuzzy-dominating proposed in [6] and termed
it AFDingS and compare it to our Approach AFDetS. All the experiments are
conducted on the same software and hardware, which were Intel i3-2365M CPU
@ 1.40GHz 4 processors, 4.0GB of RAM, Ubuntu 13.10, Netbeans 7.4. Several
simulations have been made by varying the parameters:

– ε, λ,
– d:number of QoS parameter,
– n:number of services of the same class S.

For each simulation we take the Top-5 services generated by the algorithms
AFDetS and AFDingS and compare them. Different Services’ subsets were
taken from the real QoS dataset provided by [23]. The dataset includes informa-
tions about 2507 real-world web services. Each service comprise measurement
of nine QoS parameters. The service name and its WSDL address are also in-
cluded in the dataset. We group functionally similar Services into clusters, for
example the cluster ”sms” (sending sms) contains 30 real services. The cluster
”search”(ie. Search Engine Web services such as Google Search,Amazone, etc.)
contain 92 services.

a-Varying ε and λ: We present below two scenarios (Table4) and (Table5) by
varying ε and λ on a set of 30 services belonging to the class SMS. Each service
has 4 QoS parameters.

Table 4. Top-5 Services Rank according to AFDingS ,AFDetS() with ε = 0, λ = −0.2

Top-5 AFDingS Top-5 AFDetS

Si AFDingS Qos(q1, q2, q3q4) Si AFDetS Qos(q1, q2, q3q4)

S5 0.566 [0.787, 1.0, 0.758, 0.818] S12 0.071 [1.0, 0.738, 1.0, 0.682]
S4 0.551 [0.0, 0.754, 0.975, 1.0] S5 0.107 [0.787, 1.0, 0.758, 0.818]
S12 0.529 [1.0, 0.738, 1.0, 0.682] S6 0.143 [0.941, 0.738, 0.603, 0.682]
S30 0.423 [0.6, 0.918, 0.797, 0.682] S30 0.25 [0.6, 0.918, 0.797, 0.682]
S6 0.329 [0.941, 0.738, 0.603, 0.682] S7 0.286 [0.0, 0.754, 0.975, 1.0]
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Table 5. Top-5 Services according to AFDingS , AFDetS() with ε = −0.1, λ = −0.2

Top-5 AFDingS Top-5 AFDetS

Si AFDingS Qos(q1, q2, q3, q4) Si AFDetS Qos(q1, q2, q3q4)

S4 0.443 [0.0, 0.754, 0.975, 1.0] S5 0.0 [0.787, 1.0, 0.758, 0.818]
S5 0.421 [0.787, 1.0, 0.758, 0.818] S12 0.036 [1.0, 0.738, 1.0, 0.682]
S12 0.036 [1.0, 0.738, 1.0, 0.682] S6 0.107 [0.941, 0.738, 0.603, 0.682]
S30 0.321 [0.6, 0.918, 0.797, 0.682] S30 0.143 [0.6, 0.918, 0.797, 0.682]
S6 0.223 [0.941, 0.738, 0.603, 0.682] S7 0.25 [0.892, 0.623, 0.453, 0.682]

We can observe from the results on (Table 4) and (Table 5) that the ranking
given by AFDetS is more interesting than the one given by AFDingS even if
we vary ε and λ the top-1 is always better according to AFDetS. The service S4
(Table 5)is the top-1 according to AFDing while it does not belong to the top-5
according to AFDetS because of its bad first criterion value. We can say that
AFDetS favors services with good value in all parameters and discards services
with worst values in some QoS parameters even if the others are good.

b-Varying d and n: We present below two scenarios by varying d from 7 to
9 on a set of 92 services belonging to the class search. We fixed ε = −0.1 and
λ = −0.2. The result of the top-5 services provided by AFDtingS and AFDetS
approach are shown in (Table6) and (Table7).

Table 6. Top-5 Services(AFDingS() Vs. AFDetS()) with d = 7

Si Score Qos(q1, q2, q3q4, q5, q6, q7)

A
F
D
in
gS

S70 0.409 [0.183, 0.904, 0.618, 0.964, 0.767, 1 , 0.815]
S30 0.388 [0.164, 0.904, 1 , 0.964, 0.767, 1 , 0.815]
S24 0.385 [0.005, 1 , 0.829, 1 , 0.767, 1 , 0.667]
S72 0.381 [0.474, 0.795, 0.260, 0.807, 0.767, 0.667, 0.815]
S16 0.365 [0.003, 1 , 0.419, 1 , 1 , 0.667, 0.111]

A
F
D
et
S

S30 0.005 [0.164, 0.904, 1 , 0.964, 0.767, 1 , 0.815]
S52 0.006 [0.016, 0.819, 0.955, 0.94, 0.767, 1 , 0.667]
S24 0.006 [0.005, 1 , 0.829, 1 , 0.767, 1 , 0.667]
S70 0.008 [0.183, 0.904, 0.618, 0.964, 0.767, 1 , 0.815]
S45 0.022 [0.042, 0.831, 0.382, 0.940, 0.767, 1 , 0.667]

From (Table6), we can observe that the ranking given by AFDetS is more
interesting than the one given by AFDingS. The top-1(AFDetS) is the service
S30. This latter has better value than the top-1(AFDingS) on q3. Moreover,
service S30 is close to service S7 on q1 parameter. We can remark that the
service S16 is included into top-5(AFDingS) while it does not belong to the
top-5(AFDetS) because of its bad values on q3 and q7. In fact,it is replaced by
service S45 witch has a good compromise between its QoS parameters.
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Table 7. Top-5 Services(AFDingS() Vs. AFDetS()) with d = 9

Si Score Qos(q1, q2, q3q4, q5, q6, q7, q8, q9)

A
F
D
in
gS

S24 0.397 [0.050, 1 , 0.829, 1 , 0.767, 1 , 0.667, 0.004, 0.958]
S16 0.366 [0.003, 1 , 0.419, 1 , 1 , 0.667, 0.111, 0.030, 0.358]
S60 0.344 [0.016, 0.988, 0.955, 1 , 0.333, 1 , 0.259, 0.008, 0.337]
S55 0.328 [0.179, 0.916, 0.244, 0.976, 0.767, 1 , 0.815, 0.066, 0.800]
S70 0.318 [0.183, 0.904, 0.618, 0.964, 0.767, 1 , 0.815, 0 , 0.021]

A
F
D
et
S

S24 0.006 [0.050, 1 , 0.829, 1 , 0.767, 1 , 0.667, 0.004, 0.958]
S45 0.018 [0.042, 0.831, 0.382, 0.940, 0.767, 1 , 0.667, 0.030, 0.937]
S55 0.018 [0.179, 0.916, 0.244, 0.976, 0.767, 1 , 0.815, 0.066, 0.800]
S52 0.024 [0.016, 0.819, 0.955, 0.940, 0.767, 1 , 0.667, 0.017, 0.105]
S30 0.027 [0.064, 0.904, 1 , 0.964, 0.767, 1 , 0.815, 0.092, 0.053]

Let us consider now the ranking with d = 9 (Table7). The two ranking meth-
ods have the same top-1 (service S24). However, the other services given by
AFDetS are different from those provided by AFDingS. The service S16 and
the service S70 witch belong to (top-5(AFDingS)) are discarded by AFDetS
from the top-5 because they contains some bad values (close /or equal to 0) on
some Qos criteria. This two services are replaced by respectively the service S45
and the service S30 by the AFDetS approach, we can remark that these two
services present a good compromise between their QoS parameters.

5 Conclusion

In this paper, we have presented an approach for ranking QoS-based-Web ser-
vices. We have presented a fuzzification of the Pareto-dominance and introduced
the concept AFDetS which associates a score to a service according to the Fuzzy
dominated relation. We demonstrate that the fuzzy dominated concept can offer
an alternative to compare services when they are non comparable with pareto
dominance. Experimental results show that the proposed approach is effective
in comparison with the Fuzzy Dominating ranking. For future work, we can use
this concept for the web service composition.
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Abstract. There is a continuous information overload on the Web. The
problem treated is how to have relevant information (documents, prod-
ucts, services etc.) at time and without difficulty. Filtering system also
called recommender systems have widely used to recommend relevant
resources to users by similarity process such as Amazon, MovieLens, Cd-
now etc. The trend is to improve the information filtering approaches to
better answer the users expectations. In this work, we model a collabo-
rative filtering system by using Friend Of A Friend (FOAF) formalism to
represent the users and the Dublin Core (DC) vocabulary to represent
the resources “items”. In addition, to ensure the interoperability and
openness of this model, we adopt the Resource Description Framework
(RDF) syntax to describe the various modules of the system. A hybrid
function is introduced for the calculation of prediction. Empirical tests
on various real data sets (Book-Crossing, FoafPub) showed satisfactory
performances in terms of relevance and precision.

Keywords: Recommender systems · Resource description framework ·
Dublin core · FOAF · Semantic

1 Introduction

The multiplicity of the services offered via the Web excites the Net surfers to
expose and communicate an enormous traffic of data of various formats. The
gigantic mass of existing information and the speed of its instantaneous produc-
tion triggers the problem of informational overload. This phenomenon known
under the name big data imposes multiple difficulties such as management, stor-
age, the control and the security of circulated data. On the other hand, the
access to relevant information in time is a major occupation of the developers
and users, in spite of his availability it is lost in the mass. The performances of
the existing tools degrade when we handle large volume of data, more precisely
the search engines are involved by this phenomenon in terms of recall and preci-
sion as well as the process of the indexing. Our work is more particularly listed
under filtering information tab, specifically custom filtering in order to submit

c© IFIP International Federation for Information Processing 2015
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the useful information to the users. Many commercial and educational sites are
based on the filtering algorithms to recommend their products such as the Ama-
zon, Movielens, Netflix, EducationWorld etc [5]. Filtering systems (FS), known
as ”recommender systems”, have become essential with the increasing variety of
web resources such as news, games, videos, documents or others [10]. The ma-
jority of the recent FS explores semantic information and share the metadata of
the resources in order to improve the relevance factor[8]. Additionally, another
type of these systems is based on ontology for conceptualizing and valorising the
application domain, which makes it possible to increase their performances [1].
However, FS suffer from some common weaknesses, such as cold start, sparsity
and scalability. In our study, we adopted the RDF model to represent all ele-
ments of the system with an open and interoperable manner. With the formalism
Friend Of A Friend (FOAF), we weighted the attributes of the user profiles in
order to gather them by degree of similarity. In addition, the items of system are
represented by the Dublin Core vocabulary (DC) in RDF model to describe the
web resources formally. These two formalisms that are recommended by W3C
ensure interoperability and easy integration of the data. This approach allowed
us to avoid focusing the approaches on a specific and closed field, and treats all
kinds of resource using the URI and namespace clauses. The rest of the paper
is organized as follows, we will briefly review the various forms of FS in section
2. The section 3 presents the details of our proposal. The results of experiments
followed by discussions were exposed in section 4. In the end, we conclude our
work with a conclusion and perspective.

2 State of the Art

The number of Internet users has now reached 38.8% of the world population in
2013 against 0.4% in 1995 according to statistics provided by ITU
(http://www.itu.int/en/ITU-D/Statistics/Pages/stat/default.aspx). On the other
hand, resources called commonly items occur at an incredible speed either by users
or companies. Current tools are not consistent with this huge volume of data in
order to analyze, control or have relevant information at time. The birth of FS is
used to manage information overload by filtering [3,8]. Items can be extremely
varied DVDs, books, images, web pages, restaurants ... etc. These systems are
now increasingly present on the web and certainly will become essential in the
future with the continuous increase of data [12]. According to how to estimate
the relevance, researchers classify recommendation algorithms into three main ap-
proaches: content-based, collaborative and hybrid [4]. In the first approach, the
system will support the content of the thematic items ”documents” to compare
them with a user profile, itself consists of topics explaining his interests, that is
to say, the system compares the document themes with those of the profile and
decides if the document is recommended or rejected according to the threshold of
satisfaction function [17]. In the second approach, also known as social, the system
uses the ratings of certain items or users and in order to recommend them to other
users through the application of similarity process and without it being necessary
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to analyze the content of items [2], in this approach, there are two main techniques
which builds onmemory-based algorithms, that operates a portion or all of the rat-
ings to generate a new prediction [12] and which is founded on the model-based
algorithms to create a descriptive model of the user so, estimate the prediction.
The collaborative approaches are widely adopted in recommender systems such
as Tapestry [4] GroupeLens [15], Amazon, Netflix ... etc. The hybrid methods op-
erate to attenuate the insufficiencies of each of the two previous approaches by
combining them in various manners. Recently, a new generation of FS boosted
by semantic web formalisms or adaptable to contexts that uses a taxonomies or
ontologies [13]. Commonly, these systems have shortcomings that prevent the rec-
ommendation process and degrade their performances, like the effect of the funnel
where the user does not profited from the innovation and diversity of the items rec-
ommended in content-based filtering; the scalability where the system handles a
large number of users and items online what makes difficult to predict in time; the
sparsity problem, where there’s a lack of sufficient evaluations to estimate the pre-
diction well as the problem of the cold start to a user and/or item lately integrated
into the system [11]. In this paper, we will extend the filtering systems in an open
and interoperable specification, each component of the system is formalized by an
appropriate RDF vocabulary. The following section explains the basic concepts of
this specification.

3 Proposed Approach

Our study focuses on reducing the sparsity problem through the similarity of
items via the values of DC properties, as well as the similarity of users through
the values of FOAF properties. The values of properties are heterogeneous type
nominal, ordinal, qualitative, etc ., so we have defined several functions of en-
coding and normalization to convert these properties in a numeric scale. i.e.
quantitative values in the range [0-1].

3.1 RDF Specification

Resource Description Framework RDF (http://www.w3.org/TR/2004/REC-rdf-
syntax-grammar-20040210/) is a data model for the description of various types
of resources (person, web page, movie, service, book etc.). It treats the data and
its properties and the relationship between them, in other words it is a formal
specification by meta-data, originally designed by W3C, whose purpose is to
allow a com-munity of users to share the same meta-data for shared resources.
However, an RDF document is a set of triplet ¡subject, predicate, object¿ where
the subject is the resource to be described, the predicate is the property of this
resource and the object it is the value of this property or another resource. One of
the great advantages of RDF is its extensibility through the use of RDF schemas
that can be integrated and not mutually exclusive with the use of namespace and
URI (Uniform Resource Identifier) concepts [7]. It is always possible to present a
RDF document by a labelled directed graph. For example, “the book Semantic
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Web for the Working Ontologist written by Dean Allemang on July 5, 2011”, in
RDF/XML Syntax: < ?xml version="1.0"? >

<rdf:RDF xmlns:ss="http://workingontologist.org/"

xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"

xmlns:xsd="http://www.w3.org/2001/XMLSchema#"

xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#">

<rdf:Description rdf:about="http://www.amazon.fr/

Semantic-Web-Working-Ontologist-Effective/dp/0123859654/">
<ss:written by rdf:resource="http://www.cs.bu.edu/fac/

allemang/"/> </rdf:Description>
<rdf:Description rdf:about="http://www.amazon.fr/

Semantic-Web-Working-Ontologist-Effective/dp/0123859654/">
<ss:hasTitle>SemanticWeb for the WorkingOntologist</ss:hasTitle>
</rdf:Description>
<rdf:Description rdf:about="http://www.amazon.fr/

Semantic-Web-Working-Ontologist-Effective/dp/0123859654/">
<ss:hasDate >July 5, 2011 </ss:hasDate >
</rdf:Description>
</rdf:RDF>

Our solution (figure1) based on a modelling in RDF through FOAF and Dublin
core standards,describing the set of the users and items.

Fig. 1. Overall scheme of the proposal
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Thus, in order to keep the collaborative filtering approach we took into ac-
count the feedback of the users in the process of computing similarity, moreover
we used a hybrid function to define the prediction value. To facilitate the in-
tegrity and interoperability, all the documents are represented in RDF/XML
notation.

3.2 Item′s Representation

A social FS consists of resources items, the users profiles and the histories which
memorizes the interactions of the users (ratings) about items recommended. We
exploited the meta-data of the Dublin core vocabulary as being a standardization
description of items, the attributes values of the vocabulary allowed us to calcu-
late the degree of similarity between items and group them into communities.

Dublin Core vocabulary. Dublin Core DC (http://dublincore.org) is a set of sim-
ple and effective elements to describe a wide variety of web resources, the stan-
dard version of this format includes 15 elements of which semantics has been
established by an international consensus coming from various disciplines rec-
ommended by W3C. These elements are gathered in three categories those which
describe the contents (Cover, Description, Type, Relation, Source, Subject) and
those which describe the individual properties (Collaborator, Creator, Editor,
Rights) and others for instantiations (Date, Format, Identifier, Language), the
current version is known as 1.1, validated in 2007 and revised in 2012 by DCMI
(Dublin Core Metadata Initiative, (http://dublincore.org/documents/dces/).

Description of items. The core of FS is to form properly the communities, ac-
cording to well determined criteria, in our research we propose to form the items
by taking of account the qualifier DC meta-data QDCMI. We define the set of
items as follows:
I = {(i11, i21, ...i

p
1), (i

1
2, i

2
2, ...i

p
2), ...(i

1
m, i2m, ...ipm)} where ijk represent the jth prop-

erty for item k which is identified by its URI and is specified by its qualifiers. We
group items by degree of similarity, so I1 the set of properties assigned to the ik
item and I2 is the set of properties assigned to the il item, then the degree of
similarity between ik and il by cosine measurement is given by:

sim(ik, il) =

∑
j∈I1∩I2

ijk.i
j
l√∑

j∈I1
(ijk)

2
.

√∑
j∈I2

(ijl )
2

(1)

This similarity value, allows to group items based on their associated DC prop-
erties.

3.3 User′s Representation

The objective of FS is to deliver the relevant items to the user, because the
formation of the communities depends on the attributes values defined in the
user profile. Among the most common current practices we adopted the FOAF
vocabulary to represent our profiles.
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FOAF vocabulary. FOAF (Friend Of A Friend), is an RDF vocabulary for de-
scribing in structured manner a person and his relationships (http://www.foaf-
project.org). However, it can be used to search for individuals and communities:
CV, social networks and management of the online communities, online identi-
fication and management of participation in projects etc. A file FOAF can con-
tain various information (name, family name, dateOfBirth, gender, mbox, Home
Page, weblog, interest, accountName, Knows,etc.). The major advantage of this
representation is the ability to integrate other vocabularies as DC (describing
a resource), BIO (to reveal biographical information), MeNow (describing the
current status of a person), relationship (to see the type of relation maintained
with a person).

Modelling of the user profile. Following the very high number of the users in
interaction, it is very important to well form the community as a building block
in the FS and assuming one for all and all for one. In order to formulate knowl-
edge, we organized the user profile with categories of FOAF properties and each
category ci associated with a weight wi, thus we defined the FOAF similarity
according to n categories registered in profile by:

simf = w1simc1 + w2simc2 + ...wnsimcn

{ ∑
iwi = 1

0 ≤ wi ≤ 1
(2)

For our study, we retained three principal categories according to the evolu-
tion on the time axis, the first category c1, as no evolutionary, includes the
non-changeable foaf properties such as: name, birth day, gender, mbox,etc., the
second category in the medium and long term c2 contains the foaf changeable
properties such as: account, focus, homepage, phone, skypeID, status, depiction
etc., and the third category c3 is defined as category of the preferences includes
the foaf properties which interest and preferred by the user like know, inter-
est, logo, topic interest, weblog, workplace, based near, membership etc. so each
class is properly associated with a weight wi . However, the similarity by foaf
properties based on the three categories mentioned above becomes:

simf = w1simc1 + w2simc2 + w3simc3 (3)

Let uf1 = f1
1 , f

2
1 , ..., f

k
1 and uf2 = f1

2 , f
2
2 , ..., f

k
2 the set of the foaf properties of

the user uf1 and uf2 user in a given ci class, then the value of similarity between
these two users by the measurement of cosine that given by the following relation:

simci(uf1, uf2) =

∑k
j=1 f

j
1 .f

j
2√∑k

j=1 (f
j
1 )

2.
√∑k

j=1 (f
j
2 )

2
(4)

If the value of similarity of two users is close to 1 meant that they belong to the
same community.
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3.4 Recommendation Engine

The purpose of a FS is to distribute relevant items to users, and avoid a hard
task of search in a “big data”, the current recommender systems lean on the
hybrid approaches which our research is belongs. We have proposed a hybrid
similarity based on three types of relationships.

Hybrid similarity. In order to adjust the values of predictions, we conceived a
formula to calculate the hybrid similarity, definite as follows:

simh = αsimdc + βsimf + γsimr (5)

The parameters α, β, γ ∈ [0, 1] adjusted by the system administrator according
to the efficiency and availability of data.

• simdc, similarity that using the Dublin Core vocabulary for describing items.
By the use of the URI, while identifying item and by exploiting its own meta-
data allowing reduce the sparsity problem.

• simf , similarity which depends on the representation of the profiles by the
means of FOAF formalism, in favour of the variety of the fields and the
availability of the data in profile, thus, we can overcome the problem of cold
start of a new user and to still better forming the communities.

• simr, concretize the principal of collaboration through the ratings histories
of users to estimate the prediction and to establish the recommendation, so
consider their implicit tastes that are often difficult to value by attributes
depicted in profile.

Prediction function. Before proceeding to the recommendation task, the system
calculates the predicted value of an i item for the active user a, for that, we must
select the S most similar items to il, then we retain the rating feedback of this
user for these S similar items according to the relation:

pa,l =

∑s
m=1 ra,m.simh(il, im)∑s

m=1 sim(il, im)
(6)

Where r(a,m) : is the rating value of the current user on the mth similar item.
S: size of the most similar items.

Recommendation process . The recommendation process is purely automatic and
directly related to the prediction value, so a given item is deemed relevant and
deserves to be sent to the user if and only if its predictive value is greater than
a given threshold.

Ra,l =

{
il recommended to ua if pa,l ≥ ρ
il not recommended to ua otherwise

(7)
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4 Experimentation

This section is devoted to the experimental results of our hybrid solution on
real data sets. For evaluation and comparison, we implemented item-CF (item
based collaborative filtering) approach widely referenced in Collaborative filter-
ing search [6].

4.1 Datasets

For experimental tests we exploited two sets of data:

• Book − Crossing dataset (http://www.informatik.unifreiburg.de/ cziegler/
BX/), a free download dataset for ends of research collected by Cai-Nicolas
Zeigler in 2004 from the famous Amazone.com site. The dataset constitutes
of 278858 users producing 1149780 votes for 271379 books.

• foafPub dataset (http://ebiquity.umbc.edu/resource/), is a set of data ex-
tracted from FOAF files collected during the year 2004, includes 7118 FOAF
documents collected from 2044 sites and distributed under the Creative Com-
mons license (v2.0). This set has allowed us to import FOAF properties by
SPARQL queries to determine the similarity sim f .

Our empirical tests require the deployment of a parser to extract FOAF
and DC properties through the SPARQL engine of the framework jena 2-6-
4 (https://jena.apache.org/). Several functions have been defined to aggregate
and standardize heterogeneous properties. 80% of the data sets allocated to the
training phase and 20% for testing phase.

4.2 Relevance Metrics

To evaluate the method presented in this article, we held a special metric and
widely used in the FS, it is MAE, and two other metrics, recall and precision of
information retrieval field [16,9].

• MAE: Mean Absolute Error, calculating the mean absolute difference be-
tween predictions pi retained by the system and the real evaluations ei given
by users. This measure is simple to implement and directly interpretable.

MAE =

∑N
i=1 |pi − ei|

N

• Precision: it is the ratio between the number of relevant items returned by
the system and the total number of items returned.

P =
Npr

Nr

• Recall: it is the ratio between the number of relevant items returned by the
system and the total number of existing relevant items in the database.

R =
Npr

Np
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These metrics respectively measures the error, the effectiveness and the quality
of FS.

4.3 Results and Discussion

In this section, we discuss the experimental results obtained, for that, we divide
the dataset size in two parts, one having a proportion of 80% has dedicated for
training phase and the other of proportion of a 20% has dedicated for test phase.
From Figure 2, the curves show that the MAE error is minimal in the neigh-

Fig. 2. Comparison of MAE

bourhood range [25-45] and important in outside of this range, it means that
as the number of neighbours is less than 25 so there are not enough neighbours
to calculate the similarity which lowers the prediction quality, unlike the other
side, or the number of neighbours exceeds 45, there are sufficient neighbours,
but less similar which degrades prediction quality , this explains that between
25 and 45 there are enough better similar neighbours. Also we observe that the
DC curve illustrates a slightly favourable result compared to the FOAF curve, as
the items are identified and enriched by descriptions and meta-data with certain
stability better than valorising links and subjective opinions between a user′s
networks. The best result is obtained in Hybrid curve, or the error is reduced to
0.68 for a neighbourhood size of 35, this favourable result is argued by exploiting
items implicit information′s and estimating attributes of user profiles and links
between them such as see also or know properties, which form a social network
on the web and therefore a rich database that reduces the MAE, in addition,
taking into account the opinions of users through their notes with respect to
the items recommended what leads to a profitable collaboration. Two conclu-
sions can be drawn the benefit of this additional data mass reduces the effect
of sparsity as a problem moderating filtering systems, and adequately addresses
the cold start problem for a new item. Moreover, the URI clause for the unique
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resource identification in rdf documents lowers the effect of scalability. In the
experiment below, we study the behaviour of our algorithms via the precision
and recall metrics. Figure 3 shows a better accuracy rate (up to 73%) for the
Hybrid solution, indicates the ability of the system to reject irrelevant items
with minimal attribute values.

Fig. 3. Precision rate

Fig. 4. Recall rate

We also observe that the recall rate (figure 4) which reaches a maximum rate
of 45% for the optimal Hybrid solution involves the role of property values of
adopted vocabularies to filter only the relevant items.

5 Conclusion and Future Work

Filtering systems are powerful and widely used systems on the web, especially
for e-commerce or custom search. Our idea is not to hold closed applications
that hide behind a particular data warehouse, but go further, and exploit all
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kinds of information and to highlight it for integrity, dissemination and interop-
erability. In order to alleviate the limitations of collaborative filtering systems,
we have presented in this paper, a hybrid model based on the FOAF formalism
to better appreciate and enrich user profiles via social networks and information
networks. The weighted classification that we have defined for the representa-
tion yield more adaptable and flexible profiles and still better adjustable, which
alleviate the sparsity problem. On the other hand, the use of DC elements to
describe items in a standard way leads to the good development of communities
and overcome the problem of cold start for a new resource. The notable progress
in the results founded by the formal use of meta-data to describe the valued
resources and links with a standard and unified structure. Moreover, the union
of similarities adopted for the recommendation is considered a balance between
using different data sources and therefore increased the quality of prediction. In
our opinion, the system model seems to a network of resources in collaboration
with a network of properties describing these resources. The adoption of RDF
syntax to the representation and implementation ensures openness, sharing and
interoperability of all kind of data on the web, thus allows concretizing and de-
veloping semantics via these new practices, we think it is important to study the
problem of scalability and reduce the computation time through the reduction
techniques of the vector space, thus we also plan to still improve the rate of
recall by the semantic disambiguation techniques of the users profiles.
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Abstract. Collaboration is a common work between many people which gene-
rates the creation of a common task. A computing environment can foster  
collaboration among peers to exchange and share knowledge or skills for suc-
ceeding a common project. Therefore, when users interact among themselves 
and with an environment, they provide a lot of information. This information is 
recorded and classified in a model of traces to be used to enhance collaborative 
learning. In this paper, we propose (1) the refinement of a semantic model of 
traces with indicators calculated according to Bayes formulas and (2) the  
exploitation of these indicators to provide recommendations to the learner to 
reinforce learning points with learners, of his/her community of collaboration, 
identified as "experts". 

Keywords: Collaboration · Trace · Indicator · Recommendation system 

1 Introduction 

The advent of Information and Communication Technologies and particularly Web 2.0 
technologies have facilitated learning based primarily on exchanges and resource shar-
ing between learners of the same community (Abel, 2008). On its side, collaborative 
learning is a process leading to the progressive construction of knowledge. This learn-
ing derived from the current of constructivism allows a person to build knowledge 
from interaction with his surroundings. When these interactions are performed using 
digital technology, they leave traces. These traces are usually saved in a model of trac-
es (Settouti et al., 2006) and thus made usable for various purposes such as updating a 
learner model. Taking account the learner activities within a Computing Environment 
for Human Learning (CEHL) to guide him in his learning is complex. The learner 
model allows to consider knowledge of all kinds (preferences, motivations, acquired 
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knowledge or not, mistakes, etc.). As part of our work, we focus on the interactions 
between learners via a CEHL and with a CEHL to make recommendations to guide 
learner in their learning. To this end, we have chosen to characterize a number of ac-
tions that a learner can perform in a CEHL to define learning indicators to establish 
recommendations. Learning is the result of personal and collaborative actions. We 
therefore consider the traces resulting of these two axes. 

To do this, we have chosen to refine the collaboration model of traces proposed by 
(Wang et al, 2014) and illustrated in the environment E-MEMORAe 2.0 (Abel, 2009). 
So we have introduced measures to estimate some parameters, unmeasurable and 
unobservable by observable indicators describing the state of the learner activities and 
the progression of his knowledge when interacting within a community of learners. 

In the following, we state our problem before presenting the limitations of existing 
work related to measures established to make recommendations to learners. We then 
detail our approach based on a model of traces increased by indicators and its exploi-
tation through a case study before concluding and advancing the prospects for this 
work.  

2 Motivation 

The Information and Communication Technologies and the emergence of collabora-
tive learning platforms have enabled the implementation of collaborative CEHL and 
related issues such as the lack of information on the learner evolution within the 
community and the state of his knowledge and his activities in his group. This infor-
mation is needed to measure the contribution of each member in the community and 
may be useful in defining the responsibilities of each member of the group. This in-
formation is also useful for the learner himself; this allows him to have a state of his 
learning and to allow him to prepare himself for a more relevant evaluation. To reme-
dy these problems, the analysis of the leaner interaction traces with a learning envi-
ronment has become a research topic that is rapidly evolving. 

3 Related Work 

In the context of CEHL, trace-based study is not just about how to analyze the traces 
but also how to complete them and exploit them to improve learning (Ollagnier-
Belbame et al., 2007). Among the works that have been done in the context of CEHL 
to support observation, we can mention the work treating the analyzing of the learner 
behavior and the characterization of his activities (Georgeon et al., 2006), and those 
that treat the interpretation of learner interactions with computing environments and 
with other users (Siebra et al., 2005), (George, 2004). There are several learning envi-
ronments where interactions between the system and users are traced, we mention, for 
example: the collaborative learning environment Drew (Dialogical Reasoning Educa-
tional Web tool) (Corbel and al., 2002). COLAT tool (Collaboration Analysis Tool) 
(Avouris et al., 2004) is an independent tool for any learning system for the analysis 
of collaborative activities from the log files and video recordings. Recently, much 
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work has been done to automate, acquire and distribute knowledge. For example, 
AdaLearn (Alian Al-Akhras and 2010) is an adaptive learning environment that saves 
learner responses in his profile to latter allow to direct him through recommendations. 
(Sani et al., 2012) propose an ontology-based architecture to model the learner and 
adapt learning styles to learners’ profiles. (Li et al., 2012) define an original traces 
model that distinguishes private actions, individual, collective and collaborative. 
(Wang et al. 2014) define a method to exploit this model based on TF-IDF method to 
calculate the index of competence of each learner on a given knowledge. This calcula-
tion takes into account the activities of the learner about the knowledge in question, 
but it does not take into account the acquisition of the knowledge. Under this model, a 
learner can be proficient in knowledge without being proficient in the knowledge that 
characterizes it.  

4 Our Approach 

Our approach is to refine the collaborative model of traces of (Li et al., 2012), and 
taken up by (Wang et al, 2014), by a number of measures to build indicators on the 
state of the learner knowledge and the progression of his knowledge within a group in 
a learning session. Among These parameters: we retain the mastery degree of know-
ledge represented by a concept. To achieve these goals, we have adopted the follow-
ing approach: (i) propose a semantic model to measure indicators of the contribution 
of each student in the group, (ii) estimate the contribution of indicators using Baye-
sian formulas (Triola 2010), this contribution should take into account the knowledge 
of the learner and his activities, (iii) propose a set of recommendations to assist the 
learner in his learning and prepare him for a more appropriate evaluation. 

As shown in Figure 1, the architecture of the recommendation system that we pro-
pose is composed of two modules operating three models: a trace collection module, a 
pedagogical content model, a learner model, a collaboration model and a recommen-
dation module. This system is used to collect traces of users and store them in a data-
base of traces. A trace is a time sequence of observed containing all user actions to 
perform a given task. 

The first module of our system treats the collecting primary traces in native format. 
The second module classifies the primary traces coming from the first module as 
high-level traces along the trace model (Li, 2013). Depending on the content of traces 
model and pedagogical content model, algorithms for learning indicators calculations 
of the learner are applied in the recommendation module. For that, the recommenda-
tion system must select good recommendations that guide the user in achieving his 
learning task. We will illustrate this system of recommendations within the collabora-
tive learning platform E-MEMORAe 2.0 (Abel and Leblanc, 2009). 

In the next subsections, we present the principle of the main components of the 
recommendation system, namely the pedagogical content model, collaborative model, 
collection of traces and the learner model. The calculation of learning indicators and 
the recommendation module will be presented in the following sections. 
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Fig. 1. Architecture of the recommendation system 

4.1 Pedagogical Content Model 

The content model of learning environments usually consists of a set of elements 
representing elementary fragments of domain knowledge studied. These elements, often 
organized in a hierarchy, are named (concepts, notions, knowledge elements, subjects) 
and they can be of different types. Our content model consists of application ontologies. 
The application ontology specifies the concepts of a particular application. These con-
cepts represent concepts to be learned of a training unit. A concept is therefore a particu-
lar concept that needs to be assimilated by the learner during learning. The concepts are 
used to index the pedagogical resources treating them. This provides a way to reuse 
these resources. These concepts are organized in a hierarchy that also represents several 
types of relationships (specialization and others). Among the ontologies of applications 
built as part of the E-MEMORAe 2.0 environment: Ontology for the teaching unit “In-
formation Technology”. For these applications ontologies, we propose to add the 
attribute “weight” to the relationship of type "is a" between each concept and its sub 
concepts (0<= weight<= 1) with the sum of the weights of sub-concepts equal to 1. This 
value is determined by the responsible of training and represents the degree of contribu-
tion of this concept in the acquisition of the father concept (Figure 2). 

 

 

Fig. 2. Part of the application ontology “Information Technology” 
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4.2 Collaboration Model 

Our model allows organizing collaborative spaces for students working in groups on 
the same problem. Thus forming a work site and exchange for the group and allow-
ing, on the one hand, to each member of the group to access resources (documents 
and other) for the group and, on the other hand, to memorize his work (documents, 
ideas, knowledge, solutions, etc.) on the Treaty problem. The MEMORAe 2.0 envi-
ronment allows each user to choose to access a private space or spaces of groups to 
which he belongs. 
• The private space: space where each user can set his own resources. The content of 

this space is accessible only by that user. 
• Space group: space is only accessible by members of the group and in which they 

share and exchange resources. 

4.3 Collect of Traces 

The traces collection is to observe the student in a learning situation and memorize his 
activities traces to infer the learner model. This collection mode is interesting because 
it captures the learner interaction the learner without distracting him from his main 
task. In E-Memorae2.0, these actions are stored in the database traces and classified 
according to the actions model of the E-MEMORAe 2.0 platform. According to this 
model, we have three types of traces: Private traces belonging to the private space, 
traces of collaboration that belong to the space of collaboration and individual traces 
that are private traces and traces of collaboration. For each type of traces, we have 
three types of activities that can be conducted by the learner: learning resources con-
sultations (documents), resources creation (conversations, meetings, questions, an-
swers, notes and wikis) and resources additions (documents and annotations). 

Example: Figure 3 shows an example of interaction on different concepts, of a 
group of users using a histogram. Each line represents the collaboration traces of a 
user for each concept. 

 

 

Fig. 3. Example of collaborative interactions in a group 

The following table summarizes the actions, of figure 2, performed by members of 
the group 1. For a given concept, each cell of the table represents the number of ac-
tions performed by the learner for each type of activity (C: Consultation, R: Creation, 
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A: Addition). The number before the parenthesis is the sum of the learner actions for 
the concept. 

Table 1. Summary of users’ actions of group 1 

 Elsa Jean-Paul Ning Marie-Hélène Total 

Java 0(0C,0R,0A) 0(0C,0R,0A) 0(0C,0R,0A) 0(0C,0R,0A) 0(0C,0R,0A) 

WP 0(0C,0R,0A) 2(1C,1R,0A) 1(0C,0R,1A) 2(0C,1R,1A) 5(1C,2R,2A) 

Android 4(1C,3R,0A) 8(4C,3R,1A) 3(1C,1R,1A) 5(4C,1R,0AS) 20(10C,8R,2A) 

Ios 5(2C,1R,2A) 0(0C,0R,0A) 5(2C,2R,1A) 1(0C,0R,1A) 11(4C,3R,4A) 

Tablet 0(0C,0R,0A) 1(0C,1R,0A) 2(1C,0R,1A) 3(0C,2R,1A) 6(1C,3R,2A) 

Computer 3(2C,0R,1A) 0(0C,0R,0A) 2(0C,0R,2A) 0(0C,0R,0A) 5(2C,0R,3A) 

Software 4(2C,1R,1A) 0(0C,0R,0A) 4(1C,2R,1A) 3(1C,1R,1A) 11(4C,4R,3A) 

Hardware 2(1C,1R,0A) 1(0C,1R,0A) 2(1C,0R,1A) 3(0C,2R,1A) 8(2C,4R,2A) 

Info_Tech 1(1C,0R,0A) 1(1C,0R,0A) 1(1C,0R,0A) 1(1C,0R,0A) 4(4C,0R,0A) 

Total 19(9C,6R,4A) 13(6C,6R,1A) 20(7C,5R,8A) 18(6C,7R,5A) 60(28C,24R,18A) 

C : Consultation, R : Creation, A : Addition. 

4.4 Learner Model 

Our learner model is a subset of the pedagogical content model. The pedagogical 
content is decomposed into a set of elements and the learner model is represented by a 
set of measurable values associated to these elements. These values vary between 0 
(not mastered) and 1 (mastered). The structure of the learner model is the same as the 
Bayesian network (Figure 4). The elements (concepts and activities) of the learner 
model become nodes in the Bayesian network. The weight of each element is re-
placed, for each variable, by a probability to estimate the mastery degree of the learn-
er knowledge. These probabilities vary between 0 (not mastered) and 1 (mastered). 
The relationship of type "is-a" in the learner model become conditional dependencies 
between variables forming arcs of the Bayesian network. The elements of knowledge 
or concepts represent unobservable variables while other elements which are the 
learning activities used to measure the mastery degree of the learner knowledge (tests, 
exercises, forums, etc.), represent the observable variables which are added to the 
Bayesian network.  

 
 

 
 

 

 

Fig. 4. Relationship between our learner model and a Bayesian network 
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5 Construction of the Learner Model from Indicators 

For a given concept, we aim to measure the degree of mastery of this concept by the 
learner from the activities related to the concept which he conducted in his group 
space (contribution by activities) and also from the knowledge acquired by navigating 
the sub concepts and implementation of activities related to his sub-concepts (contri-
bution by the sub-knowledge). For each concept, we assign a weight P1 to the contri-
bution activities and a weight P2 to the contribution by the sub-concepts. The sum of 
these weights must be equal to one. 

Example: P1 = 0.6, P2 = 0.4. 
Each concept is linked to a set of activities, so we can estimate the degree of the 
learner contribution based on the number of the learner activities carried out in his 
group. We assign to each type of activity a weight (parameter) which represents the 
degree of contribution of his activities in the calculation of the mastery degree of this 
concept by the learner. This setting can distinguish concepts that require a more theo-
retical activity (consultation) from practical (realization of an exercise, creating a 
resource). The sum of the weights of the types of activities should be equal to one. 

Example: For a given concept, Poids_consultation = 0.2, Poids_création = 0.5 and 
Poids_addition = 0.3. (These weights can vary from one concept to another). 

To realize our contribution model, we use the format of Resource Description 
Framework (RDF). RDF graph is a model that is used to formally describe Web re-
sources and metadata. Figure 5 shows the RDFS graph of our knowledge model. An 
ellipse is a class resources and a rectangle represents a property. 

 

 

Fig. 5. The knowledge model in the platform E-MEMORAe 2.0 
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5.1 Indicators Calculation 

To measure learning indicators (mastery degree of a concept, degree of contribution 
by activities, degree of contribution by the sub concepts), of the learner in his space 
group, we apply Bayesian formula. The Bayesian network is a probabilistic technique 
that has been developed in the research context to describe the uncertainty of facts in 
artificial intelligence. Bayesian networks allow easy representation of causal relation-
ships in the learner model. Generally, the learner model information is related to each 
other. In other words, the learner's knowledge affects each other, for example, motiva-
tion to learn, has a direct influence on the ability to perform the task. And as the stu-
dent model has an hypothetical character, using probabilities, uncertainty is 
processed. The calculation we retain is based on the following formula: 

Consider a partition A1, A2, …, An of the set E of events: A1∪ A2 ∪ … ∪ An = E, 
Ai ∩ Aj =  ∅ for i ≠ j,  P (E) = 1. For any event B: 

P(B) =  P(A1) . P(B | A1) + P(A2) . P(B | A2) + …+ P(An) . P(B | An). (1) 

P(B | A) : the conditional probability that event B is true given that the event A is 
already true. We apply equation (1) to calculate the previous indicators. 

The Contribution by the Activities  
For a learner i in a space S, the index of the contribution by activities AC(i, j) for a 
concept j is calculated as follows: 

AC(i, j) =  ∑ _ k  
(2) 

With n: the number of types of activities, in our case n = 3. P(k): the weight of the 
type of activity k (consultation, creation or addition), contribution_value(k) : is rela-
tive frequency estimated by the ratio between the number of  activities of type k per-
formed by the learner in the group and the number of all activities of type k per-
formed by all the members of the group S. contribution_value is either consulta-
tion_value, creation_value or addition_value. 

Example: for the concept “Android", suppose that: Poids_consultation = 0.2, Po-
ids_création =  0.5 and Poids_addition = 0.3. Using table1, we calculate the contribu-
tion by the activities of the members of group 1 for this concept (Table 2). 

Table 2. Contributions by the activities of the users of group1 for "Android" 

 Consulta-

tion_value 

Crea-

tion_value 

Addi-

tion_value 

Activities_value 

Elsa 1/10=0.1 3/8 = 0.375 0/2 = 0 0.1*0.2+0.375*0.5+0*0.3 = 0.1975 

Jean-Paul 4/10= 0.4 3/8 = 0.375 1/2 = 0.5 0.4*0.2+0.375*0.5+0.5*0.3 = 0.4175 

Ning 1/10 = 0.1 1/8 = 0.125 1/2 =0.5 0.1*0.2+0.125*0.5+0.5*0.3 = 0.2325 

Marie-Hélène 4/10 = 0.4 1/8 = 0.125    0/2 =0 0.4*0.2+0.125*0.5+0*0.3 = 0.1425 

 
We calculate the contribution by activities of Marie-Hélène for all the concepts. 
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Table 3. Contributions by the activities of “Marie-Hélène” for all the concepts 

 Java WP Android  Ios Tablet Computer Software Hardware Info_Tech 

Marie-

Hélène 

0 0.4 0.142 0.075 0.483 0 0.274 0.4 0.05 

The Contribution by sub-knowledge .  
For a learner i, the index of contribution by sub-knowledge for a concept j KC(i, j) is 
equal to: 

KC(i, j) =∑ _ k  
(3) 

n is the number k of the sub-concepts related to the father concept j. P (k): the 
weight attached to each sub-concept k. (These weights are defined in the ontology of 
application). 

Example: The concept "Android" has no sub concepts thus:   

  KC(Marie-Hélène, Android) = 0 

The Global Contribution (Mastery Degree)  
Now, the mastery degree or the knowledge level of the learner i on the concept j KL(i, 
j) is equal to: 

KL(i, j)  = P1 * AC(i, j) + P2 * KC(i, j) (4) 

P1 and P2 are the weights connected to both contributions (activities_contribution 
and knowledge_contribution respectively). 

Example: The concept "Android" has no sub-concept. So the only contribution for 
this concept is the contribution by activities (P1 = 1, P2 = 0). 

KL(Marie-Hélène, Android) = P1 * AC (Marie-Hélène, Android) + P2 * KC (Ma-
rie-Hélène, Android) 

KL(Marie-Hélène, Android) = 1*0.1425 + 0*0 = 0.1425 
Table 5 summarizes Marie-Hélène mastery levels for high-level concepts. 

Table 4. Knowledge levels of "Marie-Hélène" for the sub-concepts 

 Java WP Android  Ios Tablet Computer 

Marie-Hélène 0 0.4 0.142 0.075 0.483 0 

 
Now, we will infer the mastery degree of Marie-Hélène for the concepts Software, 

Hardware and Information Technology. Suppose, for these concepts, the weight at-
tached to activities P1 = 0.6 and the weight attached to the sub-concepts P2 = 0.4. 

KL(Marie-Hélène, Software)= P1 * AC(Marie-Hélène, Software)+ P2 * KC(Marie-Hélène, Software) 

By applying equation (3): 
KC(Marie-Hélène, Software) =  0.25*0.075 + 0.4*0.142 + 0.25*0.4 + 0.1*0 = 0.159 
Applying equation (4) :  
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KL(Marie-Hélène,Software)=0.6*0.274+0.4*0.159= 0.228 

Table 5 summarizes Marie-Hélène mastery levels for high-level concepts. 

Table 5. Knowledge levels of "Marie-Hélène" for high-level concepts 

 Software Hardware Information Technology 

Marie-Hélène 0.228 0.356 0.119 

6 The Recommendation Module 

The objective is to generate recommendation knowledge to the learner about his 
learning path from learning indicators stored in the indicators model. A recommenda-
tion R consists of an action proposal to achieve. 

R = <u, s, c, task, (o1,o2, …,on)> 

• u: the traced user. 
• s: the workspace. 
• c: the concept concerned by the recommendation. 
• task: the task we have to recommend the user to do it. It is either consult re-

sources, add resources, create resources or consult other concepts. 
• (o1, o2, ..., on): all users of the space s that can help the user u in achieving the 

task task. 

Recommendation Algorithm 
Input: Indicators model, P: Person, S: Space, C: Concept, ε : threshold between 0 

and 1/n (n: number of members of the group). RB : Recommandations Base. 
Output: Recommendations Knowledge. 

Indicators := Search_indicators(A,C,S) in the indicators model.  

if AC(P, C) < ε then 
  if consultation_value < ε then 
    U:= search_all_users(S, ‘consultation_value> ε’) 
    Add(<P,S,C,‘consult_resources’,U>, RB). 

  endif  

  if addition_value < ε then 
    U := search_all_users(S, ‘addition_value > ε’) 
    Add(<P,S,C,‘add_resources’,U>, RB). 

  endif  

  if creation_value < ε then 
    U := search_all_users(S, ‘creation_value > ε’) 
    Add(<P,S,C,‘create_resources’,U>, RB). 

  endif  

endif 

if  KC(C) < ε then 
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   CO := search_all_sub_concepts(C, ‘knowledge_level < ε’) 
   U := search_all_users(S, ‘knowledge_level > ε’) 
      For all sub-concept Cj of CO do 

       Add(<P,S,Cj,‘consult_concept’,U>, RB). 

      endfor  

endif 

end. 

According to our model, if the mastery degree of a concept is below a certain thre-
shold. Our algorithm can determine if this is due to the fact that the student has not 
achieved enough of activities in his workspace. If this is the case, the algorithm also 
determines if it is consultation, addition or creation activities. And in this case, he 
recommends the learner to perform more activities and provides a list of students in 
his group identified as "experts" that can assist him in the implementation of these 
activities. The algorithm can also determine if the problem is due to the lack of mas-
tery of one or more sub-concepts and in this case, the algorithm recommends the 
learner to work more on these sub-concepts with learners who have already acquired 
skills for these sub-concepts. 

7 Discussion 

Our approach allows measuring some learning indicators such as the mastery level, of a 
concept by a learner, which is calculated according to the different activities that he has 
carried out within a group (collaboration space) on the concept and its sub concepts. 

Returning to the previous example, we calculated the learning indicators of Marie-
Hélène, within the group1 composed of four members, for each concept of the appli-
cation ontology that contains the concepts to be learned of a training unit. If we apply 
the recommendation algorithm to Marie-Hélène on the concept “Information Tech-
nology” with a threshold of 0.25 (1/4), we obtain: 

KL(Marie-Hélène InfTech) = 0.119 <0.25 
We have: AC(Marie-Hélène, InfTech) = 0.05 (consultation_value = 0.25, creation_value = 

0, addition_value = 0). Marie-Hélène will be recommended to work on creating and 
adding resources with members of his group productive on these actions. 

KC(Marie-Hélène InfTech) = 0.3 * 0,356 + 0.7 * 0,228 = 0,227 <0.25 
The recommendation also focuses on sub concepts. 
KL(Marie-Hélène Software) = 0.228 <0.25 and KL(Marie-Hélène, Hardware) = 0.356> 0.25 
The work should be done especially on the sub-concept Software. 
Let us now apply the recommendation algorithm to Marie-Hélène on the concept 

Software with the same threshold, we get: 
AC (Marie-Hélène, Software) = 0.274> 0.25 and KC(Marie-Hélène Software) = 0.159 <0.25 
Marie-Hélène must therefore be recommended to work on the sub-concepts of 

Software with learners who have already had expertise on these sub concepts. 
We have: KL(Marie-Hélène, Java) = 0 <0.25, KL(Marie-Hélène, WP) = 0.4> 0.25, KL(Marie-Hélène, 

Android) = 0.1425 <0.25, KL(Marie-Hélène, Ios) = 0.075 <0.25. 
These sub-concepts are: Java, Android and Ios. 
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8 Conclusion 

The traces are very important elements in collaborative environments. Their analysis 
aims to understand and follow the learning of a learner or group of learners and quali-
fy the use, usability and acceptability of collaborative environment to make it more 
adaptive. In this paper, we proposed an architecture for a recommendation system for 
the learner. This architecture is based on an original model of the learner taking into 
account the definition of data (learning indicators). A knowledge base containing this 
information was constructed. Interaction data recorded were used to construct indica-
tors of learners’ state, group state and the progression of the training session. The 
absence of such indicators in current learning and teaching environments has allowed 
us to justify our work. We have chosen to use a Bayesian formula to calculate the 
knowledge level of a learner on a concept of the application ontology describing the 
pedagogical content of training.  

We are currently working to deploy the recommendation module within the envi-
ronment E-MEMORAe2.0 in order to test it with students from the University of 
Setif. 
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Abstract. The Communities of Practice of E-learning (CoPEs) are virtual spac-
es that facilitate learning and acquisition of new knowledge for its members. To 
achieve these objectives CoPE members exchange and share learning resources 
that can be (online courses, URLs, articles, theses, etc ...). The growing number 
of adherents to the CoPE increases the number of learning resources inserted  
into the memory of this learning space. As consequence, access to relevant 
learning resource and collaboration between members who have similar needs 
become even more difficult. Therefore, recommender systems are required to 
facilitate such tasks. In this paper we propose a personalized recommendation 
approach dedicated to CoPE that we call Three Dimensions Hybrid Recom-
mender System (3DHRS). The approach is hybrid as it uses collaborative filter-
ing supported by content based filtering to eliminate the problems of cold start 
and new item. Furthermore, it considers three criteria namely role, interest and 
evaluation to efficiently solve the new user, and sparsity issues. A prototype of 
the proposed system has been implemented and evaluated through the use of 
Moodle platform as it hosts many communities of practice. Very promising re-
sults in terms of mean absolute error have been obtained. 

Keywords: Information filtering · Multi-criteria · Role · Interest · CoPE ·  
Personalized recommendation 

1 Introduction 

The Communities of Practice of E-learning (CoPEs) allow their members with differ-
ent roles namely teachers, tutors, learners…etc, among others to collaborate and share 
their experiences [1]. So they constitute an environment of sharing of learning re-
sources, problems already solved, learned lessons in practice and any other learning 
option. When conducting learning activities, the members of the CoPE may need to 
find members who have a similar profile to share knowledge or experts in the field to 
get advising. They may also need to get easy access to educational resources related 
to their field of interest and to be constantly informed about new relevant learning 
resources. In order to fulfil these needs recommender systems are required (RS). 



 Toward a New Recommender System 329 

 

Recommender Systems (RS) can be defined [2] as system that allows guiding the 
user in a personalized way to interesting or useful objects in a large space of possible 
options. RS are a specific type of information filtering (IF) devoted to present infor-
mation items (movies, music, books, news, images, web pages, etc ...) that are likely 
to interest the user. Typically, a RS compares the profile of a user to some reference 
characteristics, and seeks to predict the "opinion" that he would give. These characte-
ristics may come from either the item itself or from the social environment. The first 
case refers to content-based filtering while the second case refers to collaborative 
filtering. When both cases are considered hybrid filtering is achieved [3], [4]. 

Content Based Filtering (CBF) or cognitive filtering [5], [6], [7] is an important 
topic in information filtering. It is mainly based on comparing contents of documents 
(topics) to profiles consisting of themes. Each system user has a profile that describes 
its own interests. On arrival of a new document, the system compares the representa-
tion of the document with the profile to predict user satisfaction on this document. 
Although CBF is an important technique for information filtering, it suffers from 
Over-specialization: content-based method provides a limit degree of novelty, since it 
has to match up the features of profile and items. A totally perfect content-based fil-
tering may suggest nothing "surprising".  

Collaborative Filtering (CF) is considered as one of the most successful approaches 
for building recommender systems. It uses behaviours, activities and known prefer-
ences of a group of users to predict and make recommendations of the unknown pref-
erences for other users [8].Typically this technique mainly based on an evaluation 
criterion is known as Classic Collaborative Filtering (CCF). 

Unlike CBF, a CCF approach ignores the form and the content of items. Therefore, 
does not require any kind of document analysis and complex recommendations could 
be made. However, CCF raises some issues that should be properly addressed [9], 
[10] namely:  

–First-Rater problem: also known as new item problem or clod start item. This 
problem concerns new items with no ratings. It is impossible for the system to rec-
ommend such items to someone because they can’t be compared to the other products 
due to the missing ratings. 

–Sparsity problem: A similar problem occurs if there is a big amount of products in 
the system and users don’t rate too many products. Thus, it is difficult to find suffi-
ciently correlated users. 

–No preferences: also known new user problem or cold start user. At the begin-
ning, a new user does not have any preference values; this makes impossible to give 
any recommendations to him, because he cannot be compared to other users.  

–Cold start problem: This problem occurs at the beginning of use of the system in 
critical cases where the system lacks data to make personalized filter of good quality. 

In order to reap advantage from both information filtering approaches and to deal 
with their issues as well, we propose architecture of a three dimensions hybrid re-
commender system (3DHRS) that includes three layers namely a CF layer, a CBF 
layer and a user layer. The main contribution consists in fostering the CCF within the 
CF layer by considering two other dimensions besides evaluation dimension namely 
role and interest, supported by domain ontology. 
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Following this introduction, we present in section 2 some related work that propose 
recommender systems in context of e-learning. In section 3, we describe the proposed 
approach 3DHRS.In section 4, the developed prototype along with the obtained expe-
rimental results are described. Finally, conclusion and future work are given. 

2 Related Work 

In the e-learning domain, several number of recommender systems have been devel-
oped. Such systems play an important educational role. The following table 1 reviews 
some recent approaches.  

Table 1.   E-learning recommender systems 

Systems Technique Object(s) rec-
ommended 

Dedicated 
to CoPE 

Short description 

Alterred 
Vista system 
[11]. 
 

CF -Learning resources  
-People (with simi-
lar tastes)  

No Clusters users based on the 
evaluations of learning re-
sources   

 
RACOFI 
([12], [13]). 

 
Hybrid rec-
ommendation 

 
-Learning resources  

 
No 

 
Combines two recommenda-
tion approaches CF and 
association rules  

QSIA ([14], 
[15]) 

CF -Learning resources  Yes Used in the context of online 
communities 

CYCLADES 
[16]. 

 
 

 

CF -Learning resources No Proposed an environment 
where users search, access, 
and evaluate (rate) digital 
resources 

A similar 
sequencing 
system [17]. 

Markov chain 
model 

-Learning paths  No Calculate transition probabili-
ties of possible learning 
objects in a sequenced course 
of study 

an evolving 
e-learning 
system [18]. 

Hybrid rec-
ommendation  

-Learning resources  No Recommendation takes place 
both by engaging 
a Clustering Module and a CF 
module 

ReMashed 
[19]. 

Hybrid rec-
ommendation 

-Services  No Recommendations based on 
CF combined with Web2.0 
sources 

The following observations can be made based on features reported on table 1 and 
a thorough investigation of most developed RS that we conducted in our study: 

–A lot of recommender systems are based on CF only or CF combined with an-
other technique; 
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–Many of these systems recommend only learning resources while a few others 
recommend other objects like learning paths, services, people with similar tastes, etc ; 

–Most of the systems based on CF create the communities of actors on use only the 
criterion of evaluation (mono-criterion); 

–Almost all the systems proposed are not designed for CoPE. 
These facts have motivated our work in proposing a new recommendation ap-

proach of users and learning resources, based on content based filtering and multi-
criteria collaborative filtering. In the following, a detailed description is given. 

3 Proposed Approach  

Our study on recommender systems focuses on CoPE which is considered as virtual 
space for exchanging and sharing: problem solutions; of learning resources; services, 
etc, by the actors of e-learning during their learning process. 

In this paper we propose to use personalized recommendation based on informa-
tion filtering, in order to guide users to valuable resources, and actors in a wide space 
of options. Indeed, our recommender system will: Recommend valuable resources 
that can meet the needs of actors, and recommend also expert members who will 
validate certain knowledge, do suggestion of members who have a similar profile to 
improve the collaboration and knowledge exchange between different CoPE actors. 

3.1 The Basic Concepts 

Following are some basic concepts of our approach to recommendation: 
 

• User: Users are the actors of the CoPE. Each user is characterized by: a role, a 
field of expertise and interests. 

• Items: are learning resources exchanged and shared among different users. 
• Evaluation is a measure of satisfaction about a specific item it can be: 

-Explicit: It's a given user rating on a scale of 1 to 5. 
-Implicit: The system induces user satisfaction through his actions. 

• Profile is a description for each user. It contains a static part where personal data 
about the user (name, surname, age, address,…etc.) are saved and a dynamic part 
that contains dynamic data that like interests, ratings, interactions etc. On arrival 
of a new document, the system compares the representation of the document with 
the profile to predict user satisfaction on this document. 

• Community: It is a set of users gather based on a specific criterion. 
• Recommendation: A list of Top-K elements where the target user will like his 

majority. These elements can be either users or items. 
• Similarity: The similarity is a numerical value that measures the similarity be-

tween items or users based on predefined criteria. 
• Prediction: it is a numeric value that estimates whether the user likes or dislikes 

the recommended item or the user. 
• Metadata of learning resources: is data used to define or describe other data. 

Metadata is used to describe and index the content of the learning resources. 
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3.2 General Architecture 

The general architecture of our 3DHRS encompasses three main layers, as shown on 
Figure 1, namely: the layer of Collaborative Filtering (CF), Layer of Content Based 
Filtering (CBF), and the user layer. 

The features of these different layers can be described as follows starting from the 
lowest layer to the highest one. 

• Collaborative Filtering layer (CF) 
CF layer is the deepest layer. It is considered as the core of 3DHRS. It consists of two 
sub-layers, one based mainly on technical Classic Collaborative Filtering and the 
other sub-layer called Multidimensional/Semantic (M/S). Figure 2 shows the general 
architecture of this layer. 
 
 
 
 

 
 

 

 

 

 

 

 

Fig. 1. General Architeture of 3DHRS 

 Sub layer Classic Collaborative Filtering (CCF) 

CCF sub-layer relies on a memory based and user centered technique of classic colla-
borative filtering. It processes the ratings that users have made on certain documents 
in order to recommend the same documents. Documents should be interesting and of 
good quality with varied themes. However it requires proper handling of new user and 
sparsity problems. In our work, we propose a solution to these problems by adding the 
multidimensional/Semantic (M /S) sub-layer. 
 
 Sub layer Multidimensional / Semantic (M/S) 

According to our study we find that CoPEs members, who have a common role and/or 
common interest(s), are very often interested by the same resources. Therefore, we 
suggest to add two dimensions role and interest to the evaluation dimension to foster 
the CCF sub-layer and eliminate or even minimize the problems of new user, and 
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sparsity. User’ s interests are handled using a domain ontology, (in order to discover 
semantically similar interests with different syntax). 
 
• Content  Based  Filtering  layer (CBF) 

At boot a recommender system based on CF suffers from the problem of cold start. In 
fact, the system has no information on users and items. Collaborative filtering me-
thods cannot operate on an empty matrix of ratings. Another instance of this problem 
is when a new item is added and no pre-rating on this item is provided. This causes 
the system to ignore the item and as a consequence, the item cannot be recommended. 
The solution that we propose in this context is to use a layer of content-based filtering 
(CBF) which allows the system to propose items that are close to the best profile by 
comparing the content of the analyzed resource to interests of users. However, this 
technique is much more used on text-based resources (where content analysis is not 
expensive), while in the field of CoPE, resources are of various types (text, multime-
dia, PDF files, etc). As a consequence, we propose to use metadata [20] describing 
learning resources; we support the view of [21] and [22] who proposed to support the 
standard metadata describing the domain ontology. Figure 3 shows the basic principle 
of this layer. 

        
 

Fig. 2. Collaborative Filtering layer                         Fig. 3. Content Based Filtering layer 

 

• User layer  

This is the only explicit layer for users; his main role is to create user profiles based 
on the collected data. Figure 4 presents the basic principle of this layer. 
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Fig. 3. User layer 

3.3 Recommendation Engine 

The recommendation engine allows 3DHRS to recommend: Learning Resources and 
users. There are four main engine processes of 3DHRS designed to perform the fol-
lowing tasks: pre-evaluation, evaluation of recommendations, creation of communi-
ties and finally production of recommendations. 
 
1) Pre- evaluation 
Given an empty matrix of ratings or a recently new added item, it is essential to go 
through a pre-evaluation step. It is mainly based on the CBF. 

The basic principle of this step is to compare the interests of the user extracted 
from his profile to key words describing the items represented in metadata. The com-
parison between the user preferences and keywords that describe the item is done 
using the similarity calculation. For this, we adopted the formula of Jaccard coeffi-
cient defined as: 

Sim i,u =
|Ki∩Iu||Ki Iu| (1) 

Where: Sim(i,u) is a measure of similarity between the user  u and the item i, u is 
the target user, Ki isa set of key-words that describe an item i, Iu is a set of interests of 
the user u. 
 
2) Evaluation of recommendations 
The next step is the evaluation, which provides the ability for users to know the exist-
ing items and evaluate them in an explicit way (which is to give a rating on a scale of 
1 to 5) or implicitly where the system induces user satisfaction through his actions. 
 
3) Formation of communities  
In 3DHRS, communities are formed based on three criteria: roles, interests and user’s 
evaluations. 

 Communities of  Role/Interest 
The communities of role/interest are communities formed by users who have the same 
role and/or the same interest based on the matrix of roles and vector of interests.  
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The matrix of roles is a binary matrix. In order to fill the matrix of roles, it is ne-
cessary to calculate the similarity of role based on the following formula: 

SimR u,x =                 0 if u,x have not the same role        
1 if u,x have  the same role  (2) 

Where:  u is Target user, x is Any user, SimR(u,x)  is the measure of similarity of 
roles between u and x. 

To know if two users have one or more common interests, it is necessary to calcu-
late a similarity of interests between them based on their vectors of interests. To 
measure the degree of similarity of interests between different users, we suggest using 
the following formula: 

SimI u,x =
|Iu∩Ix||Iu Ix| (3) 

Where: u is Target user, x is Any user, Sim(u,x)  is the measure of interest similari-
ty between u and x, Iu is  the vector of interests of the user u, Ix is the vector of  inter-
ests of the user  x. 

To assign two users to the same community of role/ interest, we measure the de-
gree of similarity of role / interest ( / ), which is calculated by the following 
formula: 

SimR/I u,x =
SimR u,x +SimI u,x

2
 

(4) 

 Community of evaluation  
The creation of evaluation community is based mainly on similarity of evaluation. 
There are three main methods to calculate this similarity: cosine similarity, the mod-
ified cosine similarity and Pearson correlation coefficient similarity (PCC). Many 
experiments show that the last one can represent the similarity of users or items better 
than the other methods ([23], [24], [25]). So, we adopted it in order to create the 
community of evaluation, the formula of PCC is defined below: 

SimE u,x =
∑ Ru,i-Ru Rx,i-Rxi Iux∑ Ru,i-Ru

2
i Iux ∑ Rx,i-Rx

2
i Iux

 (5) 

Where: u is Target user, x is Any user, SimE(u,x) is the measure of evaluation simi-
larity between u and x,  is the set of evaluated item by u and x, 
Ru,i,Rx,i represent evaluations of the user u and x for the item I, ,  are respectively 
the average evaluations from user u and x for all items. 
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4) Production of recommendations 
To produce recommendations of items and users, it is necessary to calculate a predic-
tion of users and items. For this, we propose the following formulas: 
 PredU u, x β SimR u, x β SimI u, x β SimE u, xβ β β  (6) 

Where: u is target user, x is any user, , ,  are coefficients where 1 except if , 0, , 0, , 0 and the role of x is 
« expert » in this case  =0, = 3. 

The main objective behind using coefficients  , ,  is to promote the recom-
mendation of users who have role as "expert" and share at least one common interest 
with the target user. 

PredI u,i =
α1 RR/I,i +α2 RE,i

α1+α2
 

(7) 

Where: u is the target user, i is an item,  ,  are coefficients where : 1, 
R/I is the community of Role/Interest, E is the community of evaluation , , , ,  are 
respectively the average evaluations of role community and evaluation community: with 
respect to the item i where: / . 

If u is a new user, SimE(u, x) = 0 .So, he will not be assigned to a community of 
evaluation but he may benefit from the recommendations coming from his community 
of role/ interest This is what we call initial recommendation. 

After calculating the predictions, we can make a recommendation of a list of Top-
K users, and Top-K most predicted items.  

4 Implementation and Experimentation  

To test the proposed approach it was necessary to find a CoPE. For that we propose to 
use the plat form moodle1 that hosts many communities of practice involved in the 
development of the platform. Among these communities we have: "Moodle Ex-
change" (ME) offers a virtual place where we can share learning resources in a free 
community perspective. The figure 5 represents a screenshot of the home interface of 
Moodle Exchange. Just after the creation of the CoPE: ME we will enhance their 
environment by the integration of 3DHRS that will provide actors of CoPE: ME a 
recommendation of resources and users. Figure 6 presents screenshot of this integra-
tion. In order to test our prototype, we used as performance measure the Mean Abso-
lute Error (MAE) which is computed by the following formula: 

MAE=
∑ pu,i-nu,iu,i

n
 (8) 

                                                           
1 https://moodle.org/ 
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Where: ,    is the score given by the user u on item i, ,  Predicted note, n is the 
total number of predicted scores. 
 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Home Interface of Moodle Ex-
change 

Fig. 6.  The Integration of 3DHRS in 
CoPE: ME 

The obtained results are described in Figures 7 and 8 where K refers to the number 
of recommended users and items respectively. 

As can be observed on these plots, the values of MAE lie within the range [0.04, 
0.37] in the case of users recommendation and [0.06, 0.36] in the case of items rec-
ommendations. It is clear that the achieved values are very low which indicate that 
good quality recommendations have been provided. 

In order to show the advantage of the proposed 3DHRS over a CCF approach, a 
comparative study has been performed. Figures 9 and 10 show the achieved MAE 
values using both approaches for a list of top-k users (respectively top-k items), where 
k = 10. We can see that 3DHRS outperforms CCF in case of recommendation of users 
where 3DHRS MAE values are smaller than those of CCF. In case of recommenda-
tion of items, competitive results have been obtained. 

 

 

Fig. 7. MAE of Recommendation of top-k 
Users 

Fig. 8.   MAE of Recommendation of top-k 
Items 
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Fig. 4. MAE of 3DHRS VS MAE of  CCF   
in case of users recommendation 

Fig. 10.   MAE of 3DHRS VS MAE of  CCF .   
in case of items recommendation. 

5 Conclusion  

In this paper, we described a new approach to personalized recommendation dedicat-
ed for the CoPE, which is mainly based on collaborative filtering supported by the 
notion of multi-criteria, and combined with content based filtering. Actually we were 
faced with a challenge to use the technique of information filtering while reducing the 
impact of the related cold start issues. The proposed approach was implemented using 
a prototype on which we applied some experiments, the results were very promising. 

As future work, it would be interesting to further improve the recommendation of 
users by adding other mechanisms such as RDF vocabulary (Resource description 
Framework) and activity concept. 
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Abstract. Ontology Alignment is the process of identifying semantic 
correspondences between their entities. It is proposed to enable semantic 
interoperability between various knowledge sources that are distributed and 
heterogeneous. Most existing ontology alignment systems are based on the 
calculation of similarities and often proceed by their combination. The work 
presented in this paper consists of an approach denoted PBW (Precision Based 
Weighting) which estimates the weights to assign to matchers for aggregation. 
This approach proposes to measure the confidence accorded to a matcher by 
estimating its precision. The experimental study that we have carried out has 
been conducted on the Conference1 track of the evaluation campaign OAEI2 
2012. We have compared our approach with two methods considered as the 
most performed in recent years, namely those based on the concepts harmony 
and local confidence trust respectively. The results show the good performance 
of our approach. Indeed, it is better in terms of precision, than existing methods 
with which it has been compared.   

Keywords: Ontologies · Ontology alignment · Ontology matching · Semantic 
correspondences · Similarity · Aggregation of the similarities · Combination of 
the similarities 

1 Introduction 

The Semantic Web Community, defined as a futuristic extension of the current web, 
has adopted ontologies as the cornerstone for its achieving in order to overcome the 
crucial problem of semantic heterogeneity that is inherent to its distributed and open 
nature. However, these ontologies are themselves heterogeneous. This heterogeneity 
may occur at syntactic, terminological, conceptual or semiotic levels [5].  

Ontology alignment, defined as the process of identification of semantic 
correspondences between entities of different ontologies to be aligned [5], is proposed 
                                                           
1 http://oaei.ontologymatching.org/2012/conference 
2 OAEI (Ontology Alignment Evaluation Initiative) organizes evaluation campaigns aiming at 

evaluating ontology matching technologies. http://oaei.ontologymatching.org/ 
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as a solution to the problem of semantic heterogeneity by enabling the semantic 
interoperability between various sources of information. 

We globally distinguish two approaches to identify the alignment between 
ontologies: reasoning-based approaches and those based on the calculation of 
similarities [12]. 

Most of the existing ontology alignment systems are based on the calculation of 
similarities between entities to align. In this category, we distinguish two types of 
systems: (1) systems which implement one single technique and (2) systems which 
combine several techniques, in order to estimate the similarity between two entities. 
The latter systems have become more frequent due to their flexibility and their easy 
extension [7]. Moreover, with the increasing complexity of ontologies on the Web 
(number and volume), the alignment cannot be performed reasonably in a purely 
manually way. Therefore it is imperative to develop automatic or at least semi-
automatic systems to identify the alignment [11]. This situation is dictated by the lack 
of human expert especially in dynamic systems and by the concern to accelerate the 
alignment process [1]. 

Precisely, we propose in this paper an ontology alignment approach based on the 
calculation of similarities and which fits into the category of methods that combine 
several matchers. It is a statistical approach based on two heuristics to aggregate 
similarity values calculated by different matchers. The first estimates the candidate 
final alignment from the alignments identified by matchers, considering their 
intersection. The second provides an estimate of the weight to be assigned to the 
matchers with a view of their combination using a weighted summation strategy. 

The rest of the paper is organized as follows. In the Section 2, we present some 
preliminary notions on ontology alignment in order to facilitate the reading of the 
paper content. The Section 3 contains the description of some related work to our 
approach. In the Section 4, we present an example in order to illustrate our approach. 
The Section 5 is dedicated to the presentation of the proposed approach. The Section 
6 contains the experimental results obtained during the evaluation of our approach. 
Finally we give a conclusion and some future perspectives.  

2 Preliminaries 

In this section we present some preliminary notions of ontology alignment in order to 
facilitate the reading of the paper content. We outline the notions of ontology, 
similarity calculation techniques and alignment, respectively. We refer the reader, for 
more details, to the following references [5] [4]. 

2.1 Notion of Ontology  

Definition: Ontology is a six tuple [2]: O = <C, R, I, HC, HR, X> where:  
 

– C: set of concepts.  
– R: set of relations.  
– I: set of instances of C and R.  
– HC: denotes a partial order relation on C, called hierarchy or taxonomy of 

concepts. It associates to each concept its super or sub-concepts. 
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– HR: denotes a partial order relation on R, called hierarchy or taxonomy of 
relations. It associates to each relation its super or sub-relations.  

– X: set of axioms.  

2.2 Techniques of the Similarities Calculation 

There are basically five types of methods to calculate similarities [1]: 
 

1. Terminological Methods. These methods are based on string matching and 
can be applied to the names, labels and descriptions of the entities. We cite 
as an example of matcher of this category: the edit distance. 

2. Linguistic Methods. These methods are based on external resources as 
dictionary and thesaurus in order to calculate the similarities between the 
names, labels and descriptions of the entities. We cite as an example of a 
matcher of this category: similarity based on WordNet (Wu-Palmer). 

3. Structure-based Methods. These methods exploit the internal structure 
(domain, range, properties and cardinality, etc.) and the external structure 
(hierarchy and the relation-ship between other entities) of the entities in 
order to calculate their similarities. We cite as an example of a matcher of 
this category: Resnik similarity. 

4. Semantic-based Methods. These methods are essentially deductive and 
inferential and are based on formal semantic of generic or specific domains. 
We cite as an example of a matcher of this category: SAT solvers. 

5. Instance-based Methods. These methods exploit the instances associated to 
the concepts (extensions) to calculate the similarities between them. We cite 
as an example of a matcher of this category: Jaccard similarity.  

2.3 Notion of Ontology Alignment 

The alignment of two ontologies is the process of identification of semantic 
correspondences between their entities. In this section, we briefly introduce the basic 
necessary concepts on the alignment in order to facilitate the reading of the paper 
content.  

2.3.1. Notion of Correspondence 
Let O and O’ two ontologies. A Correspondence M between O and O’ is quintuple 
 < Id, e, é, r, n > where: 

• Id: is a unique identifier of the correspondence M; 
• e and e‘ are the entities of O and O’ respectively (concepts, relations or 

instances); 
• r: is the semantic relation between e and e‘ (equivalence (≡), more specific 

(⊆),more general (⊇), disjunction (⊥)); 
• n: is a measure of confidence, typically a value within [0, 1]. 
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Fig. 1. Alignment Process 

2.3.2. Notion of Alignment 
The alignment can be defined as a set of correspondences. The alignment process 
(Fig. 1) receives as input two ontologies O and O' and produces as output an 
alignment A between entities of O and O'. Other elements complete this definition, 
namely: 

• An initial alignment A' to be completed or refined by the process. 
• The external resources r such as a thesaurus or a dictionary. 
• The parameters P such as thresholds or weights. 

 
The alignment process consists generally of the following steps: 
 
1. Analysis: This step consists of extracting both the entities (concepts, 

relations, instances) of the two ontologies O and O ' and their characteristics 
which will be used to identify the alignment. 

2. Calculation of Similarities: this step consists to execute the different 
matchers in order to calculate the similarities between entities to align. 

3. Similarity Values Aggregation: This step consists to combine the similarity 
values calculated by the matchers in the previous step, into one value. 

4. Selection: This step consists of applying a strategy, for example a threshold 
strategy in order to filter the alignment defined in the previous step. Other 
optimization techniques can also be applied at this level to optimize the 
extraction of the final alignment. 

5. Improvement of the Alignment: descriptive logic techniques can be applied at 
this level to improve the final alignment by diagnosing and repairing any 
inconsistencies identified in the final alignment. 

3 Related Works  

The aggregation of similarity values calculated by different matchers consists to 
combine them into one single value. There are basically three types of approaches to 
achieve this aggregation: the weighting, the vote and the argumentation [5]. In the 
vote strategy, the matchers are considered as independent sources of information and 
the decision to include a correspondence in the alignment is taken on the basis of a 
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simple majority vote by the matchers for this correspondence. The argument strategy 
allows negotiating an alignment by exchanging arguments between agents. In the 
weighting strategy several techniques are proposed to combine the similarity values. 

In [3], the authors quote the following strategies to combine similarity values 
calculated by different matchers: (1) Max: this strategy selects the maximum 
similarity value among the values calculated by different matchers); (2) Min: this 
strategy selects the minimum similarity value among the values  calculated by 
different matchers); (3) Average (this strategy calculates the average value of the 
similarities calculated by different matchers); and (4) Weighting (this strategy 
calculates the weighted sum of the similarities calculated by different matchers). The 
latter, which is more frequent in ontology alignment systems [7], requires an estimate 
of the weights that reflect the importance of each matcher. In some systems this 
weights approximation is done manually by a human expert. This approach is difficult 
to implement given the enormous number of possible configurations [11] and has the 
major drawback to run correctly on a specific alignment task and not on another. It  
is therefore suitable that the weights estimation be specific to the current alignment 
task [8].  

Several studies have addressed the problem of the weights estimation of different 
matchers. In [14], the authors propose an approach based on information theory and 
estimate the weight of each matcher based on the calculation of entropy (uncertainty 
of information) from the similarity values calculated by this matcher.  

The works described in [9] and [13] present an approach based on genetic 
algorithms to give an estimate of weights assigned to different strategies used. 

In [8] the authors propose the harmony concept for weighting the different 
matchers. The harmony h of a similarity matrix sim of n rows and m columns is 
defined by: « the number of pairs of entities (ei, e’j) for which the similarity sim (ei, 
e’j) is the maximum at the same time on the row i and column j, divided by the 
maximum number of concepts of ontologies to align O and O' “. This value h is 
assigned as weight to the matcher associated to the matrix sim. In [2] the authors 
propose a local confidence measure for a pair of entities unlike that proposed in [8], 
which is global to the entire similarity values matrix. This measure, denoted m, is 
defined for an entity e of the ontology O, by: m = mr – mnr where mr is the average of 
similarity values of entities that are associated to e and mnr is the average of similarity 
values of entities that are not associated to e. 

Other works such as [6] and [10] use machine learning techniques for automatic 
configuration of weights to be assigned to the matchers. 

* The approach proposed in this paper is situated in the category of weighting 
techniques that combine the similarity values calculated by different matchers. It 
consists of a heuristic that estimates the weights to assign to the matchers. Contrary to 
the techniques mentioned above, this approach is of statistical nature and estimates 
the weights by an estimation of the precision standard metric.  

4 Illustrative Example of the Approach  

Let two ontologies O and O’ which contain the concepts O: {Product, Provider, 
Creator} and O’: {Book, Translator, Publisher, Writer} respectively. 
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The application of the edit distance metric and that based on WordNet between 
concepts of O and O’ has generated the following two matrices of similarities. 

1) If we filter out the matrix of similarities (Table 1) calculated with the edit 
distance, with a threshold s = 0.15 we obtain the following alignment: 
A1= {(Product, Translator), (Provider, Translator), (Provider, Publisher), 
(Provider, Writer), (Creator, Translator), (Creator, Writer)}. 

Table 1. The Similarity Values Calculated by Edit Distance 

O /O’ Book Translator Publisher Writer 
Product 0.14 0.20 0.11 0.14 
Provider 0.12 0.20 0.44 0.50 
Creator 0.14 0.50 0.11 0.43 

 
2) If we filter out the second matrix of similarities (Table 2) calculated using 

WordNet, with a threshold  s = 0.15 we obtain the following alignment:  
A2= {(Product, Book), (Product, Writer), (Provider, Writer), (Provider, Book), 
(Creator, Book), (creator, Translator), (Creator, Writer)}. 

Table 2. The Similarity Values Calculated Using WordNet 

O /O’ Book Translator Publisher Writer 
Product 0.18 0.12 0.12 0.15 
Provider 0.17 0.11 0.14 0.29 
Creator 0.18 0.47 0.12 0.15 

 
The alignment A which consists of the semantic correspondences identified by the 

two matchers simultaneously is as follows: A = A1 ∩ A2 = {(Creator, Translator), 
(Provider, Writer), (Creator, Writer)}. A represents the estimator of final candidate 
alignment. 

The estimator of the precision of the matcher edit distance is: P1=3/6=0.50. 
The estimator of the precision of the matcher based on WordNet is: P2=3/7=0.43. 
The weights to be assigned to matchers are: w1 = 0.50 and w2 = 0.43. 
The matrix of the combined similarities is as follows: 

Table 3. The Combined Similarity Values 

O /O’ Book Translator Publisher Writer 
Product 0.16 0.16 0.11 0.14 
Provider 0.14 0.16 0.30 0.40 
Creator 0.16 0.49 0.11 0.30 
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If we filter out the matrix of combined similarities (Table 3), with a threshold s = 
0.30 we obtain the following alignment, (Provider, Publisher), (Provider, Writer), 
(Creator, Translator), (Creator, Writer)}. For more details about the approach see 
section 5. 

5 The Proposed Approach 

The architecture of our approach denoted PBW (Precision Based Weighting) is 
illustrated in Fig. 2. We have in input two ontologies O1 and O2 to be aligned. The 
Analysis Module performs the entities extraction from O1 and O2 using API Jena. 
Then, the Similarities Generation Module calculates for each pair of concepts (C, C') 
∈ O1×O2 three similarity values using three techniques namely: the edit distance [5], 
the Jaro metric [5] and the similarity metric based on WordNet (Wu-Palmer 
algorithm) [5]. It should be noted at this level that the parameter object of the 
comparison is primarily the aggregation method of similarity values (the estimation of 
the weights to be assigned to matchers).   

For that reason, we have set the same matchers for all three compared methods H, 
LCD (see the section 3 for the definition of these methods) and PBW in order to not 
have the results skewed by the choice of matchers. Therefore, the selection of the 
matchers has not been the subject of special attention. We have limited to the 
linguistic-based and string-based matchers. These similarity values are used by the 
Weights Estimation Module in order to calculate the confidence to be associated to 
the matchers mentioned above. The Similarities Combination Module generates then 
the combined similarity values using a weighting summation strategy. Finally, the 
Alignment Extraction Module selects the final alignment. This selection is simply 
performed by filtering the combined similarity values on a given threshold. 

The contribution of the paper lies in the combination of similarity values. We 
detail below the principle of the proposed approach.  

The approach proposed in this paper is an aggregation approach of similarity 
values calculated by several matchers. It fits into the category of automatic techniques 
for assigning weights to matchers which estimates their importance. We give in this 
section its principle. 

Let O and O’ be two ontologies to be aligned and let M1,…, Mk k matchers which 
execute in parallel and calculate the similarity values between entities e1,…, en for O 
and e’1,…, e’m for O’ respectively. Let us note S1,…, Sk the similarities matrices 
generated by matchers M1,…, Mk respectively. The problem here is to assign to each 
matcher Mi a weight wi which expresses its importance in a given alignment task. 

The intuition behind this approach consists to assign to the matcher Mi the weight 
wi which is equal to an estimation of the precision of Mi. Indeed, as the precision 
metric is a good estimation of the matcher quality; we propose to use it as an 
estimator of the weight that will be assigned to the matcher.  
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Fig. 2. The Architecture of the Application 

We distinguish for the matcher Mi two subsets among the set of semantic 
correspondences between entities of ontologies O and O’ to be aligned. On one hand 
we have the set Pi of the correspondences qualified positively and which belong to 
candidate alignment and On the other hand, we have the set Ni of those, negatively 
qualified and which do not belong to candidate alignment. The set Pi is defined as 
follows: 

Pi  = {(ei, e’j)  ∈ O x O’ /  (Si (i, j) ≥ s where s is a given threshold}. 

Since to estimate the precision of a matcher, we need a reference alignment and in 
the absence of such alignment we propose to estimate it (the reference alignment) by 
the set P which denotes the set of positive correspondences identified simultaneously 
by all matchers. In other words: P = ∩i=1,…, k Pi. We therefore propose for the matcher 
Mi the following estimator for the precision: wi =|Pi∩P|/|Pi| 

Where |E| denotes the number of all elements of the set E. This estimator 
represents the weight to be assigned to Mi. 

The approach can be made operational by the following process: 

– Calculate, for each matcher Mi, the set Pi defined above. 
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– Calculate the set P. In some alignment tasks, the case where P is empty can 
occur. The weights assigned to the matchers are therefore is null. To 
overcome this situation, we have estimated P, for each matcher Mi, as 

follows: P = {(ei, e’j)  ∈ O x O’ /  (Si (i, j) ≥ s where s is a threshold 
relatively high}. We have retained the following formula to specify the 
threshold: s = the highest similarity value calculated by the matcher Mi from 
which a particular constant value n is subtracted. For example, if the 
maximum similarity value is equal to 0.80 and n=0.25 then s = 
0.8*0.25=0.40. 

– Assign to each matcher Mi the weight wi. 
– Calculate the matrix of combined similarity values M. the matrix M is 

calculated by the following formula: M (i, j) = (∑ k wk * Sk (i, j)) / (∑kwk).  
– Filter M according to the threshold s. 

6 The Experimental Study   

In order to evaluate our approach, we have used the conference track of OAEI 2012 
evaluation campaign. This track consists of a collection of 16 ontologies describing 
the field of the conferences organization. It is constituted of 21 tests for which 
reference alignments are available, from a total of 120 possible tests resulting from 
the pairwise combination of 16 ontologies. Each test consists of two ontologies and a 
reference alignment.  

The tests have been carried as follows: we have implemented the three methods (H, 
PBW and LCD), then we have executed these methods on ontologies tests of the 
conference track.  

As evaluation criteria we have used the standard metrics that are precision, recall 
and F-measure to evaluate our approach. These metrics are defined as follows: 

    

Where |R| denotes the number of the reference alignment mappings and |A| denotes 
the number of matches found by our approach.  

We envision in this experimental analysis to compare our precision based 
weighting approach of the similarity values aggregation (Noted PBW-method in  
the graphs) with the two most efficient aggregation methods [10] [15] namely the 
method based on the harmony concept [8] (Noted H-method in the graphs) and  
the method based on the concept of local confidence [2] (Noted LCD-method in the 
graphs).  

It should be noted at this level that our approach as well as those with which it has 
been compared belong to the same category of methods based on the weighting. 
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Fig. 3. The Global Results (All Tests of Conference Track) of the Three Methods 

We have adopted the following methodology in order to conceive the experimental 
protocol. For each of the 21 tests of the conference track, we have calculated three 
matrices of similarities by the matchers edit distance, Jaro and WordNet, respectively. 
Subsequently, from these matrices we calculated the weights to assign to the matchers 
by the three compared methods (harmony, local confidence and our method). Then 
we have calculated the matrices of the combined similarities and we have selected the 
alignments by filtering using a given threshold s for each of the three methods. 
Finally, for each test we have calculated precision, recall and F-measure for each 
method. To conclude, we have calculated the average precision, recall and F-measure 
for all tests of the conference track.  

The results are shown in Fig. 3 and Fig. 4.  
The experimental results obtained (Fig. 3) show that globally i.e. for all tests: 

1. Our approach PBW is significantly more efficient than the H and LCD 
methods in terms of precision. 

2. Our approach PBW is more efficient than the LCD method and slightly less 
efficient than the H method in terms of F-measure.  

3. Our approach PBW is less efficient than the H and LCD methods in terms of 
recall.  

The analysis of the detailed results on all tests of the conference track (Fig. 4) show 
that our approach is more efficient than H and LCD methods in terms of precision  
for all tests of the conference track of OAEI 2012 evaluation campaign, considered 
individually. 
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Fig. 4. The Detailed Results of the Three Methods in Terms of Precision 

7 Conclusion and Perspectives  

We have presented in this paper a dynamic approach to estimate automatically the 
weights to be assigned to different matchers in a given alignment task, in order to 
combine the similarity values calculated by the matchers in a context of ontology 
alignment.  

The experimental results show the good performance of our proposed approach. 
Indeed, it is better in terms of precision than other methods, local and global, deemed 
among the most efficient ones in recent years. In addition, it shows a good F-measure 
relative compared to the local method. 

As future perspective we envision to intensify the experiments by considering 
other tests and combining other similarities calculation techniques. 
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Abstract. A real world of objects (individuals) is represented by a set
of assertions written with respect to defined syntax and semantics of
description logic (formal language). These assertions should be consistent
with the ontology axioms described as terminology of knowledge. The
axioms and the assertions represent ontology about a particular domain.
A real world is a possible world if all the assertions and the axioms
over its set of individuals, are consistent. It is possible then to query the
possible world by specific assertions (as instance checking) to determine
if they are consistent with it or not. However, ontology can contain vague
concepts which means the knowledge about them is imprecise and then
query answering will not possible due to the open world assumption if the
necessary information is incomplete (it is currently absent). A concept
description can be very exact (crisp concept) or exact (fuzzy concept) if
its knowledge is complete, otherwise it is inexact (vague concept) if its
knowledge is incomplete. In this paper we propose a vagueness theory
based on the definition of truth gaps as ontology assertions to express
the vague concepts in Ontology Web Language (OWL2) (which is based
on the description logic SROIQ(D)) and an extension of the Tableau
algorithm for reasoning over imprecise ontologies.

Keywords: Vagueness · Ontology · OWL · Description logics · Auto-
matic reasoning

1 Introduction

Formalisms for dealing with vagueness have started to play an important role in
research related to the Web and the Semantic Web [7,13]. Ontologies are the def-
inition of domain concepts (extensions) and the relations between them. Formal
ontologies are expressed in well-defined formal languages (for example, OWL2)
[3,6] that are based on expressive description logics (for example, SROIQ(D))
[1,14,4]. We say ontology is vague if it has at least a vague definition of a con-
cept. A concept (an extension) is vague if it defines a meaning gap with which
we cannot decide the membership of certain objects (vague intension).

We state the problem with the following example. Assume an ontology defin-
ing a concept called Expensive in a domain about cars. The meaning of the
concept is vague. This vagueness is pervasive in natural language, but until now

c© IFIP International Federation for Information Processing 2015
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DOI: 10.1007/978-3-319-19578-0_29



356 M. Bourahla

is avoided in ontologies definitions. For the concept Expensive, we can define
three sub-extensions, definitely expensive extension (there are some car prices
that we regard as definitely expensive), definitely cheap extension (others we
regard as definitely cheap cars) and a vagueness extension, average car prices
are neither expensive nor cheap. The source of this indecision is the imprecise
definition of concepts that is caused by lack of rigorous knowledge.

Related Works: Almost all concepts we are using in natural language are vague
(imprecise). Therefore common sense reasoning based on natural language must
be based on vague concepts and not on classical logic. The rising popularity of
description logics and their use, and the need to deal with vagueness, especially
in the Semantic Web, is increasingly attracting the attention of many researchers
and practitioners towards description logics able to cope with vagueness. There
are many works in literature for dealing with vagueness and most of them express
it as a concept property as those based on fuzzy logics.

The notion of a fuzzy set proposed by Lotfi Zadeh [15] is the first very suc-
cessful approach to vagueness. Fuzzy description logics (FDLs) are the logics
underlying modes of reasoning which are approximate rather than exact, asser-
tions are true to some degree [13,2,8,12]. In this case, any concept instance will
have a degree of membership that is determined by a defined fuzzy function. The
vagueness under fuzzy theory is treated by extended fuzzy description logics that
are supported by fuzzy semantics and fuzzy reasoning. The fuzzy description log-
ics are applied in many domains. The fuzzy knowledge base is interpreted as a
collection of constraints on assertions. Thus, the inference is viewed as a process
of propagation of these constraints.

Assertions in fuzzy description logics, rather being satisfied (true) or unsat-
isfied (false) in an interpretation, are associated with a degree of truth using
semantic operators, where the membership of an individual to the union and in-
tersection of concepts is uniquely determined by its membership to constituent
concepts. This is a very nice property and allows very simple operations on fuzzy
concepts. In addition to the standard problems of deciding the satisfiability of
fuzzy ontologies and logical consequences of fuzzy assertions from fuzzy ontolo-
gies, two other important reasoning problems are the best truth value bound
problem and the best satisfiability bound problem.

In our work, the concepts are treated as having a fixed meaning (not a bal-
anced meaning), shared by all users of the ontology; we propose instead that the
meaning of a vague concept evolves during the ontology evolution, from more
vague meaning to less vague meaning until it reaches if possible, a situation
where it becomes non-vague concept. This meaning instability is the base of our
vagueness theory that is used for reasoning over vague ontologies. Both theories
represent two different approaches to vagueness. Fuzzy theory addresses grad-
ualness of knowledge, expressed by the fuzzy membership, whereas truth gap
theory addresses granularity of knowledge, expressed by the indiscernibility re-
lation. The result of reasoning over vague ontology using truth gap theory is the
posterior description that represents a revision of the prior description on the
light of the evidence provided by acquired information. This property can be
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used to draw conclusions from prior knowledge and its revision if new evidence
is available.

The other closest work to ours is the work in [10] which presents a framework
for adjusting numerical restrictions defining vague concepts. An inconsistency
problem can happen when aligning the original ontology to another source of
ontological information or when ontology evolves by adding learned axioms. This
adjustment is used to repair the original ontology for avoiding the inconsistency
problem by modifying restrictions parameters called adaptors specified as con-
cept annotations. The idea of this work is close to ours in the sense that we
reduce the truth gaps when adding new assertions as learned knowledge to the
ontology to guide the reasoning process which will play the same role as adjust-
ing the vague concept restrictions. However, this work differs from our approach
by the repair (modification) process applied on the original ontology to avoid
introduced inconsistency. In our approach, we define the vague concepts as super
concepts over restriction definitions. So, we don’t have the problem of inconsis-
tency to repair the ontology.

This paper is organized as follows. We begin in Section 2, by presenting Ontol-
ogyWeb Language (OWL2) and its correspondent description logic (SROIQ(D)).
In Section 3, a vagueness theory is proposed to show how to express vague con-
cepts and to describe the characteristics of vague ontologies. Section 4 presents
the extended version of Tableau algorithm, to reason over imprecise ontologies.
At the end, we conclude this paper by conclusions and perspectives.

2 Description Logics and Ontology Web Language

Ontologies are definitions of concepts and the relationships between them. They
can be represented formally using formal languages. These formal description
languages are based on well-defined Description Logics (DLs) [1], a family of
knowledge representation formalisms. OWL2 DL is a variant of SROIQ(D) [4],
which consists of an alphabet composed of three sets of names. The set C of
atomic concepts corresponding to classes interpreted as sets of objects, the set
R of atomic roles corresponding to relationships interpreted as binary relations
on objects and the set I of individuals (objects). It consists also of a set of
constructors used to build complex concepts and complex roles from the atomic
ones. The roles (object or concrete) are called properties; if their range values are
individuals (relation between individuals) then they are called object (abstract)
properties. If their range values are concrete data (relation between individual
and a concrete data) then they are called data (concrete) properties. The set of
SROIQ(D) complex concepts can be expressed using the following grammar:

C ::= � | ⊥ | A | {a} | ¬C | C �D | C �D | ∃o.Self | ∀o.Self | (1)

∃o.C | ∀o.C | ∃c.P | ∀c.P | ≥ n s.C | ≤ n s.C

Where � is the universal concept, ⊥ is the empty concept, A is an atomic
concept, a an individual, C and D are concepts, o an object role, c a concrete
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role, s a simple role w.r.t. R, and n a non-negative integer. P is a predicate over
a concrete domain that can have the form

P ::= DataType [∼ value] | P � P | P � P, ∼∈ {<,≤, >,≥} (2)

The data type can be any recognized data type as integer, real, etc. This syntax
allows expressing concepts and roles with a complex structure. However, in order
to represent real world domains, one needs the ability to assert properties of
concepts and relationships between them. The assertion of properties is done in
DLs by means of an ontology (or knowledge base). A SROIQ(D) ontology is a pair
O = 〈T ,A〉, where T is called a terminological box and A is called an assertional
box. The terminological box consists of a finite set of axioms on concepts and
roles. There are inclusion axioms on concepts, object and concrete roles to define
a hierarchy (taxonomy) on the names of concepts and roles, (we write C � D
to denote inclusion axioms on concepts, where C and D are concepts, C ≡ D
as an abbreviation for C � D ∧ D � C and r1 � r2 for role inclusion, where
r1 and r2 are object (concrete) roles, the same equivalence abbreviation can
be applied on roles). The assertional box consists of a finite set of assertions
on individuals. There are membership assertions for concepts (C(a) means the
object (individual) a is member of C), membership assertions for roles (o(a, b)
means the objects a and b are related by the object property o and c(a, d) means
the object a has the data property (concrete role) c with a value equals d).

Thus, the assertional box A of a knowledge base, provides a description of a
world. It introduces individuals by specifying their names, the concepts to which
they belong, and their relations with other individuals. The semantics of the
language uses either the closed world assumption or the open world assumption.
With the closed world assumption, we consider that the world is limited to
what is stated. It is this assumption that is normally adopted in databases. In
description logics, it is rather the assumption of the open world which prevails.
This open world assumption has an impact in the way of making inferences in
description logics. The inference is more complex with the assumption of the open
world; it is often called to consider several alternative situations for the proof.
Another important aspect of description logic is that it does not presuppose
the uniqueness of names (the standard names). That is, two different names do
not necessarily mean that there is case to two separate entities in the described
world. To be sure that two different entities a and b are represented, should be
added the assertion a �= b to the assertional box A.

3 Vagueness Theory for Imprecise Ontologies

We define a concept C as vague if it has a deficiency of meaning. Thus, the source
of vagueness is the capability of meaning (it has borderline cases). For example,
the concept Expensive is extensionally vague and it remains intentionally vague
in a world of expensive and non-expensive cars. This means that there are truth-
value gaps where a vague concept is extensionally (intensionally) definitely true
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(tt), definitely false (ff) and true or false (tf). Let us consider the following
ontology.

O =

〈T =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Dom(price) ≡ �, Rge(price) ≡ (int[≥ 0]) � (int[≤ 100]),
Dom(speed) ≡ �, Rge(speed) ≡ (int[≥ 100]) � (int[≤ 300]),
ExpensiveCar ≡ Car � ∃price. (int [≥ 50]) ,
NonExpensiveCar ≡ Car � ∃price. (int [≤ 30]) ,
SportsCar ≡ Car � ∃speed. (int [≥ 200]) ,
NonSportsCar ≡ Car � ∃price. (int [≤ 150]) ,
ExpensiveCar � Expensive,
NonExpensiveCar � ¬Expensive,
SportsCar � Sports,
NonSportsCar � ¬Sports,
ExpensiveSportsCar ≡ Car �Expensive � Sports

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

A =

⎧
⎨

⎩

Car(a), Car(b), Car(c), Car(d), ExpensiveSportsCar(c),
price(a, 25), price(b, 55), price(c, 40), price(d, 45),
speed(a, 220), speed(b,250), speed(c, 160), speed(d, 180)

⎫
⎬

⎭

〉
(3)

Where price and speed are two concrete roles with the universal concept
as their domains and their ranges Rge are defined by two integer intervals. In
this knowledge base (ontology), we assume the price of a definitely expensive car
(ExpensiveCar) is greater than or equal to fifty units and it is less than or equal
to one hundred units, and a definitely no-expensive car (NonExpensiveCar)
has a price between zero and thirty units. The concept Expensive and its com-
plement are subsuming two complex concept expressions (ExpensiveCar and
NonExpensiveCar). Each concept expression contains a sub-expression that
is defined as quantified (universal or existential) restriction on a concrete role
(for example, the concrete role is price and the restricted sub-expressions are
∃price. (int [≥ 50]) for the concept ExpensiveCar and ∃price. (int [≤ 30]) for
the concept NonExpensiveCar). By the same way, we define the vague concept
Sports and the concept ExpensiveSportsCar as a conjunction of the concepts
Car, Expensive and Sports.

We have taken advantage of the open world assumption in description logics
to define vague concepts. This ontology satisfies the assertions Expensive(b)
and ¬Expensive(a) but the assertions Expensive(d) and (¬Expensive)(d) are
both not satisfied. With this knowledge base (ontology), we will assign tt to
Expensive(b), ff to Expensive(a), and tf to Expensive(d). This means, there is
a deficiency of meaning (truth value gaps) between Expensive and ¬Expensive.
Consequently, the concept Expensive is considered vague and the same thing for
the vague concept Sports. The assertion ExpensiveSportsCar(c) is considered
as acquired information to state that c is an expensive sports car in spite of the
fact that the terminology does not imply this assertion from information of the
object c. We will see how this acquired (learned) information will be used to
decide on other instances.

Thus, the satisfaction of a membership assertion to a vague concept depends
on the concrete property value and the truth gaps. The vagueness definition of
a concept will create one or more truth gaps. These are convex intervals (or
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ordered sequences) of values from a concrete domain with which the satisfaction
of a membership assertion to the vague concept cannot be decided. There are two
borderline values for each interval (or sequence). They are the lower (l) and the
upper (u) bounds of a truth gap. Thus, we associate with each vague concept
C a set of truth gap assertions according to a concrete role r (or to different
concrete roles) used by its description.

These truth gaps assertions can be formulated using the description logic
SROIQ(D) as a result of ontology description pre-processing. This will augment
the ontology O = 〈T ,A〉 by the membership and property assertions to be
O = 〈T ,A ∪ {C(tt), (¬C)(ff), r(xi, li), r(yi, ui)}〉 if C is checked to be a vague
concept according to a concrete role r, tt and ff are considered as two additional
dummy individuals. The individuals xi, yi are either tt or ff with the conditions
xi �= yi∧xi+1 = yi, li and ui are numerical values from the range of the concrete
role r with li < ui < li+1 for 1 ≤ i < n, where n is the number of the truth gaps.
This description should verify the following vagueness consistency.

Lemma 1. (vagueness consistency). The truth gaps set defined of any vague
concept C associated with a role r (or a set of roles) should verify the condition
of acceptability (vagueness consistency), this means ∀i = 1, · · · , n − 1 : xi �=
yi ∧ yi = xi+1 ∧ li < ui < li+1 < ui+1. This vagueness consistency condition can
be formulated using the assertions on the dummy individuals tt and ff as

({C(tt), r(tt, d1), r(tt, d2), (¬C)(ff), r(ff, d)} ⊆ A ⇒ d �∈ [d1, d2]) ∧
({(¬C)(ff), r(ff, d1), r(ff, d2), C(tt), r(tt, d)} ⊆ A ⇒ d �∈ [d1, d2]) (4)

A non-vague (crisp) concept C will have an empty set of truth gaps according to
any concrete role r.

The intuition for this vagueness theory is as follows. An ontology is considered
the knowledge base of an intelligent agent; if the ontology (knowledge base) O
contains a vague concept C with respect to a concrete role r and one of its truth
gaps has the smallest interval [l, u], where the assertions r(tt, u), r(ff, l) are in
O. The agent cannot decide if an individual (object) a with r-property value
within the interval [l, u] if it belongs to C or to its complement (we say that
the knowledge base is incomplete). We assume that at a moment, assertions like
C(a), r(a, d) are added to the ontologyO, where l < d < u. This new information
will change the ontology agent beliefs by reducing the truth gap interval to be
[l, d]. We call that the individual a is similar to the dummy individual tt because
they belong to the same concept C. Then, the individual tt will inherit the
property of a. Now, if we add the assertions (¬C)(b), r(b, d′) with u > d′ > d,
this will produce a vagueness inconsistency according to this vagueness theory
because the agent has already changed its beliefs so that every property assertion
of an individual with respect to the concrete role r where its range is greater
than d should be member of the concept C. This vagueness theory is used to
adjust the truth intervals (or the truth gaps) described in the original ontology
by acquired new information.
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3.1 Semantics for Vagueness Theory

The formal semantics of DLs is given in terms of interpretations. A SROIQ(D)

interpretation is a pair I = (ΔI , (.)I) where ΔI is a non-empty set called the

domain of I, and (.)
I
is the interpretation function which assigns for every A ∈ C

a subset (A)I ⊆ ΔI , for every o ∈ R a relation (o)I ⊆ ΔI × ΔI , called object
role, for every c ∈ R a relation (c)I ⊆ ΔI ×D, called concrete role (D is a data
type as integer and string) and for every a ∈ I, an element (a)I ∈ ΔI . We say
the interpretation I is a model of a SROIQ(D) ontologyO = 〈T ,A〉, if it satisfies
all the assertions in T and A. In addition, it is a model of any satisfied assertion
by the ontology O. If Cr is a vague concept with respect to the concrete role
r and xi, yi ∈ {tt, ff}, then the interpretation function is extended to complex
concepts and roles according to their syntactic structure.

(�)I = ΔI

(⊥)I = ∅
({a})I = (a)I

(r)I = (r)I ∪ {(xi, li), (yi, ui) ∧ xi �= yi = xi+1 ∧ li < ui, i = 1, · · · , n}
(Cr)

I = (C)I ∪ {tt}
(¬Cr)

I = (¬C)I ∪ {ff}
(Cr �Dr)

I = (Cr)
I ∩ (Dr)

I

(Cr �Dr)
I = (Cr)

I ∪ (Dr)
I

(∃o.Self)I = {a ∈ ΔI |∃(a, b) ∈ (o)I ∧ a = b}
(∀o.Self)I = {a ∈ ΔI |∀(a, b) ∈ (o)I ⇒ a = b}
(∃o.Cr)

I = {a ∈ ΔI |∃(a, b) ∈ (o)I ∧ b ∈ (Cr)
I}

(∀o.Cr)
I = {a ∈ ΔI |∀(a, b) ∈ (o)I ⇒ b ∈ (Cr)

I}
(∃c.P )I = {a ∈ ΔI |∃(a, d) ∈ (c)I ∧ P (d)}
(∀c.P )I = {a ∈ ΔI |∀(a, d) ∈ (c)I ⇒ P (d)}

(≥ n s.Cr)
I = {a ∈ ΔI | |{b|(a, b) ∈ (s)I ∧ b ∈ (Cr)

I}| ≥ n}
(≤ n s.Cr)

I = {a ∈ ΔI | |{b|(a, b) ∈ (s)I ∧ b ∈ (Cr)
I}| ≤ n}

Where n is the number of truth gaps for the vague concept C, P (d) means
the value d verifies the predicate P and |S| is the cardinality of the set S. The
predefined concepts like the universal concept �, the empty concept ⊥, the
atomic concepts A and the nominative concepts {a1, a2, · · · , an} are defined as
crisp concepts and then they will not be considered as vague concepts.

Example 1. The new ontology after generation of truth gap assertions on the
original ontology O = 〈T ,A〉 described in (3), is Onew = 〈T new,Anew〉 where,
T new = T and using the syntax of SROIQ(D), Anew = A ∪ {Expensive(tt),
(¬Expensive)(ff), Sports(tt), (¬Sports)(ff), price(ff, 0), price(ff, 30), price(tt,
50), price(tt, 100), speed(tt, 200), speed(tt, 300), speed(ff, 100)}, speed(ff, 150)}.
The new interpretations with these introduced assertions are as follows. The
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interpretation for the concrete role price is (price)I = {(a, 25), (b, 55), (c, 40),
(d, 45), (ff, 0), (ff, 30), (tt, 50), (tt, 100)} and for the concrete role speed, the in-
terpretation is (speed)I = {(a, 220), (b, 250), (c, 160), (d, 180), (ff, 100), (ff, 150),
(tt, 200), (tt, 300)}. The interpretation of the vague concept Expensiveprice is
{b, c, tt}.

This new ontology containing concept truth gaps is considered vague and then
it is incomplete for reasoning. An ontology is complete if we can assign only the
definite truth values (tt and ff) to assertions. A vague (incomplete) ontology
is an ontology that has at least one vague concept and then it is possible to
assign the value tf to certain assertions. In addition, a vague ontology should be
acceptable (Lemma 1), which means all the truth gap sets should be acceptable.
We define a partial order between ontologies that is noted by 〈O,≤〉, where O
is a non-empty set of ontologies describing a domain. If O1 and O2 are two
ontologies from O we write O1 ≤ O2, if O1 is less complete than O2 (we say
also that O2 extends O1). The relation ≤ (we call it also the extension relation)
is based on comparison of truth gaps and it is transitive and antisymmetric. By
this partial order definition, there is a canonical normal ontology On that is the
least complete ontology, which can be extended by other complete ontologies.

The set O has a base ontology that corresponds to description of which all
other descriptions are extensions. This base ontology is composed of the ter-
minological assertions and eventually some membership assertions. A condition
that can be imposed on domain ontology is its completeability. It states that
any intermediate ontology can be extended to a complete ontology. We sup-
pose that ontology O has a vague concept C, with an acceptable set of truth
gaps defined by the assertions set {C(tt), (¬C)(ff), r(x1, l1), r(y1, u1), r(x2, l2),
r(y2, u2), · · · , r(xn, ln), r(yn, un)}, then we define the ontology extension (⊕) by
the assertions {C(a), r(a, d)} as follows.

〈T ,A [C(tt), (¬C)(ff), · · · , r(xi, li), r(yi, ui), · · ·]〉 ⊕ 〈T , {C(a), r(a, d)}〉 =〈
T ,A ∪ {C(a), r(a, d)} ∪

{
r(xi, d) if xi = tt ∧ li < d < ui

r(yi, d) if yi = tt ∧ li < d < ui

}〉

〈T ,A [C(tt), (¬C)(ff), · · · , r(xi, li), r(yi, ui), · · ·]〉 ⊕ 〈T , {(¬C)(a), r(a, d)}〉 =〈
T ,A ∪ {(¬C(a)), r(a, d)} ∪

{
(xi, d) if xi = ff ∧ li < d < ui

r(yi, d) if yi = ff ∧ li < d < ui

}〉

This extension guarantees the ontology stability if the acquired informations
are satisfied by the ontology description to be extended.

Lemma 2. (stability property of 〈O,≤〉). Let α be an assertion, we say 〈O,≤〉
is stable if

∀O1,O2 ∈ O,O1 ≤ O2 : O1 |= α ⇒ O2 |= α and O2 �|= α ⇒ O1 �|= α
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The complete ontology may not be available to remove completely the vague-
ness, thus it is necessary to work with the most extended ontology. This means,
the truth-valuation is based upon the most extended ontology. Ontology can
be extended to complete ontology by learned assertions as a process of ontol-
ogy evolution when using an intelligent agent or inferred assertions. The learned
assertions can be imported from other domain ontologies, RDF databases or
simply added by the user. In the following, we propose an extension of reasoning
that can take into account the proposed vagueness theory.

4 Reasoning over Imprecise Ontologies

An interpretation I is a model of an ontology O = 〈T ,A〉 denoted by I |= O if
I satisfies all the axioms in T and all the assertions in A. The reasoning is for
checking concept and role instances and for query answering over a satisfiable
ontology [9,11]. Ontology satisfiability is to verify whether ontology O admits at
least one model where consistency properties should be verified. Concept instance
checking is to verify whether an individual a is an instance of a concept C in
every model of O, i.e., whether O |= C(a). Role instance checking is to verify
whether a pair (a, b) of individuals is an instance of a role r in every model of
O, i.e., whether O |= r(a, b).

The satisfaction properties will be extended to deal with the vagueness in
ontologies. A vague (imprecise) ontology is satisfiable if it generates acceptable
truth gaps for all its concepts (note that an empty set of truth gaps is accept-
able). For example, if we modify the concept ExpensiveCar in the vague ontol-
ogy of the previous example to be Car�∃price. (int [≥ 55]) � ¬Expensive, this
will change the set of truth gaps assertions associated with the vague concept
Expensive to be {Expensive(tt), (¬Expensive)(ff), price(tt, 50), price(tt, 100),
price(ff, 0), price(ff, 55)}. This set of truth gaps is not acceptable because it
is a false set of assertions according to the vagueness consistency stated in (4).
Nevertheless, the vague ontology is satisfiable by using the traditional reasoning
techniques. However, if we add the assertions {Car(d), price(d, 52)} to the asser-
tional box, the vague ontology becomes inconsistent because d is now at the same
time expensive car and no-expensive car, although the ontology was initially sat-
isfiable. In the following, we will extend the reasoning Tableau algorithm to cope
with the problem of vague ontologies using this proposed vagueness theory.

The principle of this reasoning algorithm is the expansion of a finite config-
uration T = {A1, · · · , An} of assertions that is represented as a set of subsets,
each subset is composed of assertions on individuals, using well defined rules
until no rule can be applied on at least one subset (satisfaction) or contradic-
tions (clashes) are observed within all subsets (unsatisfaction). We will have a
clash in a subset Ai when a contradiction happens in it. There are three types
of contradictions: ⊥(a) ∈ Ai, C(a) ∈ Ai ∧ (¬C)(a) ∈ Ai, or unacceptable truth
gaps assertions. If no expansion rule can be applied in Ai we say that Ai is open.
The terminological box should be normalized to apply the expansion rules. It is
necessary to begin the inference with formulas that are independent from any



364 M. Bourahla

terminology. This means elimination of the definitions (equivalence axioms) and
subsumptions (inclusion axioms) in the terminological box. If it contains no cy-
cle in the definitions (which will be the case most of the time), it will happen
simply by replacing all the terms in the formula by their definitions in the ter-
minology. Obviously, if a term of formula has no definition in terminology, it
remains unchanged. We repeat this process until the resulting formula contains
no term which has a definition in the terminology.

For reasoning over vague ontologies using the proposed vagueness theory, we
have added the following two expansion rules that should be applied after every
expansion by a classical Tableau rule (the reader can be referred to [4,5,9] for the
classical Tableau rules). We will get a clash (contradiction) if any new set of truth
gaps assertions is not acceptable (Lemma 1 and Equation 4). The configuration
length depends on ontology description and property being checked. Using the
DL syntax of SROIQ(D), these two rules can be formulated as

V −Rule+(DL) :
Ai ∈ T ∧ {C(a), r(a, d), C(tt)} ⊆ Ai

(T \Ai) ∪ (Ai ∪ {r(tt, d)}) r(tt, d) �∈ Ai

V −Rule−(DL) :
Ai ∈ T ∧ {(¬C)(a), r(a, d), (¬C)(ff)} ⊆ Ai

(T \Ai) ∪ (Ai ∪ {r(ff, d)}) r(ff, d) �∈ Ai

These two rules will augment the assertions subset Ai by the property assertion
r(tt, d) if Ai contains the assertion C(a)∧r(a, d)∧C(tt) (the rule V −Rule+(DL))
or by the property assertion r(ff, d) ifAi contains the assertion (¬C)(a)∧r(a, d)∧
(¬C)(ff) (the rule V − Rule−(DL)). We explain this algorithm extension on
a simple example of an instance checking using the ontology described in (3).
We want to check the membership of the individual d (instance checking) to the
class ExpensiveSportsCar (O |= ExpensiveSportsCar(d)). This means that we
want to prove that (¬ExpensiveSportsCar)(d) is inconsistent with the ontology
description. After elimination of terminological axioms and normalization as
preliminary steps before applying Tableau Rules, we have:

T 0 =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A0
0
=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

((¬Car) 	 (¬Expensive) 	 (¬Sports))(d), Car(a), Car(b),
Car(c), Car(d), price(a, 25), price(b, 55), price(c, 40), price(d, 45),
speed(a, 220), speed(b,120), speed(c, 160), speed(d, 180),
(¬Expensive)(a),Expensive(b), Expensive(c), Sports(a),
(¬Sports)(b), Sports(c), Expensive(tt), price(tt, 50), price(tt, 100),
(¬Expensive)(ff), price(ff, 0), price(ff, 30), Sports(tt),
speed(tt, 200), speed(tt,300), (¬Sports)(ff),
speed(ff, 100), speed(ff,150)

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

Using the classical expansion rule of the disjunction, we obtain the configuration:

T 1 =

⎧
⎨

⎩

A1
0
= A0

0 ∪ {(¬Car)(d)} ,
A1

1
= A0

0 ∪ {(¬Expensive)(d)} ,
A1

2
= A0

0 ∪ {(¬Sports)(d)}

⎫
⎬

⎭
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We observe a clash in the subset A1
0
(it contains Car(d) and (¬Car)(d)). By

applying the rules V −Rule+(DL) and V −Rule−(DL), we get:

T 2 =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

A2
0
= A1

0 = �,

A2
1
= A1

1 ∪
{
price(tt, 55), price(tt, 40), price(ff, 25), price(ff, 45),
speed(tt,220), speed(ff, 120), speed(tt,160)

}
,

A2
2
= A1

2 ∪
{
price(tt, 55), price(tt, 40), price(ff, 25),
speed(tt,220), speed(ff, 120), speed(tt,160), speed(ff, 180)

}

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

It is clear that the subset A2
1 of assertions contains unacceptable truth gaps

assertions (the following implication {Expensive(tt), price(tt, 40), price(tt, 50),
(¬Expensive)(ff), price(ff, 45)} ∈ A2

1 ⇒ 45 �∈ [40, 50] is false). The same thing
for the subset A2

2, where the implication {Sports(tt), speed(tt, 160), speed(tt, 200),
(¬Sports)(ff), speed(ff, 180)} ∈ A2

2 ⇒ 180 �∈ [160, 200] is also false. Thus a clash
is observed in the two subsets which makes d a member of ExpensiveSportsCar.
The principle of this approach is as follows. Without this vagueness theory, d
which has the price of 45 (greater than 30 and less than 50) and the speed of 180
(greater than 150 and less than 200) cannot be decided by the classical reason-
ers, as Expensive, Sports, ¬Expensive and ¬Sports because the definitions of
Expensive and Sports are vague. However, the ontology contains an assertion
indicating that the price 40 of c is an expensive price (Expensive(c)) and its
speed 160 makes it a sports car; this information can help the reasoner to decide
that the car d of price 45 and of speed 180 is also an expensive sports car.

5 Conclusion

In this paper, we have presented a vagueness theory to deal with the problem of
ontologies containing vague concepts. The vague property (characteristic) of a
concept is based in general, on certain concept data properties that may generate
truth gaps. With the traditional reasoning methods, it is not possible to decide
the membership of an individual (object) to a vague concept (class) if its data
property is in the truth gap. Ontologies could have extension (evolution), where
assertions may be added, intentionally or as result of inferences. This ontology
evolution can reduce the truth gaps and then logically it will be possible to infer
on previously undecided assertions. This proposed vagueness theory is used to
extend the current reasoning method to take into account this vagueness notion.
Implementation of this approach is one of our perspectives.

References

1. Baader, F.: What’s new in description logics. Informatik-Spektrum 34(5), 434–442
(2011)

2. Bobillo, F., Delgado, M., Gomez-Romero, J., Straccia, U.: Joining gödel and zadeh
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Abstract. Existing systems or architectures hardly provide any way to localize 
sub-parts of multimedia objects (e.g. sub regions of images, persons, events…), 
which represents hidden semantics of resources. To simplify and automate dis-
covering hidden connections between such resources, we describe and evaluate 
in this paper, an algorithm for creating semantic relationships between multi-
media news resources, giving a contextual schema (represented in RDF) as a re-
sult. This latter, which could eventually be used under any retrieval system, is 
integrated in our main multimodal retrieval system.  

We have also proposed and introduced a special measure of accuracy since 
evaluation relies on users’ intentions. An experimental evaluation of our algo-
rithm is presented, showing encouraging results. 

Keywords: Semantic · Multimedia · Relationships 

1 Introduction 

Semantic web is one of the most important challenges in web realm which has been 
subject of many researches in recent years.  

One of the main elements for processing semantic web is to go further knowledge 
and annotation. In fact, developing semantic retrieval systems, needs information 
extraction, harvesting knowledge and various methods of data. 

Advances in multimedia technologies have made  possible the storage of huge 
multimedia documents collections on computer systems. But the lack of efficiency is 
perceived as the main obstacle for a large-scale deployment of semantic technologies. 
In order to allow an efficient exploitation of these collections, designing tools for 
accessing data resources is required.  

One of the biggest challenges is the exploitation of these collections, particularly 
hidden or non-exploitable relations as well as search and querying. To address this 
problem, we propose a mechanism to generate a new defined set of hidden semantic 
relationships between multimedia documents. 

Within the same framework, our main system [5] proposes to retrieve multimedia 
documents using a multimodal approach. The main characteristic of our system is the 
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use of two languages, XQuery and SPARQL to query the description of multimedia 
resources. Performance of our system can be significantly increased by using a se-
mantic relationship contextual schema (see Figure1) for semantic relationships, by 
applying rules through an algorithm described in this paper. 

The importance of discovering such links is essentially for retrieving relevant hid-
den resources in results. 

The algorithm which is exposed here, allows the generation and publication of 
linked data from metadata. Any resource which is composed of many parts could or 
could not have many relationships with other resources.  

In addition, we introduce a special measure that allows a user to rate the correct-
ness of each relationship and penalize irrelevant ones based on its own perception. 

The aim of this paper is to present how to implement semantic relationships be-
tween data along with multimedia news resources to enhance our ability to ”under-
stand” those latter ones. In fact, news descriptive meta-data available for users, are 
difficult to learn about their content and capabilities, this is why we are seeking for 
strengthening by establishing this feature to our main system. 

The next step will be the integration of this mechanism over XQuery language, 
which gives the possibility to add new relationships through queries. This means, we 
will create new relationships based on  the resources which are the results of queries. 
In fact, XQuery will be first used to build semantic relationships over queries based 
on functions, and secondly, it will be used to harness them . 

The last part of the paper is structured as follows. Section 2 provides an overview 
of closely related work. We present proposed semantic relationships and a comple-
mentary inference reasoning to build these relationships in section 3. We evaluate our 
approach in section 4 and finally we conclude in section5. 

2 Related Work 

As far as we know, there are no other works reported addressing the task of creating 
semantic relationships from XML content of multimedia resources. Then, we are 
going to briefly present here some previous studies which are quite close to our work, 
consisting mainly on automatic identification of relationships from unstructured doc-
uments or the use of lexical patterns for relations discovery between concepts. These 
have the advantage of the simplicity of collecting training corpora automatically.  

While authors use a graph in [6] to model relationships between phrases inside se-
mantic corpus Wordnet using numbers, our method does not use a graph. 

Authors in [7] Establish missing semantic relations between Wikipedia entities by 
discovering automatically the missing entity links in Wikipedia infoboxes, which are 
important for creating RDF links between DBpedia instances. 

Several other approaches have been proposed having various methods and tech-
niques. Solution proposed in [3], identify semantic links between persons, products, 
events and other entities from Twitter based on entities topics and their types accord-
ing to time axis. 
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In [2], authors compute concept-concept relatedness and concept-category related-
ness based on heuristics by Category links and related links in Wikipedia. 

In [4], author proposes RelFinder: an interactive discovery of relationships be-
tween DBpedia objects which is controlled by users, combined with the automatic 
mechanisms according to topological and semantic dimensions. 

Our problem shares some resemblance with works in[1], where author creates new 
links in precise region on images. This region represents the most relevant part in 
XML document of each image using hierarchical structure and adds weights for every 
link. The goal is to ameliorate the image retrieval in the semi-structured documents. 

In contrast to our approach, all these works treat mono-media documents. They 
propose descriptions which allow establishing relations between annotated concepts, 
resources and parts of resources. These works do not take into account multimedia 
resources and the set of sturdy relations which are between resources or between parts 
of a same resource. In addition, most of them, do not consider the semantic side.  

In the following section, we introduce relations and rules which allow us to extract 
semantics from multimedia resources. 

3 Semantic Relationships 

We introduce here, a contextual schema which constitutes formalism for semantic 
relationships representation. It expresses meaning in a form that is both logically pre-
cise and humanly readable. This schema is implemented to be used in our multimodal 
system and represented using RDF. 

The basic assumption underlying our approach is textual descriptions of resources 
always hide semantics that cannot always be discovered notably between concepts. 
Besides, meaning of some data is sometimes either unknown, ambiguous or implicit.  

However, not all semantically related concepts are interesting for end users. In this 
paper, we have identified a number of semantic relations. 

Media fragments are really parts of a parent resource. The use of identifiers seems 
therefore appropriate to specify these media fragments. As for any identifier, access to 
the parent identifier shall be possible in order to inspect its context. Providing a way 
being used as agreed to localize sub-parts of multimedia objects (e.g. sub regions of 
images, temporal sequences of videos etc.) is fundamental. 

All resources in our collection are described with NewsML annotation standard for 
news documents. In this standard, metadata itself comes in bewildering variety. There 
are specific terms to describe every type of media. We harness them to extract contex-
tual relations to be used in semantic and contextual recognition. Most visual and au-
dio features (motion, speech, text) will be used to describe each part. For example, in 
order to describe the content of video news, we apply concepts to describe scenes like 
meeting, speech, interview, live reporting or events/topics like sports, politics and 
commercials. Notably, we also apply the identities of persons that can be recovered 
from the visual flow (person who appears on the screen), from audio or from textual 
information. 

Our goal is to make a semantic search based on both content and structure at the 
same time. We do not propose to use existing links between resources, but we create 
our own links. 



370 M. Kharrat et al. 

 

Our algorithm takes as input a resource and generates a new relationship if links 
exit with some other resources. 

 

Fig. 1. Sample of Contextual Schema 

3.1 Relationships Mechanism 

The task of relationships building is a crossing problem between textual relations and 
semantic relations. 

For instance, the textual expression “P talks in R” indicates a semantic relation 
Talk between entity “P” which is represented by a resource and another resource “R”. 

This semantic relationship can be expressed textually in several ways: for example 
“P, said something about X” or “a quotation of P in R”.  

There are several components to make a coherent relationship, including  specific 
textual expressions as well as constraints on the entities involved in the relation. For 
instance, in the Talk relation, “P” must be a Person and “R” a Resource. The details of 
every relationship are given below. 

T: Talk 
This type of relationships describes links between resource R which contains {person, 
organization, team…} talking. This relation must be between an image and another 
type of document. 

TA: Talk About 
This type of relationships describes links between resource R which represents {doc-
ument, report, documentary…} and another resource R'. 

S: Speak 
This type of relationships describes links between resource R which contains only a 
person and another resource R'. 

SA: Speak About 
This type of relationships describes links between resource R which contains only a 
person speaking, and another resource R'. 

SH: Show 
This type of relationships describes links between a resource R {documentary, event, 
interview…} which shows {person, organization, team, place…} and another re-
source R'. 



 Defining Semantic Relationships to Capitalize Content of Multimedia Resources 371 

 

AI: Appear In 
This type of relationships describes links between a resource R which represents {per-
son, organization, team, place…} and appears in another resource R' which represents 
{event, scene, sequence…}. 

In the following, we briefly explain the mechanism via rules that must be used to 
create these relationships.  

Algorithm 

Input: Xml resource r 
Output: relation between two or more resources in contex-
tual schema CS 
For all r   {R} do 
{Extract  metadata from r and r' 
If any verified module  
{ If   in CS 
Add new relation to CS 
End If} 
Else 
Execute module inference 
End If 
End For 
Return  r ↔ r' 

 
Rule 1:  

 Talk(∃R⊃{image} R'⊃{video,audio,text} ∃ ‹ ›,‹ ›, ‹ ›⊃ ⊃ ′ ∃{‹ ›,‹ ›}⊃  (1) 

To add the new relationship Talk,  the resource origin R must be an image and the 
destination R' could be any type (video, audio, text). Secondly metadata like ‹object›, 
‹person› or ‹organization› must exist in the two resources. In addition, ‹interview› or 
‹report› must be present in the destination resource. 

Rule 2:  

 Speak(∃ 
R⊃{image} R'⊃{video,audio} ∃{‹person›}⊃R⊃R' ∃{‹interview›⋁‹speech›}⊃R'  
  (2) 

To add the new relationship Speak, the resource origin R must be an image and the 
destination R' could be (video or audio). Secondly, the metadata only ‹person› must 
exist in the two resources. In addition, ‹interview› or ‹speech› must be present in the 
destination resource. 

Rule 3:  

 TalkAbout(∃ R,R'⊃{image,video,audio,text} R≡R' type(R)≠type(R')  (3) 
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To add the new relationship TalkAbout,  the resource origin R and the destination 
R' could be of any type of media (image, video, audio, text). Secondly, we fix a simi-
larity threshold between metadata of both resources using TFIDF measure between 
XML’s tags of these resources. The type of related resources must be different, (e.g. 
we could not relate two images or two videos). 

Rule 4:  

 SpeakAbout(∃ 
R⊃{video,audio} R'⊃{image,video,audio,text} ∃{‹person›}⊃R R≡R'  (4) 

To add the new relationship SpeakAbout, the resource origin R must be a video or 
an audio resource and the destination R' could be of any type (image, video, audio, 
text). Secondly, metadata ‹person› must exist in the original resource. Finally, we fix 
a similarity threshold between metadata of both resources using TFIDF measure be-
tween XML tags of resources.  

Rule 5:  

 Show(∃R⊃{video,image} R'⊃{image,video,audio,text}  ∃{‹documentary›,‹event›,‹interview›}⊃R  R≡R'  (5) 

To add the new relationship Show, the resource origin R could be only a video or 
an image and the destination R' could be any type (image, video, audio, and text). 
Secondly metadata {documentary, event, interview…} must exist in the original re-
source. Finally, we fix a similarity threshold between metadata of both resources us-
ing TFIDF measure between XML tags of resources. 

Rule 6:  

 AppearIn(∃R⊃{image} R'⊃{video,image}  ∃{‹objet›,‹person›,‹organization›}⊃R⊃R'  (6) 

To add the new relationship AppearIn, the resource origin R must be only an image 
and the destination R' could be (image or video). Secondly metadata like ‹object›, 
‹person› or ‹organization› must exist in the two resources. 

3.2 Inference reasoning 

Since XML does not support or suggest reasoning mechanisms, we have to rely on an 
underlying logical formalism. 

We define here some inductive rules to deduce new relationships from existing re-
lationships. 

Case 1:  ∃ link(R1,R2)  proximity(R3,R2)⇒link(R1,R3)         (7) 
R1→R2 are two related resources, so if the new resource R3 has proximity with 

R2 then R1→R3 

Case 2:             ∃(link(R1,{R})≡ link(R2,{R})  )⇒R1=R2                    (8) 

Case 3:      ∃( link(R1,R2)  link(R1,R2)  link(R1,R3))⇒R2≡R3≡R4           (9) 
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If there is semantic relationship between resource R1 and other resources as  
follow: 

R1→R2 ; R1→R3 ; R1→R4 
Then, there will be similarities between R2, R3 and R4. 
We define link (R,R’) as an existing semantic relation between R and R’ and Prox-

imity (R,R’) as the similarity between R and R’ calculated by the measure below. 

3.3 Similarity Measure 

We use this computation whenever a similarity measure is needed. It is composed of 
three steps. 

First step: 
Pre-processing:  this module is concerned with pre-processing operations prepar-

ing the input resource to be linked. It checks if a resource R is typed. 
Second step: 

– Comparing ‹keyword› of R and R’ for equality or similarity 
– Comparing ‹title› of R and R’ for equality or similarity 

Third step: 
Similarity is defined by some functions:  
The Jaccard coefficient measures similarity between sample sets, and is defined as 

the size of the intersection divided by the size of the union of the sample sets: 

 , | || |  (10) 

In addition, we use term frequency. This count is usually normalized to prevent a 
bias towards longer documents (which may have a higher term count regardless of the 
actual importance of that term in the document) to give a measure of the importance 
of the term ti within the particular document dj. Thus we have the term frequency, 
defined as follows: 

 , ,∑ ,  (11) 

where ni,j is the number of occurrences of the considered term ( ti ) in document dj, 
and the denominator is the sum of number of occurrences of all terms in document dj, 
that is, the size of the document | dj | .  

A threshold parameter is used  here and changes during evaluation. 
In the main system, queries attempt to find semantic contents such as specific 

people, objects and events in a broadcast news collection. We define the following 
classes: Named person, Named object and General object. 

Our retrieval system needs to go through the following steps to find relevant mul-
timedia resources for content-based queries without any user feedback or manual 
query expansion. 
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4 Evaluation 

In this section we present the results of the experimental evaluation that we have con-
ducted on the semantic relationships extraction using real datasets. The objective is to 
evaluate the efficiency of the schema transformation. We have used several resources 
sets attempting to cover many domain variations, features and special cases. 
The algorithm has been implemented using PHP language on the top of the open 
source, native XML database.  

4.1 Accuracy Evaluation 

We present the performance of the schema transformation generation processes of 
previous sections, then we examine the efficiency of the said processes. 

The experiments were conducted on a 2.53GHz Intel Core I5 machine with 4GB of 
RAM, running MS 8. All results are averaged over three runs. 

The basic characteristics (e.g., number of elements, attributes, etc.) of the XML re-
sources are not shown in the evaluation. In this experiment, we have chosen a context 
about international politics and United States politics mainly but not exclusively. We 
have also used various contexts, as sports, terrorism, or Internet privacy. 

Annotation has an important role here, there is a consequence and a difference be-
tween, for example, the keyword “Angela Merkel” appearing or not in “keyword” tag, 
and/or in “subject” tag too. Besides, taking for example, the keyword Hillary Clinton 
which could exist in other forms like Hillary Rodham Clinton or even Hillary Diane 
Rodham Clinton, has a real impact on results. This depends on news agencies, but 
actually, we did not deal with this point. 

Table 1 shows results by number of used resources. Even a small number of re-
sources is used, we believe that the use of a huge database could not have an impact 
on the results or on the performances. The result of the variation of used thresholds is 
presented in table 2. We can observe that by increasing it, redundancy decreases but 
the total number found decreases too. 

Finally, as expected, the XML Schema file size slightly affects the time consumed 
by this transformation, e.g. a single iteration for a result set size of 20 resources takes 
about 3 seconds. 

Table 1. Results values by modifying the number of resources 

Resources Total Erroneous Valid Not detected 
5 5 2 3 2 
20 8 2 6 3 
30 11 3 8 5 
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Table 2. Results values using variable thresholds 

 Total Not found Redundancy 
Similarity thre-

shold >1 
8 3 1 

Similarity thre-
shold >1.5 

7 3 0 

Table 3. Sample of the results values by relationship types 

Relationship Detected Erroneous Not detected 
Show 1  1 
Appear In 2 1 1 
Talk 0   
Talk About 1   
Speak 1 1  
Speak About 3  1 

 
In table 3, we present the results by relationship types. We assume and believe that 

the contents are the primary determinants of these results. 
In fact, there is a lot of data which are made by humans, so the same content could 

be written in many ways hence  influencing the interpretation even if made by hu-
mans. Consequently, this can  result in weak structures. The fact of omitting Named 
Entity or describing differently a situation could change retrieval results.  

Also the fact of using resources with the same context is very important, because 
otherwise, we could have zero relationships. Finally, the rank of metadata in XML 
resources is also computed and has an effect on results too. 

e.g.:  
<genre qcode="genre:WarConflict"></genre> 

     <genre qcode="genre:Politics"></genre> 
These two tags do not have the same impact if the creator of the metadata  

considers the importance of the rank of those genres or chooses to put the inverse. 
We note that we have  more relationships between the same type of resources than 

between different types even those between videos and texts. We have an interesting 
number of relations. We can note that the factor “type” is important.  

Notice that the poor descriptions of images has impacts on the results because 
usually images are not well annotated, seeing their nature. In addition, images have no 
<title> tag. Besides, the image sometimes describes a general context and does not 
specify persons or known entities, e.g. a picture containing 
scenes of injury or dead bodies. 

Furthermore, we would measure the Recall as the fraction of the relations that are 
relevant and successfully retrieved, and the Precision as the fraction of retrieved   
documents that are relevant to the result obtained according to our perception. 

                
|   ||    |                     (12) 



376 M. Kharrat et al. 

 

Precision: a fraction of documents that are relevant among the entire retrieved  
document. Practically it gives accuracy of the results.             |   ||    |                     (13) 

Recall: a fraction of the documents  that is retrieved and relevant among all  
relevant documents. Practically it gives coverage of the results. 
Precision is more important than Recall in our case, because the irrelevant/wrong  

relationships has  negative repercussions on the results in our retrieval system. Figure 
2 shows that the overall precision of our system is 0.69 indeed.  

Consider also that normally, the number of used resources do not affects results. 
Performance will be quite close to this limit even if we increase this number. In some 
cases, for example, in the absence of connexion between resources, we could get 0 
relationships which does not imply irrelevance of the algorithm.  

In the next section, we introduce a new measure more meaningful than Recall and 
Precision. 

4.2 Accuracy Metrics 

It is well known, that the policy of the user providing relevance feedback can have a 
strong impact on the evaluation results. Since the user’s views differ, judging the 
correctness of the retrieved relationships is a challenging task besides the distinction 
between relevant combination of relationships which is related to different interpreta-
tions. 

In fact, the correctness of a detected relation is not a bivalent value as it is based on 
the user’s perception. A relation could be irrelevant or missed. In essence, for an 
evaluation, a missed relation is better than an irrelevant one because this latter could 
have repercussions on the research results.  

We employ and invite three testers to evaluate how closely the results satisfied 
their intentions. 

For every user, we compare its interpretation with the original one. To assess the 
correctness of the algorithm, the results were manually examined by domain experts, 
and for this reason, we introduced a special measure that is Algi. 

This measure allows a user to rate the correctness of each relationship and penalize 
the irrelevant ones, depending on its own perception. 

Let us consider the following: 
i, j : indexes of documents and k: number of relationships where: , 0,1                 1 6  

 
M : number of users 
I : {indexes of all documents} 
S: relations between I & j and 

 



 Defining Semantic Relationships to Capitalize Content of Multimedia Resources 377 

 

For every Algi we associate a subset  (indexes of relations between fixed i  
and j) :  

Alg(x1) =C1=C1*+C1** 
To compute C1, we fixe X* and X** which are penalties 
To penalize (-) ↔X* 
To penalize (+)↔X**  
Where: X** « X* 

01. In case of irrelevant relationship 
02. Initializing  C1*←0 
03. For i,j ϵ I  /i≠j 
04. For k ϵ Eij 
05. For sϵ Xij and s≠k :C1*←C1*+X* 
06. Return C1* 
07. In case of missed relationship 
08. Initializing C1**←0  
09. For i,j ϵ I  /i≠j 
10. For s ϵ Xij 
11. For k ϵ Eij and s≠k :C1**←C1**+X** 
12. Return C1** 

 
0<=C1<=6X* 
X*ϵ 0,1  

0<=G= <=6X* 

0 <= G <=1 
 

We simply have to set X as a scalar to get results. According to our metric, the 
more the number tends towards zero, the more this number is relevant. In our case, X 
is set to 1/3. We perceive through figure 3, that all obtained results are close and 
good. This has an important impact on  ambitious efforts to detect relationships with 
more efficiency. 

 

 

Fig. 2. Accuracy Recall & Precision Fig. 3. Accuracy of Algi 
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5 Conclusion 

Metadata provides rich semantic relationships that can be used for retrieval purposes. 
In order to capitalize hidden connexions and relationships between resources, we have 
presented in this paper a proposition for interlinking multimedia resources semantical-
ly through defined rules, and then, results are supplied as a contextual schema of RDF 
triples. The goal of this schema is primarily refining querying, and adding more se-
mantics to our retrieval system.  

The experimental results show that our approach can accurately find hidden rela-
tions between resources, and thus our main retrieval system will perform in a better 
way. 

Actually, among  obtained relations, there are some wrongly detected relations 
and some correct ones which  are not detected. The next step is to continue exploring 
ways to improve the Precision of the construction of the relationships with poorer 
performance. In particular, the use of inference that may express ambiguous relation-
ships, depending on the context, needs to be further enhanced. We also plan to try this 
algorithm with yet newer relationships based on resulting resources, we could build 
new relationships that will be used in second time. 

We will continue investigating on the best combination of annotation and recom-
mendation for using keywords to get better result. 
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Abstract. Nowadays, the increase in technology has brought more so-
phisticated intrusions. Consequently, Intrusion Detection Systems (IDS)
are quickly becoming a popular requirement in building a network se-
curity infrastructure. Most existing IDS are generally centralized and
suffer from a number of drawbacks, e.g., high rates of false positives,
low efficiency, etc, especially when they face distributed attacks. This
paper introduces a novel hybrid multi-agents IDS based on the intelli-
gent combination of a clustering technique and an ontology model, called
OCMAS-IDS. The latter integrates the desirable features provided by
the multi-agents methodology with the benefits of semantic relations as
well as the high accuracy of the data mining technique. Carried out
experiments showed the efficiency of our distributed IDS, that sharply
outperforms other systems over real traffic and a set of simulated attacks.

Keywords: Intrusion detection system · Multi-agents · Clustering ·
Ontology

1 Introduction

As far the cost of information processing and Internet accessibility is dropping,
more and more organizations are becoming vulnerable to a wide variety of cy-
ber threats. Therefore, network security is becoming a major challenge. Conse-
quently, software tools, that can automatically detect a variety of intrusions, are
of a compelling need. An Intrusion Detection Systems (IDS) has been of use to
detect and defend intrusions more proactively in short period.

Even that IDSs have become a standard component in security infrastruc-
tures, they still have a number of signicant drawbacks [14]. Indeed, they suffer
from problems of reliability, relevance, disparity and/or incompleteness in the
presentation and manipulation of knowledge as well as the complexity of attacks.
This fact hampers the detection ability of IDS, since it causes the generation ex-
cessive of false alarms and decreases the detection of real intrusions. In addition,
most of the IDSs use centralized architectures. Unfortunately this strategy has

c© IFIP International Federation for Information Processing 2015
A. Amine et al. (Eds.): CIIA 2015, IFIP AICT 456, pp. 381–393, 2015.
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several drawbacks [4]. Indeed, the central processing node can lead to a sin-
gle point of failure. Clearly, whenever the central processing node is attacked,
then the whole IDS has been damaged. Besides, the transfer of all the informa-
tion at a central processing unit implies a great need on network resources and
leads to much network load on the system. Consequently, the centralized IDS
suffers from scalability problems [4]. Moreover, the communication and coopera-
tion between a centralized IDS components are badly missing. To palliate these
problems, the integration of a multi-agents technology within the IDS seemed to
be an appropriate solution. In fact, the use of multi-agents system for intrusion
detection offers a new alternative to the IDS with several advantages listed in
literature, e.g., independently and continuous running, minimal overhead, scal-
ability, etc., [4]. Therefore, multi-agent technology makes the resilience of the
system strong and thus ensures its safety [6]

Alongside, the concept of ontology has emerged as a powerful method for
domain knowledge representation and sharing. It can improve the intrusion de-
tection features giving the ability to share a common conceptual understanding
threats and design the signature rules [1,7,10,13,20]. In fact, the use of the ontolo-
gies and OWL (Ontology Web Language) within the intrusion detection context
has different advantages: (i) Grasping the semantic knowledge about the intru-
sion detection subject; (ii) Expressing the IDS much more by building better
rules of signatures using the SWRL (Semantic Web Rule Language) [9]; and
(iii) Making intelligent reasoning [6,10]. In this respect, it is possible to design a
multi-agents architecture based on a knowledge basis represented as an ontology.
The use of such architecture reveals conducive to the development of IDSs [6].

In this paper, we investigate another way of tackling the aforementioned prob-
lems. Thus, we introduce a new distributed IDS, called OCMAS-IDS (Ontology
and Clustering based Multi-AgentS Intrusion Detection System). OCMAS-IDS

is based on the integration of the multi-agents technology, the ontology and the
clustering technique. In this respect, our proposed system uses a set of agents
that can be applied to a number of tasks, namely: data capturing, detecting the
known and unknown attack categories and ultimately alerting the administrator.
Through extensive carried out experiments on a real-life network traffic and a
set of simulated attacks, we show the effectiveness of our proposal in terms of
(i) the scalability and (ii) the detection ability of our system.

The remaining of the paper is organized as follows. Section 2 sheds light on the
related work. We introduce our new distributed intrusion detection system based
on the multi-agents technology in Section 3. We then relate the encouraging
results of the carried out experiments in Section 4. Finally, Section 5 concludes
and points out avenues of future work.

2 Scrutiny of the Related Work

Recently, few approaches, within the intrusion detection field, are dedicated to
the integration of multi-agents technology and ontology model. Approaches fit-
ting in the distributed IDS trend using ontological structure attempt to enhance
the IDS accuracy and performing intelligent reasoning.
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Worth of mention that the first research of applying ontology within intrusion
detection context was done by Undercoffer et al. [20] in 2003. In this respect,
the authors developed an ontology focused on the target (centric) and supply
it within the format of the logical description language DARPA DARPA Agent
Markup Language + Ontology Inference Layer (DAML + OIL). This ontology
allows modeling the domain of computer attacks and facilitates the process of
reasoning to detect and overcomes the malicious intrusions.

Mandujano [13] proposed a detection tool composed of a multi-agents archi-
tecture and an ontology focused on attacker, called FROID (First Resource for
Outbound Intrusion Detection). FROID attempts to protect a set of nodes in a
network using the ontology OID (Outbound Intrusion Detection). The proposed
system is characterized by its intention to detect known attacks based on signa-
tures. Thus, the main drawback of FORID system is that in case of an emerging
attack, it will ignore it since this new attack has not yet been listed in the base
of signatures.

In addition, Abdoli and Kahani [1] proposed a system, called ODIDS. The
system includes two types of agents: IDSagent and MasterAgent. Based on
the techniques of the semantic web, they have built an ontology for extracting
semantic relationships between intrusions. The main moan that can be addressed
to the ODIDS system stands in the fact that the MasterAgent is a central
point of failure. Hence, if an intruder can prevent it from working (e.g., blocking
or slowing the host where it is running), the entire system will be damaged. An-
other criticism of the ODIDS system is time wasting, since the system needs more
time to make a connection between the MasterAgent and the IDSagents on
the network and to send and receive messages between them.

Azevedoln et al. [3] proposed an autonomic model, called AutoCore, which
includes a set of intelligent agents as well as a domain ontology CoreSec, in
order to perform intrusion detection independently. The system makes use of
CoreSec as an ontology knowledge base with high-level concepts for informa-
tion [3]. The agents are then responsible for enabling the analysis of network
traffic and the detection of malicious activities. However, the approach does not
consider the secure state which is important to judge false positive alerts and
successful possibility of attacks [12].

In [7], Djotio et al. proposed a MONI system based on an ontology model,
called NIM-COM. The MONI system includes a multi-agents IDS to achieve a
distribution of the detection activities. In addition, MONI is endowed with a
Case Based Reasoning (CBR) mechanism to learn new attacks. Even though
CBR is considered as a powerful reasoning paradigm and easy to set up, it
suffers from re-engineering problems [14]. This lack of flexibility of the knowledge
representation is with no doubt an inherent CBR limitation.

With the same preoccupation, Isaza et al. [10] developed a multi-agents archi-
tecture for the detection and prevention of intrusions, called OntoIDPSMA. The
representation of known attacks has been designed using a semantic model based
on ontology specifying signatures and reaction rules. The authors integrated
an Artificial Neural Network (ANN) technique and the clustering algorithm
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K-means for the identification of new attacks. However, the most significant
disadvantage of ANN relies on the fact that its ability to identify an intrusion is
completely dependent on the accurate training of the system, data and the meth-
ods that are used. Moreover, the configuration of an ANN is delicate and can
significantly affect the results [18]. In addition, the performance of K-means and
its effectiveness as a method for detecting new attacks depends on the random
selection of the number of initial groups. Therefore, a “bad choice” of this num-
ber will decrease the detection of actual intrusions and increase the generation
of false alarms [4].

Due to its usability and importance, detecting the distributed intrusions still
be a thriving and a compelling issue. In this respect, the main thrust of this
paper is to propose a hybrid distributed IDS, called OCMAS-IDS, which inte-
grates : (i) a multi-agents technology; (ii) an ontology; and (iii) an unsupervised
clustering technique. The main idea behind our approach is to address limita-
tions of centralized IDSs by taking advantage of the multi-agents paradigm as
well as the ontological representation.

3 The OCMAS-IDS System

Agents and multi-agents systems are one of the paradigms that best fit the intru-
sion detection in distributed networks [4]. In fact, the multi-agents technology
distributes the resources and tasks and hence each agent has its own independent
functionality, so it makes the system perform work faster [6].

The distributed structure of OCMAS-IDS is composed of different coopera-
tive, communicant and collaborative agents for collecting and analyzing massive
amounts of network traffic, called respectively: SnifferAgent, MisuseAgent,

AnomalyAgent and ReporterAgent. Figure 1 sketches at a glance the over-
all architecture of OCMAS-IDS.

Fig. 1. The architecture of OCMAS-IDS at a glance

Worth of mention that the combination of the detection known attacks as well
as the unknown ones can lead to improve the performance of the IDS and en-
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hances its detection ability [11]. Consequently, OCMAS-IDS efficiently merges
the detection of both types of attacks. It incorporates a MisuseAgent spe-
cialized on known attacks detection, as well as an AnomalyAgent competent
on unknown attacks detection. The processing steps of OCMAS-IDS can be
summarized as follows:

1. The SnifferAgent captures packets from the network. Indeed, a distribu-
ted IDS must undertake to analyze a huge volumes of events collected from
different sources around the network. Consequently, the SnifferAgent per-
mits to filter the packets already captured. Besides, it converts them to XML,
using the XStream library1. Finally, the pre-processed packets will be sent
to others agents to be analysed;

2. The MisuseAgent receives the packets converted to XML from the Snif-
ferAgent. It transforms these packets to OWL format in order to be com-
patible with the SWRL rules stored in the ontology. Now, it is ready to
analyze the OWL packets to detect those that correspond to known attacks.
Indeed, the MisuseAgent searches for attack signatures2 in these pack-
ets, by consulting the ontology ASO (Attack Signatures Ontology). Conse-
quently, if there is a similarity between the OWL packets and the SWRL
rules that define the attack’s signatures, then the agent raises an alert to the
ReporterAgent;

3. The filtered network packets are fed into an AnomalyAgent, which uses
the clustering algorithmAD-Clust to detect the unknown attacks. Likewise,
the agent sends an alert to the ReporterAgent, if an attack is identified;

4. Finally, the ReporterAgent generates reports and logs.

OCMAS-IDS detects the known attacks through the intelligent agentMisuse-

Agent, which uses an ontology to enrich data intrusions and attack signatures
by semantic relationships. In what follows, we present the proposed ontology
used within our system OCMAS-IDS.

3.1 The Attack Signatures Ontology (ASO)

Since last few decades, Raskin et al. [16] opened a new field, that focuses on us-
ing Ontology within information security and its advantages. In fact, ontologies
present an extremely promising new paradigm in computer security domain.
They can be used as basic components to perform automatic and continuous
analysis based on high-level policy defined to detect threats and attacks [10].
Moreover, they enable the IDS with improved capacity to reason over and ana-
lyze instances of data representing an intrusion [7,20]. Furthermore, the interop-
erability property of the ontologies is essential to adapt to the problems of the
systems distribution, since the cooperation between various information systems
is supported [3,7].

1 Available at: http://xstream.codehaus.org/ .
2 An attack signature is a known attack method that exploits the system vulnerabili-
ties and causes security problem [4].

http://xstream.codehaus.org/
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Fig. 2. The Attack Signatures based Ontology ASO

Within the OCMAS-IDS system, an ontology, called ASO (Attack Signatures
based Ontology), is implemented, in order to optimize the knowledge representa-
tion and to incorporate more intelligence in the information analysis. Moreover,
OCMAS-IDS integrates into its internal structure the interoperability between
agents since they use the same model of ontology. The ASO ontology is charac-
terized by network components, intrusion elements, classification defining traffic
signatures and rules classes and instances. Figure 2 depicts a fragment of the
ontology ASO, which implements the intrusion detection knowledge. The ASO
ontology allows the representation of the signatures basis for known attacks, used
with the agent MisuseAgent. The power and usefulness of ontology, applied
to the signature basis issue, provide a simple representation of the attacks ex-
pressed by the semantic relationships between intrusion data. We can also infer
additional knowledge about intrusion due to the ability of the ontology to infer
new behavior by reasoning about data. Therefore, this fact improves the process
of decision support for an IDS [1,6,20].

The signature basis incorporates rules provided by the ASO ontology, that
allows a semantic mean for reasoning and inferences. In fact, the rules are ex-
tracted using the SWRL language (Semantic Web Rule Language). The latter
extend the ontology and enriches its semantics by the deductive reasoning ca-
pabilities [9]. It allows to handle instances with variables (?x, ?y, ?z). Thus, the
SWRL rules are developed according to the scheme: Antecedent → Consequent,
where both antecedent and consequent are conjunctions of atoms written a1 ∧
...∧ an. Variables are indicated using the standard convention of prefixing them
with a question mark (e.i., ”?x“). The following example shows a rule represented
with SWRL.
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Example 1. NetworkHost(?z) ∧ IntrusionState(?p) ∧ GeneratedBY(?p,?z) ∧
SQLInjection(?p) ∧ Directd To(?p,?z) → SystemSQLInjectionState(?p,?z)

Using this syntax, a rule asserting that the composition of the network host(z)
and an intrusion state(p) properties implies the attack “SQL Injection” property.

When constructing our ontology, we designed and implemented multiple rules
to define various attacks and signatures. The defined rules allow properties in-
ferences and reasoning process. The attack properties, e.g., WebAttack, SQLIn-
jection, DoS, dDoS, and so on, are defined as ontology’ attributes identifying the
type of an intrusion.

Even thought, the known attacks are detected, it remains nevertheless the
problem of the new attacks detection. In this respect, additionally to the Mis-

useAgent, based on the ontology, OCMAS-IDS uses anAnomalyAgent based
on the clustering analysis. The algorithm is described in the following subsection.

3.2 The Clustering Algorithm AD-Clust

Needless to remind that the application of the data mining techniques within the
intrusion detection context can effectively improve the detection accuracy, the
detection speed, and enhance the system’s own security [2]. Thus, as an intelli-
gent analysis task, the AnomalyAgent provides the crossroads of multi-agents
systems with the clustering technique, in particular the AD-Clust algorithm.
The idea behind this technique is that the amount of normal connection data is
usually overwhelmingly larger than that of intrusions [5]. Whenever this assump-
tion holds, the anomalies and attacks can be detected based on cluster sizes, i.e,
large clusters correspond to normal data, and the rest of the data points, which
are outliers, correspond to attacks [19].

AD-Clust, (Anomaly Detection-based Clustering), is an unsupervised clus-
tering algorithm introduced by Brahmi et al. in [4,5], to improve the quality of
the K-means algorithm applied within the intrusion detection context. Indeed,
the latter suffers from a greater time complexity, which becomes an extremely im-
portant factor within intrusion detection due to the very large packets sizes [15].
Moreover, the number of clusters dependency and the degeneracy constitute the
drawbacks that hamper the use of K-means for anomaly detection [15]. In this
respect, the AD-Clust algorithm combines two prominent categories of clus-
tering, namely: distance-based [19] as well as density-based [8]. It exploits the
advantages of the one to palliate the limitations of the other and vice versa.

The processing steps of our algorithm AD-Clust can be summarized as
follows [4]:

1. Extraction of the density-based clusters that are considered as candidate
initial cluster centers. The density-based clustering is used as a preprocessing
step for the AD-Clust algorithm;
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2. Compute the Euclidean distance between the candidate cluster center and
the instance that will be assigned to the closest cluster. For an instance xi

and a cluster center zi, the Euclidean distance is defined as:

distance(xi, zi) =

√√√√ n∑
i=1

(xi − zi)2 (1)

3. The size of a neighborhood of instances is specified by an input parameter.
We use the k′ parameter to distinguish it from the k parameter used by the
K-means algorithm. Hence, k′ specifies the minimal number of instances
in a neighborhood and controls the granularity of the final clusters of the
clustering-based density. If k′ is set to a large value, then a few large clusters
are found. To reduce the number of candidate clusters k′ to the expected
number k, we can iteratively merge the two most similar clusters. Otherwise,
if k′ is set too small, then many small clusters will be generated. The clusters
will be split, new clusters will be created to replace the empty ones and the
instances will be re-assigned to existing centers. This iteration will continue
until there is no empty cluster. Consequently, the outliers of clusters will be
removed to form new clusters, in which instances are more similar to each
other. In this way, the value of initial cluster centers k will be determined
automatically by splitting or merging clusters;

4. Within the detecting phase, the AD-Clust algorithm performs the detection
of intrusions. Thus, for each novel instance I the algorithm proceeds as
follows:
(a) Compute the Euclidean distance and find the cluster that presents the

shortest distance with respect to I.
(b) Classify I by the category of the closest cluster. Clearly, if the distance

between I and the cluster of “normal” instances is the shortest one, then
I will be a normal instance. Otherwise, I is an intrusion.

4 Experimental Results

In order to assess the overall performance of OCMAS-IDS in a realistic scenario,
a prototype of the proposed architecture was implemented using Sun’s Java
Development Kit 1.4.1, the well known platform JADE

3 3.7, the Eclipse and
the JPCAP

4 0.7. The ontology ASO is designed using Protégé
5.

Through the carried out experiments, we have to stress on evaluating the
performance of our system in terms of (i) the scalability-related criteria such as
network bandwidth, detection delay and system response time; and (ii) the de-
tection ability. During the evaluations, we compare the results of the OCMAS-

IDS system vs. that of the centralized IDS Snort [17] and the multi-agents

3 Available at: http://jade.tilab.com
4 Available at: http://netresearch.ics.uci.edu/kfujii/jpcap/doc/
5 Available at: http://protege.stanford.edu/download/download.html

http://jade.tilab.com
http://netresearch.ics.uci.edu/kfujii/jpcap/doc/
http://protege.stanford.edu/download/download.html
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based ontology one MONI
6 [7]. All experiments were carried out on equivalent

machines equipped with a 3GHz Pentium IV and 8GB of main memory. We used
machines that were connected via a switch, thus forming a switched network.
Moreover, we simulated attacks using the well known tool Metasploit7 version
3.5.1. The simulated eight different attack types are:

- attack1: DoS Smurf;
- attack2: Backdoor Back Office;
- attack3: SPYWARE-PUT Hijacker;
- attack4: Nmap TCP Scan;
- attack5: Finger User;
- attack6: RPC Linux Statd Overflow;
- attack7: DNS Zone Transfer; and
- attack8: HTTP IIS Unicode.

4.1 The Scalability Evaluation

In order to test the scalability of OCMAS-IDS, we study the relationship be-
tween the bandwidth consumption and a number of attack types. Moreover, the
variation of the detection delay according to the number of packets is evaluated.
Additionally, we assess how the response time varies with respect to eight attack
types.

(a) The bandwidth (b) The analysis (c) The response
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Fig. 3. The bandwidth consumption, the analysis delay and the response time of
OCMAS-IDS vs. Snort and MONI

As depicted in Figure 3 (a), the maximum bandwidth consumed by OCMAS-
IDS and MONI is lower compared to that of Snort. For example, the maximum
bandwidth consumed by OCMAS-IDS is 0.06 Mbits/sec, which is very low as
well. The reduction of the network bandwidth consumption is owe to the use of

6 We thank Mrs. Djotio et al. [7] for providing us with the implementation of MONI
system.

7 Available at: http://www.metasploit.com/

http://www.metasploit.com/
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the multi-agents system. Thus, the OCMAS-IDS system is not greedy in band-
width consumption, which is definitely a desirable feature for any distributed
system [4].

Besides, Figure 3(b) plots the detection delay against the number of packets,
using the OCMAS-IDS, MONI and Snort systems. According to this figure,
we can answer the question: why the realization of the multi-agents IDS is ad-
vantageous? Clearly, the results show that the detection delay of both systems
linearly increases with the number of packets. Moreover, the gap between both
curves related to the detection delay of OCMAS-IDS and MONI is small, since
both systems are based on multi-agents technology. In addition, Figure 3(b)
highlights that our proposed system OCMAS-IDS is faster than the system
Snort. This can be explained by the fact that agents operate directly on the
host whenever an action has to be taken, their response is faster than systems
where actions were taken by the central controller, i.e., Snort.

Figure 3 (c) illustrates the response time required by OCMAS-IDS with re-
spect to the attack types. On the one hand, we remark that the detection of
all attack types, on average, result in lower response time compared to that of
Snort, due to its centralized detection engine. In addition, this figure proved
how fast our system respond. For example, the response time of OCMAS-IDS
was 35 seconds for attack5, which is absolutely negligible.

On the other hand, within MONI, the ontology model is developed under
JADE. Differently, the ontology ASO of our system OCMAS-IDS is designed
under Protégé and queried with SWRL. The response time of OCMAS-IDS
is better than that of MONI. The main reason is that in the case of OCMAS-
IDS, the inferred model is computed only once before the matching starts and
used throughout all the queries. Thus, the figure indicates that OCMAS-IDS
outperforms MONI and permits the exploitation of the semantics of ASO.

To sum up, it is clear from the obtained results that the performance of the
OCMAS-IDS will not deteriorate too much with the increase in the number of
attacks, which is justified by its low bandwidth consumption, reduced detection
delay and quick response time. Likewise, in case of more machines are connected
to the network, the OCMAS-IDS system still withstand the load and swiftly
deliver the results.

4.2 The Detection Ability

In order to evaluate the detection ability of an IDS, two interesting metrics
are usually of use [4]: the Detection Rate (DR) and the False Positive Rate
(FPR). Indeed, the DR is the number of correctly detected intrusions. On the
contrary, the FPR is the total number of normal instances that were ”incorrectly“
considered as attacks. In this respect, the value of the DR is expected to be as
large as possible, while the value of the FPR is expected to be as small as
possible.

With respect to Figure 4 (a), we can remark that the FPR of OCMAS-
IDS and MONI is significantly lower compared to that of Snort. This fact
is due to the adaptive mechanisms used by the agents, enabling both systems,
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Fig. 4. The FPR and the DR of OCMAS-IDS vs. Snort and MONI

i.e., OCMAS-IDS and MONI, to better suit the environment. Consequently, the
false alarms can be reduced correspondingly. For example, for attack3 the FPR
of Snort can reach values as high as 0.019% compared to 0.007% of MONI

and 0.005% of OCMAS-IDS.
Moreover, Figure 4 (b) shows that the DR of OCMAS-IDS is higher than

that of MONI. Moreover, among the three investigated IDS, Snort has the
lowest DR. For instance, for attack3, whenever OCMAS-IDS and MONI have
the DR 97.9% and 94.9%, respectively, Snort has 74.1% DR. This is due to his
centralized architecture.

Knowing that a main challenge of existing IDSs is to decrease the false alarm
rates [4], the main benefit of our system is to lower the false alarm rate, while
maintaining a good detection rate.

5 Conclusion

In this paper, we focused on a distributed architecture and multi-agents analysis
of intrusions detection system to tackle the mentioned above challenges, i.e.,
the high detection delay, the high bandwidth consumption as well as the low
detection ability. Thus, we introduced a multi-agents intrusions detection system
calledOCMAS-IDS based on an efficient ontology model, called ASO, as well as
a clustering algorithm called AD-Clust. The carried out experimental results
showed the effectiveness of the OCMAS-IDS system and highlighted that our
system outperforms the pioneering systems fitting in the same trend.

Future issues for the present work mainly concern: (i) the alert correlation
techniques by using the multi-agents system and ontology [12].
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Abstract. The intent of this paper is to develop a nonparametric clas-
sification method using copulas to estimate the conditional probability
for an element to be a member of a connected class while taking into
account the dependence of the attributes of this element. This technique
is suitable for different types of data, even those whose probability distri-
bution is not Gaussian. To improve the effectiveness of the method, we
apply it to a problem of network intrusion detection where prior classes
are topologically connected.

Keywords: Intrusion detection · Classification · Copula function · Cop-
ula density estimator · Empirical copula

1 Introduction

Let a set of d attributes (a1, a2, . . . , ad) characterizing a vectorial space E. Let
also (x1, x2, . . . , xn) a set of E used as a learning set over m classes denoted
(ω1, ω2, . . . , ωm) which are actually some disjoint subsets of E. To avoid the use
of some predetermined probability laws of the attributes systematically, we intent
to build a copulas-based classification model that estimates the true attributes
laws and their dependency. Then one assigns each entity of E to its most likely
class ωi; i ∈ {1, . . . ,m}. This entity must be well-assigned when it verifies an
optimal probabilistic criterion.

In deterministic classification, this model builds, over the set E, an equiva-
lence relation R ⊂ E × E where E/R is a partition of E. In nondeterministic
classification, for some adapted risks, classes are built using probability distri-
butions. Each realization of the observed phenomenon distributes all elements
over the different classes which yields to a partition of E. Partition changes with
realizations (samples). To assign k elements o7verm classes, in the deterministic
case, one has only k steps to carry out all the affectations; each step requires
m simplified tests. However, in the nondeterministic case, if one enumerates all
possibilities for distributing k entities over m classes, then one finds mk possi-
bilities; each possibility requires k assigning steps. Each element is assigned to
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the class ωj via a conditional probability f(x | j) which can be estimated using
the training data. Actually, we seek the most likely class k (maximum likeli-
hood estimation) solution of : k = argmax

j
(f(x | j)) where f(x | j) denotes the

conditional probability density function for x being a member of group ωj.
To reduce the complexity of the problem, one assigns elements to their re-

spective classes as in deterministic affectation. Elements whose ranges are near
apexes are the most likely affected. In this case, each step requiresm complicated
tests; that means k.m complicated tests.

In the following we’ll denote f j(x) instead f(x | j).
Many applications algorithms and models have been proposed to estimate

this conditional probability density function : kernel-density estimator [32], k-
nearest-neighbours (KNN) method [19], Learning Vector Quantisation (LVQ)
[12], Support Vector Machines (SVM)[20] ...

In this work we present the use of the empirical copula function as an alter-
native for modeling dependence structure in a supervised probabilistic classifier.
The set E is identified to a vector space Rd over the field R and we use the
law of the considered phenomenon over E which can be well estimated if learn-
ing sample is sizable. So, the conditional probability density function f j(x) is
estimated according the following algorithm:

Algorithm 1. Conditional probability density estimation

Require: :

– {Xi}ni=1 an iid random sample from a d−dimensional distribution F with den-
sity f .

– Ω = {ω1, · · · , ωm} m learning classes.

1. for each j ∈ {1, · · · ,m} do
2. Transform the observations Xj

i to U j
i = F j

ni(Xi) where F j
ni estimates the ith

marginal distribution restricted to a class ωj and Xj
i denotes observation from

the class ωj

3. Estimate the marginal densities f j
i for class ωj .

4. Estimate the joint density of the transformed data restricted to the class ωj . this
density w’il be noted cj and it is equivalent to the copula density.

5. Estimate the joint density of the original data restricted to a class ωj by:

f j(x) = cj (F1(x1), . . . , Fd(xd))
d∏

i=1

f j
i (xi)

6. end for

This approach allows to mitigate the curse of dimensionality and to treat the
data in all situations even if the variance does not exist. It considers also the
non-linear relationships between attributes.

New observation x will be affected to the class ωr such that

r = argmax
j

f j(x)
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The content of the paper is the following: The second section of the paper
gives a short mathematical background of copula functions, Section 3 presents
a copula based probabilistic model for classification. Section 4 presents the ex-
perimental setting to detect and identify intrusion in computer network and
Section 5 summarizes the conclusions

2 Copulas Theory

Copulas play an important role in several areas of statistics and in Machine
Learning as a tool of studying scale-free measures of dependence and as starting
point for constructing families of bivariate distribution especially in applications
where nonlinear dependencies are common and need to be represented.

The best definition of a copula is that given by referring to well know Sklar’s
theorem [28], [18], which states how a copula function is related to joint distri-
bution functions.

Theorem 1 (Sklar’s Theorem). Let F be any d-dimensional distribution
function over real-valued random variables with marginals f1, f2, ..., fd,then there

exists a copula function C such that for all x ∈ R̄
d

F (x1, . . . , xd) = C(f1(x1), . . . , fd(xd)) (1)

where R̄ denotes the extended real line [−∞,∞] and C : [0, 1]p → [0, 1].
The copula distribution can also be stated as joint distribution function of

standard uniform random variables:

C(u1, . . . , up) = P (U1 ≤ u1, . . . , Up ≤ up) (2)

where Ui ∼ U(0, 1) for i = 1, . . . , p.
Note that if f1(x1), . . . , fd(xd) in (1) are all continuous, then C is unique.

Otherwise, C is uniquely determined on Ran(f1) × Ran(f2) × · · · × Ran(fd),
where Ran stands for the range.

Conversely, if C is an d-copula and f1, . . . , fd are distribution functions, then
the function F defined above is an d-dimensional distribution function with
margins f1, . . . , fd. For the proof, see [28].

From Sklar’s theorem we see that for continuous multivariate distribution
functions, the univariate margins and the multivariate dependence structure can
be separated, and the dependence structure can be represented by a copula.

An important consequence of theorem 1 is that the d-dimensional joint density
F and the marginal densities f1, f2, . . . , fd are also related:

f(x1, . . . , xd) = c (F1(x1), . . . , Fd(xd))

d∏
i=1

fi(xi) (3)

where c denotes the density of the copula C. The equation (3) shows that the
product of marginal densities and a copula density builds a d-dimensional joint
density.



On Copulas-Based Classification Method for Intrusion Detection 397

The unique copula function related to the multivariate distributions F with
continues margins fi; 1 ≤ i ≤ d is determined by

C(u1, . . . , ud) = F (F−1
i (u1), . . . , F

−1
i (ud)) (4)

where

F−1
i (s) = {t | Fi(t) ≥ s} (5)

denote the pseudo-inverse of the univariate margins F1, · · · , Fd.
Copulas are essentially a way of transforming the random variable (X1, · · · , Xd)
into another random variable (U1, · · · , Ud) = (F1(X1), · · · , Fd(Xd)) having the
margins uniform on [0, 1] and preserving the dependence among the components.
Without the continuity assumption, care must be taken to use equation (4); see
[21] or [17].

3 Copula Function Estimation

To estimate copula functions, the first issue consists in specifying how to esti-
mate separately the margins and the joint law. Moreover, some of these functions
can be fully known. Depending on the assumptions made, some quantities have
to be estimated parametrically, or semi or even non-parametrically. In the lat-
ter case, we have to choose between the usual methodology of using ”empirical
counterparts” and invoking smoothing methods well-known in statistics: ker-
nels, wavelets, orthogonal polynomials, nearest neighbors,... A non-parametric
estimation of copula treats both the copula and the marginals parameter-free
and thus offers the greatest generality.

Unlike the marginal and the joint distributions which are directly observable,
a copula is a hidden dependence structure. This makes the task of proposing
a suitable parametric copula model non-trivial and is where a non-parametric
estimator can play a significant role.

Indeed, a non-parametric copula estimator can provide initial information
needed in revealing and subsequent formulation of an underlying parametric
copula model[3].

Non-parametric estimation of copulas dates back to Deheuvels [6], who pro-
posed the so-called empirical copula defined by

Cn(u) =
1

n

n∑
i=1

I (Fn,1(Xi1) ≤ u1, . . . , Fn,d(Xi,d) ≤ ud) (6)

where Fn,i are the empirical distribution function given by

Fn,j(x) =
1

n

n∑
i=1

I(Xi,j ≤ x) (7)

with j=1,. . . ,d and u ∈ [0, 1]d.
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Let Ri be the rank of Xi among the sample X1, . . . , Xn. Observe that Cn

is a function of ranks R1, R2, . . . , Rn, because Fn,j(Xi) =
Ri,j

n
i = 1, . . . , n,

namely;

Cn(u) =
1

n

n∑
i=1

I

(
Ri,1

n
≤ u1, . . . ,

Ri,d

n
≤ ud

)
. (8)

From this representation, one can consider Cn(u) as discrete multivariate

distribution with uniform marginals takings values in the set

[
1

n
,
2

n
, . . . , 1

]
. and

so his density:

cn(u) =
∂C(u1, ..., ud)

∂u1, · · · , ∂ud
(9)

can be estimated by a standard kernel function:

ĉn(u) =
1

n

n∑
j=1

d∏
i=1

h−1
i K

(
ui − Uji

h−1
i

)
(10)

where Ui is the transformed of the original data given by Ui = F j
n,i(Xi)

as described above. And a uni-variate kernel function K(u) is any functions
satisfying the following conditions:

(a) K(x) ≥ 0 and
∫
R K(x)dx = 1

(b)
∫
R xK(x)dx = 0 (Symmetric about the origin)

(c) Has finite second moment e.g.
∫
R
x2K(x)dx < ∞

So, we have to choice both kernel function K and their smoothing parameter
or bandwidth h. Actually, selection of K is a problem of less importance, and
different functions that produce good results can be used ( see table 1 for some
examples).

In this paper, we use the Gaussian one given by:

K(v) =
1√
2π

exp(−v

2
).

In practice, the choice of an efficient method for the calculation of h; for an
observed data sample is a more complex problem, because of the effect of the
bandwidth on the shape of the corresponding estimator. If the bandwidth is
small, we will obtain an under-smoothed estimator, with high variability. On
the contrary, if the value of h is big, the resulting estimator will be very smooth
and farther from the function that we are trying to estimate[23](see figure 1).

For evaluating the tradeoff between bias and variance. Silverman[31] has sug-
gested a frequently used rule-of-thumb bandwidth

hn = 0.9(min(σ̂,
IQR

1.34
)n

1

5 ,
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Table 1. some kernel functions

Kernel K(x)

1 uniform
1

2
1(|x|≤1)

2 Epanechnikov
3

4
(1− x2)1(|x|≤1)

3 Gaussian
1√
2π

exp
(
−x

2

)

4 triangular (1− |x|)1(|x|≤1)

5 Triweight
35

32
(1− x2)31(|x|≤1)

6 Tricube
70

81
(1− x3)31(|x|≤1)

7 Biweight(Quartic)
15

16
(1− x2)21(|x|≤1)

8 Cosine
π

4
cos(

π

2
x)1(|x|≤1)

where IQR is the interquartile range (the difference between the 75th and 25th
percentile) and σ̂ is the sample standard deviation. Like all desirable bandwidth
selection procedures, this bandwidth gets smaller as the number of observations
n increases, but does not go to zero ”too fast”[8].

4 The Probabilistic Classifier

As noted, the aim of this work is to develop a non-parametric classification
method using a copula functions to estimate the conditional probability density
f j(x) for one element x being a member of class ωj. Actually, we use the empirical
copula function estimator as tool to estimating f j(x) given by the equation 3.

Consider a set of m class ω1, . . . , ωm. Each class ωj is characterized by a d-

random vector Xj = (Xj
1 , . . . , X

j
d). Let (X

j
11, . . . , X

j
1d), . . . , (X

j
n1, . . . , X

j
nd) be a

random sample arises from the class ωj. The distribution of component Xj
i of

the random vector Xj may be estimated by

F j
n,i(xi) =

1

n

n∑
k=1

I

(
Xj

ki ≤ xi

)
.

The density function of this component is also estimated by

f̂ j
i (xi) =

1

n

n∑
j=1

K(xi −Xji)

where

K(x) =
1√
2π

exp(−x2

2
)

The density function of the random vector Xj can be estimated by

f̂ j(x) = ĉj
(
F j
n,1(x1), . . . , F

j
n,d(xd)

) d∏
i=1

f̂ j
i (xi) (11)
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Fig. 1. Standard normal distribution density and its kernel density estimate (KDE)
with different bandwidths obtained from a random sample of size 500. Solid line : True
density (standard normal). Dotted line : KDE with h=0.05. Dashed line : KDE with
h=0.35. Dot-dash line : KDE with h=1.5

where ĉj denotes the estimator of the copula density associated to a random
vector Xj estimated by a standard kernel function as described in equation 10.

So, all elements of our classifier are constructed, namely: ĉ the copula density
estimators, f̂ j

i themarginal density estimators, and f̂ j the joint density estimators.
The goal of the classifier is to determine, given a new observation x, its most

likely corresponding class ωr which is chosen as follow:

r = argmax
j

f̂ j(x)

Finally, we will describe the main steps of our classifier:

Algorithm 2. The probabilistic classifier algorithm

1. Let x = (x1, . . . , xd) a new observation.
2. For each j ∈ {1, · · · ,m} Do
3. For each i ∈ {1, · · · , d} Do

– uj
i ← F j

n,i(xi)

– Compute f̂ j
i (xi)

4. EndFor
5. Compute ĉj

(
F j
n,1(x1), . . . , F

j
n,d(xd)

)
as described above

6. Compute f̂ j(x) from equation(11)
7. EndFor
8. affect the observation x to the class ωr such that

r = argmax
j

f̂ j(x)
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5 Application

To verify the effectiveness and the feasibility of the proposed algorithm, we use
the KDD’99 dataset ([5]), was originally provided by MIT Lincoln, Labs which
contains a standard set of data to be audited, which includes a wide variety of
intrusions simulated in a real-world military network environment.

The KDD’99 dataset includes a set of 41 features, gathered in 7 symbolic
ones and 34 numeric. A complete description of all 41 features is available in [5].
These features are divided into four categories:

1. The intrinsic features of a connection, which includes the basic features of
individual TCP connections. For example, duration of the connection, the
type of the protocol (tcp, udp, etc), network service (http, telnet, etc), etc.

2. The content feature within a connection suggested by domain knowledge is
used to assess the payload of the original TCP packets, such as number of
failed login attempts.

3. The same host features examine established connections in the past two
seconds that have the same destination host as the current connection, and
calculate statistics related to the protocol behavior, service, etc.

4. The similar same service features examine the connections in the past two
seconds that have the same service as the current connection.

These features describe 23 behaviors of which one corresponds to a normal
traffic and the 22 others correspond to attacks which are gathered in four cate-
gories as summarized in table 2 :

1. DOS (Denial of service): making some computing or memory resources too
busy so that they deny legitimate users access to these resources.

2. R2L (Root to local): unauthorized access from a remote machine according
to exploit machine’s vulnerabilities.

3. U2R (User to root): unauthorized access to local super user (root) privileges
using system’s susceptibility.

4. PROBE: host and port scans as precursors to other attacks. An attacker
scans a network to gather information or find known vulnerabilities.

We used the train data-set which is about 494 020 connection record and
test data-set is about 4 898 431. First, the symbolic variables are converted to
numeric ones, the zero colones and repeated rows are removed we obtained 145
586 rows for training and 1 074 992 for test.

Calculations are performed under the R Environment for Statistical Comput-
ing [24] [25] using the parallel packages snow[29] and snowfall[30] under Linux
RedHat enterprise 6 workstation on Intel Core I7 with 16 Go of Ram and 4
physical cores.

As confusion matrix between all behaviors is too big, we present in Ta-
ble 3 table a summarized confusion matrix between the five categories of be-
haviors(described above). This condensed representation allows us to compare
our results with those presented by other authors which have used the same data
set.
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Table 2. Class label in KDD ’99 Dataset

Id-Attack Attack Category

1 back dos

2 buffer overflow u2r

3 ftp write r2l

4 guess passwd r2l

5 imap r2l

6 ipsweep probe

7 land dos

8 loadmodule u2r

9 multihop r2l

10 neptune dos

11 nmap probe

12 normal normal

13 perl u2r

14 phf r2l

15 pod dos

16 portsweep probe

17 rootkit u2r

18 satan probe

19 smurf dos

20 spy r2l

21 teardrop dos

22 warezclient r2l

23 warezmaster r2l

Conditional distributions are on rows. For example the first row means that
normal behavior is identified as normal with estimate probability 97.375% (True
Negative Attacks). It is identified as DOS behavior with estimate probability
0.406%, as PROB behavior with estimate probability 2.038% as as R2L behavior
with estimate probability 0.175% and U2R behavior with estimate probability
0.006%. These four last identifications are said ”False Positive Attacks”. From
second to fifth rows when behavior is identified as Normal, this identification is
said ”False Negative Attacks” else it is said ”True Positive Attacks”.

In order to evaluate the performances of our method, we compare the our
results with those obtained by other authors which have used the same data set.

Table 3. Results by Attacks categories

Normal Dos Probe R2L U2R

Normal 97.375 0.406 2.038 0.175 0.006

Dos 0.068 97.357 2.563 0.010 0.002

Probe 4.928 4.199 90.548 0.094 0.231

R2L 0.000 0.000 0.000 100.000 0.000

U2R 0.000 0.000 0.000 0.000 100.000
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Table 4. Performance comparison of proposed Algorithm

Method Normal Dos Probe U2R R2L

MCAD[26] 95.20 99.20 97.0 72.80 69.20

KDD cup 99 Winer [22] 99.50 97.10 83.30 13.20 08.40

GP Multi- Transformation[10] 99.93 98.81 97.29 45.20 80.22

C.N.B.D.[11] 99.72 99.75 99.25 99.20 99.26

PNRule[1] 99.50 96.9 73.20 06.60 10.70

ESC-IDS-1[33] 98.20 99.5 84.10 14.10 31.50

Prazen-window N.I.D.[34] 97.38 96.71 99.17 93.57 31.17

Model 1(a)[13] 97.40 83.80 32.80 10.70

SVM-IDS [9] 99.80 92.5 98.30 05.10 70.20

NN Classifier wiht GDA[27] 98.95 98.63 96.50 24.12 12.08

SVM+DGSOT[14] 95.00 97.00 91.00 23.00 43.00

I.C.A.[7] 69.60 98.00 100.00 71.40 99.20

C.L.C. [15] 73.95 99.88 87.83 61.36 98.50

Multi- PD[16] 97.30 88.70 29.80 09.60

ADWICE[4] 98.30 96.00 81.10 70.80

Our method 97.375 97.357 90.548 100.00 100.00

6 Conclusion

The method proposed, in this paper, presents many interesting advantages with
respect to previous proposals in the field of intrusion detection, when applied to
KDDCup’99 data set.

The obtained results, confirm the fact that copulas are flexible and powerful
tool of studying scale-free measures of dependence and as starting point for
constructing families of multivariate distribution especially in applications where
nonlinear dependencies involved in the study and need to be represented. That
occurs essentially when attributes probability laws are non-gaussian.
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Abstract. Trust and reputation systems have been regarded as a powerful tool 
to defend against insider attacks caused by the captured nodes in wireless sen-
sor networks (WSNs). However, trust systems are vulnerable to on-off attacks, 
in which malicious nodes can opportunistically behave good or bad, compro-
mising the network with the hope that bad behavior will be undetected. Thus, 
malicious nodes can remain trusted while behaving badly. In this paper, we 
propose O2Trust, On-Off attack mitigation for Trust systems in wireless sensor 
networks. O2Trust adopts the penalty policy against the misbehavior history of 
each node in the network as a reliable factor that should influence on the calcu-
lation of the trust value. This punishment future helps to perceive malicious 
node that aim to launch intelligent attacks against trust-establishment and con-
sequently on-off attack is mitigated efficiently. 

1 Introduction 

Wireless sensor networks (WSNs) [1] provide a technological basis for many differ-
ent security critical applications such as critical infrastructure monitoring, healthcare 
and battlefield. However, WSNs are often deployed in unattended, harsh and hostile 
environment that makes them under the threat of various types of attacks, including 
node compromise. In a node capture attack, an adversary tries to physically tamper 
with a node in order to extract the cryptographic secrets. Hence, the compromised 
node can participate in the network as a legitimate node and cannot be identified 
whether it is genuine or not. This attack can give rise to many subsequent powerful 
insider attacks [2]. Unfortunately, traditional safety mechanisms based on cryptogra-
phy, cannot adequately defend against network insider attacks, although they are ef-
fective to outsider attacks [3].  

Trust and reputation systems have been regarded as a powerful tool to defend 
against insider attacks caused by the captured nodes in WSNs [4]. Generally, trust 
establishment is used to record feedback about the security evaluations of other nodes. 
Thus, efficient trust management systems can help well-behaved nodes to avoid 
working with misbehaving nodes, as well as to detect these malicious ones [5]. How-
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ever, building a robust trust and reputation system presents several important chal-
lenges on its own [6], because it is susceptible to attacks such as bad-mouthing and 
on-off attacks [7, 8]. In this work we consider the on-off attack in which malicious 
nodes can opportunistically behave good or bad, compromising the network with the 
hope that bad behavior will be undetected. Malicious nodes can remain trusted while 
behaving badly. As it is mentioned in [8], almost all reputation-based trust models are 
vulnerable to on-off attack, because they focus more on recent behavior of the  
node rather than comprehensively combining the nodes’ past behavior with its instan-
taneous behavior. As a consequence, a malicious node can easily dissimulate any 
misbehavior history by either displaying good behavior or waiting during later time 
periods to increase its trust value. By this way, it continues its attack.  

To address the above problem, we present in this paper O2Trust: On-Off attack mi-
tigation for Trust systems in wireless sensor networks. O2Trust adopts the Penalty 
Policy against the misbehavior history of each node in the network. Unlike previous 
trust models that focus on recent behavior and thus are not sensitive enough to perce-
ive contradictory behavior, in our proposal, we focus on frequency misbehavior histo-
ry as a reliable factor that should influence on the calculation of the trust value for a 
node. This punishment future helps to perceive malicious node that aim to launch 
intelligent attacks against trust-establishment and consequently on-off attack is miti-
gated. 

The rest of this paper is organized as follows. In Section 2, we present an overview 
of related works. Section 3 describes the proposed trust model. Evaluation results and 
theoretical analyses of the proposed model are provided in Section 4 and Section 5. 
Section 6 concludes the paper. 

2 Related Works 

Ganeriwal and Srivastava [9] proposed the first reputation and trust based model de-
signed and developed exclusively for sensor networks; the RFSN (Reputation-based 
Framework for high integrity Sensor Networks) model uses the Beta distribution as a 
mathematical tool to represent and continuously update trust and reputation. To diffe-
rently weight the old and new interactions, an aging factor is introduced for trust  
updating; more weight is given to recent interactions. Chen proposed in [10], a Task-
based Trust framework for Sensor Networks (TTSN), where sensor nodes maintain 
reputation for neighbor nodes of several different tasks and use the reputation to eva-
luate their trustworthiness. The method for trust calculation and trust updating is  
almost the same as described in RSFN [9]. Sheikh et al. [11] proposed GTMS a 
Group-based Trust Management Scheme, in which the whole group will get a single 
trust value. He et al. [12] proposed attack-resistant and lightweight trust management 
scheme (ReTrust) for medical sensor network followed a hierarchical architecture, 
comprised of master nodes and sensor nodes. The authors use the window mechanism 
to forget previous actions. Moreover, they introduce an aging-factor parameter, which 
is different for each time unit m in the window. 
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3 The Proposed Trust Model: O2Trust 

In this section, we will present a novel trust model for wireless sensor networks 
named on-off attack mitigation for trust systems in WSNs (O2Trust).  

3.1 Overview  

The design of O2Trust is based on penalty policy that is based on misbehavior history. 
In O2Trust, the evaluation model reflects nodes’ real-time trust state accurately and is 
very sensitive to past malicious actions. This policy deals efficiency with the dynamic 
and contradictory misbehavior of malicious nodes. Dynamicity of the misbehavior is 
not considered under traditional trust estimation models because trust values are ob-
tained based on current behavior, which does not indicate continuity of misbehavior. 
In other terms, only weight of measured misbehavior is considered rather than peri-
odicity of the misbehavior along with weight of measured misbehavior.  

Unlike the previous trust models, the trust value computation in our scheme is 
based on two components: reputation evaluation and penalty check (see Fig.1). Repu-
tation evaluation is based on direct and/or indirect observations, and represents the 
accumulative assessment of the long-term behavior, while the penalty check is based 
on misbehavior history that represents how much a node has misbehaved in the past. 

3.2 Trust Value Computation  

The calculation of a trust value needs two parts of information: direct trust value and 
indirect trust value. Direct trust value can be obtained when a node has direct transac-
tions with a node.  Let ,  denotes the trust value from node i to node j. It is defined 
in (1).  

,=  , +(1−  ,   1  

where ,  is the direct trust value from node i to node j, ,  represents the indi-
rect trust value of node j,   is the confidence factor  and 0≤ α ≤1.  

A) Direct Trust Evaluation 
To calculate the direct trust value, we consider two factors: the reputation rating 
and the penalty factor. Let ,  denotes the current direct trust value of node j 
from the view point of node i and ,  denotes the past direct trust value. ,  and ,  denote the current reputation rating and the penalty factor 
respectively. Therefore the trust value for node j at node i is: 

,
, ,,    , 0 
, ,,                           (2) 
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Fig. 1. Components of O2Trust 

If current reputation rating ,  is equal to zero that means that the node j well-
behaves at this moment, but there is no evidence that it is honest.  To protect our trust 
model from on-off attacks, penalty factor that represents the misbehavior history, is 
used to calculate the current trust value. 

In this paper, we can use one of the trust factors depending on the interactions be-
tween two neighbor nodes such as packet receive, send, delivery and consistency, to 
measure a node’s reputation According to the quality of services provided by coope-
rating nodes, we classify interaction quality into two categories: successful (S) and 
unsuccessful (U). 

In O2Trust each sensor calculates individual trust values for only one-hop neigh-
bors, contrary to GTMS [11] in which each sensor calculates individual trust values for 
all the cluster members. As a result, nodes do not keep trust information about every 
node in the network. Keeping neighborhood information implies significant lower 
energy consumption, less processing for trust computation, and less memory space.  

Let ,  denotes the current reputation rating which represents the current mis-
behavior of node j from the view point of node i at time t. It is defined in (3). 

, ,, ,                                  (3) 

,  denotes the total number of successful interactions of node i with j during a 
time period t and ,  denotes the total number of unsuccessful interactions of node i 
with j during a time period t. 

Due to the uncertainty of current reputation rating value based on recent interac-
tions experience, we introduce the penalty factor to compute the trust value and to 
enhance the flexibility of our trust model.  Penalty factor, accumulates measured 
misbehavior over time. It detects the dissimulated misbehavior. So, according to our 
proposed method if measured misbehavior is consistent, it is always greater than pre-
defined threshold, and each time penalty factor will be increased until it reaches to 
maximum value (that is one). We define the penalty factor of node j estimated by 
node i as follow: 

, , 1 , , 1   ,  , 1  , , , 1   ,                                (4) 
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where  is the forgetting factor for accumulated misbehavior, which ranges from 0.5, 1  and 1 is a threshold that can be tuned according to the system and securi-
ty requirements. 

Contrary to previous trust models, in which recent rating will carry more weight 
and therefore past misbehavior can be completely dissimulated, in our trust model we 
use an adaptive forgetting factor to improve on-off attack detection. According to 
Equation (4) once the node’s trust value is under the trust threshold 1, aging 
factors for previous accumulative misbehavior (penalty factor) will be different. In 
this case, we will weigh more on the penalty factor in order to more decrease the trust 
value. It means the malicious node that launches on-off attack, requires a longer time 
to recover its trust value once it has been defined as a malicious node.   

B) Indirect Trust Value 
The indirect trust value is computed based on the recommendations given by  
neighbors when it is often not possible for a node to directly assess the trust value of 
another node. However, the reliability of trust and reputation models could be easily 
compromised by various dishonest recommendation attacks, i.e., self-promoting, bad-
mouthing and collusion.  

To deal with the bad-mouthing attack and collusion attack, we use a lightweight 
averaging function to aggregate the indirect values. So, if node i needs a recommen-
dation about node j, it will ask only trustworthy nodes (only one-hop neighbors) in 
unicast mode because it is more energy efficient than broadcast mode [13]. If the 
direct trust of a neighbor node is larger than the trust threshold value (for example 
0.6), it is declared as trustworthy neighbor.  

Let us assume that be the set of the trustworthy recommenders of the node j de-
fined as: ψ DT , , 0 k M 1                                   5  

were  is the total number of recommenders and ,  is the direct trust from re-
commender k to node j. Then the indirect trust value of node j ,  can be defined as: 

IT , 1M DT ,M                                           6  

In [13], Liang and Shi found that the lightweight average aggregation algorithm 
performs better than complex algorithms. 

C) Decision making 
After calculating the global trust value  ,  that relies on [-1, 1], each node i will clas-
sify trust into three states as follows: 
 

,   :  ,                            1 , 1: ,               1 , 2               7: ,              2 , 1  
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where 2 1 1 and 1, 2 are a threshold that can be tuned ac-
cording to the system and security requirements to determine the node’s status. Since 
these values depend on network and security requirements, it will be set accordingly. 

According to the trust state, each node can make a decision to cooperate or non-
cooperate with the interacted node in the considered operation.  

4 Performance Evaluation 

In this section, we present results of our simulations showing the effectiveness of our 
trust model. MATLAB software is used as simulation tool to assess the performance 
of our model. A comparative study between O2Trust, RFSN [9] and Retrust [12] is 
given.  

Concrete simulation scene is a square area of 100 m x 100 m, with 100 randomly 
deployed nodes. The communication radius is 25 m. An optimistic initialization strat-
egy of trust value is adopted. So, the initial trust state of nodes is set as trusted (i.e., 
with initial trust value equal to 0.8). 

Simulation is set up as follows. Each sensor node SN randomly selects one of its 
one-hop neighbors to transmit packets. Suppose that SN i ask SN j to forward packets, 
SN i can observe how many packets j has forwarded, i.e number of successful trans-
actions. Next, SN i compute its direct trust value DT ,  according to equation (2). We 
can summarize the simulation parameters in Table 1. 

Table 1. Simulation parameters 

Parameter  Value  Description  , 1  (0.8,  0.2) Weight ratio of direct and indirect value 

0.6 Forgetting factor 

THR1 0.6 or 0.7 Trust threshold (for trusted nodes) 

THR2 0,4 Trust threshold (for malicious nodes) 

Initial trust value 0.8 The value assigned to a new node. 

 
In on-off attack, strategic malicious nodes behave well and badly alternatively with 

the aim of remaining undetected while causing damage. Unfortunately, these mali-
cious nodes may suddenly conduct attacks as they accumulate higher trust value. 
Thus, the attack cycle consists of two periods: on period and off period. When the 
attack is on, malicious node launches attacks; i.e. drops the received packets, and 
during the off period, performs well, i.e forwards received packets. Since the on pe-
riod has an implication on the trust value of the malicious node, it will try to increase 
its trustworthiness during the off period. 
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4.1 Analysis of Penalty Factor Impact 

In this section, we analyze the property of our trust model that combines penalty fac-
tor with reputation evaluation to derive trust value. We must demonstrate that the 
penalty factor helps to perceive the dissimulated misbehavior in on-off attack. 

Our scheme has a feature whereby it continuously decreases the trust value of a 
malfunctioning or malicious node when it misbehaves in a repetitive manner.  In 
order to validate the effectiveness of penalty factor and its influence on trust computa-
tion, we consider the actions of two types of nodes in the network: the benevolent 
nodes and the malicious ones. The benevolent nodes are the nodes that always behave 
well. While the malicious nodes are nodes that persistently misbehave. 

The trust value’s evolution of benevolent nodes and malicious nodes in O2Trust is 
shown in fig. 2. In this experience, we calculate the average of trust values of fifty 
nodes of each type (benevolent and malicious). We can see that the trust value of the 
benevolent nodes in O2Trust increases constantly. The factor penalty has no effect on 
the trust value since the behavior of trusted node is always good. However, the trust 
value’s evolution of the malicious nodes decreases constantly as long as the malicious 
node persists in its misbehavior. We can see in the Fig.2, that in the first off period of 
attack (between 0 and 15 time units), the malicious node behaves well and its trust 
value follows the same evolution of the benevolent trust value. However, in the first 
on period (between 15 and 20 time units), it triggers the attack and its trust value falls 
off sharply. Consequently, its trust status changes from trusted to malicious in three 
time units. Since our proposed model always decreases the trust value of malicious 
node, the recovery rate in the off period is slower when the trust value is under the 
trust threshold. On the other hand, in the second on period (between 40 and 45 time 
units), the trust status changes from trusted to malicious in two time units. This can be 
explained by the fact that its last misbehavior is taken into account and as long as the 
malicious nodes repeat the on period, the penalty factor influences the trust value by 
checking the accumulated misbehavior in the past. So, it is difficult to the malicious 
node to recover its trust value in the off period, because the frequency of its past mis-
behavior is not discarded like in the previous trust models. 

 

Fig. 2. Influence of penalty factor on trust computation 
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Consequently, considering the penalty factor in trust computation can effectively 
make the trust model more sensitive to on-off attack. 

4.2 On-off Attack Resilience 

To evaluate how our trust model can mitigate on-off attack, we introduce the mali-
cious detection rate metric called MDN that is defined as equation (8): | || |                                                                8  

Where | | denotes the number of detected malicious nodes and | | denotes the 
number of total malicious nodes. It is typically used to evaluate the efficiency of a 
trust model. 

Values of the system parameters such as trust threshold and forgetting factor, are 
selected based on heuristic and previously defined values in the literature [11, 14,  
15, 16].  

 

Fig. 3. Detection rate of on-off attack 

Fig. 3 depicts the detection rate of on-off attack under two trust threshold values: 
THR1=0.6 and THR1=0.7. For each trust threshold, we consider 10% and 30% of on-
off attacker nodes among 100 nodes in the network. We can clearly see that our trust 
model outperforms ReTrust and RFSN. While considering 10% of malicious nodes, 
the detection rate in O2Trust remains 57% and 75% with the trust threshold equal to 
0.6 and 0.7 respectively. However, when the proportion of malicious nodes is equal to 
30%, the detection rate of O2Trust decreases quietly and remains 51% and 67% with 
the trust threshold equal to 0.6 and 0.7 respectively. This is a satisfactory detection 
rate in trust management. On the other hand, MDN of RFSN is very lower because it 
cannot efficiently deal with this kind of attack and cannot recognize malicious nodes 
sensitively since it focus on recent behavior. Therefore, the past misbehavior is  
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discarded. We can also notice that when trust threshold is high, the on-off attack de-
tection rate is also high. However, nodes might be assessed as untrustworthy even 
though they might not actually be malicious nodes.  

We can conclude that O2Trust is a fine-grained trust model that can portray unpre-
dictable behaviors from malicious nodes and outperforms RFSN and ReTrust scheme. 
Consequently, on-off attack can be mitigated efficiently.  

5 Conclusion 

Trust systems are very useful mechanisms to thwart insider attacks. However, build-
ing a robust trust model is very challenging, because malicious nodes participate in 
the behavior rating process and can distort the trust value by cheating. In this paper, 
we proposed O2Trust, a trust model to mitigate on-off attack. O2Trust adopts the Pe-
nalty Policy against the misbehavior history of each node in the network. By consi-
dering misbehavior history, it is difficult to a malicious node to recover its trust value 
as long as it persists in its misbehavior. Simulation results show that O2Trust is an 
efficient and on-off attack-resistant trust model. However, how to select the proper 
value of the weight and the defined threshold is still a challenge problem, which we 
plan to address in our future research endeavors. 

References 

1. Akyildiz, I.F., Weilian, S., Sankarasubramaniam, Y., Cayirci, E.: A survey on sensor net-
works. IEEE Communications Magazine 40(8), 102–114 (2002) 

2. Krau, C., Schneider, M., Eckert, C.: On handling insider attacks in wireless sensor net-
works. Information Security Technical Report 13(3), 165–172 (2008) 

3. Han, G., Jiang, J., Shu, L., Niu, J., Chao, H.C.: Management and applications of trust in 
Wireless Sensor Networks: A survey. Journal of Computer and System Sciences 80(3), 
602–617 (2014) 

4. Labraoui, N., Gueroui, M., Aliouat, M., Petit, J.: Reactive and adaptive monitoring to se-
cure aggregation in wireless sensor networks. Telecommunication Systems 54(1), 3–17 
(2013) 

5. Boukerche, A., Ren, Y.: A trust-based security system for ubiquitous and pervasive com-
puting environments. Computer Communications 31, 4343–4351 (2008) 

6. Mármol, F.G., Pérez, G.M.: Providing trust in wireless sensor networks using a bio-
inspired technique. Telecommunication Systems 46(2), 163–180 (2010) 

7. Lopez, J., Roman, R., Agudo, I., Fernandez-Gago, C.: Trust management systems for wire-
less sensor networks: Best Practices. Computer Communications 33(9), 1086–1093 (2010) 

8. Alzaid, H., Alfaraj, M., Ries, S., Jøsang, A., Albabtain, M., Abuhaimed, A.: Reputation-
based trust systems for wireless sensor networks: A comprehensive review. In: Fernández-
Gago, C., Martinelli, F., Pearson, S., Agudo, I. (eds.) Trust Management VII. IFIP AICT, 
vol. 401, pp. 66–82. Springer, Heidelberg (2013) 

9. Ganeriwal, S., Srivastava, M.: Reputation-based framework for high integrity sensor net-
works. ACM Transactions on Sensor Networks (TOSN) 4(3) (2008) 

10. Chen, H.: Task-based trust management for wireless sensor networks. International Journal 
of Security and Its Applications 3(2), 21–26 (2009) 



 On-Off Attacks Mitigation against Trust Systems in Wireless Sensor Networks 415 

 

11. Shaikh, R.A., Jameel, H., d’Auriol, B.J., Lee, H., Lee, S., Song, Y.J.: Group-based trust 
management scheme for clustered wireless sensor networks. IEEE Transactions on Parallel 
and Distributed Systems 20(11), 1698–1712 (2009) 

12. Daojing, H., Chun, C., Chan, S., Bu, J., Vasilakos, A.V.: ReTrust: attack-resistant and 
lightweight trust management for medical sensor networks. IEEE Transactions on Infor-
mation Technology in Biomedecine 16(4), 623–632 (2012) 

13. Liang, Z., Shi, W.: Analysis of recommendations on trust inference in open environment. 
Performance Evaluation 65(2), 99–128 (2008) 

14. Yu, H., Shen, Z., Miao, C., Leung, C., Niyato, D.: Survey of trust and reputation manage-
ment systems in wireless communications. Proceeding of IEEE 98(10), 1755–1772 (2010) 

15. Bao, F., Chen, I.R., Chang, M.J., Cho, J.: Trust-Based Intrusion Detection in Wireless 
Sensor Networks. In: Proceedings of IEEE International Conference on Communications 
(ICC), pp. 1–6 (2011) 

16. Sun, Y.L., Zhu, H., Liu, K.J.R.: Defense of Trust management vulnerabilities in distributed 
networks. IEEE Communication Magazine 46, 112–119 (2008) 

 



 

© IFIP International Federation for Information Processing 2015 
A. Amine et al. (Eds.): CIIA 2015, IFIP AICT 456, pp. 416–425, 2015. 
DOI: 10.1007/978-3-319-19578-0_34 

A Real-Time PE-Malware Detection System  
Based on CHI-Square Test and PE-File Features  

Mohamed Belaoued() and Smaine Mazouzi 

Department of Computer Science  
Université 20 août 1955-Skikda, Algeria 

{m.belaoued,s.mazouzi}@univ-skikda.dz 

Abstract. Constructing an efficient malware detection system requires taking 
into consideration two important aspects, which are the accuracy and the detec-
tion time. However, finding an appropriate balance between these two characte-
ristics remains at this time a very challenging problem. In this paper, we  
present a real-time PE (Portable Executable) malware detection system, which 
is based on the analysis of the information stored in the PE-Optional Header 
fields (PEF). Our system used a combination of the Chi-square (KHI²) score 
and the Phi (φ) coefficient as feature selection method. We have evaluated our 
system using Rotation Forest classifier implemented in WEKA and we reached 
more than 97% of accuracy. Our system is able to categorize a file in 0.077 
seconds, which makes it adequate for real-time detection of malware. 

Keywords: Malware · Malware analysis · Chi-square test (KHI²) · PE-optional 
header 

1 Introduction 

Malware, abbreviation for ‘malicious software’, is a term used to designate any com-
puter program that is designed to accomplish unauthorized actions without the user’s 
consent. The number of new discovered malware has grown steadily over the past ten 
years. Therefore, it is crucial to have an efficient protection against this kind of mali-
cious programs. The existing anti-malware techniques can be broadly classified in 
three classes, which are signature-based, behavioral-based and heuristic-based tech-
niques [1]. Signature-based techniques are widely used by most of commercial antivi-
rus software (AV). These techniques are very accurate for detecting known malware 
that exist in the signatures’ database [1]. However, they are not able to deal with un-
known malware or newly launched ones, often developed after discovering a zero-day 
exploit [2]. Even if the recent AV have become more accurate, they are still very slow 
to take countermeasures when a new threat is discovered [3, 4]. 

The behavioral analysis also known as dynamic analysis consists of monitoring the 
execution of the analyzed program in an isolated environment (i.e. Sandbox or virtual 
machine) [5]. During the monitoring process, the actions that the program accom-
plishes (such as API calls, Systems calls, network traffic, etc.) are recorded and used 
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to generate behavior features for categorizing the program (malware or benign). Such 
techniques are very accurate and they are able to detect unknown malware [5]. How-
ever, their main drawback is that the monitoring process is run for a couple of minutes 
at most, therefore it can’t observe the entire capabilities of the program [4]. Moreover, 
the time required for the monitoring process makes such techniques not suitable for 
real-time detection.   

The heuristic-based analyses investigate different file features such as Opcode in-
structions, structural information (Such as header information), and API (Application 
Programming interface) calls [1],[5]. These sets of information are used as features 
for the classification process, which is generally done using machine learning-based 
classifiers such as decision trees and Bayes Algorithm [1],[6]. The Heuristic based 
Anti-malware systems are very accurate and are able to deal with unknown malware 
[1],[5, 6]. They are also easy to implement compared to the behavioral ones. Howev-
er, the existing systems suffer from the inconvenient of their high processing over-
head, since most of them use a large number of features, which yields to intensive 
computations. Due to that, most of the existing heuristic techniques are inadequate for 
real-time detection, which is a very suitable characteristic especially in such sensitive 
systems. 

In this paper, we introduce a real-time PE (Portable Executable, See section 2) 
malware detection system, which consists of three different components, which are 
the PE-parser, feature selection module and a decision module. The PE parser was 
developed using Python language, and it statically (i.e. without executing the ana-
lyzed program) extracts the information contained in the PE-Optional header fields 
(PEF, see Section 2). PE header information (including Optional header ones) are 
very quick to extract, which is convenient for our real-time purposes. For the same 
purposes, our analysis was restricted on the Optional header only. We believe that 
using other types of features such as File-header fields or other structural information 
will considerably increase the number of features, which will have a direct impact on 
the detection time. The feature selection module was also developed using Python, 
and it is based on the KHI² test, which is a statistical method used for hypothesis test-
ing [7]. The decision module is based on Rotation Forest classifier [8] that is available 
in Waikato Environment for Knowledge Analysis (WEKA) [9].  

This paper is organized as fellows: Section 2 introduces the PE file format in order 
to facilitate the comprehension of the rest of the sections. Section 3 is devoted to most 
known related works, published in the literature. In section 4, we present our pro-
posed system’s architecture. In section 5, we present our experimental results. Section 
6 concludes our work and underlines its perspectives. 

2 PE File Format 

PE is an abbreviation for Portable Executable[10], and it represents the common file 
format for binary executables and DLLs under Windows operating systems. A PE file 
is structured in layers and it is mainly composed of a DOS Header, PE Header,   
Section Headers (Section table), and a number of sections, as shown in “figure 1”.   
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Fig. 1. PE file format  

• The DOS Header is used if the file is run from the DOS. So it can then check 
whether it is a valid executable or not.  

• The PE header is an IMAGE_NT_HEADERS data structure, which contains three 
members: PE-Signature, File Header, and the Optional Header. This latter is the 
subject of our work and is composed of several fields [10] as illustrated in figure 
2. The values of the latter fields will be used as discriminators for the benign-
malware categorization process.  

 

Fig. 2. Members of the PE-Optional Header 

3 Related Work  

In the last decade, security researchers have introduced new malware detection me-
thods, in order to overcome the limitations of the standard signature-based ones. 
Schultz et al. [11] were the first authors to introduce a machine learning based mal-
ware detection system. The proposed system is based on the analysis of different in-
formation contained in the PE file such as strings and API calls. They used a classifi-
cation method based on Naïve Bayes, and they achieved 97.11% of accuracy.   

The method presented in [12] is based on API calls and Naïve Bayes classifier. The 
extracted APIs were used to construct models of suspicious behaviors, by grouping 
some APIs according to scenarios that a malware can accomplish, such as obtaining 
the system’s directory, writing malicious data into files, and registry updates. They 
achieved an overall accuracy of 93.7%.  
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Ye et al. [2] have introduced a malware detection system that is based on the anal-
ysis of the set of APIs called by PE programs. The authors proposed a feature selec-
tion method based on the KHI² test. They used an Object Oriented Association (OOA) 
mining based classification method. Their system achieved an overall accuracy of 
67.5% and a detection time of 0.09s.     

The system proposed by Salehi et al. [4] is based on analyzing API calls and their 
arguments. They trained their system using different classifiers and they have ob-
tained an overall accuracy of 98.1%. Extracting APIs arguments requires executing 
the program; therefore, this method has the inconvenient of dynamic approaches men-
tioned previously. 

4 Proposed Method   

Our proposed malware detection system categorizes a file in three different phases, 
which are the feature extraction, the feature selection, and the decision (classifica-
tion). 

4.1 Feature Extraction 

As mentioned previously, our system relies on the analysis of the PE Optional Header 
fields (PEFs) and in order to extract these features from the analyzed file we devel-
oped a module written in Python by using a third party Python module called pefile 
[13]. PEFs are generated by concatenating the field’s name and value (ex. Check-
Sum0 designates that the feature CheckSum has a value equal to 0). 

4.2 Feature Selection 

In order to reduce the number of obtained PEFs and keep only the most relevant ones, 
we developed a feature selection method, which is based on the chi-square (KHI²) 
test. The KHI² is a statistical method, which is used to determine whether there is a 
significant association between two qualitative variables. This association is ex-
pressed by the distance D between an observed frequency O and an expected one E 
(which represents the case of independence between the variables) and the greater is 
that distance stronger is the correlation between the variables. In our case, we will 
study that association between the variable ‘PEF’ that has two modalities: “present” 
and “absent”. This variable represents the presence or not of a specific PEF in a PE 
file. The second variable is “PE” that has also two modalities: “Malware” and “Be-
nign” that corresponds to the two categories of PE files that we used.  

The first step to do when conducting a KHI² test, is to define the two hypotheses 
H0 and H1 that one will be accepted, and the other rejected. H0 and H1 represent re-
spectively the case of independency and the case of dependency between the two 
variables. Note that accepting H0 for a PEF means that it is not specific to any catego-
ry of PE-files. Therefore, it will be considered as irrelevant and will be removed. In 
our case, H0 and H1 are defined as follows: 
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• H0: The presence or absence of a PEF is independent of the PE file’s type (mal-
ware or benign).  

• H1: The presence or absence of PEF is related to the PE file’s type (malware or 
benign). 

For every PEF, we have a contingency table as shown in table 1. 

Table 1. Contingency Table of a PEF. 

 PEF: Present PEF: Absent Row Total
PE: Malware N1 N2 N 
PE: Benign  M1 M2 M 
Column total N1+M1 N2+M2 T 

 
N, M, and T are respectively the total number of malware PE, the total number of 

benign PE, and the total number of all PE files (T=N+M). N1 and N2 are respectively 
the number of malware PE that have a PEF and the number of malware PE that do 
not have the PEF, such as N = N1 +N2. M1 and M2 are respectively the number of 
benign PE that have a PEF and the number of benign PE that do not have the PEF, 
such as M = M1 + M2. The KHI² score (D²) is calculated using the formula (1):  

∑ −
=
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cr,cr,

E

)²E(O
D²                                               (1) 

Where Or,c is the observed frequency count at level r of row variable and level c of 
column variable. And Er,c is the expected frequency. Er,c is defined by equation (2) . 

T

nn
E cr

cr,
×

=                                                        (2) 

Where nr, and nc represent respectively the sum on row r and the sum on column c. 
After calculating the KHI² values for the obtained PEFs, we have to determine which 
of two hypotheses are accepted or rejected for every PEF. To do that, we have to 
compare the obtained KHI² scores of every PEF to a threshold, which represents the 
theoretical KHI² value (χ²). That value is obtained by first calculating the degree of 
freedom (DF), and choosing a signification level α that represents the error probabili-
ty when accepting or rejecting an hypothesis. Considering DF and α, the χ²value is 
obtained from the KHI² distribution table [14] . DF is calculated using the following 
equation:  

)1()1(DF −×−= CR                                                (3) 

Where R, and C are respectively the number of modalities of the first and the second 
variables. After rejecting all the PEFs that are not correlated (D² ≤ χ²), we will calcu-
late the φ coefficient using the formula (4) for the remaining ones. The φ coefficient is 
a normalization of the KHI² score (D²), which is used to measure the strength of the 
dependency between the two variables [15]. In our work, that coefficient will be used 
to generate the different PEFs’ subsets, which are grouped according to their correla-
tion’s strength (relevance).  
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D²=ϕ                                                                 (4) 

The value of φ ranges between 0 and 1, therefore, the strength of the relationship can 
be divided in 4 different classes:  

• φ ≈ 0.25: Weak correlation.  

• φ ≈ 0.50: Medium correlation. 

• φ ≈ 0.75: Strong correlation. 

• φ ≈ 1: Very strong correlation. 

Our obtained PEFs will be divided into non-disjoints subsets according to the φ values 
mentioned previously. 

4.3 Classification  

In order to evaluate our malware detection system we have used Rotation Forest clas-
sifier [8] that is implemented in WEKA [9]. Therefore, our classification module 
takes as an input the PEFs subsets represented as an .arff file. The .arff file is the data 
file format supported by WEKA, and it is automatically generated using a python 
script. The classifier is then trained and models are generated for each feature subset 
of the training set. The obtained models are then tested on previously unseen PE-files 
contained in our test set.   

5 Experimentation 

5.1 Dataset 

We collected a dataset composed of 552 PE files (338 malware and 214 benign pro-
grams). This dataset will be split into 80% training set and 20% test set. The infected 
PE dataset was downloaded from Vxheavens.com and contains 12 different malware 
categories as shown in table 2.  

Table 2. Used malware dataset 

N° Malware Type Counts N° Malware Type Counts 
1 Backdoor 27 7 Trojan 59 
2 Email-Worm 19 8 Trojan-Downloader 24 
3 Exploit  28 9 Trojan-Dropper 32 
4 Hacktool 22 10 Trojan-Spy 18 
5 Net-Worm 16 11 Virus 42 
6 P2P-Worm 17 12 Worm 34 

TOTAL = 338 
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The benign PE files include some utility software downloaded from Softpedia.com 
and some Windows system files collected from a clean installation of windows XP. 
We scanned the whole dataset by more than 40 AV available on the website Virus-
Total.com, in order to make sure that they are correctly labeled (malware,  
benign).    

5.2 Results and Evaluation  

In this subsection, we will present the obtained experimental results from the feature 
extraction phase until the decision phase. We first start by the obtained PEFs after the 
feature extraction phase. As presented in Table 3, we have obtained 590 PEFs with 
their corresponding frequencies in malware and benign PE (observed frequencies).  

Table 3. Overview of the obtained PEFs list and their corresponding frequencies 

 Frequency 
N° Optional Header field Value Malware (271) Benign(172) 

1 BaseOfCode 4096 271 (100%) 172 (100%) 
2 BaseOfData 102400 4 (1%) 1 (1%) 

… … … … … 
86 CheckSum 0 259 (96%) 5 (3%) 
87 CheckSum 102910 1 (1%) 0 (0%) 
… … … … … 

589 Subsystem 2 226 (83%) 106 (62%) 
590 Subsystem 3 45 (17%) 66 (38%) 

 
We will calculate the KHI² and φ values (as presented in the subsection 4.2) for the 

obtained PEFs and remove the non-relevant ones that have KHI² < 3.84 (3.84 is the 
X² value for DF=1 and alpha =0.05). The obtained results are presented in table 4. 

Table 4. KHI² scores and φ values of the selected PEFs 

N° PEF KHI² φ 
1 CheckSum0 375.21 0.92 
2 MajorImageVersion0 370.57 0.91 
3 DllCharacteristics0 355.91 0.9 
4 MajorOperatingSystemVersion5 346.02 0.88 
5 MinorOperatingSystemVersion0 341.92 0.88 

… … … …
50 SizeOfInitializedData28672 3.86 0.09 

 

As presented in Table 4, we have obtained a final list of 50 PEFs with their corres-
ponding KHI² scores and φ values. We will divide these features into different groups 
(subsets) according to their φ values. At the end of the feature selection phase, we 
have obtained three different subsets: G1, G2, and G3 that contain PEFs that have 
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respectively φ ≥ 0.75, φ ≥ 0.5, and φ ≥ 0.25. We have respectively 11, 14, and 22 
PEFs in G1, G2, and G3. We have used a forth subset G4 that contains the complete 
590 extracted PEFs, the aim from that is to see whether our feature selection method 
have improved the obtained results or not.  

Next, we will evaluate our system’s performance by training the Rotation Forest 
classifier using different features subsets and see which subset will generate the best 
results. The performance of a classifier is generally evaluated by calculating three 
different metrics which are Detection rate (DR), False Alarm rate (FA), and Accuracy 
(AC) and they are calculated using the equations 5, 6 and 7 respectively: 

100%
FNTP

TP
DR ×

+
=                                                    (5) 

Where TP (true positive) and FN (false negative) represent respectively malware that 
were correctly classified as malware and malware that were wrongly classified as 
benign. 

100%
TNFP

FP
FA ×

+
=                                                    (6) 

TN (true negative) and FP (false positive) represent respectively benign programs 
that were correctly classified as benign, benign program that were wrongly classified 
as malware. The accuracy (AC) represents the rate of files that were correctly classi-
fied in their class. 

100%
FNFPTNTP

TNTP
AC ×

+++
+=                                           (7) 

The fourth metric that we will use to evaluate our system’s performance is the de-
tection time (DT), which represents the average time required for categorizing a file 
and it is expressed in seconds per file. DT includes the feature extraction time, .arff 
file generation time, and the classification time. The obtained results are presented in 
table 5. 

Table 5. Experimental results 

Group φ PEF Counts DR FA AC DT 

G1 ≥0.75 11 98.51% 7.14% 96.33% 0.075 

G2 ≥0.50 14 100.00% 7.14% 97.25% 0.077 

G3 ≥0.25 22 98.51% 9.52% 95.41% 0.079 

G4 - 590 97.01% 7.14% 95.41% 0.116 

From the results presented in the above table, we can see that our proposed feature 
selection method was able to increase the accuracy of our system by +1.84% (from 
95.41% with G4 to 97.25% with G2) and that using only 14 PEFs. It was also able to 
reduce the categorization time by 33% (from 0.116s with G4 to 0.077s with G2). Note 
that the feature extraction phase took 0.037s, the .arff file generation also required 
0.037s, and the classification phase took 0.003s.    
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5.3 Comparison  

In this subsection, we will evaluate our system’s performance by comparing it with 
the previously cited methods. The results are presented in table 6.  

Table 6. Results of the comparison with the previously cited methods for malware detection 

Method Feature Type DR AC 

Our method PEFs 100% 97.25% 

Schultz et al. [11] Strings 97.43% 97.11% 

Salehi et al. [4] APIs+Args 99.2% 98.4% 

Wang et al. [12] APIs 94.4% 93.71% 

Ye et al. [2] APIs 88.16% 67.5% 

 
From the results presented in Table 6, we can see that our system outperforms 

three of the four presented systems with an improvement in accuracy that varies from 
0.14 % to 30%. The system proposed by Salehi et al. [4] is more accurate than our 
system (+1.15%). However, our system has a better detection rate.   

If we consider the detection time (categorization time), we can conclude that our 
system is adequate for real-time detection. The proposed system is able to categorize 
a file in 0.077s, which is a very satisfying performance, compared with the system 
proposed by Ye et al. [2] which categorizes a file in 0.09s.  The system proposed by 
Salehi et al. [4] needs to monitor the analyzed program during 2 minutes in order to 
extract API calls and their arguments, that represents almost 3000 times the required 
time by our proposed features extraction method.          

6 Conclusion and Future Works 

In this paper, we have presented a real-time PE-malware detection system that is based 
on the analysis of the PE-optional Header information. The proposed system uses an 
efficient feature selection method, which is based on the KHI² test. This latter allowed 
us to achieve a high accuracy and a low detection time, using only 2% of the initially 
extracted features. As future works, we project to combine different types of features 
such as APIs calls, and Opcode, in order to increase the accuracy of our system.  
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Abstract. The main concern of clustering approaches for mobile wireless sen-
sor networks (WSNs) is to prolong the battery life of the individual sensors and 
the network lifetime. In this paper, we propose a balanced and safe weighted 
clustering algorithm which is an extended version of our previous algorithm 
(ES-WCA) for mobile WSNs using a combination of five metrics. Among these 
metrics lie the behavioral level metric which promotes a safe choice of a cluster 
head in the sense where this last one will never be a malicious node. The goals 
of the proposed algorithm are: offer better performance in terms of the number 
of re-affiliations which enables to generate a reduced number of balanced and 
homogeneous clusters, this algorithm, coupled with suitable routing protocols, 
aims to maintain stable clustering structure. We implemented and tested a simu-
lation of the proposed algorithm to demonstrate its performance. 

Keywords: WSNs · Clustering · Homogenous Clusters · Energy Efficiency · 
Security 

1 Introduction  

After the success of theoretical research contributions in previous decade, wireless sen-
sor networks (WSNs) [1,2] have become now a reality. Their deployment in many so-
cietal, environmental and industrial applications makes them very useful in practice. 
These networks consist of a large number of small size nodes which sense ubiquitously 
some physical phenomenon (temperature, humidity, acceleration, noise, light intensity, 
wind speed, etc.) and report the collected data to the sink station by using multi-hop 
wireless communications. The clustering concept, that means grouping nodes which are 
close to each other, has been studied largely in ad-hoc networks [2,3,4,5,6,7,8] and re-
cently in WSNs [9,10,11,12,13] where the purpose in general is to reduce useful energy 
consumption and routing overhead, however, cluster-heads must be selected carefully 
and diligently. Recent research studies recognize that organizing mobile WSNs, in the 
sense defined above, into clusters by using a clustering mechanism is a challenging task 
[9,10]. This is due to the fact that cluster heads (CHs) carry out extra work, and conse-
quently consume more energy compared with cluster members (CMs) during the net-
work operations and this will lead to untimely death causing network partition and 
therefore failure in communication link. For this reason, one of the frequently encoun-
tered problems in this mechanism is to search for the best way to elect CH for each 
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cluster. Indeed, a CH can be selected by computing quality of nodes, which may depend 
on several metrics: connectivity degree, mobility, residual energy and distance of a node 
from its neighbors. Significant improvement in performance of this quality can be 
achieved by combining these metrics [2,3,8,9,13,14]. 

In this paper, we propose balanced and safe weighed clustering algorithm for mo-
bile WSNs (BS-WCA) using a combination of the above metrics with the behavioral 
level metric which we have added. Our approach enables to generate a reduced  
number of balanced and homogeneous clusters in order to minimize the energy con-
sumption of the entire network and prolong sensors lifetime. In the other sense, the 
behavioral level is decisive and allows the proposed clustering algorithm to avoid any 
malicious node in the neighborhood to become a CH, even if the remaining metrics 
are in its favor. The election of CHs is carrying out using weights of neighboring 
nodes which are computed based on selected metrics. So, this strategy ensures the 
election of legitimate and trustworthy CHs with high weights. The Node-Weight heu-
ristic assigns node-weights based on the suitability of nodes acting as cluster heads 
and the election of the cluster head is done on the basis of the largest weight among 
its neighbors. This means that a node decides to become a cluster head or stay as an 
ordinary node depending on the weights of its one hop neighbors [2]. 

The preliminary results obtained through simulation study demonstrate the effec-
tiveness of our algorithm in terms of number of equilibrate clusters, number of re-
affiliations, by comparing it with WCA [2], DWCA [14] and SDCA [11]. 

These results also reveal that our approach is very suitable if we plan to use in 
network layer reactive routing protocols instead of proactive ones after the clustering 
mechanism was launched. The contribution of our paper is as follows: 

- Maintaining stable clustering structure and offering better performance in terms of 
the number of re-affiliations using the proposed algorithm BS-WCA. 

The remaining part of this paper is organized as follows: We first, in Section 2, 
discuss the existing studies. The details of our approach are described in section 3. 
Section 4 introduces and explains the selected metrics for the proposed approach of 
clustering. A special attention was reserved for this last aspect in this research. More 
details on the proposed algorithm are provided in section 5. Section 6 presents the 
simulation tool developed for the evaluation and provides simulation results to show 
the effectiveness of the proposed algorithm. Section 7 concludes the paper. 

2 Related Works 

In this section, we outline some approaches of clustering used in Ad-hoc networks and 
WSNs. Abbasi et al. [15] presented taxonomy and classification of typical clustering 
schemes, and then summarized different clustering algorithms for WSNs based on clas-
sification of variable convergence and constant convergence time protocols. They also 
highlighted objectives, features, and algorithms complexity. Research studies on cluster-
ing in Ad-hoc networks evolve surveyed works on clustering algorithms [16] and cluster 
head election algorithms [3,10]. For the single metric based on clustering, as in paper 
[17], the node with the least stability value is elected as CH among its neighbors, how-
ever the choice of  CH which has a lower energy level, could quickly become a bottle-
neck of its cluster. Safa et al. [4] designed and implemented a dynamic energy efficient 
clustering algorithm (DEECA) for mobile Ad-hoc networks (MANETs) that increases 
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the network lifetime, however, the cluster formation in this scheme is not based on con-
nectivity so the formed clusters are not well connected; this induces an increase of re-
affiliation rate and re-clustering situations. Other proposals use strategy based on 
weights computing in order to elect CHs [2,3,8,14].The main strategy of these algo-
rithms is based mainly on adding more metrics such as connectivity degree, mobility, 
residual energy and distance of a node from its neighbors, corresponding to some per-
formance in the process of electing CHs. Although, the algorithms using this strategy 
allow to ensure the election of a better CHs based only on their high weights computed 
from the considered metrics, but unfortunately they does not ensure that the elected CHs 
are legitimated nodes, which is to say if the election process of CHs is safe or not. Safa 
et al. [5] propose a novel cluster-based trust-aware routing protocol (CBTRP) for MA-
NETs to protect forwarded packets from intermediary malicious nodes. The proposed 
protocol ensures the passage of packets through trusted routes only by making nodes 
monitor the behavior of each other and update their trust tables accordingly. However, 
in CBTRP all nodes monitor the network which lead rapid drainage of node energy and 
therefore minimize the lifetime of the network. Khalil et al. [18] proposed a protocol 
called DICAS, which uses local monitoring and mitigates the attacks against control 
traffic by detecting, diagnosing and isolating the malicious nodes. Hsin et al. [19] pro-
posed a self-monitoring mechanism that pays more attention to the system-level fault 
diagnosis of the network, especially for detecting node failures. However, they did not 
deal with malicious behaviors. Little effort has been made in introducing security aspect 
in clustering mechanism. Yu et al.[7] tried to secure clustering mechanism against 
wormhole attack in ad-hoc networks (communication between CHs) but after forming 
clusters, not during the election procedure of CHs. Hai et al.[21] propose a lightweight 
intrusion detection framework integrated for clustered sensor networks by using an 
over-hearing mechanism to reduce the sending alert packets. Elhdhili et al. [6] propose a 
reputation based clustering algorithm (RECA) that aims to elect trustworthy, stable and 
high energy cluster heads but during the election procedure, not after forming clusters. 
Benahmed et al. [11] used clustering mechanism based on weighted computing as an 
efficient solution to detect misbehavior nodes during distributed monitoring process in 
WSNs. However, they focused only on the misbehavior of malicious nodes and not on 
the nature of attacks, the formed clusters are not homogeneous, the proposed secured 
distributed clustering  algorithm (SDCA) is not coupled with routing protocols and 
doesn’t give much importance to energy consumption.  

In the context of these surveyed research works about clustering in both ad-hoc 
networks and WSNs, we classified our contribution among approaches based on the 
computing of the weight of each node in the network, this approach focuses around 
strategy of distributed resolution which enables to generate a reduced number of ba-
lanced and homogeneous clusters in order to minimize the energy consumption of the 
entire network and prolong sensors lifetime. Moreover, we introduced a new metric 
(the behavioral level metric) which promotes a safe choice of a cluster head in the 
sense where this last one will never be a malicious node. 
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3 Our Approach 

In the literature, no research has thought to use energy efficiency and monitoring 
mechanism using the same cluster-based architecture. Our first objective is to make the 
network able to self-organize in order to achieve its tasks with a least cost. In this 
context, we must determine the parameters for generating a reduced number of stable 
and balanced clusters. Our second objective is to propose a mechanism that assures the 
distributed monitoring of WSNs security reasons. This mechanism uses a cluster-based 
architecture, as well as new set of metrics and rules for diagnosing the state of the 
sensors. The advantages of this solution are that it reduces the flow of communication 
and provides stable surveillance environment. This approach gives more importance to 
the election criteria of nodes responsible for monitoring the network. The details of this 
approach are illustrated in our proposed algorithm BS-WCA. 

4 .Metrics for CHs Election 

This section introduces the different metrics used for cluster-head election. In our 
earlier work [9], we insisted in Mobility ( ), connectivity ( ), residual energy ( ) 
and distance of node  ( ) to its neighbors. In this paper, we focus our study on 
behavior level metric. 

• The Behavior Level of a Node   (BLi) 

The behavioral level of a node   is a key metric in our contribution.  Initially, each 
node is assigned an equal static behavior level “ =1”.  

However, this level can be decreased by the anomaly detection algorithm if a node 
is misbehavior as illustrated by Fig 1.  

 

 

Fig. 1. The behavior level (BLi) 

For computing the behavior level of each node, nodes with a behavior level less 
than threshold behavior will not be accepted as CH candidates even if they have the 
other interesting characteristics such as high energy, high degree of connectivity or 
low mobility. Nevertheless, abnormal node and suspect node can always belong to a 
cluster as a CM but never as a CH. So, we define the behavior level of each sensor 
node , noted , in any neighborhood of the network as presented in Fig.1.  is 
classified by the following mapping function ( ): 

      :    0.8 1 :    0.5 0.8 :    0.3 0.5 :    0 0.3                  1  
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The values in the formula (1) are chosen on the basis of several reputed models of 
WSNs adopted by numerous researchers like Shaikh et al. [20] and Hai et al. [21].  
For each node, we must calculate its weight , according to the equation:                                          2  

Where , , , ,   and    are the coefficients corresponding to the system   
criteria, so that:                                      1                    3  

We propose to generate homogeneous clusters whose size lies between two thre-
sholds:  and    . These thresholds are arbitrarily selected or 
depend on the topology of the network.  Thus, if their values depend on the topology 
of the network, they are calculated as follows according to [12]:                           12                                  4  

                        12                                   5  

With:                            max :                              6                                    min :                                                  7  
  ∑ N                                                              8  

Where: 
-   represents the node that has the maximum number of neighbors with one jump; 
-  represents the node that has the minimum number of neighbors with one jump;    
-  AVG  denotes the average cardinal of the groups with one jump of all the nodes 

of the network; 
- N is the number of nodes in the network.  

The weight   calculated for each sensor is based on the above parameters , , ,   and  . It means for our case the trust level of each node in the 
network. The values of coefficients  should be chosen depending on the impor-
tance of each metric in considered WSNs applications. For instance, we can assign a 
greater value to the metric  compared to other metrics if we promote the safety 
aspect in the clustering mechanism. We can also assign a same value for each coeffi-
cient in case when all metrics are considered having the same importance. An ap-
proach based on these weights will enable us to build a self-organizing algorithm able 
to form small number of homogenous clusters in size and radius by grouping geo-
graphically close nodes. The resulting weighted clustering algorithm reduces energy 
consumption and guaranty the choice of legitimate CHs. 
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Table I shows the values of the different criteria for the nodes that have behavior 
level  > 0.8 (Normal nodes). Table II shows the weights  of neighbors for each 
node that have behavior level  > 0.8.  

Table 1. Values of the various criteria of normal nodes 

Ids  Eri     

1 

4 

5 

6 

8 

10 

11 

0.86 

0.81 

0.88 

0.85 

0.81 

0.95 

0.91 

3842.12 

4832.54 

4053.25 

4620.43 

4816.80 

3650.25 

4819.60 

3 

5 

3 

0 

4 

2 

1 

1.15 

2.30 

1.30 

0.00 

1.05 

0.55 

0.70 

1.20 

0.30 

0.55 

0.20 

1.40 

0.10 

2.20 

769.632 

968.133 

811.829 

924.361 

964.753 

730.805 

964.753 

Table 2. Weight    of neighbors 

Ids 1 4 5 6 8 10 11 
1 769.632 - - - 964.753 - 964.753 

4 - 968.133 811.829 - 964.753 - - 

5 - 968.133 811.829 - - 730.805 - 

6 -  - 924.361 - - - 

8 769.632  - - 964.753 - - 

10 - 968.133 811.829 - - 730.805 - 

11 769.632  - - - - 964.753 

 

Nodes in Fig.3 are presented by circles containing their identity Ids at the top and 
the levels of behavior at the bottom. According to table 2, node 1 has a choice be-
tween CH11 and CH8 (they have the same weight), but the behavior level of node 11 
is greater than the node 8 ( > ), so node 1 will be attached to CH11. For the 
other nodes, we have various conditions. Node 4 declares itself as a CH. Node 5 will 
be attached to CH4. Node 6 declares itself as a CH, because it is an isolated node. 
Node 8 will be attached to CH4. Node 10 is connected with CH5, but node 5 is at-
tached to CH4; thus, node 10 declares itself as a CH. Node 11 declares itself as a CH. 
These results give us the representation shown in Fig.4. Node 2 is connected with 
CH4 and CH10. Node 2 will be attached to CH4, because CH4 has the maximum 
weight (968.133). Node 3 is connected with CH4, which implies that node 3 will be 
attached to CH4. Node 7 is not connected with any CH, so node 7 declares itself as 
CH. Node 9 is connected with CH4, and then node 9 will be attached to CH4. Node 
12 is not connected with any CH, which implies that node 12 declares itself as a CH. 
These results give us the representation shown in Fig.5. We propose to generate ho-
mogeneous clusters whose size lies between two thresholds:    = 9 and 

= 6. For that, we suggest to re-affiliate the sensor nodes belonging to the 
clusters that have not attained the cluster size to those that did not 
reach   . Node 4 have the highest weight and his size is less 
than  . Nodes 1, 7 and 10 are neighbors of the node 4 with 2 hops and 
belong to the clusters that have not attained the cluster size , so these 
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nodes get merged to cluster 2. Clusters 1, 3, and 4 will be homogeneous with cluster 1 
when the network becomes densely. At the end of this example, we obtain a network 
of four clusters (as shown in Fig. 6). 

There are five situations that require the maintenance of clusters:  

- Battery depletion of a node. 
- Behavior level of a node less than or equal 0.3. 
- Adding, moving or deleting a node. 
In all of these cases, if a node   is CH then the set-up phase will be repeated. 

6 Implementation Results 

In this section, we present our simulator ‘Mercury’ and the results of our work. To 
determine and evaluate the results of the execution of algorithms that are introduced 
previously, the number of sensors (N) to deploy must be less than or equal to 1000. 
There are two types of sensor node deployment on the sensoring field: random and 
manual. “Mercury” offers users the ability to select a sensor type from 5 predefined 
types. Each one has its characteristics (radius, energy, etc.). The user can also intro-
duce his own characteristics. The unity of the used energy is the nano joules 
(1 Joule  10  NJ). 
6.1 Discussion and Results 

In all experiments, N varies between 10 and 100 sensor nodes, the transmission range 
(R) varies between 10 and 70 meters (m) and the used energy (E) equal to 50000 NJ. 
By default, for each set of simulation, we conduct 100 runs with different node gener-
ations and report the average. The sensor nodes are randomly distributed in a “570m × 
555m” space area by the following function:    0;    _ _ ;        _        %    _ _ _   ;    _        %    _ _ _  ;   
To measure the performance of BS-WCA algorithm, we considered the following 
four metrics: 
a. The number of clusters;  
b. The number of re-affiliations;  
The values of weighting factors used for simulation were: 
 

 = 0.3,  = 0.2,  = 0.2, = 0.2 and  = 0.1. 
 

Note that these values are arbitrary at this time and should be adjusted according to 
the system requirements. To evaluate the performance of the BS-WCA algorithm with 
other algorithms, we studied the effect of the density of the networks (number of sen-
sor nodes in a given area) and the transmission range on the average number of 
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formed clusters. Then we compare it with a DWCA (Distributed Weighted Clustering 
Algorithm) proposed in [14], WCA (A weighted Clustering Algorithm for Mobile 
Ad-hoc Networks) proposed in [2] and SDCA (secured distributed clustering algo-
rithm) proposed in [11]. We omit presenting all results and the monitoring phase due 
to the space limitation. The highlight of our work is summarized in a comprehensive 
strategy for monitoring the network that will be presented in our future works. The 
goal is to detect and remove the malicious nodes 

Fig.7 depicts the average number of clusters that are formed with respect to the to-
tal number of nodes in the network. The communication range used in this experience 
is 200m. As we can see in Fig. 7, the proposed algorithm produced the same number 
of clusters than DWCA when the node number is equal to 20 nodes. If the node densi-
ty has increased, BS-WCA would have produced constantly less clusters than SDCA 
and DWCA regardless of node number. The result of BS-WCA is so unstable be-
tween 60 and 90 because we use a random deployment so if the distance between the 
nodes increases, the number of clusters increases too. When there were 100 nodes in 
the network, the proposed algorithm produced about 61.91% fewer clusters than 
DWCA [14] and about 38.46% than SDCA [11]. As a result, our algorithm gave  
better performance in terms of the number of clusters when the node density in the 
network is high, because BS-WCA generates a reduced number of balanced and ho-
mogeneous clusters, whose size lies between two thresholds:   and 

 (Re-affiliation Phase) in order to minimize the energy consumption of 
the entire network and prolong sensors lifetime.  

Fig.8 shows the variation of the average number of clusters with respect to the 
transmission range. The results are shown for varying N. We observe that the average 
number of clusters decreases with the increase in the transmission range. As we can 
see in Fig.10, the proposed algorithm produced 16% to 35% fewer clusters than WCA 
when the transmission range of nodes was 10m. If the node density increased, BS-
WCA produced constantly fewer clusters than WCA regardless of node number. 
When there were 70 nodes in the network, the proposed algorithm produced about 
47% to 73% fewer clusters than WCA. According to the result, our algorithm gave 
better performance in terms of the number of clusters when the node density and 
transmission range in the network are high.  

 

  

Fig. 7 Average number of clusters vs num-
ber of nodes (N)  for BS-WCA, DWCA and 
SDCA 

Fig. 8. Average number of clusters vs 
transmission range BS-WCA and WCA 
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Fig.9 depicts the average number of re-affiliations that are formed with respect to 
the total number of nodes in the network. We propose to generate homogeneous clus-
ters whose size lies between two thresholds: 18 and 9. The number of re-affiliations increased linearly if there were 30 or more nodes in 
the network for both WCA and DWCA, but for our algorithm the number of re-
affiliations increased starting from 50 nodes. According to the results, our algorithm 
gave better performance in terms of number of re-affiliations. The main reason is that 
the frequency of invoking the clustering algorithm is lower in BS-WCA, thus result-
ing in longer duration of stability of the topology. The benefit of decreasing the num-
ber of re-affiliations mainly comes from the localized re-affiliation phase in our algo-
rithm.  From Figure 10 it is observed that the sensor nodes 3 and 19 are malicious 
and have a behavior level less than 0.3. We also note that the sensor 11 is suspicious 
so if it continues to move frequently it’s behavior will gradually be decreased until it 
reaches the malicious state in this case this node will be deleted from the neighbor-
hood and finally it will be added to the black list. The behavior level of these nodes 
decreased by 0.001 units when it moves one meter away from its original location but 
this malicious node does nothing just mobility so in our future works, we will detect 
the internal misbehavior nodes during distributed  monitoring process in WSNs by 
the follow-up  of  the messages exchanged between the nodes. 

 

        

Fig. 9. Average number of re-affiliations Fig. 10. Behavior level of some sensors be-
fore and after attacks 

7 Conclusions 

In this paper, we have presented a new algorithm called "BS-WCA" for the self-
organization of mobile sensor networks. Obtained results from simulations prove that 
our algorithm outperforms WCA, DWCA and SDCA. It yields a low number of clus-
ters and preserves network structure better than WCA and DWCA by reducing the 
number of re-affiliations. The proposed algorithm chooses the most robust and safe 
CHs with the responsibility of monitoring the nodes in their clusters and maintaining 
clusters locally. As a result of this work, we plan to add a monitoring phase which 
analyses and detects specific misbehavior in the WSNs by the follow-up of the mes-
sages exchanged between the nodes. 
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Abstract. Even if several algorithms were proposed in the literature to solve the 
coverage problem in Wireless Sensor Networks (WSNs), they still suffer from 
some weaknesses. This is the reason why we suggest in this paper, a distributed 
protocol, called Single Phase Multiple Initiator (SPMI). Its aim is to find 
Connect Cover Set (CCS) for assuring the coverage and connectivity in WSN. 
Our idea is based on determining a Connected Dominating Set (CDS) which 
has a minimum number of necessary and sufficient nodes to guarantee coverage 
of the area of interested (AI), when WSN model is considered as a graph. The 
suggested protocol only requires a single phase to construct a CDS in 
distributed manner without using sensors’ location information. Simulation 
results show that SPMI assures better coverage and connectivity of AI by using 
fewer active nodes and by inducing very low message overhead, and low 
energy consumption, when compared with some existing protocols.  

Keywords: Wireless Sensor Network (WSN) · Coverage · Connectivity · 
Distributed Algorithm · Connected Dominating Set (CDS) 

1 Introduction 

With the recent advances in micro-electronics technologies and wireless 
communications, a new type of networks has emerged: Wireless Sensor Networks 
(WSNs). This type of networks includes a large number of devices called sensors 
deployed over a geographical area to be monitored. A sensor is able to sense, process 
and transmit data over a wireless communication channel. The applications of WSNs 
include battlefield surveillance, healthcare, environmental and home monitoring, 
industrial diagnosis and so on [1].  

A fundamental issue in WSNs is the coverage problem [2, 3] that mainly consists 
in ensuring continuous and effective observation of geographical area while taking 
into account some constraints, in particular the connectivity of active sensors. The 
coverage can be considered as a measure of the monitoring quality produced by a 
sensor network [4]. 

WSNs are usually dense and redundant (more than 20 nodes/m3 [5]). So, the 
coverage of AI can be done, but it is not optimal if all nodes contribute for observing 
this AI. So, this drawback motivates a connected cover set (CCS) to be employed in a 
WSN. Conceptually, a CCS is a set of active nodes, which can ensure coverage and 
connectivity. So, it provides many advantages to QoS of network.  
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The WSN use the Connected Dominating Set Algorithm to construct a temporary 
CCS. Only the dominating nodes are responsible for sensing area, and other nodes 
(dominated nodes) can close the communication modules to save energy, in order to 
make the network life maximum. Various CDS algorithms [6-12] have been 
developed but they still suffer from some weaknesses, this is the reason why we 
focused on the solution of such a problem.  

In this paper, we present a novel energy-efficient CDS algorithm for WSN called a 
Single Phase Multiple Initiator (SPMI). The main contributions of our solution are: 
(1) high coverage ratio, (2) small number of active nodes, (3) connectivity guaranteed 
and (4) very low communication overhead, which reduces energy consumption 

The rest of this paper is organized as follows. Section 2 presents related work; 
Section 3 presents concepts relative to graph theory, a set of notations, assumptions of 
our work and the problem definition. Our solution will be described in Section 4. In 
Section 5, simulation results will be presented and finally, Section 6 concludes this 
paper. 

2 Related Work 

Numerous algorithms for constructing a CDS have been surveyed in literature. We 
cite some of them as follow: 

A simple distributed and localized algorithm is proposed in [8] called CDS-Rule-K 
algorithm. It constructs a CDS in two phases. The first phase uses marked method to 
generate a non-optimal CDS. Initially all nodes broadcast hello message to receive 
neighbor tables, and exchange their neighbor tables. If a neighbor node is not covered 
by other nodes, then it is marked as a node of CDS. The second phase uses pruning 
rules to cut redundant leaf nodes. The pruning rule specifies that if all adjacent nodes 
are covered by marked brother nodes, then the node is a redundant leaf node, so it is 
pruned and broadcasts an updates message. 

In [9], Yuanyuan and al. present an energy-efficient CDS algorithm (EECDS), it is 
based on two phases. In first phase solves a maximal independent set (MIS). Initially, 
all nodes are dyed white. The algorithm started from a white node, while it is dyed 
black and broadcasts a black message. When receiving a black message, a white 
neighbor node was stained gray and broadcasts a gray message. When receiving a 
gray message, a white neighbor node broadcasts query messages to get the states and 
priorities of nodes around, and sets a timer. If the timer times out ago, it did not 
receive any black message from its adjacent nodes, then it is dyed black and 
broadcasts a black message, or remain white until all the nodes in the network were 
stained gray or black. All the black nodes form a MIS. The algorithm in the second 
phase selects a number of connection nodes to connect the MIS. It starts from a non-
independent node, while it is dyed blue and broadcast a blue message. When 
receiving a blue message, an independent node is dyed blue and broadcasts invitation 
messages. When receiving the invitation message, non-independent nodes compute 
the priority and broadcast update messages. A non-independent node with the greatest 
priority is stained blue and broadcasts a blue message until all the black nodes were 
stained blue. All the blue nodes form a CDS. 
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In [10], Wightman and Labrador have proposed a CDS algorithm called A3. It uses 
four forms of messages: Hello message, Children recognition message, Parent 
recognition message and sleeping message. The sink node starts the protocol by 
transmitting an initial hello message to their neighboring nodes. Nodes which are not 
in the range of sink node then this node accepts the message has not been covered by 
another node; it sets its state as covered, selects the transmitter as its parent node and 
answers back with a Parent recognition message. If a parent node does not accept any 
Parent recognition messages from its neighbors, it also turns off. The parent node sets 
a certain amount of time to accept the answers from its neighboring node. Once this 
time out, the parent node sorts the list in decreasing order according to the selection 
metric. Then, parent node broadcasts a children recognition message that includes the 
complete sorted list to all its candidates. Once the candidate nodes accept the list, they 
set a timeout period proportional to their position on the candidate list. During that 
timeout nodes wait for sleeping message from their brothers. If a node accepts a 
sleeping message during the time out period, it turns itself off. 

In [11], Sajjad Rizvi and al. have proposed a CDS algorithm called TC1 for improving 
the algorithm in [10]. It uses only one type of message: Hello message contains the 
parent ID of the Sender. The initiator node (sink) starts the protocol by transmitting hello 
message to their neighboring nodes. The neighbor nodes which received a hello message 
record their parent ID and calculate a timeout period according to their residual energy 
and distance from the sender. The child node which expires its timeout sends a hello 
message to its neighboring nodes too. So if the parent node receives this message, it will 
be a dominator node. This process continues until the complete topology is formed with 
nodes acting as CDS for rest of the nodes in the network. 

In [12], ShiTing-jun and al. have proposed a CDS algorithm called IPCDS. It uses 
the staining and markers methods to solve the MIS and CDS, and uses the pruning 
rule to further reduce the CDS. Initially, all nodes are dyed white and have been 
marked. The initiator node (white node) starts the protocol; it is dyed black and 
broadcasts a black message. When at first receiving black, a white neighbor node is 
marked as the child of nodes broadcasting message. Upon receiving a black message, 
if the white neighbor node is not marked, it is dyed gray and broadcasts gray 
messages. Upon receiving a gray message, if the white neighbor node is not marked, 
then according the residual energy and RSSI (Received Signal Strength Indicator) sets 
the timer value. If the timer times out ago, it received a black message by broadcasted 
the brother node, it is dyed gray and broadcasts gray messages, or it is dyed black and 
broadcasts black messages. Upon receiving a black message broadcasted by the child 
node, the gray node was stained black and broadcasts black messages. Upon the black 
node is in line with the pruning rule, it is dyed gray and broadcasts gray messages. 
This process continues until all nodes in the network are stained gray or black. At the 
end of algorithm, all the black nodes form a CDS. 

3 Preliminaries 

A. WSN Model 

The network is modeled by a graph G = (S, E), where S represents the vertices set and 
E the set of edges. An edge between two vertices u and v exists if u can communicate 
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v. For a sensor u, it characterizes by alone identity denoted ID(u) and we distinguish 
two different ranges: communication range, denoted CR, and sensing range, denoted 
by SR. Two sensors are communicated if and only if the distance between them is at 
most equal to CR. The covered area from a node u (also called monitored or sensed 
area) is the surface within which if an event occurs it will be sensed by the sensor u. 
This area is modeled as a disk of radius SR centered at u. Similarly, the 
communication area, inside which the sensor u can send and receive messages, is 
modeled by a circle of radius CR centered at u. In this work, we consider CR ≤ 2∗SR. 

B. Definitions  

In this subsection we define the concept on which our work is based, i.e. Connected 
Dominating Set (CDS).  

- Connected Dominating Set:   

Given an undirected graph G=(S,E), a Dominating Set (DS) of G is a subset of 
vertices D  S, such that any vertex u of the graph is either in D or has a neighbor v  
D [18]. A graph has more than one dominating set. When a DS is connected, it is 
denoted as a CDS; that is, any two nodes in the DS can be connected through 
intermediate nodes from the DS.  

C. Solution Assumptions 

In this work, we assume a randomly deployed network. Once disseminated, sensors 
are assumed to be static. The network consists of nodes deployed in high density in 
order to ensure initial connectivity. Furthermore, the network is homogeneous, that is 
all sensors have the same sensing radius and the same communication ranges. We 
also assume that sensors have a unique identifier (ID). Finally, we assume that each 
sensor knows its degree. 

D. Problem Definition 

The random deployment of sensors is the most used for a broad range of applications 
in inaccessible environments. Due to the unplanned nature of this deployment type, a 
WSN could lead to sensing holes which decrease drastically the reliability of the 
network. In order to overcome this shortcoming, sensor nodes are disseminated in 
high density. Although, dense deployment minimizes the sensing holes, allows fault 
tolerance and increases the reliability of applications, it has its own drawbacks; 
maximizes the redundancy which decreases energy efficiency. Monitoring the same 
region of the interest area by several sensors involves a waste of energy. This 
behavior is in conflict with the most critical constraint of a WSN (energy efficient). 
Thus, it is crucial to have a solution that reduces redundancy in order to assure a good 
coverage ratio and connectivity. 

4 SPMI Solution 

A. SPMI Overview  

The SPMI requires a single phase to generate a CDS. Nodes in the CDS are called 
dominators while the nonCDS nodes are referred to dominated. The aim of the SPMI 
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is to generate a small set of dominators while keeping the message overhead and 
energy consumption low. The suggested algorithm allows the construction of CDS 
which has a minimum number of necessary and sufficient nodes in a distributed 
manner. In fact, each sensor performs the algorithm independently from the others in 
order to determine its status: Dominator (active) or Dominated (passive). Initially, all 
sensors are in uncovered state for a timeout and make their decision to be in active or 
in passive state. The active nodes form a CDS of the network, they provide coverage 
(monitoring) of the interest area. 

The nodes having a higher level energy than their one hop neighbors, they will be 
the parents of their neighbors and they form DS. To make this set connected, we 
activate the child nodes that have a higher degree and further away from their parents. 
So the brothers of active child node will be in passive state. 

                  

Fig. 1. An illustrative example 

Figure 1.A represents a simple topology of 08 nodes which are uncovered in initial 
state; each node computes a timeout based on its level energy. In the figure 1.B, the 
node A will be in active state because it has a higher level energy than its neighbors, 
and it broadcasts a message which is received by nodes (B, C, D, E, F, G and H) 
under its communication area. After receiving, they will be children of node A and 
they recalculate (update) their timeout based on the degree and further away from 
their parents. 

In the figure 1.C; When the timeout of nodes C, G and H expire without receiving 
any message from other nodes, they turn themselves in active state and broadcast a 
message (including their ID and parents ID) to their neighbors. The children nodes E 
and F are turned themselves in passive state after receiving a message which has the 
same parent ID from the node C. Also; the children nodes B and D are turned 
themselves in passive state after receiving a message from the node G. 

So our algorithm maintains the node A is in active state, and in its communication 
range, it actives only three nodes (C, G and H) to assure more the coverage and 
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connectivity; and put the other nodes in passive state which never send message to 
keep their energy. 

B. SPMI Description 

Each sensor i is characterized by variables: 

Eini: initial energy (assumed to be the same for all nodes).  

REi: residual energy. 

REPi=Eini/REi: residual energy percentage. 

Tcons: time constant.  

Ti: waiting time or timeout.  

IDi: identifier of the node i. 

ParentiID: parent identifier of the node i.  

Statei: indicates the sensor state, it may take one of values: Uncovered, Dominator 
or Dominated. 

Degreei: the one-hop neighbors number of node i. 

RSSIj: the signal strength of parent node j received by the child node i. It uses for 
estimation the distance between the nodes [16] [17]. 

RSSIc: the minimum required signal strength to ensure connectivity. 

The functions used by a node i are:  

receive msg (IDj, parentjID): that is the node i which has received a domination 
message from an active neighbor j. 

send msg (IDi, parentiID): that is the node i which has sent a domination message. 

calculate (Ti): the node i computes a timeout Ti according to the formula (1).              
A timeout is inversely proportional to the remaining energy level. 

Ti = Tcons  /REPi                                                     (1) 

Recalculate (Ti): when the node i receives a message from its parent node j, then 
the node i recalculates the timeout according to the formula (2). A timeout inversely 
proportional to the remaining energy level, Degree and distance between the node i 
and node j. 

Ti  = Tcons  / ( REPi + Degreei +(RSSIc  /RSSIj))                           (2) 

So, at first each node i computes a timeout Ti according to the formula (1) (line1). 
Sensors with a higher residual energy percentage have a shorter timeout that expires 
earlier. Therefore, these sensors have more chance to be in active state. Sensors with a 
lower residual energy percentage have a longer timeout that expires later.  
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During this time, the sensor listens to messages sent by neighbors (lines 2&4): 
When the first receiving the message (line7), then the node will be the child of node 
broadcasting message and it recalculates its timeout according to the formula (2) 
(line8) (sensors with a higher residual energy percentage, higher degree and farther 
from parent node have a shorter timeout that expires earlier). If the node receives 
another message and its parent ID is the same of the parent ID in the message 
received (line11), then the node decides directly to change its state to a Dominated 
without sending any message (line16). If the timeout expires without receiving any 
message or receiving massages having parent ID different from the node’s parent ID, 
the node then concludes that it is Dominator node (line19) and broadcasts a message 
announcing domination to its one-hop neighbors (line20). At the end of the algorithm, 
all Dominator nodes are members of the CDS. 

SPMI algorithm is formally as follows: 

For all Sensor i 

BEGIN 
1.  Calculate(Ti); parentiID=void; Statei=Uncovered; Verf=true; 
2. While (Ti <> 0)  do 
3. Begin 
4.   Listen; 
5.   If receive msg (IDj, parentjID) then 
6.    Begin 
7.        If (parentiID is void) then 
8.                parentiID =IDj ; recalculate(Ti) ; 
9.        Else 
10.         Begin 
11.             If (parentiID == parentjID) then 
12.                     Verf=false; Break; 
13.         End if; 
14.   End if; 
15. End While; 
16. If (Verf == false)  then  Statei = passif (dominated) 
17. Else 
18.   Begin 
19.     Statei = active ; (dominator) 
20.     Send  msg (IDi, parenti ID) ; 
21.   End if ; 
END. 
 
Figure 2 will illustrate the state diagram of the SPMI algorithm 
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Case1: if the parent ID of node is different from the parent ID in any received message or 

the node never receives any message. 
Case2: if the parent ID in the received message is the same of the node’s parent ID. 

Fig. 2. The state diagram of the SPMI algorithm 

5 Simulation 

We simulate our solution by using Java language to evaluate SPMI Algorithm and 
compare its performance to other Algorithms. 

A. Simulation Parameters 

Experimental results were obtained from randomly generated networks in which 
nodes are deployed over a square sensing field. The initial graph, the one formed right 
after the deployment, is connected. Simulations were carried over densities varying 
from 10 to 100 nodes. The results presented hereafter are the average of 100 iterations 
for each simulated scenario. The performance metrics include: 1- number of active 
nodes; 2- number of messages used in the CDS building process; 3- amount of energy 
used in the process; and 4- coverage ratio. Table 1 lists all the parameters used in 
simulation. 

Table 1. Simulation parameters 

Parameter Value Parameter Value 
Range 200mx200m SR 50 m 
Nodes 10,20,40,60,80,100 RSSIc 80 
CR 63m Tcons 100 ms 

B. Performance Evaluation 

In this subsection, we compare the performances of SPMI with other solutions: A3 
algorithm [10]; EECDS [9]; CDS-Rule-K algorithm [8]; TC1 algorithm [11] and the 
IPCDS algorithm [12]. 

1- CDS Size : 

Figure 3 shows that when the network density increases, the numbers of nodes 
generated by the six kinds of algorithm are increased. It is clear that SPMI generated 
less CDS size compared to EECDS and CDS-Rule-k; and it is nearly similar to 
IPCDS. But it is more than TC1 and A3. This difference of active nodes size is 
exploited by SPMI for assuring more connectivity and coverage in WSN, such that 
only 6 to 17 nodes are active for different sensors populations. 

 

Case2 Case1 Uncovered 

Dominated Dominator 
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Fig. 3. CDS size versus network size 

2- Message Overhead: 

Figure 4 shows the message overhead of the six kinds of algorithm with respect to 
network size. The message overhead was evaluated based on the number of messages 
sent by nodes during the CDS construction. SPMI requires significantly lower 
message overhead compared to all five algorithms when the network density 
increases. 

The efficiency of SPMI algorithm in terms of the number of message sent is due to 
it requires a single phase and one message at most for each node. Contrary to EECDS, 
CDS- Rule-k and IPCDS which require two phases and high amount of exchanges of 
messages, the A3 and TC1 need a single phase but the number of message is high than 
SPMI, they require three messages and one message respectively for each node. 

3- Energy Consumption: 

In order to evaluate the energy efficiency, we used a discrete energy model. Every 
node has an initial energy equal to 100 units. An active node consumes 1 unit of 
energy during 1 unit of time and 0 if it is passive. The energy required to transmit a 
message is 1 unit and the one spent for its reception is 0.2; the consumption in 
listening state is the same one as at the reception of a message. Notice that these 
energy consumptions are in correspondence with the reality. Indeed, for a Mica2 
sensor [14], the energy spent in listening state is equal to that required for the 
reception of a message and energy used to transmit  a  message  is  equal  to  five 
times  the  energy  of  its  reception [13, 15]. 
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Fig. 4. Message overhead versus network size 

Figure 5 represents the total energy consumption by the all six algorithms while 
varying the deployed nodes number.it is clear that EECDS and CDS-Rule-k 
algorithms consume a high significant amount of energy and their energy increases 
linearly with the number of neighbors. The other algorithms consume less amount of 
energy; they are similar and their energies are nearly constant with the size of 
network; but the SPMI consumes the lowest energy for constructing the CDS. This 
can be explained by the low number of messages exchanged between nodes. This 
shows that our algorithm is scalable and can be used for a large network deployment. 

 

Fig. 5. Total energy consumption versus network size 

4- Coverage Ratio: 

The coverage ratio is evaluated by dividing the deployment area to cells. A cell is 
considered covered if its center is covered. 
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Figure 6 represents the average coverage ratio which is defined as the percentage 
of interest area covered by active nodes of the four algorithms. 

We can say that although the two algorithms (EECDS and CDS-Rule-k) produce an 
almost similar coverage with the selected active nodes. The A3 algorithm covers the 
same or more area compared to EECDS and CDS-Rule-k. 

SPMI is still better; it covers more area than other algorithms. Such as it provides a 
better coverage ratio with 86.29% for the lowest density, this ratio increases gradually 
until it exceeds 99.66% for the highest density. For 100 deployed nodes, it is shown in 
Figure.5 that SPMI provides an improvement of coverage ratio equal to 3.96%, 2% 
and 1.96% compared to CDS-Rule-k, EECDS and A3 respectively. This is due to 
select far nodes from the parent node according to formula (2). 

 

 

Fig. 6. Coverage ratio versus network size 

6 Conclusion  

In this paper, we have proposed a distributed algorithm called SPMI that can construct 
a CDS in a single phase to maintain the coverage and connectivity in Wireless Sensor 
Networks. The SPMI limits the number of exchanged messages among nodes and 
keeps the number of active nodes low. Simulation has been done to validate the 
effectiveness of the suggested algorithm. The results show that, SPMI outperforms the 
other algorithms [8-12] in terms of coverage ratio which is the most important metric. 
It also competes perfectly in terms of selected active nodes while reducing the 
communication overhead significantly, what decreases the energy consumption. 

Our future work will focus the coverage and connectivity problem in case of 
mobile nodes and with the presence of obstacles. 
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Abstract. We discuss in this paper a deployment optimization prob-
lem in camera-based wireless sensor networks. In particular, we propose
a mathematical model to solve the problem of minimizing the number of
cameras required to cover a set of targets with a given level of quality.
Since solving this kind of problems with exact methods is computation-
ally expensive, we rather rely on an adapted version of Binary Particle
Swarm Optimization (BPSO). Our preliminary results are motivating
since we obtain near-optimal solutions in few iterations of the algorithm.
We discuss also the relevance of hybrid meta-heuristics and parallel al-
gorithms in this context.

Keywords: Camera-based wireless sensor networks · Minimum cost
deployment · Coverage quality · Binary particle swarm optimization

1 Introduction

Wireless Sensor Networks (WSN) are particular ad-hoc networks defined as a
set of cooperating nodes disseminated in a given geographic area in order to
collect its data about some phenomenon autonomously. Specifically, Camera-
based wireless sensor networks (WSN) form an emerging research area with many
promising applications. Potential applications include remote video surveillance,
monitoring and assisting elderly and health patients, and habitat monitoring.

We study in this paper the cost deployment of camera-based WSNs, where the
main concern is to determine the optimal minimum number of cameras, along
with their positions and their orientations to track a given set of targets with a
prescribed level of quality. This problem can be solved with various exact mathe-
matical programming tools such as Branch and Bound. However, as the problem
size increases, solving such problems using these exact methods becomes compu-
tationally intractable. In fact, Ai and Abouzeid [1] have demonstrated that this
problem is NP-hard. A traditional way to deal with such difficult problems is to
rely upon meta-heuristic methods. In particular, we adapt the generic procedure
of Particle Swarm Optimization (PSO) to solve this deployment problem. We also
introduce a quality coverage parameter which serves to ensure that each target in
the solution is covered with a sufficient level of quality. Indeed, as the targeting ob-
jects move away from the sensing camera, the level of details falls off. Our prelim-
inary results show that the proposed method behaves well both in computational
performances and solution quality.
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The rest of paper is organized as follows. Section 2 reviews the relevant litera-
ture on this topic. Section 3 formulates the problem and describes the proposed
coverage model. The detailed mathematical model is given in Section 4, while
the proposed PSO-based algorithm is described in Section 5. Section 6 assesses
and discusses the obtained results. Finally, The last section concludes the paper
and suggests some future research directions.

2 Related Works

Existing literature in the field distinguishes typically two important kinds of
deployment problems: target coverage and area coverage. We focus here on the
first one. One version of the problem consists on covering a maximum number
of targets with a minimum number of sensors. In [1], authors proposed an exact
integer linear program (ILP) and a Centralized Greedy Algorithm (CGA) for
the maximum coverage with minimum sensors (MCMS) problem. Then, they
provided a Distributed Greedy Algorithm (DGA) solution. They showed that
DGA does better than the two other methods (ILP and CGA) by incorporating a
measure of the sensors’ residual energy into DGA. Aziz et. al. [2] proposed a new
algorithm to optimize sensor coverage using PSO and Voronoi diagrams. PSO is
used to find the optimal deployment of sensors providing the best coverage, while
Voronoi diagram is used to evaluate the fitness of the solution. They showed that
the proposed algorithm achieves a good coverage with a better time efficiency
than existing approaches.

Authors in [12] improved the field of view (FOV) coverage of a camera net-
work. They considered randomly scattered cameras in a wide area, where each
camera may adjust only its orientation and not its localisation. They also imple-
mented a PSO algorithm and efficiently found an optimal orientation for each
camera. They considered also region of interest in the search space (ROI) and
occlusions. In [6], authors considered the area coverage problem in a 2D/3D-grid
space. The solution process was based on Particle Swarm Optimization Inspired
Probability (PSO-IP). For comparison purposes, they also implemented alterna-
tive methods based on Tabu Search, genetic algorithms and simulated annealing.
Results showed that the proposed PSO-IP overcomes the three other methods
especially with large instances. Unlike these two works, we deal with targets
coverage not area coverage. We give also a mathematical model to the coverage
problem. Note that our solution approach is partly inspired by this last work.
But as far as we know, no existing work has formulated a problem similar to
ours, in particular by considering a continuous measure of sensing quality.

3 Problem Definition

We assume that a set of N camera sensors {Si : i = 1, . . . , n} are deployed on
the euclidean space A. For each camera Si, we are given its Cartesian coordinates
(XSi , YSi) and its orientation ϕ in A. The field of vision of each camera is modeled
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Fig. 1. Camera’s field of view

as in [8] by isosceles triangle as depicted in Fig. 1, where α represents the aperture
of the camera and Wd its working distance.

A target located on the coordinates (x, y) is assumed to be covered by a given
camera with coordinates (xs, ys) if the three following constraints are satisfied:

cos(ϕ) · (x− xs) + sin(ϕ) · (y − ys) ≤ Wd (1a)

−sin(ϕ) · (x− xs) + cos(ϕ) · (y − ys) ≤
a

2Wd
· (cos(ϕ) · (x− xs) + sin(ϕ) · (y − ys)) (1b)

−sin(ϕ) · (x− xs) + cos(ϕ) · (y − ys) ≥

− a

2Wd
· (cos(ϕ) · (x− xs) + sin(ϕ) · (y − ys)) (1c)

3.1 Coverage Model

Coverage models determine first if a given target can be covered or not by some
sensor, but can also measure a corresponding quality parameter [11]. This is
accomplished by calculating the geometric relation between sensors and targets.
In most cases, it consists in calculating the euclidean distance and angles, but
some research works assume also that the sensing quality of a sensor is reduced
with the increase of the distance away from the sensor [5], [10]. In our case,
we make a similar assumption by adopting a directional disk model where the
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coverage parameter for a given sensor/target pair is represented by a non nega-
tive real number calculated as follows:

f(d(s, z)) =
C

dα(s, z)
(2)

where d(s, z) is the distance separating camera s from target z, α is the
exponent attenuation and C is a constant. In particular, we assume that quality
decreases quadratically as a function of the distance (α = 2).

(a) (b)

Fig. 2. Illustrations of : 2a Directional Model ; 2b Three active cameras covering 4
targets

4 Mathematical Model

The adopted model assumes a known number of targets, in a given space, where
the objective is to cover these targets optimally. Table 1 define the formal nota-
tions used in our model.

Table 1. Problem’s formal notations

Variables Designation
n number of possible camera locations
m number of possible angles
t number of targets
δ quality parameter
dij distance between camera i and target j
(xi, yi) Cartesian coordinate of the camera i
(xt

j , y
t
j) Cartesian coordinates of the target j

ϕk angle k
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let bij and Oik binary variables defined as follows:

bij =

{
1 if camera at position i covers target j

0 otherwise

Oik =

{
1 if camera at position i has active angle k

0 otherwise

The objective of our optimization problem is defined as follows:

min

n∑
i=1

m∑
k=1

Oik (3)

This objective implies the minimization of the number of deployed cameras,
provided that the following constraints are satisfied.

m∑
k=1

Oik ≤ 1, ∀i = 1, . . . , n. (4)

The above constraint ensures that at most one angle is active per each camera.∑m
k=1 Oik = 0, corresponds to the situation where no camera is deployed at

location i.

n∑
i=1

bij ≥ 1, ∀j = 1, . . . , t. (5)

This constraints ensures that each target is covered by at least one camera.

Now, the minimum coverage quality for each target is satisfied through the
following constraint:

n∑
i=1

bij
C

dαij
≥ δ, ∀j = 1, . . . , t. (6)

where C is a constant and α is the attenuation exponent.
Given some locations of a camera i oriented with angle k, the following three

constraints enforce, as described above in (1a),(1b) and (1c), that some target j
is covered properly if bij = 1.

m∑
k=1

Oik

[
cos(ϕk) · (xt

j − xi) + sin(ϕk) · (ytj − yi)
]
≤ d+ L1(1− bij),

∀i = 1, . . . , n, ∀j = 1, . . . , t. (7)

m∑
k=1

Oik

[
−
(
sin(ϕk) +

a

2d
cos(ϕk)

)
(xt

j − xi) +
(
cos(ϕk)−

a

2d
sin(ϕk)

)
(ytj − yi)

]

≤ L2(1 − bij) ∀i = 1, . . . , n, ∀j = 1, . . . , t.
(8)
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m∑
k=1

Oik

[(
sin(ϕk)−

a

2d
cos(ϕk)

)
(xt

j − xi)−
(
cos(ϕk)−

a

2d
sin(ϕk)

)
(ytj − yi)

]

≤ L3(1− bij) ∀i = 1, . . . , n, ∀j = 1, . . . , t.
(9)

where L1, L2, L3 are large constants, which are introduced to make theses con-
straints meaningless when bij = 1.

The above objective with the introduced constraints define a mixed-integer
problem which is hard to solve in general. In particular, it is not easy to move
from one solution to another when applying some meta-heuristic algorithm for
example. Hence, we relax this model by moving the coverage constraints (5)-(6)
into the objective, as follows.

min

⎧⎨
⎩

n∑
i=1

m∑
j=1

Oij −
n∑

i=1

t∑
j=1

bij

(
1 +

C

dαij

)⎫⎬
⎭ (10)

Subject to (4),(7)-(9).

5 Particle Swarm Optimization

Particle swarm optimization (PSO) is a meta-heuristic method invented by Rus-
sel Eberhart (Electrical Engineer) and James Kennedy (socio-psychologist) in
1995. This algorithm, inspired by social behaviour, has been introduced as an
optimization tool dealing with real numbers initially and with integers lately [7].
It is mostly inspired from the manner in which a flock of birds moves with various
individuals leading the flock during the travel at different periods of time. The
PSO algorithm consists of a group of individuals named particles. Each particle
p < Swarm_size is a potential solution to an optimization problem, having its
own position in the space search. After each iteration, it moves in function of
one of its components:

– Actual velocity V ;
– Best solution Lb ;
– Actual position X ;
– Best neighbourhood solution Gbest ;

The movement of each particle obeys to the equations:

Vk+1 = ω.Vk + C1r1(Pb −Xk) + C2r2(Pg −Xk) (11)
Xk+1 = Xk + Vk+1 (12)

where X = (xik), V = (vik), i = 1, 2, . . . , n, k = 1, 2, . . .m, denote the dis-
tance/angle and the velocity vectors, respectively. ω is the inertia weight, r1 and
r2 are two random numbers uniformly chosen in [0, 1], and C1, C2 are constant
values. Finally k is the iteration index.
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A given solution for the deployment problem is a number of cameras with
corresponding positions and active angles (see Fig. 3a). We adopt a binary rep-
resentation of the position vector X . Besides, since PSOs require movements, we
define two different types of moves:

1. Rotation: selecting a different camera for an active camera.
2. Displacement: moving one camera from position i to position i′.

These movements are guided by the velocity parameter. Thus, we redefine (11)
as follows:

V = (vik, ∀k = 1, 2, . . . ,m) =

{
1 if alea > 1

1+(Gbest−Lb)

0 otherwise
(13)

Where alea is a random number from [0, 1], then Eq. (12) become:

Xk+1 = Xk ⊕ Vk+1 (14)

A camera rotation is defined through the logical operator "exclusive OR", i.e.,
to invert a zero bit to one in the X vector, while a camera displacement is defined
through a binary shift, and this will be a position swap. As a stopping criteria,
we define a maximum number of iterations. Algorithm 1 gives an overview of
our implemented PSO.

Algorithm 1. Proposed PSO algorithm
1. for all (p < Swarm_size) do
2. Random_init(p);
3. Lb(p) = Fitness(p);
4. end for
5. Gbest = min

p
{Lb(p)};

6. repeat
7. alea=rand();
8. for all (p < Swarm_size) do
9. Calculate V (p) using (13);
10. move(p);
11. if Fitness(p) < Lb(p) then
12. Lb(p) = Fitness(p);
13. end if
14. end for
15. Gbest = min

p
{Lb(p)};

16. Update positions with (14);
17. until Stop criteria satisfied

For comparison purposes, we implemented a standard Simulated Annealing
Algorithm (SA) [9]. The basic idea behind comes from the principles of statis-
tical mechanics whereby the annealing process requires heating and then slowly
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cooling a substance to obtain a strong crystalline structure. At each iteration, a
random neighbour is generated. Movements that improve the cost function are
always accepted. Otherwise, the neighbour is selected with a given probability
that depends on the current temperature and the amount of degradation ΔE of
the objective function. This probability is calculated as follows:

P (ΔE, T ) = e
−ΔE

T

where ΔE represents the fitness difference. This is algorithm is used in large-scale
optimization problems in wireless sensors networks as in [6], [4].

6 Experiments and Results

We discuss in this section various experiments related to our approach. First, the
most important parameter to be defined in order to implement a PSO algorithm
is the solution coding or representation. Each solution is encoded in binary where
the vector X represents camera positions and angles (Fig 3a) and (Fig 3b). The
experiments were executed on a computer with Intel © Core TM i3-2350 M CPU
@ 2.30 GHz CPU and 4.0 GB of RAM.

1 i n
X 1 · · · 0 · · · 0 · · · 1 · · · 1 · · · 0

1 k m 1 k m 1 k m

(a)
(b)

Fig. 3. PSO solution: 3a X Position vector; 3b Active angle

Table 2a gives parameters used to implement the method. Swarm_size and
Steps represent the number of particles (potential solutions) involved in PSO
and iteration’s number, respectively. C1 and C2 represent learning factors of
the algorithm, most often set to 2.0 [3]. Wd represents the working distance of a
camera (extrinsic parameter), Xmax and Ymax are the grid dimensions. Qmax and Qmin
are, respectively, the maximum and the minimum quality coverage of a camera.
Here we require a certain level of quality in target covering. C is a constant
which specifies how the quality coverage decreases when moving away from the
sensor.

In Fig 4, we give an initial solution then a final one found by PSO algorithm.
The figures show that we can easily find a good solution consisting of two cameras
covering nine targets. As shown in Tab 2b, finding such a solution does not
require more than a hundred of iterations in a very brief time for a small number
of targets (less than a half of a second). We observe also the high success rate
over all executions.

As shown in (Fig 4d) we clearly obtanin better average fitness by the proposed
PSO than the one obtained by the SA for fifty executions of the two methods.
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Table 2. PSO and SA parameters and executions
(a)

Parameters Values
Swarm_size 30
Steps 300
C1, C2 1.4
n 10
m 8
t 10
L1, L2, L3 Max_DBL
C 10.0
Qmax 0.4
Qmin 0.05
Wd 10
Xmax, Ymax 100
T 1000.0

(b)

Exec Fit. ns nt Steps time (s)

1 −7.018 2 9 200 0.706
2 −7.050 3 10 167 0.566
3 −8.057 2 10 85 0.109
4 −7.033 2 9 52 0.041
5 −7.048 3 10 1 0.003
6 −7.036 2 9 269 0.78
7 −7.032 2 9 61 0.052
8 −7.035 2 9 170 0.12
9 −7.058 3 10 131 0.509
10 −7.058 3 10 61 0.05

(a) (b)

(c) (d)

Fig. 4. Illustrations of: 4a Initial target positions; 4b Random initial solution; 4c Final
solution found by PSO; 4d PSO vs SA
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Finally, note that compared to Y. Morsly et. al. approach in [6] and Yi-
Chun Xu et al. in [12], we consider a coverage quality parameter and deal with
targets instead of area coverage. Here we must determine camera’s positions
and orientation, while coverage quality can be specified by the user. Even if we
assume mobile targets, the proposed method can easily re-adapt the solution to
the new scenario; this is guaranteed by the camera’s movement (displacement
and rotation).

7 Conclusion

We have proposed a mathematical mixed-integer model for the deployment of
camera-based wireless sensor networks. Solving such models with exact is only
feasible with small problem instances, beyond which, the use of approximative
method such as meta-heuristics is required. In literature, only a few papers treat
the target-based coverage model along with a coverage quality parameter. Hence,
we have introduced an additional problem parameter to account for coverage
quality. We have adapted a PSO algorithm to minimize the number of active
cameras used to cover targets with certain quality. The proposed method gives
easily a significant improvement of the initial random solution in few steps.
Compared to SA, our PSO returns better solutions. We envisage later to calculate
exact solutions by a ILP solver and then compare the results with ours. Moreover,
we are working to introduce connectivity and energy-efficiency criteria to our
problem. Finally, we are considering to use parallel versions of PSO and evaluate
their performance over multiple platforms.
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Abstract. The most protocols designed for wireless sensor networks (WSNs) 
have been developed for an ideal environment represented by unit disc graph 
model (UDG) in which the data is considered as successfully received if the 
communicating nodes are within the transmission range of each other. Howev-
er, these protocols do not take into account the fluctuations of radio signal that 
can happen in realistic environment. This paper aims to adapt LEACH protocol 
for realistic environment since LEACH is considered as the best cluster-based 
routing protocol in terms of energy consumption for WSNs. We have carried 
out an evaluation of LEACH based on two models; lognormal shadowing mod-
el (LNS) in which the probability of reception without error is calculated ac-
cording to the Euclidian distance separating the communicating nodes and 
probabilistic model in which the probability of reception is generated randomly. 
In both models, if the probability of successful reception is lower than a prede-
fined threshold, a multi-hop communication is incorporated for forwarding data 
between cluster-heads (CHs) towards the base station instead of direct commu-
nication as in original version of LEACH. The main aims of this contribution 
are minimizing energy consumption and guaranteeing reliable data delivery to 
the base station. The simulation results show that our proposed algorithm out-
performs the original LEACH for both models in terms of energy consumption 
and ratio of successful received packets. 

Keywords: LEACH · Lognormal shadowing model · Multi-hop scheme · Prob-
abilistic model · Unit Disc Graph model · WSNs 

1 Introduction 

WSNs are composed of hundreds and thousands of small devices called "sensor 
nodes" distributed over a monitoring area for sensing data and sending it to a remote 
base station directly or via a multi-hop communication scheme depending on the ap-
plication designed [1]. This novel technology has allowed the appearance of many 
applications such as; military, security, medical, environment monitoring, etc, due to 
the low cost of sensor nodes. Moreover, with this technology our way of life has been 
revolutionized since it allowed us to interact with the surrounded environment. 
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Routing process is a fundamental operation in wireless sensor networks. It consists in 
establishing path to transmit a message from a source node to a remote base station 
according to the main routing schemes: hierarchical, location-based, data-centric and 
QoS-aware [2]. However, cluster-based routing in wireless sensor network is consi-
dered as the perfect solutions for minimizing energy consumption [3,4]. In this 
scheme, the network is divided into clusters wherein each cluster contains a number 
of members which sense data from its environment and send it to its corresponding 
cluster-head (CH). The latter is responsible for gathering data received from its mem-
bers. If the distance between the source node and the destination node will increase, 
the energy consumption also increases, thereby a cluster-based routing scheme is 
recommended. Among the protocols proposed, LEACH (Low Energy Adaptive  
Clustering Hierarchy) [5] is considered as the best cluster-based protocol for saving 
energy. Nevertheless, the performance of these protocols may degrade in non-ideal 
environments. 

In this paper, we used the lognormal shadowing model [6] and the probabilistic 
model to simulate a non-ideal environment, and we evaluated the performance of 
LEACH with these both models. Then, we proposed an improved version of LEACH 
to overcome the limitations of the original version. The proposed version involves a 
CH-to-CH routing scheme to guarantee reliable delivery. This routing scheme is used 
if the probability of reception of packets without error between cluster-heads and the 
base station is lower than a predefined threshold. Moreover, this scheme also permits 
to minimize energy consumption. 

The rest of paper is organized as follow; in section 2, we give an overview on 
LEACH protocol and discuss some works that improve LEACH related to our re-
quirements. Section 3 presents our improved version of LEACH to be adapted in 
realistic environment, and in section 4, we illustrate performance of LEACH and the 
proposed contribution in non-ideal environment. Finally, in section 5, we conclude 
our paper. 

2 Related Work 

Since LEACH protocol is considered among the best cluster-based routing protocols 
in terms of energy efficiency, a lot of researches have been enhancing this protocol to 
reduce its limitations. In the following, we present briefly LEACH protocol and some 
variants of it. 
LEACH [5] is a cluster-based routing protocol that aims to minimize energy con-
sumption and thereby increasing network lifetime. In LEACH, the network is divided 
into clusters and each cluster is headed by a cluster-head which is elected by itself by 
generating a random number between 0 and 1. If the number generated is lower than a 
predefined threshold, the concerned node becomes a CH for the current round. The 
threshold is computed by each sensor node according to the equation (1). 

                                               0                                  (1) 
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where p is the percentage of cluster-heads, r is the current round, G is the set of nodes 
that have not been selected as cluster-heads in the last (1/p) rounds.  

LEACH is performed in two phases: setup phase and steady phase. In setup phase, 
each CH broadcasts an advertisement message to construct its cluster, and each non-
CH that receives this message joins the adequate cluster based on the RSSI (Received 
Signal Strength Indication) of the message received. Once the clusters are formed, a 
TDMA (Time Division Multiple Access) schedules are assigned to member nodes in 
each cluster. In steady phase, each member transmits its sensed data to its correspond-
ing CH in its scheduled time-slot, and then the CH aggregates all data received from 
its members and sends it to the remote base station directly. To avoid interference 
between cluster-heads, each CH chooses a CDMA (Coding Division Multiple Access) 
code that is different from other clusters to communicate with the base station. 

In [7], the authors have proposed a multihop routing scheme with lower energy 
adaptive clustering hierarchy called MR-LEACH. In this scheme, the CHs are respon-
sible to aggregate data sensed by their members and act as relay nodes for remote 
CHs from the base station. MR-LEACH increases network lifetime since it uses a 
multihop routing scheme. This protocol is performed in three phases: cluster forma-
tion at lowest level, cluster discovery at different levels and scheduling. At the begin-
ning of each round, cluster formation phase is lunched to construct a table in which 
each node maintains the information about its neighbors (node identifier, residual 
energy and node status) by using a 'Hello' message. Then, CHs broadcast a HEAD-
MSG message in its vicinity and each non-CH chooses its respective CH among those 
in its neighborhood based on the strength of RSSI. In cluster discovery, the base sta-
tion broadcasts its identifier (ID). Each CH that receives this broadcasted message 
records the identifier of the base station and replies by a beacon signal with its ID. 
CHs that are closest to the base station are in level one i.e. they could reach the base 
station by single hop. Then, BS broadcasts again a control message, the CHs that are 
at level two reply to this message forwarded by CHs of level one and the BS would 
record cluster-head’s ID and its level. Similarly, this process is repeated until no new 
CH is discovered. After that, the BS will form a cluster of CHs. In scheduling phase; 
after cluster formation, a TDMA scheduling is used for communication between CHs 
at different levels. 

In [8], the authors proposed MH-LEACH which uses a new scheme for multihop 
communication to minimize energy consumption. MH-LEACH is carried out in two 
phases to establish paths towards the base station. In the first phase, the cluster-heads 
are selected as in the original version of LEACH protocol, and then each CH broad-
casts an announcement message within its vicinity. Each non-CH that receives this 
message chooses the closest one based on the RSSI of the message received. Moreo-
ver, the base station performs the same process. In the second phase; each CH sends 
its initial route to reach the base station and the latter send back the route to the CH to 
confirm that there is a route between the considered CH and the base station. There-
fore, a routing table is created by each CH that contains a list of available routes to the 
base station and the shortest one is used. 

In [9], the authors proposed an improved version of LEACH in which a multihop 
scheme is used and the election of the cluster-heads is done according to its residual 
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energy. In this protocol, a multihop routing scheme for intra-cluster communication 
and a chain structure routing scheme for inter-cluster communication. The proposed 
protocol is performed in three phases: cluster formation, data delivery and update of 
clusters. At the beginning of the first phase, each node generates a random number 
between 0 and 1 and compares it with a predefined threshold to which the energy 
factor is added as illustrated by the equation (2). 

  .                       0                                                  (2) 

where En is the residual energy and EAverage is the average residual energy of all nodes. 
Each CH sets H to 0, where H is the number of hops from CH, and broadcasts a 

message containing (H=0, ID) in its vicinity. Each non-CH that receives this message 
joins the cluster to which it belongs the transmitter CH and sets its own CH to the CH 
of the message received and H to H+1, and PID with the ID of its parent. Then, this 
node also broadcasts a message containing (Hj,ID). If a node receives more than one 
message it compares its own H with H of the sending nodes and it updates its H with 
the lowest one among those received. For intra-cluster communication, each node 
sends its packet to its parent and this latter sends it to its parent until reach the CH, 
and in inter-cluster communication, CH transmits data in chain structure. The con-
cerned CH chooses the closest CH from it as the next hop and this process is repeated 
until reach the base station. In update of clusters, at the end of a round the remaining 
energy of CH may not be sufficient for the next round so the CH must be replaced by 
the node with the greatest residual energy. 

In [10], an enhanced version of LEACH is proposed whose aims are saving energy 
by using a CH-to-CH multihop scheme and creating a backup path between cluster-
heads to achieve fault-tolerance in the presence of failures. At the beginning, the base 
station broadcasts a HELLO message and each CH that receives this message calcu-
lates the RSSI. If RSSI is higher than a predefined threshold, this CH is closest to the 
base station and if not the CH is away from it and therefore it needs a relay node to 
reach the base station. The relay node is one of the CHs that are closest to the base 
station and it is selected based on the RSSI of a message exchanged between CHs and 
a variable called Cred which is a random number comprised between 0 and 1. If each 
of these parameters is higher than a threshold, this CH is considered as perfect relay 
node. However, the failure of one CH on the multihop path can affect the entire path 
and then the information cannot reach the base station, in this case a backup path is 
incorporated to this multihop path to ensure fault-tolerance and reliable delivery. 

3 Contribution 

Before presenting our contribution, we give a brief description of the lognormal mod-
el and probabilistic model. Then, we evaluate the performance of LEACH protocol 
with the both models to point out its weaknesses over an ideal environment. 
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3.1 Lognormal Shadowing Model 

The lognormal shadowing model [6] is considered as a realistic model. It takes into 
account the fluctuations of radio signal caused by several factors such as noise, the 
presence of obstacles, weather conditions, etc... to evaluate the link quality between 
communicating nodes. The link quality is used to determine the probability of suc-
cessful reception between communicating nodes in order to know if the message is 
received or it is corrupted by the destination node. Since this probability implied sev-
eral factors, it may be difficult to obtain an accurate evaluation for all these factors 
which are themselves prone to errors. Therefore, we assume that signal strength grad-
ually decreases according to the distance; thereby the probability of reception without 
errors can be computed according to the distance separating two nodes. We used the 
fluctuation of the signal model described in [11] as presented by the equation (3). 
 

 

1             0                      20                                                       3  

 
where α is the attenuation factor that depends on the environment and x is the distance 
separating the two communicating nodes. Rc is the transmission range and if the dis-
tance between two nodes is equal to Rc, the probability of successful reception is 0.5. 

3.2 Probabilistic Model 

In this model, the probability of reception without errors is generated randomly be-
tween each two communicating nodes. This model is used to illustrate the link quali-
ty. Moreover, the probability of successful reception is independent of the distance 
separating the communicating nodes but it depends on the factors which exist in the 
environment such as the presence or the absence of obstacles. Fig. 1 shows that node 
A can communicate with the node B but it cannot communicate with the node C al-
though the distance that separates it with the node C is lower than that of the node B. 
 
 
 

 

 

 

 

Fig. 1. Communication in probabilistic model 

A 

C 

B
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3.3 Proposed Scheme 

In WSNs, LEACH is considered one of the best protocols in terms of energy efficien-
cy. Several proposed protocols compare its effectiveness to LEACH and a lot of im-
proved versions of LEACH have been proposed to reduce its limitations but they 
cannot guarantee its functionalities in a realistic environment. Our proposed algorithm 
aims to minimize energy consumption and ensures reliable delivery to the base station 
in a realistic environment based on lognormal shadowing model and probabilistic 
model. 

We have proposed a multihop scheme instead of direct communication scheme be-
tween clusterheads and the base station to overcome the limitations of LEACH, such 
as when a CH aggregates data received from its members it computes the probability 
of reception without error of its packet to the base station. If this probability is higher 
than a predefined threshold, the packet is received correctly via direct communication 
by the base station and if not it means that the communication link is unreliable and in 
this case a multihop communication scheme will be incorporated to ensure the suc-
cessful reception of packets by the base station. The proposed routing schemes are 
performed according to the following algorithms: 

Algorithm 1: Routing scheme based on LNS model 
- CHS: Set of clusterheads  
- BS: Base station whose coordinates (xb, yb) 
- d: Euclidean distance between CH(x,y) and BS 
- CHD: Set of clusterheads that can send data directly to 

the BS 
- CHR: Set of clusterheads that use relay nodes to reach 

the BS 
 
Begin 
CHD = ∅ 
CHR = ∅ 
For (CH ∈ CHS) do  
- CH(x,y) calculates the Euclidean distance that sepa-

rates it from the BS 

 

- CH computes the probability of reception without error 

1 2  

if (Pr(d) > Threshold) then  

    

else 
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end if 

end For 

- Let CH a clusterhead 

if (CH ∈ CHD) then 

- CH sends directly aggregated data to BS 

else 

- CH selects a (CHr ∈ CHD) as relay node with minimum 
distance to BS 

Min = ∞ 

For (CHi ∈ CHD) do 

- Computes the distance between CH(x,y) and 
CHi(xi,yi) 

 

if dd < Min then 

   Min = dd 

   CHr = CHi  

end if 
end for 

- CHr is selected as relay node by CH 

end if 

End 

Algorithm 2: Routing scheme based on probabilistic model 

- CHS: Set of clusterheads  
- BS: Base station  
- CHD: Set of clusterheads that can send data directly to 

the BS 
- CHR: Set of clusterheads that use relay nodes to reach 

the BS 
 
Begin 
CHD = ∅ 
CHR = ∅ 
For (CH ∈ CHS) do  

- CH generates a random number (rd_number) comprise be-
tween 0 and 1 

 if (rd_number ≥ 0.5) then  
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 else 

      

 end if 

 end For 

- Let CH a clusterhead 

if (CH ∈ CHD) then 

- CH sends directly aggregated data to BS 

else 

- CH selects a (CHr ∈ CHD) as relay node such as CH 
and CHr have a maximum probability. 

pr = 0 

For (CHi ∈ CHD) do 

- CH generates a random number (rd_number) between 
CH and CHi 

if (rd_number > pr) then 

   pr = rd_number 

   CHr = CHi  

end if 
end for 

- CHr is selected as relay node by CH 

end if 

End 

4 Simulation Results 

Several simulations have been carried out to illustrate the performance of our contri-
bution using TOSSIM simulator [12], and compared them with the original version of 
LEACH in terms of energy consumption and the ratio of successful received packets 
at the base station. For that, we used a network that contains respectively 20, 40, 60, 
80 and 100 stationary nodes, which are randomly deployed on a 100m x 100m square 
area and the initial energy of each node is equal to 2 joules. The simulations were 
performed in 600 seconds, and we used a threshold p= 0.7 for probability of reception 
without error in LNS model. We used this threshold to avoid on the one hand the ideal 
model whose threshold is 0.5 and the other to avoid a highly disturbed environment. 
Moreover, for probabilistic model, we used a threshold of p=0.5 i.e. a clusterhead 
generates a random number comprise between 0 and 1 and if this number is higher 
than 0.5 we assume that this clusterhead can communicate directly with the base sta-
tion. Table I summarize simulation parameters. 
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Table 1. Simulation Parameters 

Parameter Value 

Deployment Area 100m x 100m 

Simulation Time 600 sec 

Number of nodes 20, 40, 60, 80, 100 

Packet size 29 bytes 

Initial node energy 2 Joules 

Threshold for LNS model p = 0.7 

Threshold for probabilistic model p = 0.5 

 

 

Fig. 2. Evaluation of ratio of successful received packets at BS with p=0.7 

 
Fig. 2 shows that the ratio of successful packets received at base station with a 

probability of p=0.7 in improved LEACH is higher than in original LEACH and also 
the ratio is higher with probabilistic model compared with LEACH. In improved 
LEACH the unreliability of links between a clusterhead and the base station can be 
treated by a multihop communication by against, in original LEACH the packet will 
be lost due to the unreliable links. 
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Fig. 3. Energy consumption in LEACH and Improved-LEACH  

Fig.3 illustrates that energy consumption in improved LEACH based on LNS mod-
el or Probabilistic model is lower than in LEACH because in the improved version, 
the multihop transmission scheme minimizes energy consumption but the direct 
communication in LEACH consumes more energy. 

5 Conclusion 

In this paper, we have evaluated LEACH protocol in a realistic environment 
represented by lognormal shadowing model and a probabilistic model. However, 
results obtained illustrated that the performance of LEACH degrades in this kind of 
environment. Therefore, we have proposed an improved version of LEACH to over-
come its weaknesses with realistic environment. The proposed scheme aims to find an 
optimal multihop path over links error which is modeled by LNS model and probabil-
istic model. 

The simulation results showed that our contribution outperforms the original ver-
sion of LEACH in terms of energy consumption and ratio of successful packets re-
ceived at the base station. Moreover, our contribution deals with fault tolerance in 
LEACH, ensures reliable delivery and minimizes energy consumption. 
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Abstract. Clock synchronization plays an important role in communications 
organization between applications in Vehicular Ad hoc NETworks (VANETs) 
requiring a strong need for coordination. Having a global time reference or 
knowing the value of a  physical clock (indeed with an acceptable approxima-
tion) of cooperative process involved in the provision of a service by distributed 
applications, takes on a fundamental importance in decentralized systems, par-
ticularly in VANETs. The intrinsic and constraining features of VANETs, espe-
cially the high mobility of vehicles make the clock synchronization mechanisms 
more complex and require a concise and a specific adequacy. The aim of the 
work reported in this paper is to propose a new protocol for clocks synchroniza-
tion for VANETs, sufficiently robust, with a good precision, and convenient to 
the main constraint such high nodes mobility. Our proposed protocol, named 
Time Table Diffusion (TTD), was simulated using a combination of two simu-
lators: VanetMobiSim and NS2 to evaluate its performance in terms of conver-
gence time and number of messages generated. The obtained results were  
conclusive.  

Keywords: VANETs · Clocks synchronization · Intelligent Transportation Sys-
tem · Worthwhile Road Traffic · Time Table Diffusion · TTD 

1 Introduction 

Over the last decade, the use of wireless ad hoc network in transportation domain has 
drawn particular researchers’ attention in order to promote them to a satisfactory rank 
regarding to the numerous advantages they may provide. So, communications be-
tween vehicles (IVC: Inter Vehicular Communications) have becoming one of the 
most active researching area. This applicative aspect has given a new communication 
paradigm that ensures to the classical transportation systems more efficiency, securi-
ty, conviviality, and performances. So this gives rise to the so-called intelligent trans-
portation systems (ITS). Although vehicular ad hoc networks (VANETs) as well as 
Wireless Sensor Networks (WSNs) are derived from the same source namely Mobile 
Ad hoc NETwoks (MANETs), the satisfying results obtained from researches  
and works done in these fields cannot be directly applied in the context of VANETs, 
because the specificities of the latter are more stringent in one side and plentiful in the 
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other. For example, the velocity of nodes in VANETs may reaches extreme values 
while energy is abundant and does not represent any constraint. So, the high mobility 
environments related to road infrastructure imposes new constraints like radio ob-
stacles, the effects of multipath and fading. 

Various common services such as communication, coordination, security, and time 
distribution channel access method for time slot (TDMA: Time Division Multiple 
Access) depend strongly on the existence of synchronized clocks of different nodes 
(vehicles) of a considered VANET network. Thus, clock synchronization requires  
the availability of a common time reference for all vehicles, and since these clocks 
drifted naturally, it is crucial to realize synchronization with an appropriate period and 
accuracy. 

In contrast to other dynamic networks, high mobility of VANETs imposes new  
requirements in terms of immediate reactivity and high dynamic connectivity. Conse-
quently, the clock synchronization methods used in Ad Hoc networks (MANETs and 
WSNs) are not suitable, it is therefore important to adapt them specifically to the con-
text of VANET or proposing new well suited. Few works devoted to the problematic 
of clocks synchronization in VANETs were reported in the literature, such as: RBS 
[1] CTS [2], TTT [3] and HCS [4]. 

The aim of the work reported in this paper is to propose a new protocol, for synchro-
nizing node’s clocks in VANETs, independently of the network topology, based on a 
decentralized approach, and requiring no use of a Global Positioning System (GPS) 
component or an existing infrastructure. The proposed protocol should be able of pro-
viding debrided synchronization where each node moves freely with the time of its local 
clock, but stores the needed data to synchronize other nodes. It should also provide a 
good precision (of the order of micro seconds), robustness against failure of nodes, and 
a low cost in terms of convergence time and number of messages generated. 

This paper is organized as follows: After an introduction of the problematic in Sec-
tion 1, Section 2 presents previous work related to clock synchronization in VANETs. 
Section 3 is devoted to the presentation of our proposition (TTD: Time Table Diffu-
sion), while Section 4 is dedicated to the exhibition of simulation results of TTD. We 
conclude our work with a conclusion and future perspectives. 

2 Related Work 

Several protocols for clock synchronization in VANETs have been proposed. These 
protocols are classified into two approaches (Fig. 1): 

2.1 Centralized Approach 

Among the proposed algorithms in centralized approach include GNSS: Global Syn-
chronization for Satellite Navigation System [5] and Synchronization in ad hoc  
networks based on UTRA TDD [6]. These algorithms have the advantage of imple-
mentation simplicity, but however require the use of a GPS component, which may 
raise the problem of transmission signals power which may interfere with communi-
cations in progress within nodes. 
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2.2 Decentralized Approach 

Decentralized synchronization algorithms are sufficient for inter vehicular communi-
cations and better than the centralized ones in terms of fault tolerance. These algo-
rithms are classified into three categories according to the time information exchange 
mode between vehicles [7] and are as follows: 

• Burst position measurement: Each node programs the periodic transmission of a 
pulse and corrects its own local after receiving the new burst. 

• Continuous correlation of timing signals: Each node continuously transmits a sig-
nal sequence and calculates the phase offset using the received sequence. Examples 
of synchronization protocols based on this method are presented in [8] [9]. 

• Clock-sampling methods: Each node reads its clock time and transmits it explicitly 
to other neighboring nodes. At each reception, the offsets are calculated as the dif-
ference between the local time and the time clocks of neighboring nodes. This me-
thod is superior to the other two methods in terms of simplicity, because it directly 
exchanges time information, without regard to phase. Among the protocols based 
on this method include those described in [1] [2] [3]. 

 

Fig. 1. Clock synchronization protocols classification in VANETs 
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3 Clock Synchronization with Time Table Diffusion Protocol 

Our proposition named Time Table Diffusion (TTD) exploits the idea of transferring 
a time table implemented by the TTT protocol [3] for clock synchronization in mobile 
sensor networks. The basic idea is to choose a transporter node (T) to transfer a time 
table containing the offsets related to different nodes. These offsets are calculated by 
the offset delay estimation method [10]. Transferring time table by the transporter 
node makes nodes able to calculate their relative clock offsets with the nodes in the 
time table without even having any message exchanges. Thus, this will offers a great 
advantage since it contributes to avoid network congestion. 

TTD provides synchronization in vehicular environments independent of the net-
work topology in which each node has a unique identity in the network. 

TTT protocol uses nodes mobility to transfer time table. The clock offset associated 
to each node will be kept in the memory of node in a time table, and upon communi-
cating with a new node, the time table would be transferred to the other node. This 
process provides a long convergence time (in order of seconds) which make a conflict 
with the real time applications of VANETs (alert messages …). 

To explain the functioning of TTD, synchronization steps are illustrated in Fig. 2. 

 

 

Fig. 2. Synchronization steps in TTD 

The synchronization process begins with broadcasting of a message by the trans-
porter node for collecting information. Neighboring nodes respond to transporter node 
to construct the time table (Time_table). Once the latter one is built, it should be 
broadcasted later by the transporter node. We describe these steps in the sequel: 
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3.1 Step 1 

In this step, the transporter node broadcasts an advertisement message to initiate the 
synchronization process and to collect information needed to build the time table. The 
broadcasting message contains the identity of the transporter node T and t0, the time-
stamp indicating the sending instant of this message. 

Each node begins this step with sending CTS (Clear to Send) messages. The first 
node sending its CTS becomes the transporter node in its neighborhood. 

3.2 Step 2 

A node i that receiving the advertisement message of the transporter node T marks it 
at the receiving instant of t1i, and then sends a response message to the transporter 
node T. The response message contains the identity i of the node, and the timestamps 
t0, t1i, and t2i where t2i represent the instant of sending response message. One node i 
may join more than one transporter node at the same time. 

3.3 Step 3 

When T receives the reply from node i at the instant t3i, using timestamps t0, t1i, t2i, 
and t3i, T can calculate the offset relative to node i (ΔiT) according to the equation (1) 
below and saves the result in the time table where the index access is the identity of 
node i. 

 ΔiT = ((t1i – t0) – (t3i – t2i))/2.               (1) 

Fig. 3 hereafter illustrates the messages exchange between the transporter node T 
and a node i: 

 

 

Fig. 3. Messages exchange between the transporter node T and a node i 

After T has completed the construction of the time table, it has to broadcast it to all 
its neighbors’ node allowing them to build their own time tables. 

    Node  i                t1i        t2i 

 
 
 
 
 

      Node T         t0                   t3i 
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3.4 Step 4 

When a node i receives the time table from a transporter node T, it can build its own 
table as follows: 

Node i will search in the received table the corresponding value to its identity (ΔiT), 
and stores the inverse of this value in its own table in the location corresponding to the 
identity of the node T (time_table T =-∆iT). The principle is the following: 

 ΔiT = Ci – CT.      (2) 

Multiplying both sides of (2) by (-1), we obtain: 

 ΔTi = CT – Ci.      (3) 

Where, CT is the clock value of node T at the instant t, and Ci is the clock value of 
node i in the same instant t. 

To synchronize itself with the rest of the nodes table, node i will add ΔTi value to all 
values in the table according to the following principle: 

 ΔjT = Cj – CT.                 (4) 

 ΔTi = CT – Ci.               (5) 

By adding the two parts of (4) and (5) we obtain: 

 ΔjT + ΔTi = (Cj - CT) + (CT – Ci) =Δji.             (6) 

As shown in Fig. 4, depending on the transporter node (that depend on the random 
number generated by each node), we can find two neighbors not synchronized (node 2 
and node 4 participate to the synchronization process under different transporter 
nodes, that make nodes 2 and 4 two neighbors not synchronized). 
 

 

Fig. 4. Problem posed by the random time 
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A solution to this problem is that inspired from [8] which consist to larger the range of 
synchronization packet transmission to be equal double that of data packet transmission. 
In this way, a transporter node T ensures the synchronization of the nodes joining with all 
its neighbors (one hop) and in most cases, the synchronization on multi-hop paths. 

 

 

Fig. 5. Improved initial model of the synchronization by TTD 

For mobility management, and since the clocks drifted naturally (the live duration of 
synchronization is an important evaluation criteria of synchronization’s algorithms), it is 
crucial to achieve often synchronization process cycles as shown in Fig. 6. 

Table 1. Exchange message type and their content 

Message Number Content 

The avertissement 
message sent by the 
transporter node 
(ADV_T). 

, where  
is the number of 
transporter nodes 
in the current 
cycle. 

Transporetr 

node identity and 

the timestamp t0. 

Neighbords reply  
(JOIN_RESPONSE). 

Ni

nt-1

0

 

Neignbord i 
identity and 
timestamps t0, t1i, 
t2i. 

Time table 
(TIME_TABLE). nt 

Time table built 

by the transporter 

node 
 

The number of messages necessary to accomplish the synchronization is 
calculated as follows: Assuming there are Ni nodes within the synchronization scope 
of a transporter node Ti, where Ti  T (where T is the set of transporter nodes in the 
current cycle). We can summarize the number and content of messages required for 
synchronization, as shown in Table I. 
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According to this table, the number of messages (nbMsg) necessary to accomplish 
the synchronization can be estimated as follows: 

                                nbMsg ∑ (Ni+2)nt-1
i=0                              (7) 

 

 

Fig. 6. Clock synchronization using TTD 

4 Simulation Results 
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VanetMobiSim in Intelligent Driver Model with Lane Changing (IDM_LC: It  
regulates vehicle speed based on movements of neighboring vehicles (e.g., if a car in 
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front brakes, the succeeding vehicles also slows down). The implementation reflects 
restrictions of the spatial environment. Vehicles moving according to the IDM_LC 
model support smart intersection management: they slow down and stop at intersec-
tions, or act according to traffic lights, if present. The implementation reflects restric-
tions of the spatial environment. Also, vehicles are able to change lane and perform 
overtaking in presence of multi-lane roads). 

Table 2. Simulation Parameters 

Topologie (m2) 1000*1000 

 Nodes number 30/50/100/200/300 

Speed (m/s) 7/10/15/20/25/30/35 

Trafic light 6 

Mobility model Randomly according to 
IDM_LC with 2 obstacles every 
100 m2 

Range data 
transmission (m) 

250/500/1000 

Simulation time (s) 1000 

 

The metrics used to analyze the simulation results are the number of messages 
generated and the time of convergence (convergence time is the time required to ac-
complish the synchronization process). 

Fig. 7 shows that the convergence time in TTD increases with increasing of nodes 
number, this is due to the large number of neighbors reply messages. In contrast, nodes 
speed has no influence on the convergence time because TTD solution uses broadcast 
(Fig.8). This property is an advantage for the proposed algorithm and makes it usable in 
different vehicles mobility environments (urban, suburban, and highway). 

 

 

Fig. 7. Convergence time Vs nodes number  in TTD 
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Fig. 8. Convergence time Vs nodes speed in TTD 

However, convergence time in TTT [3] increases in urban environments characte-
rized by a minimal speed compared to other vehicles mobility environments. This is 
because the TTT protocol uses node mobility as an essential factor for time table 
transfer. Thus, the convergence time shown by our protocol is less than that shown by 
the reference protocol TTT under the same conditions, as shown in Fig. 9. 

 

 

Fig. 9. Convergence time in TTD Vs Convergence time in TTT 
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The number of messages required to accomplish the synchronization process is not 
fixed and depends on two essentials factors; nodes number and transporter nodes 
number (that depends on the transmission range). On one hand, the number of mes-
sages increases with a large number of nodes (as shown in Fig. 10); logically this is 
due to the phase of neighborhood replays, the most consuming phase in the synchro-
nization process in term of messages number.  

 

 

Fig. 10. Messages number Vs nodes number 

On the other hand, depending on the transmission range, that affects the transporter 
nodes number, the number of messages increases  with a the increasing of the 
number of transporter nodes. For example, in a topology 1000 * 1000 (m2) with a 
number of nodes equal to 30 (low density network), we can achieve a data 
transmission range up to 1000 m, in this case, only one transporter node is sufficient 
to achieve the synchronization process, so we can reach a minimum number of 
messages that is equal to the nodes number in the network plus one. 

5 Conclusion 

Although clock synchronization in VANETs is a very important research area, few 
works have been reported so far in the specialized literature. In this paper, we propose 
a new efficient synchronization protocol taking into account the specific constraints 
imposed by VANET environments. The proposed solution called TTD (Time Table 
Diffusion) provides released clock synchronization in a vehicular environment inde-
pendently of the network topology. TTD achieves synchronization with a good accu-
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convergence time. The simulation results showed that TTD provides a best conver-
gence time compared to its homologues TTT (TTT provide best result than RBS in 
term of convergence time). 
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Abstract. In this article, we propose an approach to build fault-tolerant
distributed real-time embedded systems. From a given system description
and a given fault hypothesis, we generate automatically a fault tolerant
distributed schedule that achieves low energy consumption and high re-
liability efficiency. Our scheduling algorithm is dedicated to multi-bus
heterogeneous architectures with multiple processors linked by several
shared buses, which take as input a given system description and a given
fault hypothesis. It is based on active redundancy to mask a fixed number
L of processor failures supported in the system, and passive redundancy
based on variable data fragmentation to tolerate N buses failures. In
order to maximize the systems reliability, the replicas of each operation
are scheduled on different reliable processors and the size of each frag-
mented data depends on GSFR and the bus failure rates. Finally, we
show with an example that our approach can maximize reliability and
reduce energy consumption when using active redundancy.

Keywords: Energy consumption · Scheduling · Embedded systems ·
Real time systems · Reliability · Active redundancy · Multi-bus architec-
ture · variable data fragmentation

1 Introduction

Nowadays, heterogeneous systems are being used in many sectors of human
activity, such as transportation, robotics, and telecommunication. These systems
are increasingly small and fast, but also more complex and critical, and thus more
sensitive to faults. Due to catastrophic consequences (human, ecological, and/or
financial disasters) that could result from a fault, these systems must be fault-
tolerant. This is why fault tolerant techniques are necessary to make sure that
the system continues to deliver a correct service in spite of faults Jalote [1], [2],

A fault can affect either the hardware or the software of the system; we chose
to concentrate on hardware faults. More particularly, we consider processors

c© IFIP International Federation for Information Processing 2015
A. Amine et al. (Eds.): CIIA 2015, IFIP AICT 456, pp. 491–502, 2015.
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and communication faults [3], [4]. In the literature, we can identify several fault-
buses tolerance approaches for distributed embedded real-time systems, which
we classify into two categories: proactive or reactive schemes.

In the proactive scheme [5], [6], multiple redundant copies of a message are
sent along distinct buses. In contrast, in the reactive scheme only one copy of the
message, called primary, is sent; if it fails, another copy of the message, called
backup, will be transmitted. In [7], an original off-line fault tolerant schedul-
ing algorithm which uses the active replication of tasks and communications
to tolerate a set of failure patterns is proposed; each failure pattern is a set of
processor and/or communications media that can fail simultaneously, and each
failure pattern corresponds to a reduced architecture. The proposed algorithm
starts by building a basic schedule for each reduced architecture plus the nomi-
nal architecture, and then merges these basic schedules to obtain a distributed
fault tolerant schedule. It has been implemented in [8].

In [9], a method of identifying bus faults based on a support vector machine
is proposed. In [2], faults of buses are tolerated using a TDMA (Time Division
Multiple Access) communication protocol and an active redundancy approach.
In [10] authors propose a fine grained transparent recovery, where the property
of transparency can be selectively applied to processes and messages. In [11]
authors survey the problem of how to schedule tasks in such a way that deadlines
continue to be met despite processor and communication media (permanent or
transient) or software failure.

In this paper, we are interested in approaches based on scheduling algorithms
that maximize reliability and reduce energy consumption [12], [13], [14] when
using active redundancy to tolerate processors faults and passive redundancy
based on variable data fragmentation to tolerate buses faults.

The remaining of this paper is structured as follows: In section 2, we give
detailed description of our system models. In section 3, we present our solution
and we give detailed description of our scheduling algorithm. Section 4 shows
with an example how our approach can maximize reliability and reduce energy
consumption when using active redundancy. We finally conclude this work in
section 5.

2 System Description

Distributed real-time embedded systems are composed of two principal parts,
which are the algorithm (software part) and the distributed architecture (hard-
ware part). The specification of these systems involve describing the algorithm
(algorithm model), the architecture (architecture model), and the execution
characteristics of the algorithm onto the architecture (execution model).

The algorithm is modeled as a data-flow graph noted ALG. Each vertex
of ALG is an operation (task) and each edge is a data-dependence. A data-
dependence, noted by →, corresponds to a data transfer between a producer
operation and a consumer operation. t1 → t2 means that t1 is a predecessor of t2
and t2 is a successor of t1. Operations with no predecessor (resp. no successor)
are the input interfaces (resp. output).
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Fig. 1. ALG and ARC graphs

The architecture is modeled by a non-directed graph, noted ARC, where each
node is a processor, and each edge is a bus. Classically, a processor is made of
one computation unit, one local memory, and one or more communication units,
each connected to one communication link. Communication units execute data
transfers. We assume that the architecture is heterogeneous and fully connected.
Figure 1 presents an example of ALG with seven operations t1, t2, t3, t4, t5, t6
and t7 and ARC, with three processors P1, P2, P3 and four buses B1, B2, B3

and B4.
Our real-time system is based on cyclic executive; this means that a fixed

schedule of the operations of ALG is executed cyclically on ARC at a fixed rate.
This schedule must satisfy one real-time constraint which is the length of the
schedule. As we target heterogeneous architecture, we associate to each opera-
tion ti a worst case execution time (WCET) on each processor Pj of ARC, noted
Exe(ti, Pj). Also, we associate to each data dependency datai a worst case trans-
mission time (WCTT) on each bus Bj of the architecture, noted Exe(datai, Bj).

We assume only processors and buses failures. We consider only transient bus
faults, which persist for a short duration. We assume that at most L processors
faults and N bus faults can arise in the system, and that the architecture includes
more than L processors and N buses.

3 The Proposed Approach

In this section, we first discuss the basic principles used in our solution, based
on scheduling algorithms. Then, we describe in details our scheduling algorithm.
The aims of this algorithm are twofold, first, maximize the reliability of the
system and minimize the length of the whole generated schedule in both presence
and absence of failures; Secondly, reduce energy consumption. In our approach.
we achieve high reliability, reducting consuption and fault tolerance in tow ways:

3.1 Active Redundancy with Changing Frequency

In order to tolerate up to L arbitrary processors faults, our solution is based
on active redundancy approach. The advantage of the active redundancy of op-
erations is that the obtained schedule is static; in particular, there is no need
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for complex on-line re-scheduling of the operations that were executed on a pro-
cessor when the latter fails; also, it can be proved that the schedule meets a
required real-time constraint, both in the absence and in the presence of faults.
In many embedded systems, this is mandatory. To tolerate up to L processors
faults, each operation t of Alg is actively replicated on L+1 processors of Arc
(see Figure 2). We assume that all values returned by the L+1 replicas of any
operation t of Alg are identical.

Fig. 2. Active redundancy

Voltage, Frequency and Energy Consumption: the maximum supply volt-
age is noted Vmax and the corresponding highest operating frequency is noted
Fmax. For each operation, its WCET assumes that the processor operates at
Fmax and Vmax (and similarly for the WCCT of the data-dependencies). Because
the circuit delay is almost linearly related to 1/V, there is a linear relationship
between the supply voltage V and the operating frequency F. In the sequel, we
will assume that the operating frequencies are normalized, that is, Fmax = 1 and
any other frequency F is in the interval [0, 1]. Accordingly, the execution time
of the operation or data-dependency M placed onto the hardware component C
(be it a processor or a communication link) running at frequency F (taken as a
scaling factor) is :

Exe(M,C, F ) =
Exe(M,C)

F
(1)

To calculate the power consumption, we follow the model presented in [15]. For
a single operation placed onto a single processor, the power consumption P is :

P = Ps + h(Pind + Pd) (2)

Where Ps is the static power (power to maintain basic circuits and to keep
the clock running), h is equal to 1 when the circuit is active and 0 when it is
inactive, Pind is the frequency independent active power (the power portion that
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is independent of the voltage and the frequency; it becomes 0 when the system
is put to sleep, but the cost of doing so is very expensive),

Pd = Cef ∗ V 2 ∗ F (3)

Pd is the frequency dependent active power (the processor dynamic power and
any power that depends on the voltage or the frequency), Cef is the switch ca-
pacitance, V is the supply voltage, and F is the operating frequency.

For processors, this model is widely accepted for average size applications,
where Cef can be assumed to be constant for the whole application. For a mul-
tiprocessor schedule S, we cannot apply directly the previous equation. Instead,
we must compute the total energy E(S) consumed by S, and then divide by the
schedule length L(S):

P (S) =
E(S)

L(S)
(4)

We compute E(S) by summing the contribution of each processor, depending
on the voltage and frequency of each operation placed onto it. On the processor
Pi, the energy consumed by each operation is the product of the active power
P i
ind + P i

d by its execution time.

In our approach, as L+1 replicas of each operation are scheduled actively
on L+1 distinct processors, the energy consumed by the system is maximal. In
order to reduce energy consumption, we propose to execute the L+1 replicas of
an operation with different frequencies F. As all the L+1 replicas of an operation
may have different end execution time (see Figure 2 for the replicas t1j and t2j),
we choose to align the execution time of all the replica by changing the frequency
F of each replica (As shown in Figure 3).

Fig. 3. Changing the frequency of t1j
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3.2 Passive Redundancy with Variable Data Fragmentation

In order to use efficiently the bus redundancy of the architecture, we propose
to use a mechanism of communication, based on variable data fragmentation.
Variable data fragmentation allows the fast recovering from buses errors, and
it may also reduce the error detection latency. (the time it takes to detect the
error). The communication of each data dependency ti → tj is fragmented into
N+1 fragments data = data1 • · · · • dataN+1, sent by ti to tj via N+1 distinct
buses (see Figure 4); The associative operation (•) is used to concatenate two
data packets. As our approach uses variable data fragmentation, the size of each
fragmented data depends on GSFR and the bus failure rates λB.

Fig. 4. Variable data fragmentation

GSFR is the failure rate per time unit of the obtained multiprocessor schedule.
Using the GSFR is very satisfactory in the area of periodically executed sched-
ules. In such cases, applying brutally the exponential reliability model yields
very low reliabilities due to very long execution times (the same remark applies
also to very long schedules). Hence, one has to compute beforehand the desired
reliability of a single iteration from the global reliability of the system during its
full mission; but this computation depends on the total duration of the mission
and on the duration of one single iteration.

Our fault tolerance heuristic is GSFR-based to control precisely the scheduling
of each fragmented data from the beginning to the end of the schedule. In [16],
The GSFR of scheduling an operation ti, noted Λ(Sn), by the following equation:

Λ(Sn) =
− log(

∏
i e

−λkexe(ti,Pj)+
∑

k

∑
j λcexe(dpd

k
j ,bc))∑j

i exe(ti, pj) +
∑m

k exe(dpdk, bm)
(5)

Variable data fragmentation operates in three phases :

1. First, in order to tolerate at most N communication bus errors, each data
dependency is fragmented into N+1 fragments of equal size. The initial size
of each fragment is calculated by:
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Size(datai) =
Size(data)

N + 1
(6)

The main problem with the equal size data fragmentation comes from the
difference between ending time of different fragments (Figure 5(a)) because
the destination operation must wait to getting all the fragments of the data
dependency to start execution.

Fig. 5. Ending time : (a) ET in equal size data fragmentation, (b) Minimize difference
between ending time

2. Second, the goal of passing from equal size data fragmentation to variable
data fragmentation (Figure 5(a)) is to minimize the difference between end-
ing time ET of different fragments (Figure 5(b)).

ETdata1
≤ETdata2

≤···≤ETdataN+1

Minimize(ETdatai+1
−ETdatai

)i∈{1,···,N+1}
(7)

Fig. 6. (a) the Average Load LoadAverage, (b) and the improvement in time of the
scheduling

With variable data fragmentation based on minimizing the difference be-
tween ending time, another problem can occur and grows extremely the ex-
ecution time. The bus over which accumulates data may also fail, therefore
the quantity of data to be retransmitted is more important.
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3. Third, the definition of a compromise between the load of each communica-
tion bus and the maximum data to be transmitted on this bus, as illustrated
in Figure 6(a). Variable data fragmentation must not exceed this value when
defining the new fragments size. The improvement in time of the scheduling
is shown in Figure 6(b).

The algorithm that enable variable data fragmentation is show in figure 7.

Algorithm VDF
Input: data-dependence (data = ti → tj), N .
Output: the set of N + 1 affectation (datai(Bx)).

1. Each data dependency (data = ti → tj) is fragmented into N + 1 fragments of equal size:

Size(data1) = · · ·Size(dataN+1) =
Size(data)

N + 1

2. Compute the loading sill of buses.

LoadAverage =

∑
λBi

∗ Load(Bi)

N + 1

3. Schedule the N + 1 fragments of data-dependence on N + 1 bus.
4. Order the data fragments according to their ending Time.

ET1 ≤ ET2 ≤ · · · ≤ ETN+1

5. Compute the sum of the shift of Ending Time.

Sum
new
shift−time := 0;Sumshift−time =

∑
ETi+1 − ETi;

6. While (Sumnew
shift−time ≤ Sumshift−time) do

(a) Sumshift−time := Sumnew
shift−time .

(b) Fragment the data Fragment with the last end time on tow
fragments (data(ETN+1) = dataA • dataB), respecting the following three conditions:

i. Size(dataA) ≥ Sizmin(dataET1)
ii. Siz(dataET1 + Size(dataB) ≤ LoadAverage

iii. ET1 + Size(dataB)Bdata1
≤ ETN+1

(c) Order the data fragments according to their new ending time ETi.

(d) Compute the new value of Sumnew
shift−time

Sumnew
shift−time =

∑
ETi+1 − ETi;

End While.

End

Fig. 7. VDF : The variable data fragmentation algorithm

3.3 Scheduling Algorithm

The principles of our approach are implemented by a scheduling algorithm, called
Energy Fault Tolerant Heuristic (EFTH-VDF). It is a greedy list scheduling
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heuristic, which schedules one operation at each step (n). It generates a dis-
tributed static schedule of a given algorithm Alg onto a given architecture Arc,
which minimizes the system’s run-time, and tolerates upto L processors and N
buses faults, with respect to the real-time and the distribution constraints. At
each step of the greedy list scheduling heuristic, the pressure schedule function
(noted by σ(n)(ti, Pj)) is used as a cost function to select the best operation to
be scheduled.

σ(n)(ti, Pj) = S
(n)
ti,Pj

+ S
(n)

ti −R(n−1) (8)

The EFTH-VDF algorithm (show in figure 8) is divided into seven steps.

Algorithm EFTH-VDF
Input: ALG, ARC, N ;
Output: a reliable fault-tolerant schedule;

Initialize the lists of candidate and scheduled operations:
n := 0;

T
(0)
cand := {t ∈ T | pred(t) = ∅};

T
(0)
sched := ∅;

While (T
(n)
cand 	= ∅) do

1. For each candidate operation tcand, compute σ(n) and GSFR on each processor Pk.

2. For each candidate operation tcand, select the best processor p
tcand
best which minimizes

σ(n) and GSFR.

3. Select the most urgent candidate operation turgent between all ticand of T
(n)
cand.

4. For each data dependencies whose turgent is the producer operation: Fragment
the data communication on N fragments using the variable data fragmentation algorithm;

5. Schedule turgent and its fragmented data;

6. Update the lists of candidate and scheduled operations:

T
(n)
sched := T

(n−1)
sched ∪ {turgent};

T
(n+1)
cand := T

(n)
cand − {turgent} ∪ {t′ ∈ succ(turgent) | pred(t′) ⊆ T

(n)
sched};

7. n := n + 1;

End while
End

Fig. 8. The EFTH-VDF algorithm

4 Simulations, Results and Discussion

We have applied the EFTH-VDF heuristic to an example of an algorithm graph
and an architecture graph composed of four processors and four buses. The al-
gorithm graph is show in Figure 9. The failure rates of the processors are respec-
tively 10−5, 10−5, 10−6 and 10−6, and the failure rate of the Buses SAMMP1,
SAMMP2, SAMMP3 and SAMMP4 are respectively 10−6, 10−6, 10−5 and 10−4.
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Fig. 9. Algorithm graph

Fig. 10. Schedule generated by SynDEx

Fig. 11. EFTH − V DF without changing frequencies

Figure 10 shows the non-fault-tolerant schedule produced for our example with
a basic scheduling heuristic. (for instance the one of SynDEx). SynDEx [17] is
a tool for optimizing the implementation of real-time embedded applications on
multi-component architecture.

Figure 11 shows the fault-tolerant schedule produced for our example with
a EFTH-VDF scheduling heuristic without changing frequencies. The schedule
length generated by this heuristic is 21.6. The GSFR of the non-reliable schedule
is equal to 0.0000287. The energy E is equal to 36.7.
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Fig. 12. A schedule generated by EFTH − V DF

Figure 12 shows the fault-tolerant schedule produced for our example with a
EFTH-VDF scheduling heuristic. The schedule length generated by this heuristic
is 27.3. The GSFR of the non-reliable schedule is equal to 0.0000276. The energy
E is equal to 23.21.

5 Conclusion

We have proposed in this paper a solution to tolerate both processors and
communication media faults in distributed heterogeneous architectures with
multiple-bus topology. The proposed solution, based on active redundancy, is
a list scheduling heuristic called EFTH-VDF. It generates automatically dis-
tributed static schedule of a given algorithm onto a given architecture, which
minimizes the system’s run-time, and tolerates upto L processors and N buses
faults, with respect to real-time and distribution constraints. The scheduling
strategy based on variable frequency and variable data fragmentation minimizes
energy consumption and take communication failures into account.
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Abstract. In order to overcome the energy loss involved by commu-
nications in wireless sensor networks (WSN), the use of clustering has
proven to be effective. In this paper, we proposed a dynamic centralized
genetic algorithm (GA)-based clustering approach to optimize the clus-
tering configuration (cluster heads and cluster members) to limit node
energy consumption. The obtained simulation results show that the pro-
posed technique overcomes the LEACH clustering algorithm.

1 Introduction

Wireless sensor networks (WSNs) are used in many domains, such as mili-
tary surveillance, disaster management, forest fire detection, seismic detection,
habitat monitoring, biomedical health monitoring, inventory tracking, animal
tracking, hazardous environment sensing and smart spaces, general engineering,
commercial applications, home applications, underwater applications, etc [1]. In-
deed, according to [2], WSNs are considered to be one of the new technologies
that will change our life, they are listed, also in [3], as one of the key technologies
of the internet of things.

The sensor nodes (or motes) are physical entities characterized by: (i) a bat-
tery with a limited energy; (ii) a processor with limited processing capabilities;
(iii) and a transceiver [4]. The nodes can be deployed in monitoring areas in
order to gather multiple types of information (e.g., humidity, light, temperature,
wind,...) and then transmit the gathered information to the gateway sensor node
(Access Point or Sink), possibly using multi-hop routing strategy [5]. In turn,
the sink transmits the collected information to the end users.

Since it might often be difficult to replace exhausted batteries (e.g., WSNs
may be deployed in inaccessible areas) [6], extending the lifetime of the WSN is
crucial. In the literature, many papers show that the source of highest energy
consumption in the sensor node is the transceiver [7], making strategies which
minimize the use of the transceiver very attractive. Several techniques can be
used to save energy, among which clustering consists in grouping sensors in
several clusters, so that each cluster has a single cluster-head and several cluster-
members. In each cluster, the cluster-members gather information on the sensed
area and send it to the cluster-head. In turns, the cluster-head processes the data

c© IFIP International Federation for Information Processing 2015
A. Amine et al. (Eds.): CIIA 2015, IFIP AICT 456, pp. 503–511, 2015.
DOI: 10.1007/978-3-319-19578-0_41
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Fig. 1. Clustered WSN

received from its members and sends it to the sink. A graphical representation
of a clustered WSN is shown in Fig. 1.

In a clustered WSN, data collected by the sensors is communicated to its
cluster-head, for data processing and redundancy elimination. Therefore, sensors
communicate data over short distances in each cluster (to cluster-heads), so that
the energy spent in communication will be lower than that spent with sensors
communicating directly to the sink [8].

Clustering can be static or dynamic. In a static scenario, the cluster-heads are
fixed and tend to exhaust their energies rapidly, making this clustering unsuitable
for WSNs [9]. In fact, the network becomes nonfunctional in the absence of
cluster-heads. In the presence of dynamic clustering, the clusters change over the
time, equalizing the energy consumption across all nodes and, thus, extending
the network lifetime.

In this paper, our goal is to maximize network lifetime (defined as the time
interval from the nodes’ deployment to the instant at which a given percentage
of deployed nodes die [6]) by minimizing the average energy consumption of all
nodes. In order to do this, all nodes can be promoted to the role of cluster-
heads. In order to reach this goal and guarantee full coverage (i.e., the clusters
are spread over the entire network), we rely of on the use of a genetic algorithm
(GA), which determines, in each cycle, wether or not a node can be chosen to
play the role of a cluster-head.

2 Related Work

The idea of using clustering has been adopted by many authors. The linked
clustering algorithm (LCA) was one of the first approaches [10]. In the LCA
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algorithm, each node has a unique ID. In this algorithm a node play the role of
cluster-head if its ID is the highest one in its neighboring.

LEACH is the most popular clustering algorithm for WSNs [9]. LEACH allows
a fixed percentage of nodes to become cluster-heads (namely, 5% of the nodes)
and leads to the creation of clusters in a distributed way, with the nodes taking
autonomous decisions. Each node decides to become a cluster-head with proba-
bility p. A node which does not become cluster-heads determines its cluster by
choosing the nearest cluster-head. On average, LEACH provides low energy con-
sumption and a uniform energy distribution among the nodes. However LEACH
has also some drawbacks. Because of the probabilistic selection of the cluster-
heads, a node with a very low energy can be selected as cluster-head. Moreover,
since the selection of cluster-heads is probabilistic, the chosen cluster-heads may
be placed in the same area, so that a good coverage can not be guaranteed:
in fact, some nodes will be disconnected from the network (i.e., they will not
attach to any cluster-head). Moreover, the use of a fixed percentage of cluster-
heads may lead (network-wide) to higher energy consumption, as the number of
cluster-heads depend on several factors, such as node spatial density [11].

EEHC is a randomized and distributed clustering algorithm, whose goal is to
maximize the network lifetime [12]. This algorithm is executed in two levels. In
the first level, denoted as “initial,” volunteer nodes, which do not belong to any
cluster, may decide to be cluster-heads with probability p and they announce
their decisions to their neighbors. The nodes that do not receive an announce-
ment, within a specified time interval t, become forced cluster-heads. In the
second level, denoted as “extended,” the clustering algorithm is recursively re-
peated to form hierarchical clustering, where new cluster-heads are selected from
the already formed cluster-heads, until a final base station is reached.

In [13], the authors consider a GA and adapt, on the basis of software services,
its parameters to determine the energy consumption and, therefore, extend the
network lifetime. In [6], the authors proposed a GA-inspired routing protocol
(GROUP): in particular, they use GA and simulated annealing (instead of the
greedy chain) to select routing paths efficiently.

3 System Model

The conditions and assumptions behind the considered network model are com-
pliant with those considered in [9] for LEACH. More precisely, they can be
summarized as follows.

1. The base station is fixed, is not energy-constrained, and has a high computing
capacity.

2. All the nodes deployed are energy/power-constrained and homogeneous.
3. The data processing power is very low with respect to the power required to

transmit and receive data.

The nodes’ radio communication specifications are set as in [9,4,6]. In particu-
lar, we assume that the radio module dissipates: Eelec = 50 nj/bit in transmis-

sion/receiver circuitry; and εamp = 100 pJ/bit/m
2
in the transmitter amplifier.
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Considering free space communications, in order to transmit a k-bit message
over a distance d (dimension: [m]) a node consumes the following amount of
energy:

ETx(k, d) = Eelec × k + εamp × k × d2. (1)

When receving a k-bit message a node consumes the following amount of energy:

ERx(k) = Eelec × k. (2)

4 The Proposed Approach

4.1 The Problem

In a clustered WSN, if a few cluster-heads are used, then most of the nodes
are likely to have a long transmit radio range to send the collected data to
their cluster-heads and this tends to quickly deplete their batteries’ energies. If
a large number of cluster-heads is used, this leads mostly to a one-hop network
(most nodes are cluster-heads and must reach the base station in one hop): this
consumes also quickly the battery energy [4,8].

The best clustering strategy consists in optimizing (i) the number of cluster-
heads and (ii) their positions. In particular, a node can be promoted to cluster-
head according to several parameters: its residual energy, its distance to the sink,
and the sum of the distances to its cluster-members. This suggests the use of
GAs to find the optimal combination of these parameters.

4.2 The Proposed Algorithm

In this paper, we consider dynamic clustering, i.e., re-clustering is considered
to avoid early death of cluster-heads. The proposed GA is executed at the sink
(i.e., it is centralized), due to the needed computing capacity, and the obtained
results (in terms of clustering configuration) are communicated to the nodes.
At each re-clustering round, each node can then be either a cluster-head or a
cluster-member. This centralized approach is expected to overcome the main
limitations of LEACH, where the number of cluster-heads is fixed and their
spatial distribution is arbitrary, i.e,, there is no coordination [9].

In order to use a GA, a WSN needs to be “codified.” In particular, we use a
binary representation, in which each node is represented either by 0 (if it is a
cluster-member) or by 1 (if it is a cluster-head). Each codified network is called
a “chromosome.” A set of chromosomes is called a “generation.”

The used GA is based on exploration and exploitation of the entire research
space using an evolutionary strategy, it helps us to find an optimal combina-
tion of cluster-heads, cluster-members and their distributions in the monitoring
area, among many combinations existing in the research space, making the en-
ergy consumption and the network coverage, optimal. Each potential solution
is characterized by a value called fitness, which determines the optimality of
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solutions. In correspondence to a generation, the GA keeps the best chromo-
somes and drops others according to their fitness function. Each chromosome, in
fact, represents a potential solution. The GA then applies the following genetic
operators to generate new offsprings [14].

– Selection. The selection process is used to choose the best chromosomes
from a generation. In our simulation, the roulette wheel algorithm is used to
perform the selection.

– Crossover. To apply crossover, we choose arbitrary two chromosomes from a
generation, we choose, also, two random positions in the chosen chromosomes
and we used the two point crossover, to generate two new offsprings, that
will belong to the next generation.

– Mutation. The mutation is used to avoid the super chromosome problem. It
means if one chromosome is selected many times in the same generation, the
crossover will not produce new chromosomes, since the parents are the same
chromosome. Hence, the mutation is used to change, in each chromosome,
an arbitrary bit. Several tentatives have been performed so to come up with
the best-run GA parameters in terms of runtime and convergence. The best
crossover and mutation probabilities are 0.75 and 0.2, respectively.

As mentioned above, each chromosome is then evaluated with a fitness func-
tion which attributes a higher chance to the best solutions to survive. The fitness
of a candidate chromosome can be expressed as follows:

Fitness = f(NNN,NCH,DNCH,RECH) (3)

where:

– NNN is the number of networked nodes;
– NCH is the number of cluster-heads;
– DNCH is the sum of the distances between the cluster-members (CMs) and

their cluster-heads (CHs), i.e.,

DNCH =
∑

i∈{CHs}

∑
j∈{CMs}

Distance(CHi,CMj);

– RECH is the sum of residual (cumulative) energy at the cluster-heads (di-
mension: [mW]), i.e.,

RECH =
∑

i∈{CHs}
Residual energy at the CHi .

In order to optimize the proposed clustering mechanism, we consider the follow-
ing (heuristic) fitness function:

Fitness = (NNN)α1 +

(
NNN

NCH

)α2

+(103 ·RECH)α3 +DNCHα4
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where: the exponential parameters {αi}4i=1 need to be properly optimized; the
fraction NNN/NCH represents the average cluster dimension; the multiplica-
tive term 103 used for RECH properly weighs the energy dimension. By trial
and error, the best fitness function (i.e., the best configuration of the exponents
{αi}4i=1) turns out to be

Fitness = (NNN)6 +

(
NNN

NCH

)5

+(103 · RECH)2 +DNCH.

5 Performance Analysis

In order to validate the proposed clustering approach, we carry out a simulation-
based performance analysis, considering different scenarios, by varying the node
spatial density, the number of nodes, and the sink position. In each scenario, a
given number of sensors is randomly deployed in a square monitored area, with
side length 800 × 600. The sink, placed within the region, runs the GCDC al-
gorithm (for Genetic Centralized Dynamic Clustering) and informs the sensors
of the decided clustered configuration. After receiving the decision, each node
knows if it is a CH or a cluster member. The GCDC algorithm is periodically
run by the sink in order to avoid that a node death compromises network con-
nectivity. We assume that all nodes have batteries with initial energy equal to
0.25 J. The dimension k of the messages to be transmitted is set to 100 bits. We
assume that random “events” (e.g., acoustic signal detection, motion detection,
etc.) happen in the monitored area: in particular, each random event is detected
by its nearest neighbor, which needs to report this observation to the sink. In
all considered scenarios, the performance of the GDC algorithm is compared
with that of LEACH. Two values of the initial number of nodes in the WSN are
considered: 100 (low node spatial density) and 1000 (high node spatial density).

In Figure 2, the residual network energy is shown as a function of the sim-
ulation time (expressed in event number), considering two values for the initial
number of nodes: (a) 100 and (b) 1000. It can be observed that GCDC algorithm
allows to save more energy than LEACH. The energy saving is not relevant at
the beginning, whereas it becomes more significant as the time passes by. This is
due to the fact that the GCDC algorithm updates the network clustered topol-
ogy very efficiently. This behaviour is more pronounced in the scenario with 100
nodes (low node spatial density).

In Figure 3, we investigate the network connectivity evolution, considering
(a) NNN (i.e., the network coverage) and (b) the number of dead nodes, as a
function of the simulation time (in terms of event number). In both cases, the
initial number of nodes in the WSN is set to 100 (low node spatial density).
From the results in Figure 3 (a), it can be observed that the number of nodes
connected (i.e., becoming cluster members or heads) by the GCDC algorithm
is larger than that guaranteed by LEACH. This is more evident at the begin-
ning of the simulation, when all nodes (having full battery energies) could be
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Fig. 2. Network residual energy as a function of the simulation time (in terms of event
number). The initial number of nodes in the network is set to: (a) 100 or (b) 1000.
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Fig. 3. Network connectivity evolution, in terms of (a) NNN and (b) number of dead
nodes, as a function of the simulation time (in terms of event number). The initial
number of nodes in the WSN is 100.

connected, whereas the improvement brought by GCDC reduces for advancing
simulation time, as a larger and larger number of nodes die. The performance
difference is due to the fact that LEACH a priori sets the number of CHs to 5%
of the total number of nodes without identifying their positions: this likely leads
to overlapped clusters (i.e., two CHs may be close to each other), leaving other
nodes (without a sufficiently close CH) disconnected. The GCDC algorithm does
not determine a priori the number of CHs but, rather, the GA determines the
optimized number of CHs, along with their positions, to cover the entired mon-
itored area efficiently. In Figure 3 (b), the number of dead nodes (after energy
depletion) is shown: as expected from Figure 3 (a), the death rate with GCDC
is lower than that with LEACH, owing to the clustering procedure which takes
into account the nodes’ residual energies.

In Figure 4, the network connectivity evolution, considering (a) NNN (i.e.,
the network coverage) and (b) the number of dead nodes as functions of the



510 M. Kheireddine et al.

0 2 4 6 8 10 12

x 10
4

550

600

650

700

750

800

850

900

950

1000

Evenment Number

N
et

w
or

ke
d 

no
de

 p
er

ce
nt

ag
e

GCDC

LEACH

0 2 4 6 8 10

x 10
4

0

20

40

60

80

100

120

140

160

180

Evenment Number

D
ea

d 
no

de
 p

er
ce

nt
ag

e

GCDC

LEACH

(a) (b)

Fig. 4. Network connectivity evolution, in terms of (a) NNN and (b) number of dead
nodes, as a function of the simulation time (in terms of event number). The initial
number of nodes in the WSN is 1000.

simulation time (in terms of event number), is investigated in a scenario with
1000 initial nodes (high node spatial density). By comparing the results in Fig-
ure 4 (a) with those in Figure 3 (a), it can be concluded that the performance
improvement, in terms of NNN , brought by GCDC is more pronounced in dense
network. In particular, since, according to the results in Figure 4 (b), the death
rates of GCDC and LEACH are approximately the same, it means that the
GCDC is very efficient in reclustering the topology in order to guarantee a high
level of connectivity to the surviving nodes.

6 Conclusion

In this paper, we have presented a novel clustering algorithm, denoted as GCDC,
which uses a GA to optimize the number and the corresonding locations of CHs.
The performance of our algorithm has been compared with that of LEACH.
The obtained results show that the proposed clustering algorithm reduces the
(network-wide) energy depletion rate and guarantees a better network coverage.
An interesting research direction consists in applying the proposed GA-based
clustering algorithm to duty-cycled WSNs.
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Abstract. Image segmentation is a central problem in image analysis. It con-
sists of extracting objects from an image and separating between the back-
ground and the regions of interest. In the literature, there are mainly two dual 
approaches, namely the region-based segmentation and the edge-based segmen-
tation. In this article, we propose to take advantage of Game theory in image 
segmentation by results fusion. Thus, the presented game is cooperative in a 
way that both players represented by the two segmentation modules (region-
based and edge-based) try coalitionary to enhance the value of a common cha-
racteristic function. This is a variant of the parallel decision-making procedure 
based on Game theory proposed by Chakraborty and Duncan [1]. The involved 
pixels are those generated from the cooperation by results fusion between the 
edge detector (Active contour) and the region detector (Region growing) posing 
a decision-making problem. Adding or removing a pixel (to/from) the region of 
interest depends strongly on the value of the characteristic function. Then, and 
to study the effectiveness and noise robustness of our approach we proposed to 
generalize our experimentations, by applying this technique on a variety of im-
ages of different types taken mainly from two known test databases. 

Keywords: Region-based segmentation · Edge-based segmentation · Region-
edge cooperation · Game theory · Nash equilibrium 

1 Introduction 

Image segmentation plays a key role in image analysis. In addition, it determines the 
quality of characteristics measures calculated later in image understanding process. 
However, there are mainly two dual approaches of segmentation. The edge-based 
segmentation approach that locates the boundaries of objects; and the region-based 
segmentation approach which partitions the image into a set of regions. Each region 
defines one or more connected objects.  

In order to improve the results of each approach by trying to combine their own 
advantages, researchers have created what is called cooperative segmentation [2]. 

Game theory is a strong tool for analyzing situations, modeling and determining 
the best strategy(ies), often used in Economics and in a variety of domains. This 
theory proves interesting in this case given the principle of duality region-edge and 
the problem of antagonism between the two image segmentation approaches.  
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In our contribution, we propose to take advantage of Game theory in image seg-
mentation by results fusion. It is to treat both types of segmentation, in a coalitionary 
way as two players exchanging information in "Game Theory Integrator" module to 
simultaneously improve their individual results. 

This article consists of three sections. The first section presents general informa-
tion on individual and cooperative techniques of image segmentation, its different 
forms and a bibliographical study on the integration of Game theory in image seg-
mentation and its contribution. The second section details our contribution. While, the 
last section is devoted to experimentations, results and evaluation of the performance 
of our approach and its robustness to noise. 

2 Around Image Segmentation and Game Theory 

2.1 Image Segmentation 

Segmentation is the partition of an image into a set of distinct regions (which do not 
overlap) and whose union is the whole image [3]. 

2.2 Image Segmentation Approaches 

Image segmentation methods can be divided essentially into two categories which are 
based on two properties between neighboring pixels: discontinuity and similarity. The 
discontinuity is used by edge-based segmentation approach (boundary), while 
the similarity of pixels is used by region-based segmentation approach. 

Edge Approach  
The edge approach tries to identify changes between regions. In general, an edge ele-
ment is a point of the image belonging to the boundary between two or more objects 
having different grayscale levels. 

Derivate methods 
The derivate methods are most used to detect the pixels intensity transitions 
[4]. Overall, they can be classified into two big categories: Gradient approach that 
uses the first derivative and Laplacian approach that uses the second derivative. 

Deformable models 
Segmentation algorithms based on deformable models have the advantage, compared 
to derivate methods that provide closed edges or surfaces [5]. These methods in-
clude: Active contours and Level sets. 

Limitations of the edge-based segmentation 
Edge-based segmentation has some limitations and drawbacks such as the difficulty 
of identification and classification of parasite edges. In addition, the detected edges 
are not always closed. Nevertheless, the major weakness is that the edge-based seg-
mentation does not give comprehensive information on the content of the image [6]. 
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Region Approach 
This approach consists in dividing the image into distinct regions [7].  In contrast to 
the edge approach, there methods are interested in the region content. The most com-
mon techniques for region-based segmentation are shown in the following. 

Region growing 
Region growing technique is based primarily on the notion of seed. A seed is one 
pixel or set of pixels (region). From it, regions are constructed by aggregation of adja-
cent and homogeneous pixels (grayscale, color similarity...etc.) [7]. The Region grow-
ing process stops when all pixels have been processed (assigned to a region). 

This technique is simple and quick to perform. In addition, it allows the object 
segmentation in complex topology [8]. Whereas, the choice of initial germs and ho-
mogeneity criterion is critical. 

Region Splitting 
Region splitting technique involves image partitioning into homogeneous regions 
according to a given criterion. Its principle is to consider the image as the initial re-
gion, which then is divided into regions. The splitting process is repeated for each 
new region until homogeneous regions [9]. Its drawback is the over-segmentation. 

Region Merging 
Region merging technique is a bottom-up method. Initially, each image pixel is con-
sidered as an elementary region. The method tents gradually to merge the related 
regions that satisfy a given predicate P [9].The process is repeated until the satisfac-
tion of a stopping criterion (usually the visiting of the entire image) [10]. However, 
this method can introduce the sub-segmentation effect. 

Region Splitting and Merging 
It is a hybrid method, in which, a splitting step is performed first. Its result is injected 
to the second process (merging similar regions) that corrects the possible effect 
of over-segmentation introduced by the splitting process. 

Limitation of region-based segmentation 
Region-based segmentation has some disadvantages that we present below: 

• The obtained regions do not always correspond to the objects in the image.   
• The limits of the obtained regions are generally imprecise.   
• The difficulty of identifying criteria for pixels aggregation or regions division.  

Cooperative Approach 
As we have seen previously, the region and the edge approaches have both advantag-
es and disadvantages. Researchers have tried to take benefits from the strengths of 
both approaches and duality concepts between them and gave rise to what is called 
the cooperative segmentation. It combines the advantages of both solutions: preci-
sion and speed of edge-based segmentation, boundary closures and density of the 
extracted information of region-based segmentation [2]. 
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Depending how to cooperate the both processes, the researchers proposed three dif-
ferent approaches: Sequential cooperation, fusion results cooperation and mutual 
cooperation. 

Sequential cooperation 
The general principle of the sequential cooperation is one of the individual techniques 
is executed first. Its result is then exploited by the second technique [11]. 

Fusion results cooperation 
In fusion results cooperation, region-based and edge-based segmentation are executed 
in parallel and independently. Cooperation takes place at their respective results. 

Mutual cooperation 
In mutual cooperation approach, different segmentation techniques are executed in 
parallel while mutually exchanging information.  

2.3 About Game Theory 

Game theory is a formalism that aims to study the planned, real or posteriori justified 
behavior of agents deal with situations of antagonism (opposition), and seek to high-
light optimal strategies [12]. It is based on the concept of game defined by a set of 
players (considered as rational agents), all the possible strategies for each player, and 
the gains specification of players for each combination of strategies [13].  

Types of Games 
The most popular types of games are: 

• Cooperative and non-cooperative games.  
• Finite and infinite games.  
• Synchronous and asynchronous games.  
• Zero-sum games and non-zero-sum games.  
• Complete information games and perfect information games.  

Nash Equilibrium 
In 1950, John Nash has defined a stable interaction situation if no player has interest 
to change its strategy knowing strategies of others. The game becomes stable that no 
player can only change its strategy without weakening his own position [14].  

Theoretically, it is said that a combination of strategies s* is a Nash equilibrium if 
the following inequality is satisfied for each player i [14].  , , .                       (1) 

More Clearly, if player i anticipates that the other players will choose the strategies 
associated with the combination of strategies , it can only maximize its gain u by 
choosing the strategy .  



 Region-Edge Cooperation for Image Segmentation Using Game Theory 519 

2.4 Image Segmentation and Game Theory 

Works on the matching between Game theory and image segmentation are not nu-
merous. One possible reason is that Game theory is based primarily to satisfy eco-
nomic needs. Whereas, the first published work is that of A. CHAKRABORTY et al. 
in 1999 [15, 1]. In this section, we will quote it with other work in this domain. 

• Work of (A. CHAKRABORTY et al. in 1999) is an original and outstanding work 
that is based on a solid mathematical model integrating Game theory in image 
segmentation by mutual cooperation between the edge detector (Active contour) 
and the region detector (Markov Random Fields). It represents a reference work. 

• (E. Cassel et al. in 2007) proposed a modified and simplified implementation of 
Chakraborty and Duncan approach [1]. This simplification involves removing the 
"Prior information about the form to segment" in the equation of the edge detec-
tor. The authors in [16] opted for the "Region growing" as region detector and the 
morphological operation "closure" for the edge detector. 

• Even, (K. ROY et al. in 2010) have proposed an approach to iris and pupil segmen-
tation based on Chakraborty and Duncan work [1]. However, this approach is  
suitable particularly on this special field of application. For this, they integrated 
pre-treatments and post-treatments phases in their procedure. In this work, 
the "Region growing" and "Level sets" methods were used. [17] 

• The last two works consist of two individual segmentation approaches (edge-based 
segmentation only). (B. IBRAGIMOV et al. in 2011) proposed a supervised algo-
rithm based on Game theory and dynamic programming for the segmentation of 
lung fields [18], while (M. KALLEL et al. in 2013) proposed an approach based on 
Game theory to restore and segment simultaneously noisy images [19]. 

3 Cooperative Segmentation Approach Using Game Theory 

Now, we present our approach. We propose segmentation by results fusion, suggest-
ing a cooperative game where both players, represented by the two segmentation 
modules, try coalitionary to improve the value of a common characteristic func-
tion. This is mainly based on the work done by Chakraborty and Duncan [1]. This 
choice is based on the fact that their procedure is original, robust and has been proven 
mathematically. Indeed, Cassel et al [16] and Roy et al [17] works gives us the oppor-
tunity to suggest improvements and changes in the cost functions of this procedure. 

3.1 Game Formulation 

Now, we define our game and detail its constituting elements, its type and nature. 

Game Components 
Following Chakraborty and Duncan procedure [1], the objective functions are:  
For the region-based segmentation module (player 1),  
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     ,  ∑ , , ∑ , ,, ∑ ,,,,  á ∑ , ∑ ,,, .                                   (2) 

Where: 
─ A  Corresponds to the set of points which lie inside the contour vector , while  

correspond to the points that lie outside it. Thus, A A i, j  ;  1 iM , 1 j N Whole image. 
─ ui,j represents the information concerning the intensities of points inside the contour 

and vi,j for points outside. 

Also, y is the intensity of the original image, x is the segmented image provided by 
p1, u and v corresponds to the intensity mean value of the image on the inside (outside 
respectively) of the contour given by p2. The first term attempts to minimize the dif-
ference between the values of the pixels intensities found in the region and to streng-
then continuity. Whereas, the second term is trying to match between the region and 
the detected contour. 
Whereas, the objective function of player 2 (edge-based segmentation module) is: 

     ,  max , â ,                 (3) 

Where p denotes the contour parameterization proposed by p2, Ig is the gradient 
image, and Ir is the segmented region obtained by p1. Mgradient represents a correspon-
dence measure (matching) between the gradient image Ig and the detected contour. 
While, Mregion is a matching measure between the segmented region image Ir and the 
contour vector p, β is its weight. 

In our approach, we propose a new formula simplifying function F2 by replacing: 

• Mgradient and Mregion by Abdou and Pratt measure [4]. 
• Contour parameterization  by the constituent pixels of the Active contour. 
• The gradient image Ig by Canny detector. 
• The image of the segmented region Ir only by its boundary. 

Finally, we proposed to unify the two cost functions above in one function F: 

 ,   ,   ,   ,   ,   ,                                 (4) 

Adding or removing a pixel (to/from) the region of interest depends strongly on 
the improvement or deterioration of this function value.  and  represent the cost 
functions of the two segmentation modules, the index i determines whether the pixel i 
is taken into account or not (i-1 for no and i for yes). 

Not only it takes into account the two cost functions, it also helps to normalize the 
rate of improvement or deterioration of each function because the variation of the 
function F1 is almost always greater than those of F2 as both are not commensurable. 

Game Type 
By inference, the proposed game is a: Finite, Cooperative and Non-zero-sum game. 
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In our case, and in order to reduce the number of calculations, we proposed at each 
iteration an estimation of the formula (5). We apply it only on the current pixel and its 
neighbors while following a 4-connected neighborhood scheme. 

Post-treatment  
In order to improve the detected region, any obtained agglomeration (non-significant 
small regions, holes and parasite pixels) that are located entirely within the region of 
interest are filled and aggregated to the pixels of the region.  

Edge Detector 
As edge detector, we have focused our choice on "Active contour" method. This 
choice is based on the fact that Active contours are closed and one-pixel thickness 
(i.e., they do not require post-treatments). However, we can remedy it major problem 
(not detecting of concave shapes) in the phase of Game theory integration. 

In our implementation, thresholding image generated by the Otsu method 
[20] constitutes the input of the edge detector module. This Active contour is de-
signed to fit the region in which the initial seed belongs. 

Game Theory Integration 
After running the two detectors for a sufficient number of iterations, Game theory can 
take place in order to improve the results of the two detectors cooperatively. 

The involved pixels are those generated through the cooperation by results fusion 
between the edge and region detectors posing a decision-making problem. Thus, we 
first address the list of pixels located inside the Active contour and which does not 
belong to the region of interest (considering first the nearest pixel to the region of 
interest) (see Fig. 2). At the end of each iteration, an update of the region and the edge 
configurations is made.  

Adding or removing a pixel to the region of interest is highly depending of the im-
provement or deterioration of the function value defined in formula (4). 

 

Fig. 1. Preliminary results and places where Game theory will be applied 

4 Experimental Results 

In this section, a summary of the tests and the obtained results is presented to demon-
strate the effectiveness of our region-edge cooperation approach, we test it on a varie-
ty of different-kinds images (synthetic, real and medical: sane and added noise) from  
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5 Conclusion and Discussions 

In this article, we studied the possibility of Game theory integrating in image segmen-
tation by region-edge cooperation. Indeed, we proposed a modified and simplified 
version of the parallel decision-making procedure as described in the work of Chacra-
borty and Duncan [1]. Whereas, the proposed modification helps to make the game 
cooperative, so that both players try coalitionary to improve the value of a common 
characteristic function within a framework of segmentation by results fusion. 

Provided performance indices either digital or visual showed its effectiveness and 
its robustness to poor conditions of the input image (specifically image noise prob-
lem). Nevertheless, our method has had some inconveniences to running as: 

• Results are depending on optimizing of parameters number, which is relatively big. 
• Calculation time is sometimes very high estimated at a few hours. 
• Procedure and by its nature can detect a single region of interest at a time. 

Many prospects may be cited, for any enrichment of our study. Among them: 
• Improvements of the detection procedure for all the regions of the image. 
• Proposing of other gaming models, such as the players are pixels or image objects. 
• Proposing image segmentation by mutual cooperation. 
• Find an automatic parameters adjustment to the input image characteristics. 

a 

     

Noise in 5% Noise in 10% Noise in 15% Noise in 20% Noise in 25% 

b 

    

Noise in 5% Noise in10% Noise in 15% Noise in 20% Noise in 25% 

c 

  

Noise in 5% Noise in10% Noise in 15% Noise in 20% Noise in 25% 

Fig. 4. Result of segmentation using a Game theory-based approach applied to different im-
ages after adding the salt and pepper noise (a) Synthetic image, (b) Real image, (c) Medical 
image 
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Abstract. The presence of dynamic scene is a challenging problem in
video surveillance systems tasks. Mixture of Gaussian (MOG) is the most
appropriate method to model dynamic background. However, local vari-
ations and the instant variations in the brightness decrease the perfor-
mance of the later. We present in this paper a novel and efficient method
that will significantly reduce MOG drawbacks by an improved parame-
ters updating algorithm. Starting from a normalization step, we divide
each extracted frame into several blocks. Then, we apply an improved
updating algorithm for each block to control local variation. When a
significant environment changes are detected in one or more blocs, the
parameters of MOG assigned to these blocks are updated and the param-
eters of the rest remain the same. Experimental results demonstrate that
the proposed approach is effective and efficient compared with state-of-
the-art background subtraction methods.

Keywords: Background subtraction · Motion detection · MOG ·
Machine vision · Videosurveillance

1 Introduction

The detection of moving object is the key step in many computer vision applica-
tions such as video surveillance, control applications, human machine interaction,
and motion analysis. The challenge in such systems is to achieve high sensitiv-
ity in the detection of moving objects while maintaining a good discrimination
rates and low processing time. The intrinsic nature of environment with illu-
mination changes, shadows, waving flags, dust, bootstrapping and ghosts make
tasks even more difficult. Recently, important efforts in this field have been fo-
cused on developing theories, methods and systems to deal with this problems
and the most widely adopted techniques for handling these issues are optical
flow, frame differencing and background subtraction. Background subtraction
process is usually used with the assumption that the im-ages extracted form
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video without any additional objects follow a fixed behavior and can be well
described by a statistical model. In this case, the appearance of a new object in
background will make this part inappropriate with the building model. The main
idea in such approach is to model each pixel separately by a probability density
function. Works done in [31] showed that GMM provides a good compromise
between quality and execution time compared to other methods. The first use
of GMM for modeling the background was proposed by Friedman and Russell
[11].However Stauffer and Grimson [26] proposed the standard algorithm with
an efficient update equations. Some extensions are given by [20,12,14] to im-
prove the model adaptation speed. Other GMM algorithms were also proposed
[27,34] to remove GMM drawback. Unfortunately, local variations and instant
changes in brightness remains the major problem of GMM [33,13]. In the last
decade, several studies have attempted to improve the performance of GMM in
environments with multiple dimming and high condensation background. Ini-
tial ideas focused on substitution of using color characteristics [2] Setiawan et
al. [24]or infrared camera [23]. Hybrid models such as GMM and K-means [3],
GMM and fuzzy logic [1], Markov Random Fields [22],GMM and adaptive back-
ground [9,25], have been proposed to overcome GMM drawbacks. Other works
have focused on improving the learning speed [15,28] through an adaptive learn-
ing rate [29], Better settings White and Shah [32] and the execution time [17] by
using real parallel operations on multi-processor machines. Other systems use
two backgrounds [4] to solve the problem of change in brightness between day
and night or use Multi-level approaches [5,6,7]. Despite many algorithms have
been pro-posed in the literature, the detection of moving objects in complex and
dynamic environments is still far from being completely solved. In this paper,
we will focus on the detection of moving objects in video surveillance through a
fixed camera. To overcome the problems mentioned before, we propose a new and
efficient background subtraction method based on GMM and local background
monitoring. To cover all sections, the rest of the paper is organized as follows.
The Preprocessing task is presented in Section 2. Section 3 is devoted to the
similarity measurement. The background subtraction method and the proposed
algorithm is presented in section 4 and section 6. We present in section 5 a local
monitoring method used to update the MOG parameters. Results and discussion
are presented in Section 6. Section 7 concludes the paper.

2 Preprocessing

The objective of the preprocessing task is to make the images more appropriate
to apply algorithms in any system component allowing improvement in the suc-
cess rates. In this phase, we start by transforming the captured video into a set
of images. Then, we apply median filter to remove noise from the image. The
extracted images from the video is done in the RGB color space, but this repre-
sentation is not adequate because of the influence of light on the description of
objects [28]. For this reason, we made a transfer to HSL model recognized to be
one of the closest model of human perception and it provides a direct control of
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chromaticity. The following are supplementary preprocessing techniques applied
in our system.

2.1 Histogram Equalization

Histogram Equalization is an illumination normalization technique that uses the
distribution of the original image to generate an image with uniform histogram.
The objective of histogram equalization is to minimize the contrast in areas that
are too light or too dark for an image.

2.2 Contour Detection

Contour correspond to the local variations in the intensity of the image pixel
values. It is applied to preserve local features despite the influence of brightness.
There are numerous contour detection techniques, but the context of real time
processing lead to use a fast contour detection algorithm with inherent smoothing
properties that can be adapted to different conditions of noise and artifacts. We
used Soblel filter reported to be the best filter under real time consideration.

2.3 Splitting

This operation is only used in the initialization step. We divide the first frame
into N equal size blocks to minimize local variations and to simplify the mon-
itoring task. We noticed that the number of areas greatly influences on system
quality. A large number of areas lead us to the starting point (pixel-based ap-
proach). In case where the number of areas is small (the size of the area is large),
local variations accumulated in the same area force the system to consider the
latter as an intense variation. In this way, all pixels belonging to the area will
be updated. However, the number of blocks may change in processing time to
improve system performance.

3 Similarity Measurement

The similarity between two sequences of measurement is a measure that quanti-
fies the dependency between them. The use of similarity measure requires solving
three major problems. The first one is to find the saved image that best matches
the observed image. The second problem involves locating an object of inter-
est in an observed image. The last one is the presence of rotational and scaling
differences between the stored and observed image. In our case, the two first
problems are similar and resolved by using contour detection algorithm. Indeed,
the original image is divided into a set of blocks and the similarity is applied,
not to detect any type of object, but to measure the blocks dependence at the
same position between the reference image and the observed image. The use of a
binary image containing only contours, reduces the brightness change effect since
the contours are invariant to the latter. The third problem is not probable since
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the camera is static and it has no zoom effect. Various similarity measures have
been proposed in the literature. However, each measure has its own strengths
and weaknesses and a measure that performs well on one type of images may
not work on another types. In this paper we use Pearsons correlation coefficient
which is reported in the literature as the best similarity measure on various
image types.

4 Mixture of Gaussians

MoG is a statistical model that assumes the data where originates from a
weighted sum of several Gaussian distributions. Stauffer and Grimson [26] pre-
sented an adaptive GMM method to model a dynamic background in image
sequences. If K Gaussian distributions are used to describe the history of a
pixel, the observation of the given pixel will be in one of the K states at one
time [3]. K determines the multimodality of the background and the selection
of K is generally based on the available memory and computing power. Stauffer
and Grimson [26] proposed to set K from 3 to 5. First, each pixel is characterized
by its intensity in the HSL color space. Then, the probability of observing the
current pixel value is given by the following equation in the multidimensional
case:

P (Pt) =

k∑
i=1

wi,t · η (Pt, μi,t, Σi,t) (1)

Where: k is the number of associated Gaussians to each pixel, wi,t is the
calculated weight, μi,t is the mean and Σi,t is the covariance matrix that are
respectively evaluated for the ith Gaussian at time t. η is a Gaussian probability
density function:

η (Pt, μ,Σ) =
1

2π
n
2 |Σ| 12

exp
1
2 (Pt−μ)Σ−1(Pt−μ) (2)

For real time consideration, the update of the model is carried out by using an
online K-Means approximation algorithm [3], [8]. After the parameters initializa-
tion, a first foreground detection can be made and the parameters are updated.
When the new frame incomes, each pixel value is checked through the existing
k Gaussian distributions, until a match is found. A pixel matched a Gaussian
distribution if the pixel value is within 2.5 standard deviations of distribution
according to Eq. 3.

|Pt − μi|
σi

< 2.5 (3)

When a match is found with one of the k Gaussian, we look for the Gaussian
distribution classification. If the Gaussian distribution is identified as a back-
ground, the pixel is classified as background. Otherwise, the pixel is classified as
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foreground. The prior weights of the K distributions are updated according to
Eq. 4:

Wk,t = (1− α) ·Wk,t−1 + αMk,t (4)

Where: α is the learning coefficient which determines the model adaptation
speed and Mk,t is equal to 1 for the distribution which satisfy 3and 0 for others.
After updating weights, a normalization step is carried out to ensure that the
sum of the weights is always equal to 1. For the unmatched components, μ
and σ parameters remain unchanged. The parameters of the distribution which
matches the new observation are updated using the following equations:

μk,t = (1− ϕk) · μk,t−1 + ϕk · Pt (5)

σ2
k,t = (1− ϕk) · ϕ2

k,t−1 + ϕk (Pt − μk,t)
T
(Pt − μk,t) (6)

With

ϕt = αη (Pt/μkσk) (7)

If none of the distributions satisfy the Eq. 3, then the pixel is associated with
first plan and the parameters of the least probable distribution is replaced by a
new Gaussian with the current value as its mean value, an initially high variance,
and a low prior weight parameter according to Eq. 8,Eq. 9 and Eq. 10 described
below:

σ2
k,t = Large Initial V ariance (8)

Wk,t = Low Prior Weight (9)

μk,t = Pt (10)

W is the initial weight value for the new Gaussian. If w is higher, the dis-
tribution is chosen as the background model for a long time. To decide if Pt is
included in the background distributions, the distributions are ordered according
to the value of Wk,t/σk,t . This ordering use the assumption that a background
pixel corresponds to a high weight with a weak variance for the reason that the
background is practically constant and it is more present than moving objects.
The first β distributions that verify the Eq. 11 are selected to represent the
background.

β = argmin
(
Σb

k=1Wk,t > B
)

(11)

The threshold B represents the minimum portion of the total weight given
to background model. If a small value for B is chosen, then the background be-
comes unimodal. If B is higher, a multi-modal distribution caused by a repetitive
background motion could result from a variety of background component that
allows the background to accept more than one Gaussian distribution. The use of
unique threshold B for GMM implies a miss classification especially when scene
contains both dynamic and static area. A higher threshold can achieve correct
classifications in a dynamic background but makes incorrect detection of moving
objects in stationary background.
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5 Adaptive Local Monitoring

Methods based on MOG use the pixel value for detecting a probable change in
the background based on the assumption that a moving object is a set of pixels
in movement. This vision is very useful because it requires no a priori knowledge
of objects and their trajectories. However, the natural environment is far from
perfect. The presence of dust, the change in brightness, rain, wind,etc. influence
on pixel value making unwanted local variation and leading to a misdetection
of motion. The false pixel detection induces the system to make errors in the
following steps, either by the deformation of the moving objects or by signaling
a false movement. To overcome these problems, we proposed an adaptive local
monitoring algorithm for each block to control local variation. From the start
of the process of detecting moving objects, the monitoring task is enabled by
assigning an observer to each block. The role of the latter is to monitor and
report the presence of any activity that may be a movement. The decision of
the presence or absence of movement is ensured by calculating the similarity
between two states of the same block. Indeed, after assigning a block for each
monitor, it stores the initial state which contains only contour. The first state is
taken without the presence of moving objects. The second state represents the
image in process. For the convenience of the update algorithm, each pixel has
been labeled with the block number to which it belongs. It is used to provide
updates to the concerned pixels only. So if a significant activity in a block of the
image is detected, the parameters of the Gaussian assigned to all pixels of this
block decide whether there has been any motion, and will be updated according
to the proposed model. The parameters of the Gaussian assigned to other blocks
will not undergo any change. This process will eliminate local variation, because
only blocks with significant change will be considered by the system.

6 Results and interpretation

The system presented in this paper is implemented in Java on a computer with
an Intel Core i5 2.67 GHz and a 4GB memory capacity. In this section, we
shall present results of our method while challenging real-world situations. We
take in addition to our database, three publicly available Benchmark Dataset
Collection. The first one (BDC1) has six sequences in the Dataset (campus,
highway I, highway I2, highway II intelligent room and laboratory) [21]. The
second (BDC2) has nine sequences (bootstrap, a campus, a curtain, an escalator,
a fountain, a hall, a lobby, a shopping mall and a water surface) [18].The last one
(BDC3) has two sequences (highway and hallway) [16]. Our database (BDC4) has
four sequences (campus, a hallway, a highway and a public park). In BDC4, The
outdoor videos are recorded in a random situation and without any assumption
on the observed scene where a group of clouds is passing in the sky, causing
sudden illumination changes. For measuring accuracy we used different metrics,
namely Precision and Recall.
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Fig. 1. Precision and recall results for MOG [26], SL-PCA [19], SG [30], KDE [10], and
our method

Fig. 2. Background subtraction results in personnel video database in both indoor and
outdoor environments
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Fig. 3. Background subtraction results in public video database

Recall gives the percentage of corrected pixels classified as background when
compared with the total number of background pixels in the ground truth. Preci-
sion gives the percentage of corrected pixels classified as background as compared
at the total pixels classified as background by the method.

Recall =
TP

TP + FN
(12)

Precision =
TP

TP + FP
(13)

FP and FN refer to pixels misclassified as foreground (FP) or background (FN)
while TP account for accurately classified pixels respectively as foreground. A
good performance is obtained when the detection rate is high without altering
the precision.

Figure.1 clearly shows that our method outperform the well-known back-
ground subtraction methods in term of precision and recall. Figure.2 and Fig-
ure.3 show some qualitative results on both public and personal databases. They
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show that our system is able to give a very good subtraction in environment with-
out any assumption on lighting condition. They also show the effectiveness of
the proposed system in outdoor and indoor environment.

7 Conclusion

In this paper, we proposed a background subtraction system for image sequences
extracted from fixed camera using an improved parameters updating algorithm
for mixture of Gaussians. To overcome the brightness and local variation we first
made a transition from RGB to HSL color space. Then we divided the image
into N areas and assigned to each one a local monitoring algorithm that allows
selecting regions with a very large change using Pearsons Correlation Coefficient.
Transfer to HSL color space has significantly decreased light effect on the system
behavior through accumulating all brightness variations in a single component
(L). While segmenting the image into regions have eliminated local variations
caused mainly by the presence of dust. Tests conducted on databases show that
our system has a good sensitivity, more accuracy compared with well-known
methods. In future work, our algorithm will be adjusted by dividing the image
into homogenous regions and solving the problem of shadow and color similarity
between moving objects and background.
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Abstract. Real-time co-authoring of Linked-Data (LD) on the Web is
becoming a challenging problem in the Semantic Web area. LD consists
of RDF (Resource Description Framework) graphs. We propose to apply
state-of-the art collaborative editing techniques to manage shared RDF
graphs and to control the concurrent modifications. In this paper, we
present two concurrency control techniques.Thefirst one is based on client-
server architecture. The second one is more flexible as it enables the collab-
orative co-authoring to be deployed in mobile and P2P architecture and it
supports dynamic groups where users can leave and join at any time.

Keywords: Linked-Data · Collaborative editing systems · Optimistic
replication

1 Introduction

Recently, providing collaborative co-authoring tools in the Web Semantic is be-
coming more attractive as they enable semantic web data to be produced in
online mode and to be available to a large public. Linked Data (LD) is recently
used to replace collections of offline RDF data [3]. The goal of LD is to en-
able people to share structured data on the web as easily as they can share
documents today. It uses RDF technology that (i) relies on HTTP URIs to de-
note things; (ii) provides useful information about a thing at that thing’s URI;
and (iii) includes in that information other URIs of LD. Tabulator [2] is a LD
browser, designed to provide the ability to navigate the web of linked things.
In [3], Berners-Lee et al. raise some interesting challenges when adding collab-
orative co-authoring mode in Tabulator. This mode consists in collaboratively
editing the LD which is represented by a RDF graph.

In this paper, we sketch two solutions that may meet to some extent the read-
write requirement in LD browser. We consider a RDF graph as a shared data
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which can be edited and updated by several users. To control the concurrent
access to this shared data, we propose to apply state-of-the art collaborative
editing techniques [9,6]. The CRDT (Commutative Replicated Data Type) is a
class of algorithms that is emerging for ensuring consistency of highly dynamic
content on P2P networks. However, this approach incurs some overhead they do
not consider directly a set as a list (or a sequence) [1]. Also, with the continu-
ously growing amount of structured data available on the Semantic Web there
is an increasing desire to replicate such data to mobile devices. This enables ser-
vices and applications to operate independently of the network [18,11]. Classical
replication techniques cannot be properly applied to mobile systems because
they do not adopt to changing user information needs, and they do not consider
the technical, environmental, and infrastructural restrictions of mobile devices.
We think that Operational Transformation (OT) approach [4,14] may be a good
candidate as it supports unconstrained interaction. Indeed, it allows any user
to modify any shared data consistently at any time without any restrictions on
users’s actions.

The rest of the paper is organized as follows. Section 2 presents the ingredients
of OT approach. In Section 3, we suggest two concurrency control procedures
for managing the collaborative edition of RDF graphs. Section 4 discusses per-
formance evaluation, and concludes.

2 Transformational Approach

Principle. Operational Transformation (OT) is an optimistic replication tech-
nique which allows many users (or sites) to concurrently update the shared data
and next to synchronize their divergent replicas in order to obtain the same
data [17]. The updates of each site are executed on the local replica immediately
without being blocked or delayed, and then are propagated to other sites to be ex-
ecuted again. Accordingly, every update is processed in four steps: (i) generation
on one site; (ii) broadcast to other sites; (iii) reception on one site; (iv) execution
on one site.

A crucial issue when designing shared data with a replicated architecture and
arbitrary messages communication between sites is the consistency maintenance
(or convergence) of all replicas. To illustrate this problem, consider the following
example:

Example 1. Consider the following group text editor scenario (see Figure 1.(a)):
there are two users (on two sites) working on a shared document represented
by a sequence of characters. These characters are addressed from 0 to the end
of the document. Initially, both copies hold the string “efecte”. User 1 executes
operation op1 = Ins(1, f ) to insert the character f at position 1. Concurrently,
user 2 performs op2 = Del(5) to delete the character e at position 5. When
op1 is received and executed on site 2, it produces the expected string “effect”.
But, when op2 is received on site 1, it does not take into account that op1 has
been executed before it and it produces the string “effece”. The result at site 1
is different from the result of site 2 and it apparently violates the intention of
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op2 since the last character e, which was intended to be deleted, is still present
in the final string. Consequently, we obtain a divergence between sites 1 and
2. It should be pointed out that even if a serialization protocol [4] was used to
require that all sites execute op1 and op2 in the same order (i.e. a global order on
concurrent operations) to obtain an identical result effece, this identical result
is still inconsistent with the original intention of op2.

Fig. 1. Serialization of concurrent updates

To maintain convergence, the OT approach has been proposed by [4]. When
User X gets an operation op that was previously executed by User Y on his
replica of the shared object UserX does not necessarily integrate op by executing
it “as is” on his replica. He will rather execute a variant of op, denoted by op′

(called a transformation of op) that intuitively intends to achieve the same effect
as op. This approach is based on a transformation function (or algorithm) IT
that apply to couples of concurrent operations defined on the same state.

Example 2. In Figure 1.(b), we illustrate the effect of IT on the previous ex-
ample. When op2 is received on site 1, op2 needs to be transformed according
to op1 as follows: op′2 = IT ((Del(5), Ins(1, f )) = Del(6). The deletion posi-
tion of op2 is incremented because op1 has inserted a character at position 1,
which is before the character deleted by op2. Next, op

′
2 is executed on site 1.

In the same way, when op1 is received on site 2, it is transformed as follows:
IT (Ins(1, f ), Del(5)) = Ins(1, f ); op1 remains the same because f is inserted
before the deletion position of op2.

Intuitively we can write the transformation IT as follows:

IT(Ins(p1,c1),Ins(p2,c2)) =

if (p1 < p2) return Ins(p1,c1)

else return Ins(p1+1,c1)

endif;

OT Model. Using the OT approach, each site is equipped by two main com-
ponents [4,10]: the integration component and the transformation component.
The integration component determines how an operation is transformed against
a given operation sequence (e.g., the log buffer). It is also responsible for re-
ceiving, broadcasting and executing operations. It is rather independent of the
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type of the shared data. The transformation component is a set of IT algorithms
which is responsible for merging two concurrent operations defined on the same
state. Every IT algorithm is specific to the semantics of a given shared data.

The most known OT-based theoretical framework is established by Ressel et
al. [10]. They define two consistency criteria:
– Causality. If one operation op1 causally precedes another operation op2,

then op1 must be executed before op2 at all sites.
– Convergence. When all sites have performed the same set of operations,

the copies of the shared data must be identical.
It has been proved that any integration component can achieve convergence

in the presence of arbitrary transformation paths if its IT algorithm satisfies
two properties TP1 and TP2 [10]. For all op, op1 and op2 pairwise concurrent
operations with op′1 = IT (op1, op2) and op′2 = IT (op2, op1):
– TP1: [op1 ; op

′
2] ≡ [op2 ; op

′
1].

– TP2: IT (IT (op, op1), op
′
2) = IT (IT (op, op2), op

′
1).

Property TP1 defines a state identity and ensures that if op1 and op2 are
concurrent, the effect of executing op1 before op2 is the same as executing op2
before op1. This property is necessary but not sufficient when the number of sites
is greater than two. Property TP2 defines an update identity and ensures that
transforming op along equivalent and different operation sequences will give the
same operation.

Properties TP1 and TP2 are sufficient to ensure the convergence for any
number of concurrent operations which can be executed in arbitrary order [10].
Accordingly, by these properties, it is not necessary to enforce a global total
order between concurrent operations because data divergence can always be
repaired by operational transformation. However, finding an IT algorithm that
satisfies TP1 and TP2 is considered as a hard task, because this proof is often
unmanageably complicated [13]. To overcome this difficulty, we proposed in [6]
a formal methodology for designing and analyzing IT algorithms by using a
theorem prover.

Several OT-based integration components have been proposed in the group-
ware research area. These components may be categorized in two categories. The
first one does not require TP2 property: it relies on client-server architecture for
enforcing a unique transformation order. We can cite in this category algorithms
like SOCT4 [16] and TIBOT [7]. As for the second category, it requires TP2
property. This constraint enables the concurrent operations to be synchronized
in a decentralized way. Algorithms such as adOPTed [10] SOCT2,4 [15,16] and
GOTO [14] belong to this category.

3 Our Proposals

To manage all concurrent access for editing collaboratively a shared RDF graph,
we need a concurrency control procedure. In this section, we first argue how to
map a RDF graph into a sequence data structure. According to centralized and
decentralized architectures, we suggest two concurrency control procedures.
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3.1 RDF Graph as a Sequence

When publishing LD on web, information about resources is represented using
the RDF. Any expression in RDF is a collection of triples, each consisting of a
subject, a predicate (also called property) and an object. The subject of a triple is
the URI describing resource. The object can either be a simple literal value (e.g.,
a string, a number) or the URI of another resource. The predicate indicates what
kind of relation exists between subject and object. The predicate is a URI too.
A set of such triples is called an RDF graph. This can be illustrated by a node
and directed-arc diagram, in which each triple is represented as a node-arc-node
link.

Usually a set is implemented by means of a list. It means we can use oper-
ations, such as insert and delete, to edit a shared list. Thus, we can reuse the
state-of-the-art of collaborative editing systems.

For instance, the following three english statements (this example is taken
from [8]):
– <http://www.example.org/index.html>has a creator whose value is John

Smith
– <http://www.example.org/index.html>has a creation-date whose value is

August 16, 1999
– <http://www.example.org/index.html>has a language whose value is En-

glish
could be represented by the RDF graph shown in Figure 2.

Fig. 2. An RDF Graph

An RDF graph can be serialized into a sequence of triples and considered as
a text where each line corresponds to a simple triple of subject, predicate and
object. For example, the third statement shown in Figure 2 would be written as
a text line:
<http://www.example.org/index.html>

<http://purl.org/dc/elements/1.1/language> "en" .
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By considering an RDF graph as a sequence, each triple is addressed simply
by a position within the sequence. Therefore, we assume that the sequence of
triples can be modified by the following primitive operations:
– Ins(p, t) which adds triple t at position p;
– Del(p, t) which deletes triple t at position p.
Updating a triple (e.g., by modifying the predicate URI) can be expressed by

a sequence of delete (by removing the old triple) and insert (by adding the new
one) operations.

3.2 Ingredients of Collaboration

Each user’s site has a local copy of RDF graph and a unique identity. We assume
that the RDF graph is serialized in the same way on every site.

Every site generates operations sequentially and stores these operations in a
stack also called a log. When a site receives a remote operation op, the integration
component executes the following steps:
1. from the local log it determines the sequence seq of operations that are

concurrent to op;
2. it calls the transformation component in order to get operation op′ that is

the transformation of op according to seq;
3. it executes op′ on the current state;
4. it adds op′ to the local log.

3.3 Centralized Solution

In this section, we propose a real-time co-authoring based on client-server ar-
chitecture. Indeed, users can edit collaboratively a shared RDF graph by recon-
ciliating their divergent copies via a particular site called server. We think that
SOCT4 [16] is most appropriate to this kind of architecture.

In SOCT4, the operations are ordered globally by using a timestamp given
by the server. When an operation is generated on site s, it is immediately ex-
ecuted (to satisfy real-time constraint), but it is not propagated until it gets a
timestamp from the server and all the operations which precede it according to
the timestamp order have been received and executed on s. Moreover, this oper-
ation is transformed against all concurrent operations (operations received after
its generation and preceding it in the global order) before to be propagated. To
ensure convergence, SOCT4 requires only the property TP1 to be satisfied by
the IT algorithm.

Example 3. Consider two users editing a shared RDF graph as described in
Figure 3. Initially, each site has an empty copy. The index of each operation
represents the timestamp given by the server. Two local insertion operations
op1 and op2 have been executed by user 1 (at site 1). Concurrently, user 2
has executed another insertion operation op3. The added triples t1, t2 and t3 are
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site1 site 2

op1 = Ins(0, t1) op3 = Ins(0, t3)

op2 = Ins(1, t2)

s1 = synchronize

s2 = synchronize

s3 = synchronize

Fig. 3. Scenario of collaboration

respectively as follows (where UR1 is http://www.example.org/index.html and
UR2 is http://www.example.org/staffid/85740):

<UR1> <http://www.example.org/terms/creation-date> "August 16, 1999" .

<UR1> <http://purl.org/dc/elements/1.1/language> "en" .

<UR1> <http://purl.org/dc/elements/1.1/creator> <UR2> .

1. At point s1, site 1 decides to synchronize with other sites. As there is no
concurrent operation available, op1, op2 are sent to site 2 (via the server) in their
original forms.

2. At point s2, site 2 cannot send op3 as long as it did not receive the precedent
operations (according to the timestamp order). Thus the synchronization calls
IT algorithm to produce the following transformations:

op′1 = IT (op1, op3) = Ins(0, t1)
op′3 = IT (op3, op1) = Ins(1, t3)
op′2 = IT (op2, op

′
3) = Ins(1, t2)

op′′3 = T (op′3, op2) = Ins(2, t3)

op′1, op
′
2 are executed on site 2, and op′′3 is broadcast to other sites.

3. At point s3, site 1 decides again to synchronize. The remote operation op′′3
is executed directly (without transformation) after op1 and op2.

4. Note that, after point s3, sites 1 and 2 have the same log, namely op1, op2
and op′′3 . However, site 1 has performed the following sequence:

op1
op2
op′′3 = IT (IT (op3, op1), op2)

while site 2 has executed the following sequence:

op3
op′′1 = IT (op1, op3)
op′′2 = IT (op2, op

′
3)

As SOCT4 requires only TP1 property, the above sequences are equivalent in
the sense that they produce the same RDF graph. The operations are stored in
the log according to the timestamp order but they may be executed in different
orders at different sites.
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It should be noted that SOCT4 has been used successfully in the development
of a File Synchronizer [9] distributed with the industrial collaborative develop-
ment environment, LibreSource Community1, proposed by Artenum Company.
LibreSource is a platform for hosting virtual teams. Users can register and cre-
ate channels for synchronizing shared data. On a single server, LibreSource can
host several projects, several groups of users, and grant fine grain access to the
resources.

Although SOCT4 ensures causality and convergence properties, it degrades
the responsiveness of the system as all messages are exchanged via a server.
Moreover, it does not scale because it is based on a single point of failure.

3.4 Decentralized Solution

Integration algorithms based on TP2 property enable concurrent operations to
be synchronized in a decentralized way. Thus, they avoid a single point of failure.
Nevertheless, these algorithms have limited scalability with the number of users.
Indeed, all proposed OT frameworks rely on a fixed number of users during
collaboration sessions. This is due in the fact that they use vector timestamps
to enforce causality dependency. The vector timestamps do not scale well, since
each timestamp is a vector of integers with a number of entries equal to the
number of users.

In [5], we proposed a new framework for collaborative editing to address the
weakness of previous OT works. The features of our framework are as follows:
1. It supports an unconstrained collaborative editing work (without the neces-

sity of central coordination). Using optimistic replication scheme, it provides
simultaneous access to shared data.

2. Instead of vector timestamps, we use a simple technique to preserve causality
dependency. Our technique is minimal because only direct dependency infor-
mation between operations is used. It is independent on the number of users
and it provides high concurrency in comparison with vector timestamps.

3. Using OT approach, reconciliation of divergent copies is done automatically
in decentralized fashion.

4. Our framework can scale naturally thanks to our minimal causality depen-
dency relation. In other words, it may be deployed easily in Peer-to-Peer
(P2P) networks.

Example 4. Consider the scenario given in Example 3. In our framework, oper-
ations op1 and op2 will be related by a dependency. This is due in the fact that
their added triples are adjacent (positions 0 and 1) and created by the same user.
Thus, op1 must be executed before op2 at all sites. This dependency relation is
minimal in the sense that when op2 is broadcast to all sites it holds only the
identity of op1 as it depends on directly.

1. At site 1, op3 is considered as concurrent. It is then transformed against
op1 and op2. The following sequence is executed and logged in site 1:

1 http://dev.libresource.org

http://dev.libresource.org
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op1 = Ins(0, t1)
op2 = Ins(1, t2)
op′′3 = IT (IT (op3, op1), op2) = Ins(2, t3)

2. At site 2, op1 and op2 are concurrent with respect to op3. They must
be transformed before to be executed after op3 according to their dependency
relation. Thus, the following sequence is executed and logged in site 2:

op3 = Ins(0, t3)
op′1 = IT (op1, op3) = op1
op′2 = op2

Unlike the others OT-based integration algorithms, we minimize the transforma-
tion steps when integrating a remote operation depending on another operation.
Indeed, at site 2, the new form of op2 is deduced from the executed form of op1
(without transformation as in Example 3). On the other hand, the sequences of
sites 1 and 2 are not identical but equivalent.

4 Performance Evaluation

Our experimentation consists to compare the response time of generating and
integrating a sequence of remote triples over a local ones. We use two sites (Site1
and Site2), initially the log of each sites is empty. Each site generates locally a
sequence of operations; the sites communicate the generated operations to be
integrated. The sizes of the sequence are varied from 50 000 to 1 000 000 triples.
The percentage of insertions in the sequence and the log are variants from 50%,
80% to 100%.

(a) Generation + Integration time of a
sequence of triples over an empty RDF
document

(b) Generation + Integration time of a
sequence of triples over a RDF document
containing 10 000 triples

Fig. 4. Updating RDF document

We implement a prototype of Optic [5] in java, compiled by NetBeans 6.8 with
JVM heap size 1GB, and executed on a computer running Windows XP SP2
with an Intel (R) Core (TM) 2 CPU E7400 @ 2.80 GHz and 2 GB RAM. We
calculate the sum of the generation time of the sequence in the Site1 with the
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time of integration of the same sequence in the Site2. For every generation and
integrating sequence three times are executed and the average time is recorded.

The Figure 4(a) present the time of generation and integration of a varied
sequences of triples over an empty RDF document. When the percentage of in-
sertions in the sequence is 100% the performance of our algorithm increases. This
is due to the minimal causality dependency between insertions operations com-
puted during the local generation of triples. The Figure 4(b) illustrate the time
of generation and integration of a varied sequences of triples over a RDF docu-
ment containing 10 000 triples. The performance decreases when the percentage
of deletion increases. This degradation of performance is caused by the canoniz-
ing of the log [5] (tidy insertion operation before deletion operations). The rate
of deletion operations in the log has a direct impact on the performance of the
Optic algorithm.

5 Conclusion

In this paper, we have dealt with the problem of the real-time co-authoring of
LDW. In this respect, we have suggested two solutions based on OT approach.

In centralized and decentralized solutions we propose in this paper, the shared
RDF graph is serialized into a sequence of triples that can be altered by simple
operations: insertion and deletion of triples. Mapping RDF graph into sequence
of triples is given in order to reuse state-of-the art collaborative editing tech-
niques including some systems in which we participated [9,6]. This mapping is
simple. But, if the RDF graph must satisfy some requirements based on semantic
aspects (e.g., graph connectiveness), preconditions must be added to operations.
For example, we can state that the delete operation Del(p, t) is enabled iff the
p exits and the object of t is not a subject of another triple. It is not sure that
this delete operation will be still enabled when it is integrated in another site
which has added concurrently triple t′ whose the subject is the object of t. Two
solutions are possible: either writing another IT algorithm based on new con-
straints, or tolerating the violation of some requirements during some periods
with the possibility to stabilize in correct state (by undoing some operations).

The question of adapting these solutions in existing semantic web browsers
remains open in this paper. It will be interesting to plug these solutions in a given
browser in order to evaluate the cost of mapping a RDF graph into a sequence.
Using this implementation, we can also make measurements to experimentally
validate the impact of OT approach on real-timeliness and scalability. On the
other hand, designing a new IT algorithm for shared RDF graphs based on
updates proposed in the recent version of SPARQL/Update [12] is an exciting
and challenging problem.
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Abstract. This paper deals with automatic reconfiguration of discrete event con-
trol systems. We propose to enrich the formalism of recursive Petri nets by the
concept of feature from which runtime reconfigurations are facilitated. This
new formalism is applied in the context of automated production system. Fur-
thermore, the enhanced recursive Petri net is translated into rewriting logic, and
by using Maude LTL model-checker one can verify several behavioural proper-
ties related to reconfiguration.

Keywords: Reconfigurable control systems · Feature · Recursive Petri nets ·
Rewriting logic · Maude

1 Introduction

The new generation of discrete event control models is adressing new creteria as flexi-
bility and agility. The need of flexibility and adaptability leads to integrate reconfigura-
bility features in these models, but it makes the system more complex and its develop-
ment a hard task. Therefore, an approach for the design safe and reconfigurable systems
is a crucial need. The Petri net formalism is one of the most used tools to model and
analyse discrete event systems [2].

Recently, recursive Petri nets (RPNs) [3] are proposed to specify flexible concurrent
systems where functionalities of discrete event systems such as abstraction, dynamicity,
preemption, recursion are preponderant. In fact, RPNs have ability to model dynamic
creation of threads which behave concurrently.

In this paper, we introduce the concept of feature proposed in [13] to deal with
reconfiguration at runtime. More precisely, the reconfiguration is modelled by combin-
ing the interruption and the activation/deactivation of transitions which is ensured by :
application condition and update expression.

The remainder of this paper is organized as follows. Section 2 gives a brief overview
of related work. Section 3 recalls the syntax and semantic of the formalism RPNs. The
formalism which enrich RPN by the concept of feature, named reconfigurable RPN
and denoted by R2PN, is presented in Section 4. Section 5 presents a case study of a
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reconfigurable automated production system, and we present in Section 6 its modelling
in terms of R2PN. The verification of the obtained model is done by using the LTL
model-checker of Maude [6] [11] and is described in Section 7. Section 8 concludes
this paper and depicts further research work.

2 Related Work

Many researchers have tried to deal with formal modeling of control systems with po-
tential reconfigurations. The author of [1] proposed self-modifying nets that can modify
their own firing rules at runtime, however, most of the net basic properties such as reach-
ability, boundedness and liveness become indecidable on these nets. In [4], the authors
developped a Reconfigurable Petri Nets (RPN) for modeling adaptable multimedia and
protocols that can self-modify during execution. They modelled the reconfiguration by
introducing the concept of modifier places. The authors of [5] presented net rewriting
systems (NRS) where a reconfiguration of the net is obtained by a rewriting rules ex-
ecution. The rewriting rules are similar to production of graph grammars. However,
the formalism of NRS is Turing powerful and, thus, automatic verification is no longer
possible in that case. Recently, in [7], the authors proposed Reconfigurable timed net
condition/event systems (R-TNCES) for modeling reconfigurable discrete event control
systems. In this formalism, the system is represented by a set of control componnents
and a reconfiguration is modelled by enabling/disabling some control components mod-
ules by changing condition/event signals among them.

In this paper, we present a new formalism named Reconfigurable RPN (R2PN) en-
riches RPN by the concept of feature selection introduced in [13]. Indeed, in R2PN,
the reconfiguration is modelled by combining the interruption and refinement with the
activation/deactivation of transitions which is ensured by : application condition and
update expression. Moreover R2PN captures the behaviour of entire reconfigurable
discrete event control system in a concise modular model, opening the way for efficient
analysis and verification.

3 Recursive Petri Nets

The formalism of RPN [3] consider two types of transitions : elementary and abstract.
Moreover a starting marking is associated to each abstract transition and a semi-linear
set of final markings is defined.

Definition 1. (Recursive Petri Nets). A Recursive Petri Net [3] is defined by a tuple
N = 〈P, T, Pre, Post, Ω, I, Υ,K〉 where:

– P is a finite set of places.
– T is a finite set of transitions where T = Tel � Tabs named respectively, the set of

elementary and abstract transitions,
– I is a finite set of indices called termination indices,
– Pre is a mapping defined as : Pre : T → P⊕, where P⊕ is the set of finite

multi-sets over the set P ,
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– Post is a mapping defined as : Post : Tel ∪ (Tabs × I) → P⊕,
– Ω is a mapping Tabs → P⊕ associating to each abstract transition an ordinary

marking,
– Υ is a family indexed by I of termination sets, where each set represents a set of

final markings (i.e. un element of P⊕),
– K : Tel → Tabs × I , maps a set of interrupted abstract trasitions, and their asso-

ciated termination indexes, for every elementary transition.

Example 1. Let’s use the net presented in Fig.1(a) to highlight RPN’s graphical sym-
bols and associated notations. (i) An elementary transition is represented by a filled
rectangle; its name is possibly followed by a set of terms (t′, i) ∈ Tabs × I . Each term
specifies an abstract transition t′, which is under the control of t, associated with a ter-
mination index to be used when aborting t′ consequently to a firing of t. For instance,
t0 is an elementary transition where its firing preempts threads started by the firing of
t1 and the associate index is 1. (ii) An abstract transition t is represented by a double
border rectangle; its name is followed by the starting marking Ω(t). For instance, t1
is an abstract transition and Ω(t1) = p5 means that any thread, named refinement net,
created by firing of t1 starts with one token in place p5. (iii) Any termination set can
be defined concisely based on place marking. For instance, Υ0 specifies the final mark-
ing of threads such that the place p6 is marked at least by one token. (iv) The set I of
termination indices is deduced from the indices used to subscript the termination sets
and from the indices bound to elementary transitions i.e. interruption. In this example,
I = {0, 1}.

(a) A recursive Petri net
N

(b) Two firing sequences of N

Fig. 1. A recursive Petri net and Two possible firing sequences

Informally, a RPN generates during its execution a dynamical tree of marked threads
called an extended marking, which reflects the global state of a such net. This latter
denotes the fatherhood relation between the generated threads (describing the inter-
threads calls). Each of these threads has its own execution context.

Definition 2. (Extended Marking). An extended marking [3] of a recursive Petri net is
a labelled tree
EM = 〈V,M,E,A〉 where:

– V is the (possibly empty) finite set of nodes. When it is non empty, v0 denotes the
root of the tree,
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– M is a mapping V → P⊕ associating an ordinary marking for each node,
– E ∈ V × V is the set of edges,
– A is a mapping E → Tabs associating an abstract transition for each edge.

Any ordinary marking can be seen as an extended marking composed by a unique node.
The empty tree is denoted by ⊥. Note contrary to ordinary nets, RPNs are often dis-
connected since each connected component may be activated by the firing of abstract
transitions. In a RPN, we have two kinds of markings: extended markings and ordinary
markings. An extended marking represents the state of the RPN. An ordinary marking
represents an execution context of the thread as in Petri nets.

Definition 3. (Enabled transition or cut step [3]).

– A transition is enabled in a node v of an extended marking EM 	= ⊥ denoted by

EM
v,t−−→ if ∀p ∈ P : M(v)(p) ≥ Pre(p, t),

– A cut step τi is enabled in a node v if M(v) ∈ Υi.

The firing of an elementary transition updates the current marking using ordinary firing
rule like in Petri nets. The firing of an abstract transition refines it by a new sub-net
(i.e. creation of new thread, named its child) which starts its own token game, from a
starting marking whose value is attached to the abstract transition. Once a final marking
is reached, a cut step closes the corresponding sub net, kills its children and produces
tokens, indicated by the Post function, in the appropriate output places of the abstract
transition. Formal definitions of firing rules are defined in [3]. Due to lack of space, we
explain their principls through our illustrated example of Fig.1(a).

Example 2. Fig.1(b) highlights a firing sequences of RPN represented in Fig.1(a). The

graphical representation of any extended markingEM is a tree where an arc vi(mi)
tabs−−→

vj(mj) means that vj is a child of vi created by firing the abstract transition tabs and mi

(reps. mj) is the marking of vi (reps. vj). Note that the initial extended marking EM0 is
reduced to a single node v0 whose marking is p0+p1. From the intial extended marking
EM0, the abstract transition t1 is enabled; its firing leads to the extended markingEM1

which contains a fresh node v1 marked by the starting markingΩ(t1). Then, the firing of
the elementary transition t3 from node v1 of EM1 leads to an extended marking EM2,
having the same structure asEM1 but only the marking of node v1 is changed. From node
v1 in EM2, the cut step τ0 is enabled; its firing leads to an extended marking EM3 by
removing the node v1 and change the marking on its node predecessor i.e. v0 by adding
Post(p3, t1, 0). Also, another way to remove nodes in extended marking is using the
concept of preemption associated to the elementary transitions. For instance, from node
v0 in EM2, the elementary transition t0 with associated preemption (t1, 1) is enabled;
its firing leads to an extended marking EM4 by removing the node v1.

4 Reconfigurable Recursive Petri Nets

Reconfigurable Recursive Petri nets (R2PNs) enriches RPN by the concept of feature
selection introduced in [13]. In fact, R2PNs extend RPN by associating transitions and
cut steps with application conditions and update expressions. An application condition
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is a logical formula over a set of features, describing the feature combinations to which
the transition applies. It consitutes a necessary (although not sufficient) condition for the
transition to fire. In fact, if the application condition is false, means that the transition is
desactivated. An update expression, describes the feature selection evolves after firing
a transition.

A feature is defined as a prominent or distinctive user-visible aspect, quality or char-
acteristic of a system. A feature is defined in [13] as follows :

Definition 4. (Feature [13]). A feature is an end-user visible characteristic of a system.

The concept of feature has been introduced by the software design community to spec-
ify and distinguish products in product lines [9][13]. Now, let’s define the set of appli-
cation conditions over a set of features.

Definition 5. (Application condition). An application condition ϕ [9] is a logical
(boolean) contraint over a set of features F , defined by the following grammar: ϕ ::=
true | a | ϕ∧ϕ | ¬ϕ, where a ∈ F . The remaining logical connectives can be encoded
as usual. We write ΦF to denote the set of all application conditions over F .

Definition 6. (Satisfaction of application conditions [9]). Given an application condi-
tion ϕ and a sub set of features FS, called a feature selection, we say that FS satisfies
ϕ, written as FS |= ϕ, iff: (1) FS |= true always; (2) FS |= a iff a ∈ FS; (3)
FS |= ¬ϕ iff FS � ϕ; (4) FS |= ϕ1 ∧ ϕ2 iff FS |= ϕ1 and FS |= ϕ2

Definition 7. (Update). An update[9] is defined by the following grammar: u ::=
noop | a on | a off | u;u, where a ∈ F and F is a set of features. We write UF

to denote the set of all updates over F . Given a feature selection FS ⊆ F , an update
expression modifies FS according to the following rules: r1: FS

noop−−−→ FS;

r2: FS
a on−−−→ FS ∪ {a}; r3: FS

a off−−−→ FS \ {a}; r4: FS
u0−→FS′ FS′ u1−→FS′′

FS
u0;u1−−−→FS′′

.

We are now in position to introduce R2PNs.

Definition 8. (Reconfigurable Recursive Petri nets). A R2PNs is a tuple
EN = 〈N,F, f, u〉, where :

– N = 〈P, T, Pre, Post, Ω, I, Υ,K〉 is RPN,
– F is a set of features,
– f : T ∪ {τi} → ΦF is a function associating to each transition and cut step with

an application condition from ΦF where i ∈ I ,
– u : T ∪ {τi} → UF is a function associating to each transition and cut step with

an update from UF where i ∈ I .
We write ut resp. uτi to denote the update expression u(t) resp. u(τi) associated to
a transition t resp. a cut step τi.

we write FS |= f(t) if the feature selection FS satisfies the application condition
associated with transition t. In the following, graphically, each transition of R2PN is
annotated by an application condition and an update expression in the following way:

application condition

update expression
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Definition 9. (A state of Reconfigurable RPN). A state of a Reconfigurable RPN
EN = 〈N,F, f, u〉 is a tuple S = (EM,FS) where EM = 〈V,M,E,A〉 is an
extended marking and FS ⊆ F is a feature selection.

Definition 10. (Enabled transition or cut step). Let S = (〈V,M,E,A〉, FS) be a state
of R2PN EN = 〈N,F, f, u〉 where N = 〈P, T, Pre, Post, Ω, I, Υ,K〉. Let a node
v ∈ V .

– A transition t is enabled in a node v, if ∀p ∈ P : M(v)(p) ≥ Pre(p, t) and
FS |= f(t),

– A cut step τi is enabled in a node v, if M(v) ∈ Υi and FS |= f(τi).

Definition 11. (Firing rules of Reconfigurable RPN). Let S = (EM,FS) be a state
of R2PN EN = 〈N,F, f, u〉 where N = 〈P, T, Pre, Post, Ω, I, Υ,K〉. Let a node
v ∈ V .

– The firing of an elementary transition t from a node v leads to a state S′ =

(EM ′, FS′) where EM
v,t−−→ EM ′ as Definition12. in [3]. and FS

u(t)−−→ FS′,
– The firing of an abstract transition t from a node v leads to a state

S′ = (EM ′, FS′) where EM
v,t−−→ EM ′ as Definition13. in [3]. and FS

u(t)−−→
FS′,

– The firing of a cut step τi from a node v leads to a state S′ = (EM ′, FS′) where

EM
v,τi−−→ EM ′ as Definition14. in [3]. and FS

u(τi)−−−→ FS′.

Therefore, the analysis of R2PN is based on constructing its extended reachability
graph, which is used for checking properties such as reachability, deadlock and liveness.

5 Case Study : Automated Production Systems

In this research work, we use a reconfigurable production devices called, FESTO[7] as a
running example. We assume that the device may perform some particular reconfigura-
tion scenarios according to well-defined conditions. FESTO is composed of three units:
distribution, test and processing units. The distribution unit is composed of a pneumatic
feeder and a converter to forward cylindrical work pieces from a stack to the testing unit
which is composed of the detector, the tester and the elevator. The testing unit checks
of work pieces for height, material type and color. Work pieces that successfully pass
this check are forwarded to the rotating disk of the processing unit, where the drilling
of the work piece is performed. We assume in this work two drilling machines Dr1 and
Dr2 to drill pieces. The result of the drilling operation is next checked by a checking
machine and the work piece is forwarded to another mechanical unit. Three production
modes (called local configurations) can be performed by FESTO.

– Light1: For this production mode, only the drilling machine Dr1 is used;
– Light2 : To drill work pieces for this production mode, only the drilling machine
Dr2 is used;

– High: For this production mode, where Dr1 and Dr2 are used at the same time in
order to accelerate the production.
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Ligth1 is the default production mode of FESTO and the system completely stops in
the worst case if the two drilling machines are broken. We assume that FESTO may
perform four reconfiguration scenarios as shown in Fig.2.

Fig. 2. Reconfiguration scenarios of FESTO

6 Modeling FESTO Using Reconfigurable RPN

The automated production system FESTO is modelled as follows: ENFESTO =
〈ENBeh, ENAdapt〉 where ENBeh represents the behaviour module of FESTO and
ENAdapt is the adaptor which represents possible reconfiguration scenarios may be
applied by the reconfigurable control system FESTO.

The adaptor ENAdapt of FESTO is shown in Fig.3. It is represented by ERPN
where each place specifies one beahviour. As shown in Fig.3, we have three places pL1,
pL2 and pHi which specify the three production modes Light1, Light2 and High.
Each one of these places may contain at most one token and the marking of such place
means that its associated production mode is currently applied by the production sys-
tem FESTO. For instance, the place pL1 is marked, which means the current produc-
tion mode applied by FESTO is Light1 i.e.the initial production mode. The set of
elemenatry transitions represent the set of reconfiguration scenarios of FESTO. For
instance, the elementary transition tL1ToL2 models the reconfiguration scenario that
allows the production system FESTO to transform from the first production mode
Light1 to the second production mode Light2 when drilling machine Dr1 is broken.
In fact, the firing of this transition will interrupt the abstract transition DrillL1, which
models the first production mode Light1, and update the current feature selection FS
by applying its associated update expression Dr1 off ;Dr2 on as shown in Fig.3.

The behaviour ENBeh of FESTO which is a union of multiple R2PNs is for-
malised as follows: ENBeh =

⋃
i∈1..3 ENBehi , with ENBehi = 〈Pi, Ti, P rei, Posti,

Ωi, Ii, Υi,Ki, Fi, fi, ui〉 is a R2PN models one possible behaviour of reconfigurable
control system of FESTO. Fig.4 models the behaviour of FESTO using ERPN.
All the transitions shown in Fig.4, where their application condition and update
expression are omitted, are annotated by the term : true

noop . This means that this set
of transitions are common to all behaviours of FESTO. The set of features F con-
tains the set of drilling machines which may be used to select the proper behaviour of
FESTO i.e. F = {Dr1, Dr2}. As noted in Fig.4, the abstract transitions Distribute,
Test and Process models the distribution, tester and processing unit. The firing of one
of these transitions will create a thread representing the behaviour of associating unit.
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Fig. 3. R2PN represents FESTO’s adaptor

For instance, the firing of the abstract transition Process creates a thread, models the
behaviour of processing unit, which starts by one token i.e. workpiece in place p12. The
workpiece is then forwarded to the drilling machines by firing the elementary transition
Rotate. After, three abstract transitions DrillL1, DrillL2 and DrillHi may be enabled;
they model the drilling’s step according to the three production modes Light1, Light2
and High. But each one of these abstract transitions is associated an application con-
dition which restricts its activation (firing) to the set of bound features F . As described
above, the default production mode of FESTO is Light1, where only the drilling ma-
chine Dr1 is used, so the initial feature selection FS0 = {Dr1}. In this case, only the
abstract transition DrillL1 is enabled. The firing of this abstract transition will create
a thread, models the drilling’s step, which starts by one token in place p17. Note that
the created thread can use only the drilling machine Dr1 represented by the elementary
transition Dr1-L1. Moreover, this thread presents two types of termination :

– Properly termination : it means that the workpiece is well drilled and the place
p18 is marked. So, a final marking belongs to termination’s set Υ4 is reached, then
the cut step τ4 may be enabled. The firing of τ4 terminates the current thread and
puts a workpiece in the place p14 in order to perform the remains operations such
as Checker and Evacuate.

– Termination by interruption: this termination occured when the production sys-
tem FESTO applies a reconfiguration as described above for adaptor module.
For instance,from Fig.3, firing the elementary transition tL1ToL2 will interrupt the
thread created by the absract transition DrillL1 with termination index 5 and up-
date the feature selection FS0. The new obtained feature selection FS1 = {Dr2}.
In fact, the workpiece is put it in the place p13 and only the abstract transition
DrillL2 may be enabled, which specify the drilling’s step according to the second
production mode Light2.

7 Verification of Reconfigurable Control Systems

In this section, we outline the conversion from R2PNs to a Maude specification [6] and
the use of its Linear Temporal Logic (LTL) model checker [11].
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Fig. 4. R2PN represents FESTO’s behaviour

7.1 Maude and Its Model-Checker

Maude is a high-performance reflective language and system supporting rewriting logic
specification [12]. It has been developed at SRI (URL: http://maude.cs.uiuc.edu/) Inter-
national for over two decades. A system, under Maude, is represented using member-
ship equational logic describing its set of states and a set of rewrite rules representing
its state transitions. Maude is stricly typed, where the types are called sorts and can be
built hierarchically using subsorts. Maude’s basic programming statements are equa-
tions and rules, and have in both cases a simple rewriting semantics in which instances
of the left-hand side pattern are replaced by corresponding instances of the right-hand
side. One aim using Maude is its LTL model-checker which can be used to verify prop-
erties as reachability, deadlock or liveness for a specified model. Model checking can
be used to prove properties, specified in LTL when the set of states reachable from an
initial state in a system module is finite. In [11], the author presents more details about
syntax and semantic of LTL.

7.2 Conversion of R2PN to a Maude specification

Like in [8], the state of a R2PN is described by a term State(EM, fs) of sort STATE
where:
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– EM is an extended marking represented, in a recursive way, as a dynamical tree by
the term [MTh, tabs, ThreadChilds] of sort Thread where M , of sort Marking,
represents the internal marking of Th. The term tabs represents the name of the
abstract transition whose firing (in its thread father) gave birth to the thread Th.
Note that the root thread is not generated by any abstract transition, so the abstract
transition which gave birth to it, is represented by the constant nullT rans. The
term ThreadChilds represents a finite multiset of threads generated by the firing
of abstract transitions in the thread Th. We denote by the constant nullThread,
the empty thread.

– fs is a feature selection, of sort FS, represented by a list of terms of sort Term.
We denote by the constant empty, the empty list of feature selection.

We have also impleneted two functions in the module FeatureSel needed by our
formalism R2PN. The first function is SATAC(ac : AC, fs : FS) : Bool which
checks the truth value of an application condition ac, of sort AC, for a given feature
selection fs. The second function is UPDATE(u : UE, fs : FS) : FS which returns
the new feature selection after applying the update expression u, of sort UE, for a given
feature selection fs.

Moreover, each transition firing and cut step execution is formally specified in Maude
by a labelled rewrite rule as follows :

– Rule associated to an elemetary transition t with K(t) = φ , application condition
ac(t) and update expression ue(t)

crl[t]: State(<p; N+Pre(p,t)> (*) <p’; M> , fs) =>State(<p; N
)> (*) <p’; M + Post(p’,t)> , UPDATE(ue(t), fs) if SATAC(
ac(t), fs).

– Rule associated to an elemetary transition t with K(t) = {(tabsi, k), (tabsj ,m), ..},
application condition ac(t) and update expression ue(t)

crl[t]: State([<p;N+Pre(p,t)>(*)<p’;M>(*)<p
′
i;A>(*)<p

′
j;B>,

absTrans,Thread],fs) => State([<p; N>(*)<p’; M+Post(p’,t)
>(*)<p

′
i; A+Post(p′i, tabsi,k)>(*)<p

′
j; B+Post(p′j,tabsj,m)>,

absTrans, DeleteThread(tabsi,tabsj,...,Thread)], UPDATE(ue(t
), fs) if SATAC(ac(t), fs).

– Rule associated to an abstract transition t with starting marking Ω(t), application
condition ac(t) and update expression ue(t)

crl[t]: State([<p;N+Pre(p,t)>, absTrans, Thread] , fs) =>
State([<p; N)>, absTrans, Thread[<p’; Ω(t)>, t, nullThread
]] , UPDATE(ue(t), fs) if SATAC(ac(t), fs).

– Rule associated to a cut step τi with application condition ac(τi) and update ex-
pression ue(τi)

crl[τi]: State([<p;N>, absTrans, Thread[<p’;N’> , tabs,
Thread1]] , fs) => State([<p; N+Post(p, tabs, i)>,
absTrans, Thread, UPDATE(ue(τi), fs) if (Υi and SATAC(ac(τi
), fs)).
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7.3 Implementation Using the Maude Tool

Since we give a Maude specification for the formalism R2PN, we can benefit from the
use of the LTL model-checker of the Maude system for verification purpose where the
generated state space must be finite. For instance, one can check the liveness prop-
erty over ENFESTO for its initial behaviour Ligth1. We suppose that the system
starts by100 tokens i.e. workpieces, this is specified in Maude by : eqinitialState =
State(< p0; 100 > (∗) < pL1; 1 >,Dr1). A liveness condition is : each work-
piece must reach (from all reachable markings) the final state where the place p4 is
marked.This can be phrased as ”For all paths and from all states, State(< p4; 100 >
(∗) < pL1; 1 >,Dr1) can finally be reached”. In Maude, this is stated by [] <>
State([< p4; 100 > (∗) < pL1; 1 >,nullT rans, nullThread], Dr1)., and proven to
be valid by its model checker in Fig.5(a). We suppose in this case that there is no fail
during the workpieces’s test process.

Let take another example and we focus on the case, when an error occurs, whether
the control module can respond and select a proper behaviour. We define the following
LTL formula : α : [](Behaviour(Light1)/ Drill −Down(Dr1) =>
<> Behaviour(Light2))), where, the predicate Behaviour allows to know the cur-
rent behaviour applied by the production system FESTO. The predicate Drill-Down
indicates which among drilling machines Dr1 ord Dr2 is break-down.

This LTL formula means that, always, if the current production mode of FESTO is
Light1, drill machine Dr1 is broken, the production system FESTO will eventually
select the production mode Light2. This LTL formula is proved to be valid in Fig.5(b).

Now, let’s define a LTL proprty β by replacing in the formula α the production mode
Light2 by High. In Fig.5(c), this formula is proved to be not valid and the model-
checker returns the expected counterexample.

Fig. 5. (a) Model checking of the liveness condition for first production mode of FESTO, (b)
Model checking of the LTL property α and (c) Counterexample generated by model checking
of the LTL property β
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8 Conclusion and Future Work

This research work copes with the reconfiguration issue of discrete control systems. We
have proposed Renconfigurable RPN (R2PN) which enriches RPN by the concept of
feature to deal with reconfigurations at runtime. R2PN allows instance of threads in
RPN to be renconfigurable. We have shown the efficiency of R2PN through a case study
represented by a reconfigurable production system. A verification method for R2PN has
also been presented by using the LTL model-cheker of Maude.

In the future, we will plan to extend our formalism in order to model time constraints
which are of great importance in real-time systems. Therefore, one can verify some
properties with respect to time constraints using Real-Time Maude model-checker [10].
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Abstract. Evolution is an inevitable aspect which affects metamodels. When 
metamodels evolve, model conformity may be broken. Model co-evolution is 
critical in model driven engineering to automatically adapt models to the newer 
versions of their metamodels. In this paper we discuss what can be done to 
transfer models between versions of a metamodel. For this purpose we 
introduce hybrid approach for model and metamodel co-evolution, that first 
uses matching between two metamodels to discover changes and then applied 
evolution operators to migrate models. In this proposal, migration of models is 
done automatically; except, for non resolvable changes, where assistance is 
proposed to the users in order to co-evolve their models to regain conformity.  

Keywords: Metamodel evolution · Model migration · Co-evolution · Matching · 
Evolution operator 

1 Introduction 

In Model-Driven Engineering (MDE)[1], metamodels and domain-specific languages 
are key artifacts as they are used to define syntax and semantics of domain models 
[1]. Since in MDE metamodels are not created once and never changed again, but are 
in continuous evolution, different versions of the same metamodel are created and 
must be managed [2]. The evolution of metamodels is a considerable challenge of 
modern software development as changes may require the migration of their 
instances. Works in this direction exist already. Several manual and semi-automatic 
approaches for realizing model migration have been proposed. Each approach aims to 
reduce the effort required to perform this process. Unfortunately, in several cases it is 
not possible to automatically modify the models to make them conform to the updated 
metamodels. This is so because certain changes over metamodels require introducing 
additional information into the conformant model. In the literature, three general 
approaches to the migration of models exist: manual, state-based, operator- based [3]. 
Manual approaches are tedious and error prone. State-based approaches also called 
difference-based approaches allow synthesizing a model migration based on the 
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difference between two metamodel versions. In contrast, operator-based approaches 
allow to incrementally transforming the metamodel by means of coupled operations 
which also encapsulate the corresponding model migration. They allow capturing the 
intended model migration already when adapting the metamodel. A major drawback 
of the later approach has been overly tight coupling between the tool performing the 
migration, and the recorder tracking the changes made to the models. 

Usually, existing approaches try to find how to best accomplish model co-evolution. 
Essentially, we can define two main requirements: the correctness of migration and 
minimizing the effort of migration by automating as far as possible the process.  

In this paper, we propose an alternative solution to model migration which 
combines state-based and operator based principles to co-evolve models and 
metamodels. Our vision to resolve this problem is to generate evolution strategies 
with their corresponding model migration strategies. We focus on including users 
decisions during metamodel and model co-evolution process to ensure semantic 
correctness of evolved models. 

The rest of the paper is structured as follows. Section 2 gives an overview of basic 
concepts and describes the metamodel and model co-evolution problem Section 3 
presents our proposed approach for solving the model co-evolution problem. In 
section 4, we present some proposed approaches in the past and situates our solution. 
Section 5 presents some guidelines to implement proposed framework. Finally, 
section 6 concludes and gives some future works. 

2 Background 

2.1 Models and Metamodels 

In this section we present the central MDE definitions used in this paper. The basic 
assumption in MDE is to consider models as first-class entities. An MDE system 
basically consists of metamodels, models, and transformations. A model represents a 
view of a system and is defined in the language of its metamodel [1]. In other words, 
a model contains elements conforming to concepts and relationships expressed in its 
metamodel [4]. A metamodel can be given to define correct models. In the same way 
a model is described by a metamodel, a metamodel in turn has to be specified in a 
rigorous manner; this is done by means of meta-metamodels [5]. This may be seen as 
a minimal definition in support of the basic MDE principle “Everything is considered 
as a model” [1]. The two core relations associated to this principle are called 
representation “Represented by” and conformance “Conform To”.  A model conforms 
to a metamodel, when the metamodel specifies every concept used in the model 
definition, and the models uses the metamodel concepts according to the rules 
specified by the metamodel [1].  

In this respect, the object management group (OMG) [6] has introduced the four 
level architecture which organizes artifacts in a hierarchy of model layers (M0, M1, 
M2, and M3). Models at every level conform to a model belonging to the upper level. 
M0 is not part of the modeling world as depicted in Fig.1, so the four level 
architecture should more precisely be named (3+1) architecture [1]. One of the best 
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known metamodels in the MDE is the UML (Unified Modeling Language) 
metamodel; MOF (Meta-Object Facility) is the metametamodel of OMG that supports 
rigorous definition of modeling languages as UML [6]. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The 3+1 MDA organisation [2] 

2.2 Metamodel Evolution and Model Co-evolution  

Metamodels may evolve in different ways, due to several reasons [2]: during design, 
alternative metamodel versions are developed and well-known solutions are 
customized for new applications. During implementation, metamodels are adapted to 
a concrete metamodel formalism supported by a tool. During maintenance, errors in a 
metamodel are corrected. Furthermore, parts of the metamodel are redesigned due to a 
better understanding or to facilitate reuse. The addition of new features and/or the 
resolution of bugs may change metamodels, thus causing possible problems of 
inconsistency to existing models which conform to the old version of the metamodel 
and may become not conform to the new version. Therefore to maintain consistency, 
metamodel evolution requires model adaptation, i.e., model migration; so these two 
steps are referred as model and metamodel co-evolution [7]. Metamodel and model 
co-evolution is a term that denotes a coupled evolution of metamodels and models 
[7], which consists to adapt (co-evolve) the models conforming to the initial version 
of the metamodel, such that they conform to the target (evolved) version, preserving 
the intended meaning of the initial model if possible [7], as illustrated in Fig.2. 
Furthermore, model adaptations should be done by means of model transformations 
[8]. A model transformation takes as input a model conforming to a given metamodel 
and produces as output another model conforming to the evolved version of the given 
metamodel [4]. 

A number of works proposed the classification of metamodel changes according to 
their corrupting effects. Metamodel changes are grouped on three categories [9]: 
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Fig. 2. Model Co-evolution [7] 

• Not breaking changes, changes occurring in the metamodel don’t break the models 
conformance to the metamodel. 

• Breaking and resolvable changes, changes occurring in the metamodel do break the 
models, which can be automatically resolved. 

• Breaking and non-resolvable changes, changes do break the models and cannot be 
automatically resolved and user intervention is required. 

However, a uniform formalization of metamodel evolution is still lacking. The 
relation between metamodel and model changes should be formalized in order to 
allow reasoning about the correctness of migration definitions. 

2.3 Logic Programming  

Logic programming is a programming paradigm based on formal logic [10]. A 
program written in a logic programming language is a set of sentences in logical form, 
expressing facts and rules about some problem domain. Major logic programming 
language families include Prolog, Answer Set Programming (ASP) and Datalog. In all 
of these languages, rules are written in the form of clauses (H :- B1, …, Bn). These 
clauses are called definite clauses or Horn clauses and are read declaratively as logical 
implications (H if B1 and … and Bn). Logic programming is used in artificial 
Intelligence knowledge representation and reasoning.  

We have find this formalism very powerful to represent relationships between 
changes and consequently, from an initial set of changes inferring all possible 
evolution strategies.  Currently, to our best knowledge, there is no approach that uses 
an intelligent reasoning for defining model migrations. Therefore, we have integrated 
logic programming in our proposal to resolve model co-evolution problem. 

3 Proposed Approach 

In this section we describe our proposal to ensure the co-evolution of model with their 
metamodels. The overall evolution and co-evolution process is presented in Fig.3. 

Our approach is hybrid because it exports techniques from state-based and operator 
based approaches and uses also a reasoning mechanism from artificial intelligence. It 
contains four phases: changes detection, generation and validation of evolution 
strategies, determination of migration strategies and migration of models.  
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In the first step; differences between two metamodel versions need to be determined 
by using matching technique. In the second step we use an inference engine to generate 
different evolution strategies by assembling atomic changes in possible compound 
ones; in the third step we explore a library of operators to obtain different migration 
procedures, which will be assembled to constitute migration strategies. In the last step 
users employ a selected evolution strategy and consequently, the migration strategy 
will be applied over a specific model conforming to the old version in order to obtain a 
new model conforming to the newer metamodel version. 

 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                     
 
 

Fig. 3. An overview of metamodel and model co-evolution process  

3.1 Detection of Changes  

The detection of differences between models is essential to model development and 
management practices. Thus evolution from one metamodel version to the next can be 
described by a sequence of changes. Understanding how metamodels evolve or 
discovering changes that have been performed on a metamodel is a key requirement 
before undertaking any migration operation on models to co-evolve them. In fact, we 
distinguish two ways for discovering changes: matching approaches and recording 
approaches [11]. In Our approach, for detecting the set of changes performed to the 
older version of the metamodel in order to produce the new one, we use generic 
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algorithm. Whereas current generic approaches only support detecting atomic 
changes, some language-specific approaches also allow detecting composite changes; 
but only for one specific modeling language.   Primitive differences between 
metamodels versions are classified in three basic categories: additions, deletions, and 
updates of metamodel elements. These differences represent elementary changes (i.e. 
atomic).  

In fact, composite or compound changes have been already considered in previous 
works like [12,13]. But, we envision tackle the problem differently. We call evolution 
strategy a possible sequence of changes; here changes are either elementary or 
composite. Thus, a set of composite changes is inferred from the detected set of 
atomic changes, by using rules that define composite changes in terms of atomic 
changes.  This mechanism is detailed in the following section.  

3.2 Generation and Validation of Evolution Strategies 

Detected differences are represented as elementary changes specifying fine-grained 
changes that can be performed in the course of metamodel evolution. There are a 
number of primitive metamodel changes like create element, rename element, delete 
element, and so on. One or more of such primitive changes compose a specific 
metamodel adaptation However, this granularity of metamodel evolution changes is 
not always appropriate. 

Often, intent of the changes may be expressed on a higher level. Thus, a set of 
atomic changes can have together the intent of a composite change. For example, 
generation of a common superclass sc of two classes c1 and c2 can be done through 
successive applications of a list of elementary changes, such as ‘Add_class  sc’, 
‘Add_reference  from c1 to sc’, and ‘Add_reference’ from c2 to sc. One way to 
resolve the problem of identifying composite changes is to use operation recording. 
But, this solution has some drawbacks.  

In our proposal, we use logical predicate with the language Prolog. Horn clauses 
are used to represent knowledge. Therefore, we formally characterize changes. 
Detected atomic changes are represented as positive clauses (i.e. facts) and composite 
changes are specified by rules such as Left hand side contains the composite change 
and the Right hand side contains a set of associated atomic changes. Thus, the 
applicability of a compound change can be restricted by conditions in the form of 
rules. According to this principle, we have formalized a knowledge base. The 
definition of changes is inspired from the literature [7, 14]. The knowledge base is 
used by the inference engine to generate possible evolution strategies. Finally, 
evolution strategies must be validated. This step consists of applying each evolution 
scenario defined by the strategy on the old input version of the metamodel. If it results 
the newer input version then the tested strategy is valid and it is retained else the 
strategy in test is rejected. The final output is a set of valid evolution strategies.  

C : set of classes 
A : set of attributes 
Auxiliary predicates 
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subclasse(s : C, c:C)   :  s is subclass of c 
added_class(c:C)  : c is added to the metamodel 
added_attribute(a:A,c:C)  : a is added to the class c of the metamodel. 
deleted_attribute(a:A,c:C)  : a is deleted from the class c of the metamodel. 
Is_attribute_of(a:A,c:C)  :  a is an attribute of the class c. 
added_supertype ((s : C, c:C) .  specialization/generalization reference is added  

                                                             between s and c. 
deleted _supertype ((s : C, c:C) : specialization/generalization reference  between  

                                                             s and c is removed. 
added-reference (r :R, s: C, d:C)  : r is an added reference having as source s class  

                                                              and d  as target class.  
Extract-superclass(sc ,c1,c2 :C) :- added_class(sc: C), 

                                                            added_supertype ((sc : C, c1:C), 
                                                       added_supertype ((sc : C, c2:C). 
 
Complex changes are specified through rules. As an instance, we consider extract 

super class operation where a class is generalized in a hierarchy by adding a new 
general class and two references to their subclasses. 

3.3 Determination of Migration Strategies 

In this step we import techniques of operator based-approaches. We use in this phase 
a library of operators. Thus, we specify a change as an evolution operation. An 
operation evolution can be either simple or composite and every operation is defined 
through a set of parameters. We associate to it information about how to migrate 
corresponding models in response to a metamodel evolution forming a migration 
procedure. Migration procedure is encoded as a model transformation that transforms 
a model such that the new model conforms the metamodel undergoing the change. 
Furthermore, we explicitly specify in migration procedures some assistance 
specifications for each change requiring additional information from user to solve it. 
This makes our library different of that used in previous works [13]. The library does 
not contain evolution steps but only the migration procedure referenced with 
evolution operation. In our proposal we take from the library migration procedures 
corresponding to changes in the evolution strategy; after their instantiation, we 
assemble them to constitute the complete migration strategy which will be associated 
to the evolution strategy. The final result in this step is a set of couples (evolution 
strategy, migration strategy) specified to co-evolve input models conforming to the 
specified metamodel. 

3.4 Migration 

This phase takes as input an instance model conforming to the initial metamodel. This 
model is also called user model. To transform the model to newer version of the 
metamodel, firstly one of available evolution strategies previously inferred is 
considered. According to the taken evolution strategy associated migration strategy 
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will be automatically generated and then applied to the input model. For breaking and 
irresolvable changes, the system assists establish adequate migration procedure by 
presenting alternative solutions. Additionally, users can provide additional 
information to complete the change on the model if necessary. For instance, if the 
new attribute must be initialized, the user must also be requested for the initial value. 
If the user is satisfied by the resulted model the process is achieved, otherwise he can 
try again by selecting other proposed evolution strategy and the process continues so 
that, until user satisfaction or no choice is available.  

3.5 Implementation  

In this section, we give details and technical choices made to implement a prototype 
of the proposed framework. As meta-metamodel, we use Ecore from the Eclipse 
Modeling Framework (EMF) [16]. However, our approach is not restricted to Ecore, 
as it can be transferred to all object-oriented metamodeling formalisms.  

For the definition of rules specifying knowledge base used to infer evolution 
strategies, we have adopted an adequate formalism for logic programming Prolog 
[10]. Prolog is chosen because in one hand it is a language of knowledge 
representation [17] and in the other hand using inference rules eliminates 
programming to get eventual compound changes, the task is performed by the 
inference engine of Prolog. Furthermore, Prolog interpreters are developed in several 
languages, which facilitates the use of the prolog formalism. 

The computation of the differences between metamodel versions is performed with 
The Eclipse plug-in EMF Compare [18]. This tool provides algorithms to calculate 
the delta between two versions of a model and visualizes them using tree 
representations. EMF Compare is capable of detecting the following types of atomic 
operations: 

•  Add: A model element only exists in the revised version. 
•  Delete: A model element only exists in the origin version. 
• Update: A feature of a model element has a different value in the revised version 

than in the origin version. 
•  Move: A model element has a different container in the revised version than in the 

origin version. 

4 Related Works  

In this section we will give an overview of current metamodel and model co-evolution 
approaches and already implemented systems. Over the last few years, the problem of 
metamodel evolution and model co-evolution has been investigated by several works 
like [4], [7-9], [12-13], [19-21]. Currently, there are several approaches that focus on 
resolving inconsistencies occurring in models after metamodel evolution [3], a 
classification of these model migration approaches is proposed in [3]. This 
classification highlights three ways to identify needed model updates: manually, 
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based on operators, and by using metamodel matching. When manually approaches 
like in [19-21], updates are defined by hand. In operators based approaches, like 
[7],[13], metamodels changes are defined in terms of co-evolutionary operators [14]. 
Those operators define conjointly the evolution on the metamodel and its repercussion 
on the models. Finally, in metamodel matching, like [4], [9], [12], versions of 
metamodels are compared and differences between them are used to semi-
automatically infer a transformation that expresses models updates. Manual 
specification approach like Flock [21] is very expressive, concise, and correctness is 
also assured but finds difficulties with large metamodels since there is no tool support 
for analyzing the changes between original and evolved metamodels [22]. Operator 
based approaches like [13] ensure expressiveness, automaticity, and reuse [23], it was 
been perceived as strong in correctness, conciseness and understandability [22] but its 
lack  is in determining which sequence of operations will produce a correct migration. 
Analysis of existing model co-evolution approaches, and comparison results of some 
works [3], [24-25] has yielded guidance for defining some requirements to our   
approach. To take advantage of state-based and operator-based approaches, 
previously discussed. We have proposed an alternative solution where we applied a 
hybrid approach to define model migration. The solution presented in this paper has a 
number of similarities with the techniques illustrated in [13], but it differs from this 
approach because it takes as input results of a matching process. Therefore, it permits 
evolving models with different tools. Another, strength of our solution is the proposed 
reasoning mechanism, which allows finding different evolution strategies and 
consequently different migration strategies. Proposed solution minimizes as far as 
possible the user effort to migrate models. Thus user intervention is limited to a 
control task in the end of the process to validate results which permits to increase 
expressivity and correctness.  

5 Conclusion  

In this paper we have proposed an alternative solution to automate the co-evolution of 
models and metamodels. In our proposal we use a hybrid approach. It takes 
advantages from state-based and operator based approaches. This solution consists of 
using a library of coupled operation and also a knowledge base of changes definition 

The benefits of this approach are numerous, notably automaticity of the co-
evolution is augmented compared with other techniques because even for changes 
requiring specific information, we have predict automatic model migration with user 
assistance. Moreover, our solution is independent from any modeling environment. It 
is easily adapted to various modeling environment. Using an intelligent logic 
mechanism to infer compound changes and evolution strategies increase effectiveness 
of our proposal. This makes our solution distinguishable from existing works. 

However, currently the evaluation of the proposed framework is not performed. 
For a complete validation, we will conduct case studies with industrial models. In the 
long term, we want to study the possibilities to extend our solution to support 
representation of semantic in models and preserving semantics within the migration 
process as introduced in [26].  
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Abstract. There is no general consensus on how to decide if a particular design 
violates a model quality. In fact, we find in literature some defects described 
textually, detecting these design defects is usually a difficult problem. Deciding 
which object suffer from one defect depends heavily on the interpretation of 
each analyst. Experts often need to minimize design defects in software systems 
to improve the design quality. In this paper we propose a design defect detec-
tion approach based on object oriented metrics. We generate, using gradual 
rules, detection rules for each design defect at model level. We aim to extract, 
for each design defects, the correlation of co-variation of object oriented  
metrics. They are then modeled in a standard way, using the proposed UML 
profile for design defect modeling. We experiment our approach on 16 design 
defects using 32 object oriented metrics. 

Keywords: Object oriented metrics · Data Mining · Gradual rules · Design de-
fects detection · UML profile 

1 Introduction 

Design defects which are also called design anomalies, refer to design situations that 
adversely affect the development of software like bad smells [9] and antipatterns [2]. 
The first one (i.e., bad smells) was proposed by Beck [9]. In fact, the author defines 
22 sets of symptoms of common defects. The second one (i.e., anti-patterns) was in-
troduced by Brown et al. [2].  A set of refactoring suggestions are associate for each 
defect type. Detecting these defects at the model level is a promising way to improve 
software maintenance process [4][6][21].  In addition, it is difficult to identify and 
express these anomalies as rules [17], since they are not formalized and based on a 
simple textual description. 

In general, design defects are evaluated using rules in the form of metric/threshold 
combinations. Some works propose rules manually identified [1][17], other propose 
algorithms that generate these rules[5][11][14].  Both approaches are suffering from 
two major difficulties. The first one is due to the large number of possible metrics 
combinations, in fact, it is difficult to find the best suitable rule.  The second problem 
is to find the best threshold for each metric. In this paper, we propose a predictive 
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design defects detection that focuses on model level in order to correct them before 
there propagation to the code. Also, instead of affecting a threshold for metrics, we 
generate, using gradual rules a correlation of co-variation of metrics characterizing 
the object oriented design defects. We model each defect using UML profile, defect 
are then represented as an UML class diagram summarizing the relevant information 
from the most significant textual descriptions in literature. 

The remainder of the paper is structured as follows. In section 2, we present the re-
lated works. In section 3, we give the problem statement.  In Section 4, we introduce 
the general process of the approach. In sections 5, we validate the proposed approach 
and section 6 is reserved for conclusion. 

2 Related Works 

Several studies have recently focused on detecting design defects in software using 
different techniques. In [14] authors propose a new framework M-RAFACTOR for 
the detection and correction of design defects based on object oriented metrics.  Mari-
nescu [9] defined a list of rules relying on metrics to detect what he calls design flaws 
of OO design at method, class and subsystem levels. Erni et al. [18] use metrics to 
evaluate frameworks with the goal of improving them.  Another model refactoring is 
presented by Marc Van Kempen et al. [13], based on SAAT (Software Architecture 
Analysis Tool). It allows calculating metrics about UML models the metrics are then 
used to identify the flaws or anti-patterns. Authors represent the structure using class 
diagrams, and the behaviour of each class using statecharts. After that they examine 
the metrics for refactoring a centralized control structure into one that employs more 
delegation. For the four previous contributions it is difficult to manually define thre-
shold values for metrics in the rules.Moha et al. [15], in their DÉCOR approach, they 
start by describing defect symptoms using an abstract rule language. These descrip-
tions involve different notions, such as class roles and structures.  In [11] defect de-
tection is considered as an optimization problem. They propose an approach for the 
automatic detection of potential design defects in code. The detection is based on the 
notion that the more code deviates from good practices, the more likely it is bad.  

3 Problem Statement 

There are many open issues that need to be addressed when detecting design defects. 
In this paper, we first focus on how to define detection rules when dealing with quan-
titative information and then how to give a unified representation of defects specifica-
tions.  

In fact, we notice that the textual description of design defects presented by authors 
depend on a subjective interpretations of analysts. As fact, for a same design we can 
find variable set of defects depending on the criteria’s used by designer team. To 
bridge the gap between the description and the detection process, each design defect 
must be formalized for the standardization of the definition of symptoms detection. In 
this paper we intend to use gradual rules to formalize design defects. In the context of 
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our research the generated gradual rules are represented as a correlation of co-
variation of object oriented metrics. Once, gradual rules identified each design defect 
is then modeled using the UML profile for design defects. We have proposed an UML 
profile for design defect modeling. It summarizes the most relevant information and 
replaces all textual descriptions existing in literature by one class diagram for each 
design defect. 

4 The General Process  

As presented in figure 1, we start with the domain analysis of the knowledge extracted 
from the textual description of design defects. In fact, domain analysis is a process in 
which information used in developing software systems is identified, captured, and 
organized to be reusable when creating new systems [8]. In our context, information 
about design defects must be well structured and reusable for the automated detection 
process. Thus, we have studied the textual descriptions of design defects. We present 
an antipattern example named the Blob.  

 

Fig. 1. General process 

The Blob (called also God class [16]) corresponds to a large controller class that 
depends on data stored in surrounded data classes. A large class declares many fields 
and methods with a low cohesion. After the domain analysis for the Blob antipattern, 
we extract the relevant information. Indeed the blob is an interclass and behavioral 
defect, related to static and behavioral diagrams. The detection of the blob is based on 
the analysis of the class diagram and the sequence diagrams. As presented in table1, 
this research is based on 16 design defects. 
These design defects are evaluated using object oriented metrics that are also identi-
fied at this step. Metrics must be measurable at model level, and useful for detection 
process. In our work we have identified 32 metrics. In what follows, we present some 
of these metrics: 

Access To Foreign Data (ATFD) [12] represents the number of external classes 
from which a given class accesses attributes, directly or via accessor-methods. 
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Table 1. Classification of design defects 
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Weighted Method Count (WMC) [3] is the sum of the complexity of all methods in 

a class. 
Attribute Per method (APM) is defined as the ratio of the metrics Number of 

attributes (NOA) and (NOM). 
After the metrics identification step we extract for each defect the most significant 

gradual rules that express the correlation of co-variation of the object oriented  
metrics. We propose an approach that uses knowledge from previously manually 
inspected projects, called defects examples. 

4.1 Mining Gradual Rules 

In our research, gradual rules are used to evaluate poor design by detecting bad smells 
and antipatterns. Mining gradual rule has been extensively used in fuzzy command 
systems. However, in last decade, the data mining community has been interested in 
extracting such kind of rules [7] [10] [19] [20]. Gradual rule convey knowledge of the 
form « the more/the less A, the more/the less B ». In our context, A and B are object 
oriented metric. We thus propose to extract rules such as « the more/the less Metri-
que1, the more/the less Metrique2…, the more/the less Metrique n », such that these 
metrics characterize a defect X. To the best of our knowledge, no previous study in 
the literature has paid attention to apply the extraction of gradual rules to the design 
defects detection. In the following section, we recall the key concepts of gradual rules 
mining. 

Gradual Rules  
We consider a data base defined on a schema containing m attributes (X1, …,Xm) 
defined on domains dom(Xi) provided with a total order. A data set D is a set of m-
tuples of dom(X1),…,dom(Xm). In this scope, a gradual item is defined as a pair of 
an attribute and a variation {+,-}.The gradual item Xn+¸ means that the attribute Xn is 
increasing. It can be interpreted by the more A. A gradual itemset, or gradual tenden-
cy, is then defined as a non-empty set list of several gradual items.  
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For instance, the gradual itemset M =A+ B− is interpreted as, the more A and the 
less B. For example, the relation from Table 2 shows various items about disease 
symptoms. 

Table 2. Disease symptoms 

 Patients  Temperature  Lymphocyte  Hemoglobin 

T1 P1 37.8 32 14 

T2 P2 38.2 17 10 

T3 P3 38.1 15 16 

 
This table contains three tuples :  {T1,T2,T3},  we study co-variations from one 

item to another one, as for example the variation of the temperature and  hemoglobin. 
Too kinds of variations are considered: increasing variation and decreasing variation. 
Each item will hereafter be considered twice: once to evaluate its increasing strength, 
and once to evaluate its decreasing strength, using the + and - operators.  

For example, let us consider the rule “The higher temperature and the higher he-
moglobin then lower the lymphocyte” formalized by : R1= (Temperature + Hemoglo-
bin + Lymphocyte -). 

4.2 Mining Gradual Design Defect Rules  

In this section, we present the extraction of gradual design defects rules. It is based on 
the GRITE algorithm [10], for GRadualITemset Extraction. For each design flaw, we 
identify the metric-based heuristics. The majority of works assign a threshold to each 
metric. The quality of the solution depends on the number of detected defects in com-
parison to the expected ones in the base of examples. The main limitation of this ap-
proach is that it is difficult to find the best threshold.   

To overcome this problem, we present another type of correlation between object 
oriented metrics. To do so, we associate for each defect a metrics table; it represents 
the different metrics values for each occurrence (Oi) of all defects extracted manually 
from various projects (Pi). As example, we present in table 3 a part of the metrics 
table for the defect Data Class. The Data class defect creates classes that passively 
store data. Classes should contain data and methods to operate on that data. 
Where, for a given class C we have: 

PS: Package Size, NC: Number of Classes in the model, NOPM: Number Of Pack-
ages in the Model, NOC: Number Of Communications, is the number of messages 
sent by the class C, NMSC: Number Of Messages for the Same Class, is the number 
of internal messages from C to C, NCC: Number of Connected Classes, is the number 
of classes that communicates with the class C and NCM: Number of connected mes-
sages, is the number of messages sent to the class C.  

The GRITE algorithm gives the most frequent sequences of metrics using the min-
support threshold. Where, the minsupport threshold aims at discovering subsets of 
items that occurs together at least a minsupport time in a database. If minsupport  
 



 Extracting and Modeling Design Defects Using Gradual Rules and UML Profile 579 

Table 3. Data Class metrics 

  ATFD NOM  NOA PS NC NOPM NOC NMSC NCC NCM 
 

P1 
O1 03 15 08 22 57 02 05 03 02 01 

O2 02 10 05 28 57 02 04 02 01 00 

 
 
P2 

O3 04 08 10 33 113 04 06 09 00 01 

O4 02 13 07 33 113 04 04 07 04 02 

O5 05 14 08 25 113 04 07 08 04 06 

O6 06 09 11 24 113 04 08 04 06 05 

O7 04 16 13 21 113 04 04 07 09 08 

 
P3 

O8 05 17 12 52 368 11 06 06 03 04 

O9 02 13 12 46 368 11 04 05 05 02 

 
is set to be too large, no itemsets will be generated, if minsupport is set to be too 
small, huge number of itemsets will be generated. Fixing the minsupport threshold 
depend on the specificities of the problem. 

 In the context on design defect detection, almost we don’t have a very large data-
base comparing to other domains, that’s why we set a minsupport value to be more 
than 0.5. It means that we will extract the gradual rules that occur at least in 50% of 
the transactions. We can decrease the minsupport thresholds if the program generates 
no rule, until having at least one rule. 

4.3 Modeling Design Defects 

Based on UML profile capabilities, we extend the UML metamodel to support and 
model all key concepts used for the specifications of design defects. We model each 
defect to create a catalogue of design flaws. We formalize a set of textual and infor-
mal design flaws description (avoiding any subjective interpretation) in a  
well-structured model enclosing all necessary information to deal with design defect 
detection. 

Defined Stereotypes 
In this section, we detail the defined stereotypes illustrated in figure 2: RefactoringIn-
dicator is a super-class modeling all possible refactoring indicators. The design flows 
can be specialized as Antipattern, DesignPatternDefect, BadSmells.  

Description contains a textual description of the design flaws. It represents the se-
mantic aspect. The description stereotype is very helpful to understand the meaning of 
the design defect and the context in which it can be identified.  

Metric represents the set of metrics useful forsoftware measurement and design 
flows detection. The measure of metrics is done over the static and/or dynamic UML 
diagrams. The UMLDiagram stereotype represents the UML diagrams attached to the 
metric concept. Each Design pattern defect is attached to a design pattern represented 
by the stereotype DesignPattern. RefactoringRepository indicates the name of  
the refactoring primitive, using the attribute PrimitiveName (For the design defects 
correction).  
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Fig. 2. The UML profile 

Figure 3 in the next section presents the UML class diagram of the Data Class de-
fect. 

5 Experiments 

The experimentations concern the defects Blob, Lazy class, Data class, Feature Envy 
and Lava flow, using three minsupport thresholds 0.5, 0.8 and 0.9. The Lazy class 
defect occurs when class isn't doing enough to pay for itself. Every additional class 
increases the complexity of a project. The Feature Envy defect occurs for methods 
that make extensive use of another class and may belong in another class. And the 
Lava flow defect represents the model elements that are not really used in the project 
due to an overestimation of needs.  

The Table 4 presents our results. We choose to select gradual design defect rules 
that contain more than four metrics to guaranty significant results avoiding an over-
whelming rule set. These results indicate the common conditions for the occurrence of 
a design defect. We have better rules for high minsupport value 0.8, because the  
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Table 4. Results 

  Minsupport 
  0.5 0.8 

 
 

Blob 

R1 (ATFD+ PS+ NC+ NOPM-)  
No Rule R2 (ATFD+ NOM+ NOA- NCM+) 

R3 (ATFD+ NC+ NCM+ NCC+ NOM+) 

R4 (ATFD+ NMSC+ NOA- PS+ NC+) 

 
Lazy class 

R1 (NC+ NCC- ATFD- NCM- PS+)  
(NCM-  NOM – NC+ NCC- ATFD-) 
(NC+ NCC- ATFD- NCM- PS+) 

R2 (NCM- NOM – NC+ NCC- ATFD-) 

R3 (ATFD- NC+ NCM- NOPM- NOM-) 

 
Data class 

R1 (APM- ATFD- NC+ PS+ NCC-)  
(NOM- PS+ NCC- NC+ NCM+) R2 (NOM- PS+ NCC- NC+ NCM+) 

FeatureEnvy R1 (NIC+ NMSMC- NC+ PS+ NOPM-) No Rule 

 
 

Lava flow 

R1 (NC+ NCC- ATFD- NCM- PS+) (NCM-  NOM – NC+ NCC- ATFD-) 

R2 (NCM- NOM – NC+ NCC- ATFD-) (NC+ NCC- ATFD- NCM- PS+) 

R3 (ATFD- NC+ NCM- NOPM- NOM-)  
(NIC- CM- APM- NC+ NOPM+) R4 (NIC- NMSMC- CM- NOM+) 

R5 (NIC- CM- APM- NC+ NOPM+) 

 
 

rule is repeated at the majority of the defect occurrence (80%).  We have lowest min-
support threshold 0.5 guaranty that the extracted rules occurs in at least 50% of the 
detected defects.  

In our case, for a minsupport threshold equal to 0.9 we have no rules for all  
defects. We notice that the activity of design defects detection depends on the subjec-
tivity of the designer. In fact, our research intends to help designer to improve the 
quality of models by offering a set of gradual rules characterizing the context in 
which could occur a design defect. All important information related to defects is now 
represented using the UML profile. In figure 3 we present an example for the Data 
Class defect. 

 

Fig. 3. Data Classes 
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6 Conclusion  

Several design defect detection techniques have been proposed. Most of existing 
works relies on metrics rule-based detection, applied for the code level. However, it is 
difficult to identify and express these symptoms as rules [17], since they are not for-
malized. It is also difficult to find the best threshold for metrics. This work raised 
some interesting perspectives in order to detect design defects for model level based 
on the evaluation of correlation of metrics co-variation instead of threshold. We have 
also proposed an UML profile for design defect modeling. It fully supports design 
defects modeling needs. It allows antipatterns and bad smells modeling with one uni-
fied language. Using the UML profile for design defects, we unify software designer 
teams with a single and shared design defects specification. 
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Abstract.  Separation of concerns is an important principle that helps to 
improve reusability and simplify evolution. The crosscutting concerns like 
security, and many others, often exist before implementation, in both the 
analysis and design phases, it is therefore worthwhile to develop aspects 
oriented software development approaches to handle properly the concerns and 
ensure their separation. 

Moreover agile methods attempt to reduce risk and maximize productivity by 
carrying out software development with short iterations while limiting the 
importance of secondary or temporary artifacts, however these approaches have 
problems dealing with the crosscutting nature of some stakeholders’ requirements. 
The work presented in this paper aims at enriching the agile development using 
aspect oriented approaches. By taking into account the crosscutting nature of 
some stakeholders’ requirements, the combination of the two approaches 
improves the software changeability during the repeated agile iterations.  

Keywords: Aspect oriented · Constraints · Extreme programming · Separation 
of concerns · User stories 

1 Introduction  

Taking into account the concerns in the analysis phase is currently regarded as an 
important step that could have a positive impact on subsequent development phases 
and, consequently, there are several Aspect Oriented Requirement Engineering 
models (AORE models) such as MC AORE model [13], Quality AORE model [10], 
Vgraph model [16] and Theme/doc model [2]. 

Moreover agile methods have become, due to their pragmatism, favoured approaches 
for complex systems development. The use of the early separation of concerns in agile 
approaches is an important issue which can cause considerable fallout in terms of 
software development management and clear architectural structuring. We found in 
literature several agile approaches: Extreme Programming [8], Scrum [14], Feature-Driven 
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Development (FDD) [11], and Dynamic Systems Development Method (DSDM) [15], 
Crystal Methodologies [4], Adaptive Software Development (ASD) [5]. Combining 
aspects oriented approaches with these agile approaches, eliminates the tangling and the 
scattering of the code they produce and consequently reduces the effort of understanding 
and changing this code during the repeated agile iterations. 

In this paper, we present a work which aims at combining the separation of 
concerns, requirements’ engineering and the well known Extreme Programming 
approach (Xp), in order to achieve a synergy that enhances the Xp approach of 
development by a convenient handling of concerns. This work focuses on how aspect 
concepts can be integrated within the requirement level of the agile development 
context and particularly in the Xp approach. 

In the rest of this paper, we present, briefly, the Xp approach, the aspect oriented 
requirements engineering. Thereafter, we explain the proposed combination. Then we 
describe some related work and, finally, we give a conclusion. 

2 Agile Approaches 

The agile approaches are a family of pragmatic development approaches built to 
deliver products on time, budget and with high quality. These approaches focus on 
strong customers’ involvement and guarantee that they will be satisfied by their 
project. The Xp approach is one of the most commonly used among agile approaches 
[7]. The Xp approach provides a life cycle model of software which is used as a guide 
for organizing the development team. This model is presented in Figure1. User stories 
are an important concept in the Xp development and are usually the starting point of 
all the Xp processes. By choosing them, the customer kick starts the iteration process. 
They represent what the customer wants the system to do [8]. The system 
development is a succession of such iterations where the requirements are 
continuously being defined by means of user stories. These user stories should feed 
into the release-planning meeting and to the creation of the user acceptance tests. 

 

 

Fig. 1. Lifecycle of project Xp [7] 
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A release-planning meeting is used to create the release plan, which lays out the 
overall project. That is, the release plan indicates which user stories will be 
implemented and in which release this will happen. It also indicates how many 
iterations are planned and when each iteration will be delivered. 

At the beginning of each iteration, an Iteration Planning meeting is held to 
determine exactly what will happen within that iteration. Such just-in-time planning is 
considered an easy way to stay on top of changing user requirements. 

The acceptance tests are created from the user stories, written at the start of the 
project. Each iteration implements one or more user stories; these stories will be 
translated into a series of acceptance tests during the iteration. 

3 Aspect Oriented Software Development (AOSD) 

In object orientation, applications are modeled and implemented by decomposition of 
both the problem and solution space into objects, where each object embodies a single 
concern. However, some concerns still remain scattered throughout many different 
objects because they don’t naturally fit within object boundaries. Such concerns (such 
as security, mobility, distribution, and logging) crosscut the other concerns. Aspect-
oriented programming provides an elegant solution to this problem. Initially, the 
concept of aspect has been introduced in the context of programming. However, its 
use has become widespread to cover, among other things, analysis, design and 
evolution of applications. 

To improve the software development, we need fully aspect oriented approaches 
that support aspects ranging from the analysis phase till implementation and testing. 
These approaches are often described as Aspect Oriented Software Development 
(AOSD) and encompass a range of techniques to achieve a better modularity. 

Aspect-Oriented Software Development (AOSD) is regarded as a promising 
method that allows systematic identification, modularization, representation, and 
composition of such crosscutting concerns. Currently, it is commonly accepted that a 
good separation of concerns improves system modularity, reduces the complexity of 
software systems and the tangle of their code, facilitates reuse, improves 
comprehension, simplifies the integration of components and decreases the change, 
reducing the cost of adaptation, evolution and maintenance. 

The requirement engineering is of vital importance because of its influence on the 
rest of the development. This is a starting point for many researches that aim at 
improving the separation of concerns at the requirements’ level. 

The motivation of these researches lies in reducing the cost of adaptation, 
evolution and maintenance. According to [3] the main activities in the requirements 
are: identification, capture, composition and analysis. Currently, several AORE 
models have been proposed and used as mentioned previously. 
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4 The Proposed Approach 

Our work consists of integrating the aspect oriented approach in the Extreme 
programming approach and focuses particularly on the analysis phase. Our goal is to 
incorporate the concepts of AORE in the Xp process to make it more efficient and 
improve the productivity of the development team. 

AORE's goal is the separation of concerns at the level of requirements, which may 
influence the way of using Xp in a project development. The agile development in 
general and Xp in particular can benefit from the AORE. In the Xp approach, the user 
stories represent the requirements of a system in the sense that the requirements are 
informally described by these stories from the customers. That is why our approach is 
mainly based on the user stories. 

4.1 Steps of the Proposed Approach 

Figure 2 summarizes the main steps we propose in our approach. We describe them 
shortly in the following. 

Step 1: Identify User Stories and Constraints. In this stage customers and the 
development team meet to discuss the main functionalities to be achieved by the 
system. These functionalities are written by customers in the form of user stories on 
indexed cards. Each story has a short name that describes the functionality. Other 
details are added such as the risk to improve planning and performance of iteration. At 
the end of this stage, the customer must choose the stories to implement in the current 
iteration. Non functional requirements can address a variety of system needs and they 
can be considered as constraints on the system's behavior. Thus the customer must 
identify these constraints. 

   End of  iteration  

Update 
requirements 

Release 
Design and Implementation 

Identify the 
user stories

Identify the 
constraints
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Fig. 2. Steps of the proposed approach 
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Step 2: Specify the Constraints. Based on the approach described in [10] the 
constraints are specified using templates as shown in table1.  

Each constraint is defined as follows: 

Table 1. Template for constraint 

Constraint Description 

Name Name of constraint. 

Description Description of constraint. 

Influence Lists of user stories affected by this constraint. 

Priority Priority assigned for this constraint. 

Contribution Represents how a constraint can be affected by other constraint.
This contribution can be negative (-) or positive (+). 

Step 3: Identify Aspects.  If a constraint affects several user stories then this 
constraint is an aspect (taking in to account the information in row influence). In other 
words, if a constraint is triggered from several other user stories so it is considered as 
an aspect. 

Step 4: Compose Aspects and User Stories. In this stage we try to compose 
crosscutting constraints and user stories in order to find the impact of an aspect on the 
requirements. We must define composition rules showing how an aspect influences 
behavior of a set of user stories. 

Step 5: Identify and Resolve Conflicts. Identification of conflicts is based on the 
MCAORE technique [13] which uses a contribution matrix where each aspect may 
contribute negatively (-) or positively (+) to the others. If aspects have the same 
priority and contribute negatively then these aspects are in conflicts.   
   The conflicts in our approach are resolved through effective negotiation with 
customer who is part of the development team (on site customer). 

Step 6: Design and Implementation. Xp like the other agile processes prioritizes 
pragmatic design for long-team change. The final set of user stories and aspects plus 
composition rules are used in the implementation, so an aspect oriented programming 
language could be used. 

At the end of an iteration, the customer can check the product by the acceptance 
tests to detect errors or add other features. Following the change requirements, it is 
necessary to repeat the separation of concerns again. 

4.2 Example 

In this section we apply the previous steps to the creation of a website for the 
company SOUTH COAST NAUTICAL SUPPLIES to augment their print catalog. 
This example is taken from [5]. 

 
Step 1. Identify user stories and constraints. These are the user stories and 
constraints which are written by the stakeholders: 
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• User story 1: A user can do a basic simple search that searches for a word or phrase 
in both the author and title fields.  
• User story 2: A user can put books into a "shopping cart" and buy them when he is 
done shopping.  
• User story 3: To buy a book the user enters her billing address, the shipping address 
and credit card information. 
• User story 4: A user can establish an account that remembers shipping and billing 
information. 
• User story 5: A user must be properly authenticated before viewing reports. 
• User story 6: An administrator can add new books to the site. 
• User story 7: An administrator can delete a book. 
• User story 8: An administrator can edit the information about an existing book. 

 
Constraint C1: The system must support peak usage of up to 50 concurrent users. 
Constraint C2: For audit purposes, all transactions in the system have to be kept.  
 
In this iteration the first constraint shows that the system must support concurrent 

manipulation by at least 50 users which implies that there is a multiple access system. 
The second constraint is audit means that the action at each step is recorded. 

By analysis of the stories identified for this iteration we can extract other 
constraints which are not written by the stakeholders. For example: User story 5, in 
this case the security must be guaranteed as the information provided by the user is 
personal data. The constraint identified here is security. 

In the same way developers can also identify another constraint is the login. 
 

Step 2. Specify the constraints.  

Specification is as follows: 

Table 2. Template for C1 

Name Multiple access 

Description Multiple users can use the system simultaneously. 

Influence multiple user stories  

Priority must have 

Contribution (+) Audit, (+) login 

Table 3.   Template for C2 

Name  Audit 

Description The action at each step is captured and kept 

Influence multiple user stories  

Priority must have 

Contribution (+) Security, (+) multiple Access, (+) login 
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Table 4. Template for C3 

Name Security 

Description Only authorized users can access information. 

Influence multiple user stories  

Priority must have 

Contribution (+) Audit, (+) login 

Table 5. Template for C4 

Name Login 

Description Provides the ability to connect and disconnect. 

Influence multiple user stories  

Priority must have 

Contribution (+) Audit, (+) Security, (+) multiple Access 

Step 3. Identify aspects. From the table 2 to table 5, we deduce the following 
constraints: 

Multiple access, Audit, security and login affect multiple user stories. So, these 
constraints are crosscutting and therefore represent aspects. 

 
      - Aspect1: Multiple access       
      - Aspect2: Audit 
      - Aspect3: Security 
      - Aspect4: Login 

Step 4. Compose aspects and user stories. To combine aspects with the basic user 
stories we will first define composition rules indicating how these aspects influence 
the behavior of a set of basic user stories. 

An example of composition rules in the case presented above is:  
For safety, there is a recovery situation "Overlap", represented by the qualifiers 

before or after. Security for User story 5 is applied before viewing the report because 
we are in front of a protection in this case the composition rule will as follows: 

 
- Security. Overlap. Before user story 5. 

For the audit, there is also a situation of "Overlap", represented by before or after. 
The audit here is applied after each story affected recorded for each action, in this 
case the composition rule is as follows: 
- Audit. Overlap. After all history 

Step 5. Identify and Resolve conflicts. The contribution matrix which is symmetrical 
indicates whether aspects contribute positively or negatively. In our example aspects 
contribute positively and in this case no conflict appears in this iteration. 
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Table 6. The contribution matrix 

           Aspects 

Aspects 

Audit Security Multiple 
Access 

Login 

Audit  + + + 

Security    + 

Multiple Access    + 

Login     

Step 6. Design and Implementation.  

At the end of this iteration, suppose that the customer wants to add other constraints.  
A second iteration is then necessary. We describe it in what follows.  

Step 1. Identify new user stories and constraints. These are user stories and 
constraints which are written by the customers: 

• User story 9: A user can search for books by entering values in any combination of 
author, title and ISBN. 
• User story 10: A user can view detailed information on a book. For example, 
number of pages, publication date and a brief description. 
•  User story 11: A user can put books into a "wish list" that is visible to other site 
visitors. 
• User story 12: A user, especially a Non-Sailing Gift Buyer, can search for a wish list 
based on its owner's name and state. 
• User story 13: A user can check the status of her recent orders. 
• User story 14: If an order hasn't shipped, a user can add or remove books, change 
the shipping method, the delivery address and the credit card. 
• User story 15: A user can view a history of all of his past orders. 
• User story 16: A user can easily re-purchase items when viewing past orders. 
• User story 17: A user can see what books we recommend on a variety of topics. 
• User story 18: A user can remove books from her cart before completing an order. 

 
Constraint C5: A customer must be able to find one book and complete an order in 
less than 90 seconds.  

Step 2. Specify constraints. 
For the next iteration, and due to changes in the requirements, a new specification is 
necessary (Table 7 to 11). 

Table 7. Template for C1 

Name Multiple access 

Description Multiple users can use the system simultaneously. 

Influence multiple user stories  

Priority must have 

Contribution (+) Audit, (+) login, (-)Response time 
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Specification is as follows: 

Table 8. Template for C2 

Name  Audit 

Description The action at each step is captured and kept 

Influence multiple user stories  

Priority must have 

Contribution (+) Security, (+) multiple Access, (+) login, (-)Response time 

Table 9. Template for C3 

Name Security 

Description Only authorized users can access information. 

Influence multiple user stories  

Priority must have 

Contribution (+) Audit, (+) login, (-)Response time 

Table 10. Template for C4 

Name Login 

Description Provides the ability to connect and disconnect. 

Influence multiple user stories  

Priority must have 

Contribution (+)Audit, (+)Security, (+)multiple Access,  (-)Response time 

Table 11.   Template for C5 

Name  Response time 

Description Period of time in which the system responds to a service 

Influence multiple user stories 

Priority must have 

Contribution (-) Security, (-)multiple Access, (-) Audit, (-) login 

 

Step 3. Identify aspects. From constraints which affect more than one user story, we 
deduce the following: 

The first four (Multiple access, Audit, security and login) are already identified as 
aspects in the first iteration, the second constraint (response time) is crosscutting as 
they affect multiple user stories (taking into account the information in row influence) 
and therefore represent aspect. So for this iteration we add a new aspect: 

           - Aspect5: Response time 
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Step 4. Composed aspects and user stories. To combine the new set of aspects with 
the basic user stories we will define new composition rules indicating how these 
aspects influence the behavior of a set of user stories. 

In this step we try to dial the new aspect 'response time' identified in the previous 
step with the stories it affects. As this aspect is required in parallel with the stories he 
forced this leads to use the relation "wrap". 

For other aspects just add composition links with the stories of this iteration. 

Step 5. Identify and Resolve conflicts. In our example the contributions between 
aspects are presented in the following table: 

Table 12. The contribution matrix 

        Aspects 

Aspects 

Audit Security Multiple 
Access 

Login Response time 

Audit  + + + - 

Security    + - 

Multiple 
Access 

   + - 

Login     - 

Response time      

 

This table indicates the presence of conflicts between some aspects, if these aspects 
apply to the same user stories with the same priority. For example security and 
response time contribute negatively to each other. They constrain each other’s 
behavior and have the same priority and apply to the the same user story, thus a 
conflict is arise. 

As in this iteration we are faced with a conflict, it is resolved by negotiations 
between the customer and the development team. 

Step 6. Design and Implementation. 

The iterations are repeated until there is no need to add or update requirements. 

5 Related Work  

Several approaches are intended to identify crosscutting concerns during the early 
stages of development [9]. Aspect Oriented Requirement Engineering (AORE), 
described in [13], proposes a model for Aspect Oriented Requirement Engineering 
that supports the separation of crosscutting properties at the requirements level. 
Concerns and associated requirements are identified from different viewpoints. The 
rules of composition are defined using XML. In [10], functional requirements are 
specified using use cases based approach. The quality attributes are detailed 
extensively in a template, which among other details also lists down the 
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decomposition of the quality attribute, priorities (max, high, low, and min), and 
influence of the quality attribute. By observing the influence of a quality attribute and 
associated requirements, crosscutting concerns (quality attributes) are identified. 
Here, a set of UML models are integrated to the crosscutting quality attributes. 
Baniassad and Clarke [2] propose the Theme approach that does not identify the 
crosscutting concerns from traditional requirements engineering approaches. They 
introduced the concept of action view, clipped action view, base themes, and 
crosscutting themes to provide support for the aspect orientation in the analysis and 
design. Theme supports activities of requirements analyses. The results of analyses 
are mapped to the UML models. Despite the diversity of these approaches, no one 
among them takes into account the agile development. the FDD approach takes into 
consideration the integration of aspects in a contextual agile development [12]. In [1], 
a method is proposed for unifying agile and AO requirements analysis approaches. 

6 Conclusion 

The Xp approach is a development approach that can produce quickly software of 
high quality. This development approach may benefit from aspect-oriented 
requirements engineering approaches in a variety of ways.  

The work presented in this article is a proposition of integration between separation 
of concerns and requirements engineering in an agile development context and 
particularly in the extreme programming approach. The main contribution of our work 
is its focus on the user stories and constraints as the starting point of the integration. 
Our approach is still at its beginning and we are now using it for more complex 
systems.  
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Abstract. Checkpointing is a technique that is often employed for grant-
ing fault tolerance for applications executing in failure-prone environments.
It consists on regularly saving the application’s state in another and fault
independent storage such that if the application fails, it can be continued
without necessarily restarting it. In this context, fixing the checkpointing
frequency is an important topic which we address in this paper. We par-
ticularly address this issue considering hybrid fault tolerance and variable
size checkpoint dumps.We then evaluate our solution and compare it with
state of the art models, and show that our solution brings better results.

Keywords: Optimum Checkpointing Interval · Hybrid Fault Tolerance ·
Variable Size · Simulation

1 Introduction

Since the accession to information technologies, a lot of efforts have been de-
voted by the research community in order to make computing systems more
fault-tolerant and more reliable. Initially, reliability was chiefly sought to avoid
job resubmissions and to lower resource utilization, in a context where the job
average length is ever-growing especially after the emergence of computational
science and high-performance computing (HPC). Afterwards, and notably due
to the advent of Cloud Computing and due to the increasing number of business-
sensitive applications, a new practical and financial dimension appeared which
drew even more attention to reliability.

The fact is that computing systems are failure-prone and failures are getting
more frequent as new systems appear. The reason behind this is not because their
components are getting less reliable. Actually, future hardware components and
in particular newer generation chips are expected to keep failure rates similar to
those of the current generation [14]. However, the number of components per any
single system has considerably increased since the last few years and is contin-
ually increasing which led to a lower overall system mean time between failures
(MTBF). So as to emphasize these lines, a study [2] on large-scale HPC systems
has observed an MTBF in the 6.5h–40h range. This value when extrapolated for
a peta-scale system, corresponds to a MTBF of only 1.25 hours [11]. Latterly,
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another study [16] has observed that in a typical Cloud datacenter, a proportion
of 8% of the machines can expect to see at least one failure each year.

In this context, checkpoint-restart or checkpointing has been developed in
order to leverage fault tolerance in computing systems. This technique consists
on taking frequent snapshots of any job’s state, and on saving it on a secondary
and fault-independent machine [5]. When the job fails on its primary machine,
the saved state on the secondary machine is used to restore the job’s state and
to continue it. Thus, the job does not need to restart from scratch and a lower
execution delay can be expected in failure-prone environments.

A central concern when implementing such fault tolerance technique is about
selecting the frequency of checkpointing or the delay between taking two check-
points. A high checkpointing frequency will ensure to have at any moment a very
recent snapshot of the job’s state, thus minimizing the potential rework delay
after a failure. But in the same time, this will induce a significant overhead to the
job execution if the occurrence of failures is very low or nonexistent. In another
hand, a too low checkpointing frequency is obviously not a wise choice either, as
this will lead to a noteworthy rework delay after failures.

In the present study, the issue under scrutiny is precisely about determin-
ing the best checkpointing frequency, also known as the checkpointing interval
selection problem. We particularly address this problem considering a variable
checkpointing overhead. We assume that the checkpointing overhead, or the time
which is necessary to save a job’s state into an external device is a function of the
previous computing phase’s delay. Besides, as new research has been undertaken
for hybrid fault tolerance and in particular to predict the occurrence of failures
with fair results [7,12,13], we also take into consideration this aspect in order to
reduce checkpointing frequency.

The organization of this paper is as follows. In the next section, we discuss
related work. In section 3, we define and formalize the problem and we present
the brought solution. In the penultimate section, we evaluate our solution and
we discuss the results. Finally, in section 5 we conclude and we give an overview
of our future work.

2 Related Work

Checkpointing and in particular checkpointing interval selection has been exten-
sively studied in the past. In this section, we give a chronological review of most
prominent research efforts in the literature.

One of the first contributions was made by Young [17] who managed to give
a first order approximation to the optimum checkpointing interval. Young con-
sidered that the overhead which is due to checkpointing is (1) constant and
independent from the computing phase, and (2) is negligible when compared
to the system MTBF. Furthermore, failures occurrence was assumed to be in-
dependent and exponentially distributed following a known MTBF. This last
assumption, even if adopted in many contributions [4,6,8,15,17,18], is only true
for the first occurrence of the failures. In fact, failures cluster in time and a
failure is more likely to happen after a first failure [16].
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In [6], the author showed that the optimum checkpointing interval is deter-
ministic and is a function of the system load. In particular, the author proposed a
queuing model where the duration of service interruptions is directly computable
knowing the past history of the system.

An O(n3) algorithm has been proposed in [15] to select the (n− 1) potential
checkpoint locations which can minimize a given job’s execution time. To do
so, the authors considered that a job consists of a set of tasks and that check-
points can only be taken between two consecutive tasks (and not during the
task’s execution). As opposed to the so far presented contributions, in this con-
tribution authors assumed that checkpointing overhead is not constant and is
task-dependant.

An aperiodic checkpointing approach where the checkpointing interval is vary-
ing from one checkpoint to another has been proposed in [9]. The authors consid-
ered a general failure-rate and no assumption was made regarding the distribution
of the failures. Nevertheless, this research specifies that when the distribution of
failures is exponential, the optimum placement of checkpoints is equidistant.

A higher order estimate of the optimum checkpointing interval has been pro-
vided in [4]. Daly has undertaken to continue the groundwork initiated by Young
in [17], and kept most of his assumptions particularly regarding the checkpoint-
ing overhead and the failures distribution. However, Daly generalized Young’s
solution considering the case where the checkpointing overhead is not negligible
compared to the system’s MTBF.

In [10], the authors proposed an approach for checkpoint placement under
incomplete failures information and when the failures distribution is unknown.
The min-max principle has been employed to this extent.

An hybrid fault tolerance approach has been proposed in [8]. In this approach,
it is assumed that the system has fault-prediction capabilities [7,12,13] which can
be used to reduce checkpointing frequency. The authors proposed to partition
the job’s execution using a preset time interval. At each interval, a decision stage
takes place where (1) the job is checkpointed, (2) the job is migrated or (3) no
action is taken.

The checkpointing scheduling complexity has been analyzed in [3]. In this
research, no assumption was made regarding failures distribution, and check-
pointing overhead was assumed to be variable. The authors stated that the
checkpointing problem is NP-hard even in the simple case where the failures dis-
tribution is uniform. In addition, a dynamic programming algorithm has been
proposed to solve the problem.

In [18], the authors exploited failures prediction capabilities in order to define
a new formula for computing checkpointing interval. Two main metrics were
considered, namely the precision and the recall of failures prediction. These
two metrics respectively characterize the capacity of the system to not make
false predictions of failures, and the capacity of the system to predict all future
failures. We also consider these two metrics in current paper, but we consider
variable checkpointing overhead.
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3 The Checkpointing Interval Model

In this section, we develop our model for estimating the optimum checkpointing
interval considering a variable checkpointing overhead. We draw our inspiration
in the model proposed by Young [17] and later used in many other research [4,18].

In the next lines, we first describe the checkpointing process in both the situ-
ations where a failures prediction mechanism is employed or not. Then, we give
the cost function we want to optimize. Next, and before solving the equation we
place some assumptions regarding the failures distribution and the checkpointing
overhead function. Once the assumptions placed, we solve the cost function and
the optimum checkpointing interval is quantified. Finally, we address a special
issue as regards to if the checkpointing overhead function is bounded.

The main symbols used in this paper are described in table 1.

Table 1. Description of used symbols

Symbol Description

t Checkpointing interval.
δ(t) Checkpointing overhead, or the length of the save phase considering t is

the length of the compute phase.
δmax The maximum length of the checkpointing overhead.

α and β Values characterizing the job’s checkpointing overhead.
R Restart delay before a job can continue on a secondary machine.
C Total number of real failures during job execution.

Ctp Total number of failures that were predicted (true positives).
Cfp Total number of failures that were predicted but will actually not happen

(false positives).
Cfn Total number of failures that were not predicted (false negatives).

p Precision value in the [0, 1] range for failures prediction.
r Recall value in the [0, 1] range for failures prediction.

ni(t) Number of successful computing phases between the (i− 1)th and the ith

failure event.
wi(t) Last computing phase’s delay just before the ith failure event happens.
li(t) Time lost due to the ith failure event.
L(t) Time lost due to checkpointing and considering all failure events.

S The submitted job length, or the execution time needed by the job to
complete.

M The mean time between failures (MTBF).
topt Optimum Checkpointing interval.

3.1 The Fundamental Checkpointing Process

The checkpointing process consists of multiple sequences of a computing phase
where the job is normally executing followed by a save phase where the job’s
state is written to an external storage. During each save phase the job execution
is paused and the job continues in the next computing phase.



On the Optimum Checkpointing Interval Selection 603

The checkpointing interval t represents the length of the computing phase
which is also the delay between two consecutive save phases. In this paper, we
assume that the save phases are equidistant and that the checkpointing interval
stays unchanged during all the job’s execution.

During a job’s execution one or more failures may happen. After each failure,
a restart delay R is necessary for the job to be continued. Moreover, there is an
added rework delay wi(t) corresponding to the not saved job progress due to the
ith failure. Refer to Fig.1 for an overview of a job’s execution in a context where
checkpointing is used.

Fig. 1. The Checkpointing Process

3.2 The Hybrid Checkpointing Process

As previously discussed, there is a rapidly growing literature on failures predic-
tion techniques. These techniques can be employed on top of periodic checkpoint-
ing in order to trigger additional save phases when a failure is predicted. After
the save phase, the job is immediately continued on the secondary machine and
no rework delay is necessary as the job state on the secondary machine is up to
date. Another important feature of such process, is that checkpointing frequency
can be reduced. The hybrid checkpointing process is displayed in Fig.2.

Fig. 2. The Hybrid Checkpointing Process

The level of trust of failures prediction is characterized by three different
metrics, namely: the precision(p), the recall(r) and the prediction window.

The precision is the fraction of true positive predictions (Ctp) that are made
by the system when compared to all the predictions made. In fact, the system
might do an erroneous prediction of a future failure. These erroneous predictions
are also designated as false positives (Cfp).

p =
Ctp

Ctp + Cfp
(1)
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The recall value represents the ability of the system to predict all future
failures. It is the fraction of true positive predictions on the total number of
failures. The missed failure predictions are designated as false negatives (Cfn)
and is used when computing the recall:

r =
Ctp

Ctp + Cfn
(2)

The prediction window is the time interval which is left before a predicted
failure happens. A good prediction window is big enough so that a save phase can
be engaged and completed before the failure happens. If the prediction window
is too small, then the failure prediction is pointless as the save phase will not
complete. Such predictions are consider to be false negatives in the current paper.

3.3 Cost Function

We define our cost function by considering the time lost due to checkpointing
in different scenarios. We start by considering the time lost due to at most one
single failure event. After that, we generalize the results to more than one failure
event. A failure event is either an actual failure happening, or a failure prediction
event.

Single Failure Event Cost Function. We identify four cases as regards to
the time lost in the checkpointing process when compared to a job executing in a
regular and failure immune system. We present the cost functions for each case.
We assume in those that ni(t) is the number of successful computing phases
between the (i − 1)th and the ith failure event.

The first case is when no failure events happen and the job executes normally
on the primary machine. In this regard, the time lost is the sum of the delays
spent in all the save phases.

li,1(t) = ni(t) · δ(t) (3)

The second case is when an unpredicted failure happens. Hereof, the time
lost consists of all the save phases plus a restart delay (R) and eventually some
rework time (wi(t)) which has not yet been saved.

li,2(t) = ni(t) · δ(t) +R+ wi(t) (4)

The third case is when the system predicts the occurrence of a failure that
will really happen (ie: a true positive). In this case, the time lost consists of all
the save phases plus a restart delay. The last save phase being the one initiated
after the failure prediction. Besides, no rework time is induced in this situation.

li,3(t) = ni(t) · δ(t) +R + δ(wi(t)) (5)

The fourth and final case is when the system predicts a failure which will not
happen (ie: a false positive). The time lost is the same as in the third case.

li,4(t) = li,3(t) = ni(t) · δ(t) +R+ δ(wi(t)) (6)
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Final Cost Function. We can now express the lost time in the general case
and considering multiple failure events. Note that we exclude the special case
where C = 0, as in this case, the optimum checkpointing interval is obvious and
is infinity. Furthermore, we consider that the system where the job runs is failure
prone and C > 0. The total cost function is thus as follows:

L(t) =

Cfn∑
i=1

li,2(t) +

Ctp∑
i=1

li,3(t) +

Cfp∑
i=1

li,4(t) (7)

Considering that the job length is S, we can estimate the number of successful
computing phases for the job to complete as follows:

N(t) =
S

t
=

C∑
i=1

ni(t) (8)

The equation 7 can be expanded as follows.

L(t) = S
δ(t)

t
+ (C + Cfp)R+ Cfn wi(t)+

(Ctp + Cfp) δ(wi(t)) + δ(t)

Cfp∑
i=1

ni(t)

(9)

The optimum checkpointing interval topt is the value of t which produces the
smallest time lost. In other words, it is the minimum of the function L(t).

3.4 Solving Assumptions

Assumption on the Checkpointing Overhead. We assume that the dump
size produced by jobs is linear and is a function of time. Thus, and considering
a fixed bandwidth allocation, the checkpointing overhead is function of t and is
linear. It can be expressed as follows:

δ(t) = α · t+ β (10)

Of course, this simplistic formulation may not fit for any type of job. One main
issue, is that the job’s dump size may be bounded with a maximum. Another
issue, is that the job’s dump size may not be linear.

We will address the first issue in section 3.6. For the second issue, we consider
that a fairer approximation can be made using the previous formula as when
compared to constant checkpointing overheads. But we do not further address
this issue in this paper.

First Assumption on the Failures Distribution. We assume that failures
are independent and follow an exponential distribution of mean M . The liter-
ature have shown that this is usually only true for the first occurrence of the
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failure on the machine and tends to be false once the machine have been repaired.
Thus this is only pertinent if we did consider repairs.

As the failures distribution is known, we can now estimate the number of
failures that will happen for a job of length S. As previously stated, we need
N(t) successful computing phases to complete the job. Besides, we know that
the probability to complete one computing phase (followed by a save phase) is:

Q1(t)=P (x > t+δ(t)) = 1−P (x ≤ t+δ(t)) = 1−(1−e−(t+δ(t))/M ) = e−(t+δ(t))/M

(11)
Thus the number of tries to complete N(t) computing phases is:

Qn(t) =
N(t)

P (x > t+ δ(t))
= N(t) · e

t+δ(t)
M (12)

Finally, the number of failures is:

C = Qn(t)−N(t) = N(t) · (e
t+δ(t)

M − 1) (13)

Second Assumption on the Failures Distribution. We assume that the
mean time between failures (M) in the system is big enough such that the
checkpointing interval (t) and the restart delay (R) are negligible when compared
to it. And as a direct consequence to this assumption, the checkpointing overhead
(δ(t)) is also negligible when compared to M .

We know that the first degree Taylor’s series expansion is a good approxi-
mation for small values. Thus, the equation 13 can be reformulated as follows:

C = N(t) · t+ δ(t)

M
= S · t+ δ(t)

t ·M (14)

Assumption on the Rework Time. We assume that on average, the failure
event happens in the middle stage as regards to the computing phase. Because,
failures are independent and exponentially distributed, this value is fair enough.

wi(t) =
t

2
(15)

Assumption on the Moment of Failures Predictions. We need a final
assumption as regards to the moment of the failures predictions when those are
false predictions (false positives). We assume that those are uniformly distributed
as regards to the whole job execution. In other words, we can make the following
approximation:

Cfp∑
i=1

ni(t) = N(t) · Cfp

C
=

S

t
· Cfp

C
(16)
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3.5 Solution

Before relaxing the previous assumptions, it is worth to note that Ctp, Cfp and
Cfn can be expressed as follows (based on equations 1 and 2):

Ctp = r · C (17)

Cfp = r · C · 1− p

p
(18)

Cfn = (1− r) · C (19)

Now, after relaxing the assumptions on 9 we obtain (assuming K is a t inde-
pendent variable):

L(t) =
S (α + 1)(αr − p r + p)

2 pM
t+

S β (r β + (r − r p+ p) (R+M))

pM
t−1 +K

(20)

The optimum checkpointing interval is the minimum of the function L(t). We
also know that L(t) attains its minimum when its first derivative function is
zero. We thus need to solve:

d

dt
L(t) = 0 (21)

From equation 20 we have:

d

dt
L(t) = −S β (r β + (r − r p+ p) (M +R))

pM
t−2+

S (α+ 1)(r α− r p+ p)

2 pM

(22)

We can thus compute optimum checkpointing interval topt as follows:

topt =

√
2 β ((M +R) p− (M +R) p r + (M +R+ β) r)

(α+ 1) (p− p r + α r)
(23)

We can get rid of the R and the β terms since we assumed that the restart
delay and checkpointing overhead (δ(t) ⇒ β) are negligible when compared
to M . Thus, we obtain after simplification the final formula for the optimum
checkpointing interval:

topt =

√
2 βM (p− p r + r)

(α+ 1) (p− p r + α r)
(24)

We can note that the restart delay does not appear in the previous function
which agrees with the result brought by Daly [4]. Besides when r = 0 and
α = 0, in other words when no failures predictions are made and when constant
checkpointing overhead is assumed, then the optimum checkpointing interval is
the same as the one predicted by Young [17]. However, the formula 24 is slightly
different from the result brought in [18] when assuming α = 0.
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3.6 Bounding the Checkpointing Overhead

In the following lines, we address the issue related to when the checkpointing
overhead is bounded with a known maximum (δmax). Such use case can be
envisioned if the job works on fixed size files. Once a file is totally modified the
checkpoint dump size will be the same even if further modifications are made on
that file. Thus we can write the following equation:

δ(t) ≤ δmax (25)

Replacing δ(t) using equation 10, t can be bounded and the new optimum
checkpointing interval is as follows:

t
′
opt = min (topt,

δmax − β

α
) (26)

4 Evaluation

We have used the ACS simulator [1] in order to simulate and evaluate our model
against state of the art models.

We have run multiple simulations for each tested model using the following
simulation input. First, we consider different failure properties. Therefore, differ-
ent system MTBF values are tested ranging from 1 hour to 104 hours. As regards
to the precision and recall, we have tested two combinations corresponding to
the results reported in the literature [7]. Next, for each simulation, a total of
1000 jobs with a mean length of 500 hours are launched. And finally, for each
job, we have considered empirical values for the α, β and R parameters.

Given a simulation input, the simulator computes the finish time for each job
and the average job finish time considering all the jobs. This value is used to
compare different models including Young’s [17], Daly’s [4] and Zhu’s [18]. We
have observed in different simulation scenarios that when using our model, we
obtain lower average job finish time when compared to other models. For brevity,
we only include the results of the comparison of our model with Zhu’s [18] model
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Fig. 3. Time gain percentage of Our Model when compared to Zhu’s Model [18] as-
suming a Constant Checkpointing Overhead (α = 0, β = 5min, R = 10min)
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Fig. 4. Time gain percentage of Our Model when compared to Zhu’s Model [18] as-
suming a Variable Checkpointing Overhead (α = 0.3, β = 5min, R = 10min)

which is the only model that takes into consideration hybrid fault tolerance
among previously compared models. The results are depicted in Fig.3 and Fig.4,
and display the gain percentage on the average job finish time when using our
model instead of Zhu’s model.

5 Conclusion

In this paper, we have brought a new formula for computing the optimum check-
pointing interval in systems where hybrid fault tolerance is applied and consid-
ering variable size checkpoint dumps. The formula has been compared to state
of the art approaches and the results show that our formula brings better results
as regards to the job execution time in failure prone environments.

We have considered in this paper that the checkpoint dump size is a function
of the execution time and is linear. Therefore, a good direction for future work is
considering more general functions for expressing the size of checkpoint dumps.
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Abstract. Object storage cloud is widely used to store unstructured data like 
photo, emails, video etc. generated from use of digital technologies. The 
number of object storage services has increased rapidly over the years and so is 
increased the complexity of the infrastructure behind it. Effective and efficient 
monitoring is constantly needed to properly operate and manage the complex 
object storage infrastructure. Ceph is an open source cloud storage platform that 
provides object storage as a service. Several works have discussed ways to 
collect the data for monitoring. However, there is little mention of what needs 
to be monitored. In this paper, we provide an infrastructure monitoring list for 
Ceph object storage cloud. We analyze the Ceph storage infrastructure and its 
processes for identifying the proposed lists. The infrastructure monitoring list 
allows selecting requirements, in contrast to, specifying fresh requirements, for 
monitoring. The monitoring list helps developer during requirement elicitation 
of the monitoring functionality when developing a new tool or updating an 
existing one. The checklist is also useful during monitoring activity for 
selecting parameters that need to be monitored by the system administrator. 

Keywords: Cloud Object Storage · Infrastructure Monitoring · Ceph 

1 Introduction 

The mass adoption and increasing popularity of digitization technologies has resulted 
in generation of data in form of videos, photo, blogs, emails, messages, chat data etc. 
Object storage cloud is a widely adopted paradigm for storing these voluminous data 
over the Internet. Ceph 0 is open source cloud storage for storing data as object. 

The services provided to the subscribers for object storage solutions have rapidly 
increased and so has complexity of the underlying infrastructure. Monitoring is 
necessary in cloud to determine health of system and is beneficial for both service 
provider and consumer 000. There is a need to scale storage nodes, detect and repair 
failures, manage load surge and improve performance. Due to the elastic nature of 
cloud, there is a need to constantly monitor the infrastructure at runtime 0 to optimize 
the use of storage infrastructure with varying demand for storage. Also, disruption in 
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system performance due to reasons like, node failure, system crash, network error, 
high memory load etc. requires monitoring during runtime. Moreover, processes for 
storing activity defined in Ceph require monitoring to detect any erroneous action. 
Furthermore, since Ceph is integrated with many popular clouds, like, Openstack and 
Eucalyptus for providing storage as a service, defining of monitoring functionality is 
essential for determining its proper working. 

In Ceph, monitoring functionality is incorporated in different ways – (1) 
Commands are available to monitor storage cluster, (2) Existing freely available 
infrastructure monitoring tools, like, Nagios are adapted to suit need of Ceph, or (3) 
New code is written to include infrastructure monitoring functionality. Generally, 
freely available infrastructure monitoring tools are used for monitoring Ceph.  

Several researchers have discussed different architectures 000000 for monitoring 
cloud for specific purposes. The focus is mainly on efficient ways of collecting and 
analyzing data. But, none of them address the issue of what needs to be monitored in 
object storage cloud. Several tools exist that support monitoring of specific features, 
like, Calamari monitors Ceph cluster, CollectD and Zabbix monitor system 
performance, Nagios monitors status of resources, Munin monitors storage capacity. 
Although the tools specify functionality it supports, there is no mention of 
requirement specification for the monitoring of Ceph.  

In this paper, focus is on creation of the requirement specification for infrastructure 
monitoring of Ceph from the system administrator perspective. It helps during 
development of tools for the system administrator, in choosing and specifying 
requirements for the monitoring functionality. 

Here, a infrastructure monitoring checklist is presented that facilitates in selecting 
requirement when developling tools and techniques for monitoring of Ceph. We have 
classifed the infrastructure monitoring into four components, namely, (1) Background 
process functionality, (2) Storage infrastructure attributes, (3) Storage usage data, and 
(4) OS process utilization data. The monitoring checklist is defined for the four 
identified components of Ceph. The checklist is for both the administrator and the 
developer, and facilitates during requirement elicitation in identifying the monitoring 
functionality to be included in a tool. During requirement phase of tool development, 
functionality needed for monitoring of Ceph can be selected from the checklist. 

For understanding requirements of monitoring Ceph and for formulating  
the checklist, a study of architecture of Ceph, processes in Ceph for storing and 
managing data, monitoring commands and configurable parameters of Ceph was 
performed. A study of associated plug-in of some standard open source monitoring 
software was also performed. This collectively defines understanding storage 
architecture and available monitoring provisions for Ceph. Using the use-case based 
approach; the requirements for monitoring have been identified from the system 
administrator perspective. The components of infrastructure monitoring, based on 
interaction of system administrator with Ceph infrastructure are defined. The 
functionality of each identified component of infrastructure monitoring has been 
identified. 

The monitoring checklist allows selecting requirements from the checklist, in 
contrast to, specifying fresh requirements, when developing new tool for monitoring. 
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From the checklist, all or part of functionality may be selected. The checklist is for 
use during requirement elicitation phase, and also for validation and verification of 
requirements during testing phase of the tool development. The requirement checklist 
presented here can be easily updated to include any new functionality or feature. 

The Ceph infrastructure checklist presented here has been applied to three popular 
infrastructure monitoring tools of Ceph - Calamari 0, Nagios [18], and CollectD 0 to 
identify monitoring functionality provided by them. The work is being currently 
extended to provide generic infrastructure monitoring list for cloud object storage.  

In this paper, section 2 gives an overview of Ceph object storage. Section 3 
describes Ceph monitoring commands and configurable parameters. Section 4 
discusses the components of infrastructure monitoring. Section 5 describes the 
monitoring checklist in detail. Section 6 illustrates few examples on which the 
checklist has been applied. Section 7 lists benefits of using the infrastructure 
monitoring list. Section 8 is a survey of related work. Section 9 states the conclusion. 

2 Ceph Object Storage  

The Ceph 0 object storage architecture comprises of three main components – 
Radosgw, Librados and RADOS.  

Radosgw is a client interface for object storage that allows end-user to store and 
retrieve data. It supports Swift and S3 compatible APIs for facilitating end-user to 
perform various operations, such as, create, read, update and delete data as an object. 

Librados is storage cluster protocol that provides native interface to interact with 
storage cluster and supports different languages, like, C, C++, Java, Ruby and Python. 
It allows client to interact with Ceph storage cluster, directly, using the defined API. 

RADOS 0 is a reliable, autonomous and distributed object store. It consists of two 
sub-components – Monitor and OSD (Object Storage Device) Daemon. Monitor 
maintains current status of each component of cluster. Usually, one monitor is 
sufficient for this purpose, but to ensure high availability, a few monitors are used and 
a quorum for consensus about current state is established among them. OSD daemon 
is responsible for reading/writing data to/from storage cluster. OSD daemons 
communicate with each other to check whether other OSDs are in up and running 
state and also to replicate data.  

3 Ceph Monitoring Commands and Configurable Parameters  

In Ceph, several commands 0 exist that provide health of storage cluster and state of 
individual components, like, their running status and condition. There are also some 
commands that provide usage statistics of storage cluster. 

The component of Ceph storage cluster has some configurable parameters that can 
be set according to the need of cluster. These parameters can be set at the time of 
software installation or can be changed dynamically at runtime. Ceph stores its 
configurable parameters in its configuration file. The configurable parameters 0 are 
divided into four major sections – global, osd, mon and client.radosgw. Configurable 



614 P. Jain et al. 

 

parameters set in ‘global’ section are applied to all instances of all components. 
Parameters set in ‘osd’, ‘mon’ and ‘client.radosgw’ is applicable for instances 
belonging to OSD daemon, monitor and Radosgw, respectively. Configurable 
parameters define working of different processes running for the component. 

4 Components of Infrastructure Monitoring  

The classification of Ceph infrastructure into different components provides a 
framework for categorization of functionality of monitoring, from the administrator 
perspective. To understand requirements of infrastructure monitoring, a study of the 
components and processes executing on them has been performed. An in-depth study 
of different monitoring commands and configurable parameters of Ceph object 
storage has also been done. The infrastructure monitoring has been divided into four 
broad components as follows: 

 Background Process -  functionality of processes running in background  
 Storage Infrastructure -  attributes of storage infrastructure  
 Storage Usage - utilization of storage infrastructure 
 OS Process Utilization - utilization of OS processes 

For Ceph, the authors define infrastructure monitoring as, “Monitoring physical 
infrastructure, logical infrastructure and associated processes”. The components of 
infrastructure monitoring are briefly described in the following subsections. 

4.1 Background Process  

During working of the Ceph object storage, several processes run in the background 
to perform the tasks defined in Ceph. From the different processes present in Ceph 
software, we identified the processes that are required to be monitored during runtime 
as shown in Fig. 1. These processes are required to be monitored to check health of 
system. The background processes that are required to be monitored are - Heartbeat, 
Authentication, Data scrubbing, Peering, Backfilling, Recovery and Synchronization. 

Heartbeat ensures that OSDs responsible for maintaining copies of data are in up 
and running states. OSDs check heartbeat of other OSDs periodically and report the 
status to monitor. 

Authentication is used to authenticate and authorize the client accessing the 
storage. Monitor is responsible for authentication process. Client can have different 
rights for access, like, read-only, write, access to admin commands, etc. 

Data scrubbing checks data integrity. The process runs on OSDs and compares 
objects with their replica stored in another OSD. There are two types of scrubbing– 
light scrubbing and deep scrubbing. In light scrubbing, metadata of objects is 
compared to catch bugs. In deep scrubbing, data in objects is compared bit-by-bit. 
Usually, light and deep scrubbing are performed daily and weekly respectively. 

Peering is required for creating an agreement about state of all objects among 
OSDs that are responsible to keep copy of objects before replication. 
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Synchronization ensures availability of data in a federated system implemented 
with multiple regions and multiple zones. A cluster must have a master region and a 
region must have a master zone. Synchronization process runs on Radosgw. There are 
two types of synchronization - data synchronization and metadata synchronization. In 
data synchronization, data of master zone in a region is replicated to a secondary zone 
of that region. In metadata synchronization, metadata of users and buckets is 
replicated from master zone in master region to master zone in a secondary region. 

 

 

Fig. 1. Background processes for Infrastructure monitoring in Ceph  

Backfilling runs when OSD is added or removed to/from Ceph storage cluster. In 
order to rebalance cluster, objects are moved to or from OSDs. This migration takes 
place as ‘backfilling’ at lower priority to maintain operational performance of system. 

Recovery runs when OSD crashes and comes back online. In such condition, 
several objects stored in OSD get outdated and goes in recovery mode, when it 
restarts. To maintain operational performance of system, recovery process takes place 
with some limitations. 

Several other processes like logging and journaling do not require monitoring 
during runtime. 

4.2 Storage Infrastructure  

The storage infrastructure of Ceph is logically divided into clusters which contain few 
monitors and a large number of OSDs. In a typical scenario, an OSD maps to a 
storage drive or a RAID group. The storage cluster is divided into pools, which are 
further divided into Placement Group (PG). Each PG maps to some OSDs. 

A pool facilitates segregation of data, logically, based on user's requirement. For 
providing availability, pool is specified as replicated or erasure-coded. Replicated 
pool maintains multiple copies of data. In erasure-coded pool, data is divided into 
number of chunks associated with some code chunks. The data is stored in PGs within 
a pool. For fault tolerance, each copy of PG is stored in separate OSD. A set of OSDs 
that are responsible for keeping copy of a PG is called Acting set of that PG and a set 
of OSDs that are ready to handle incoming client request is Up set of that PG. 
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Generally, Acting set and Up set of a PG are identical. If they are not found identical, 
it implies that Ceph is migrating data or an OSD is recovering or there is any problem. 
One OSD in Acting set is primary OSD. Client communicates with primary OSD to 
read/write data. Primary OSD interacts with other OSDs to replicate data.  

 

 

Fig. 2. Ceph Object Storage Structure  

Fig. 2 shows object storage infrastructure for Ceph. Monitoring is required at all 
the different levels of physical and logical infrastructure, for observing existing 
resources. It helps when there is a need to add or remove resources and to detect 
failing or failed drives for replacement. 

4.3 Storage Usage  

The amount of the logical and physical infrastructure that is being consumed is 
required to be monitored to identify full or near full storage. The logical infrastructure 
is monitored at different levels - cluster, pool and PG level. This helps in scaling up 
and scaling down the system resources.  

4.4 OS Processes Utilization  

The Ceph object storage uses CPU, memory, and network for its own working. 
Different processes, like, heartbeat, peering etc. run on different components of 
storage cluster and utilize CPU, memory and network. OS processes utilization is 
required to be monitored to improve efficiency and performance of system. 

5 Infrastructure Monitoring List  

For arriving at the monitoring checklist, the Ceph infrastructure was classified under 
four components - Background process functionality, Storage infrastructure attributes, 
Storage usage data and OS Process utilization data. 
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Background process checklist consists of functionality running in background of 
Ceph. During requirement elicitation, this list helps in deciding process parameters 
that need to be monitored for Ceph software. The background processes are 
monitored for three entities – monitor, OSD, and Radosgw. 

Heartbeat and peering processes are required to be monitored for finding OSDs in 
‘Up’ and ‘Acting’ set of a PG, respectively, to check if number of OSDs in Acting set 
are same as that defined in pool size and OSDs in Up set of a PG are equivalent to 
OSDs in Acting set of that PG. The users are monitored for authentication to check 
access permissions according to defined capabilities. Data scrubbing needs to be 
monitored for type of scrubbing, its frequency, and number of pending scrubs and 
errors to identify rate of corrupted files found in system so that any abnormality can 
be identified. Data and metadata synchronization have parameters, such as, errors 
during sync, wait time, count of shards that are checked or failed, and error listing 
metadata to determine correct working of system. Backfilling and recovering 
processes are monitored for their respective status so that impact on system 
performance can be decreased. Table 1 lists requirement checklist for background 
process functionality. 

Storage Infrastructure checklist defines parameters for logical and physical 
infrastrcuture that needs to be monitored. During requirement elicitation this list helps 
in deciding parameters of infrastructure that need to be monitored for Ceph. The 
storage infrastructure is divided into five levels – cluster, monitor, OSD, pool and PG.  

Table 1. Background Process Functionality  

Process  Parameters  Monitor OSD Radosgw 

Heartbeat OSDs in Up set of a PG - ✓ - 
Authentication Users with different capabilities ✓ - - 

Data scrubbing 
Type – Light/Deep, frequency, scrub 
pending, no. of errors 

- ✓ - 

Peering OSDs in Acting set of PG - ✓ - 

Data 
synchronization

Sync error, incremental sync error, retry 
wait time/until next sync, object sync 
timeout, no. of shards to check/failed, no. 
of items synced successfully/ processed 

- - ✓ 

Metadata 
synchronization

Time to wait for bucket log consistency, 
Error listing metadata 

- - ✓ 

Backfilling Count, frequency, time to wait for retrying - ✓ - 

Recovering 
No. of active recovery request/ recovered 
chunks, time to delay 

- ✓ - 

 
At cluster level, parameters are identified as cluster health status, number and list 

of monitors, OSDs, pools and PGs in cluster. Detail of each OSD, current epoch, and 
OSD status can be monitored at OSD level. Pool level parameters are number of PGs 
in pool, pool is replicated or erasure coded etc. At PG level, parameters define state of 
PG. Table 2 lists requirement checklist for storage infrastructure attributes. 
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Storage usage checklist consists of parameters that provide data about the usage of 
storage infrastructure. During requirement elicitation the list helps in deciding 
parameters for usage of storage infrastructure that need to be monitored. Storage 
usage data for monitoring is defined at three levels - cluster, pool and PG.  

IOPS (Input Output Per Second) measure input/output load to avoid I/O bottleneck 
in system. Latency provides time taken in data transfer so that in cases of interruption 
the cause can be found. 

Table 2. Storage Infrastructure Attributes 

Level Parameters 

Cluster Cluster ID 
 Cluster health status 
 Number and list of monitors 
 Number and list of OSDs 
 Number and list of Pools 
 Number and list of PGs 
Monitor Detail – position, name, address, port of monitor 
 Current epoch – when map created, last modified 
 Status - Running/ not running 
 Status of monitor quorum 
OSD Details – id, weight, type, name 
 Current epoch – when map created, last modified 
 Status - In/out, up/down 
Pool Details - Name, Pool ID 
 Number and list of PGs 
 Replicated/erasure coded 
 Cache tiering status 
Placement  Detail – PG ID, PG version, timestamp 
Group PG state (Creating, Peering, Active, Clean, Degraded, Recovering, Backfilling, 

Remapped, Stale, Unclean, Inactive) 

 
Total storage capacity and free space availble are inspected so that alerts can be 

raised before system reaches near-full capacity. Amount of data stored and number of 
objects stored provide estimate of storage capacity. IOPS and latency are monitored at 
cluster and pool level. Notional value monitored at pool level determines utilized 
space excluding space used by its replicas. Table 3 lists storage infrastructure usage 
parameters at different levels. 

OS processes checklist contains parameters to determine utilization of operating 
system processes. During requirement elicitation this list helps in deciding parameters 
for utilization of OS processes that need to be monitored.  

CPU, memory and network utilization data is monitored to determine consumption 
of OS resources during execution. It helps to identify processes and components that 
are under utilizing or highly utilizing OS resources so that extra resources can be 
provisioned based on demand. Table 4 lists parameters for OS process utilization. 
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Table 3. Storage Usage Data 

Level/Parameters Cluster Pool PG
IOPS – read, write ✓ ✓ - 
Latency – max., avg., min. ✓ ✓ - 
Overall storage capacity ✓ - ✓ 
Amount of data stored Total & 

Notional 
Notional Total 

Number of objects stored Total Notional - 
Amount of free space available/ used Total Notional Total 

Table 4. OS Process Utilization data  

Parameters Reason 

CPU 
Utilization 

Find CPU consumption by processes and system to identify processes and 
components which have high CPU load and which are under utilized 

Memory 
utilization 

Track available memory to determine processes and components that are 
consuming more memory so that memory can be upgraded 

Network 
utilization 

Track network traffic and identify network interfaces that have excessive use 

6 Case Study  

The infrastructure monitoring functionality lists have been applied for case study to 
three monitoring software - Calamari 0, Nagios 0, and CollectD 0.  

Calamari is management and monitoring service specifically for Ceph. It exposes 
high level REST APIs and a user interface built on these APIs for monitoring Ceph 
infrastructure. Nagios is open source infrastructure monitoring software that enables 
organizations to identify and resolve IT infrastructure problems before they have 
drastic effect on system. Nagios provides some built in plug-ins for monitoring health 
of cluster and individual components of Ceph object storage, like, check_ceph_health 
and check_ceph_mon. CollectD is daemon that collects system information and helps 
system administrators to maintain an overview of resources to avoid bottlenecks. 

Table 5 displays comparative checklist of the three monitoring software for storage 
infrastructure, usage and OS process utilization of infrastructure monitoring. In the 
table, ‘√’ denotes parameter is supported by tool; ‘x’ not supported. 1st, 2nd and 3rd 
column for each is for storage infrastructure, usage and OS process, respectively. 

Fig. 3 displays percentage of parameters of each monitoring checklist functionality 
supported by tools in our case study. Some of our key observations are as follows- 

 Calamari monitors 10% of background processes; 95.65 % of storage 
infrastructure; 87.5% storage usage; and 33.33% OS processes.  

 Nagios monitors mainly the status of storage infrastructure (69.56%). It does 
not monitor background processes, storage usage and OS processes. 
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 CollectD monitors 100% storage usage; 100% OS processes utilization; 38.46% 
of storage infrastructure. It does not monitor background processes. 

Some interesting observations emerging from the case study are as follows- 
 Background processes is only monitored 10% by Calamari  
 Storage infrastructure is monitored by all three - Calamari, Nagios, CollectD 
 Storage usage is monitored by Calamari and CollectD 
 OS processes is monitored by Calamari and CollectD   

Table 5. Storage infrastructure, Storage usage, and OS processes case study 

L
ev
el 

Parameters– 
Storage 
Infrastructure 

Parameters–
Storage Usage 

Parameters–
OS 

Processes 

Calamari Nagios CollectD 

C
lu
st
er 

ID IOPS – read, 
write 

CPU Util. √ √ √ √ x x x √

Health status Latency- 
max/avg/min 

Memory 
Util. 

√ x x √ x x x √

No. & list of 
monitors 

Notional data 
stored 

Network 
Util. 

√ √ x √ x x √ √

No. & list of 
OSD 

No. of objects 
stored 

- √ √ - √ x - √ √

No. & list of 
Pools 

Total data stored - √ √ - √ x - √ √

No. &List of 
PGs 

Free space 
available 

- √ √ - √ x - √ √

- Used raw storage - - √ - - x - - √
- % of raw storage 

used 
- - √ - - x - - √

- Overall storage 
capacity 

- - √ - - √ - - √

M
o
ni
to
r 

Detail - - √ - - √ - - x - 
Current 
epoch 

- - √ - - √ - - √ - 

Status - - √ - - √ - - √ - 
Monitor 
quorum 
status 

- - √ - - √ - - √ - 

O
S
D 

Detail - - √ - - √ - - x - 
Current 
epoch 

- - √ - - √ - - x - 

Status- in/out, 
up/down 

- - √ - - √ - - √ - 

P
o
ol 

Name, ID IOPS – read, 
write 

CPU Util. √ √ √ x x x x √

No. & list of 
PGs 

Latency – max/ 
avg/min 

Memory 
Util. 

√ x x √ x x √ √

Replicate/Era
sure  

Notional data 
stored 

Network 
Util. 

√ √ x x x x x √

Cache tiering 
status 

Notional objects 
stored 

- √ √ - x x - x √

P
G 

Detail Amount of data 
used 

- √ √ - x x - x √

- Free storage 
capacity  

- - √ - - x - - √

PG state Total storage 
capacity  

- √ √ - √ x - √ √
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Fig. 3. Graph showing percentage of checklist used by monitoring software 

It can be seen that tools offer different coverage for components being monitored 
and there is no consistency for same. Also background processes are hardly monitored 
because Ceph does not have commands to provide status of running processes. 

7 Benefits of Checklist  

The requirement checklist presented here has been derived after performing a detailed 
study of Ceph storage architecture, processes running in it and exhaustive study of 
basic monitoring commands and configurable parameters over Ceph.  

Usually, infrastructure monitoring software is developed for a specific purpose 
without planning or preparation of list of possible functionality that can be included. 
The checklist helps system administrator to choose functionality required to monitor 
infrastructure of Ceph with minimum effort. The developers use checklist to check 
functionality required for infrastructure monitoring during development of tool. The 
checklist allows developer and administrator to include more functionality in 
monitoring software rather than just basic functionality.  

8 Related Work 

Cloud monitoring has gathered focus in research. Several researchers discuss about 
research motivation, approaches used for monitoring cloud and different 
methodologies applied to monitor a cloud for different purposes. Alhamazani et al. 0 
discusses methodology to monitor cloud for facilitating automated QoS management; 
Adinarayan 0 discuss challenges in monitoring private cloud and describe capabilities 
of IBM SmartCloud monitoring to tackle these challenges.  

Several frameworks are proposed by researchers for different purposes on 
monitoring the cloud infrastructure 000. Gogouvitis et al. 0 propose an architectural 
design and implementation of monitoring solution in context of VISION cloud 
project. Mdhaffar et al. 0 propose dynamic Complex Event Processing architecture for 
cloud monitoring and analysis; Uriate and Westphall 0 propose monitoring 
architecture ‘Panoptes’ for autonomic clouds; Chaves, et al. 0 discuss design and 
implementation of private cloud monitoring system (PCMONS).  
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The frameworks and architectures highlight ways of collecting data from system 
required for monitoring and how to monitor. However, there is no mention of 
parameters required to be monitored in cloud. Usually, freely available monitoring 
software, like, Zenoss, Nagios are adapted for incorporating monitoring functionality 
for Ceph object storage. Our extensive search for work carried out for finding list of 
parameters required for monitoring Ceph object storage yielded no result. 

9 Conclusion and Future Work 

In this paper, we have presented infrastructure monitoring list for Ceph object storage. 
The list eases the task of administrator and developers by providing them a list from 
where the functionality can be selected. Designers and developers of new monitoring 
software for Ceph can also use the list as a reference for identifying possible 
functionality that can be incorporated in monitoring software. The list is extendible 
and can be updated to add new functionality and features. 

Since our functionality checklist is specific for Ceph object storage, other cloud 
object storage may have some more functionality which does not lie in scope of this 
paper. In future, the authors aim to develop a generic functionality checklist for cloud 
object storage system. We also propose to prioritize the proposed list. 
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Abstract. Informal description (UML and text) of design patterns is
adopted to facilitate their understanding by software developers. How-
ever, these descriptions lead to ambiguities, mainly when we consider
Real time Design Patterns that deal with critical problems encountered
in the design of real-time systems. Hence, there is a need for formal
specification of the DPs and RTDPs to insure their successful applica-
tion. In this paper, we propose a formalization approach of the system
design based on real-time patterns (RTDPs). The processes of instanti-
ation and composition of design patterns, permit us to generate design
models (structural and dynamic) of complex systems. The resulting de-
signs are represented in UML-MARTE profile to express the temporal
properties and constraints. The algebraic specifications (in Maude lan-
guage) become more natural and more efficient.

1 Introduction

A design pattern expresses solution of a known and recurrent problem in a partic-
ular context [5]. Design patterns are applied in object programming software to
improve the quality of the resulting system. The reuse concept is also important
in the development of real-time and embedded systems. Thus, design patterns
can be used to capture the experience and allow the reuse of the ”good” solutions
to resolve the problems encountered during the design process of such systems
[3]. Intuitively, the term ”real-time” refers to design patterns those dealing with
the temporal aspects of systems, whereas this is not always the case. Indeed, real-
time design patterns deal with the general problems encountered in the design of
real-time systems (that may be or not related to the time) such as synchroniza-
tion or memory allocation. The real-time design patterns vary according to their
areas of application and according to the design approaches. Generally, design
patterns and also real-time design patterns were described, until now, by using a
combination of textual descriptions, object oriented graphical notations such as
UML diagrams and sample fragments of code [5], [3]. This informal description
of design patterns is adopted to facilitate their understanding by software devel-
opers. However, formal specifications provide a precise and rigorous description
for better understanding patterns and their instantiation and composition. This
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description is then ready for several analysis and verifications upon one or more
functional or non-functional properties.

Several research work around design patterns deal with issues related to their
representation and specification. We distinguish two points of view adopted for
this purpose. The first one concerns all works that adopt the meta-modeling ap-
proaches and consequently the definition of patterns modeling languages based
on UML. These works aim in general to provide solutions for integrating design
patterns in CASE tools. The second kind of research work is characterized by
the use of the formal methods to specify the design patterns and then provide
suitable models to the analysis and verification stages. However, few studies are
particularly interested in RTDPs. In this work, we start from the real-time de-
sign patterns as the basic models. Through the instantiation and the composition
processes, we conceive design models and represent them in UML-MARTE pro-
file [10]. We use Rewriting Logic [9] as a formal foundation for the specification
of the Pattern-Based models and thus, we encode in Maude language [2] the
formal specification of both parts of those models, namely the structural and
dynamic part.

The rest of this paper is organized as follows: After recalling the used basic
concepts of RT Design Patterns, MARTE profile and rewriting logic via its
practical language Maude in section 2, we outline in section 3, how it is possible
to give a formal base to real-time systems designs thanks to a judicious coupling
of UML-MARTE profile and rewriting theories. Then, in section 4, we describe
the formalization approach with Maude’s object-oriented modules, through a
realistic example. Finally, we conclude the paper with constructive remarks and
future work.

2 Basic Concepts

2.1 Real-Time Design Patterns

In object oriented programming, design patterns are considered as a mean to
encapsulate the knowledge of experienced software designers and represented it
in an understandable form in order to permit its reuse. For each design pattern,
are defined the roles of classes, relationships between classes and objects, and
how this pattern can be applied to resolve a given problem in a specific context.
The structure describing a design pattern mainly includes the name, problem,
solution and consequence [3]. RT design patterns are a kind of patterns that have
evolved specifically for real-time systems, and they provide various approaches
to addressing the fundamental real-time scheduling, communications, and syn-
chronization problems [3]. As a GOF design patterns, RTDPs are represented
in UML and the most temporal constraints (especially in the interactions) are
expressed in the natural language.
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2.2 The UML Profile for MARTE

The UML profile for MARTE (Modeling and Analysis of Real-Time and Em-
bedded systems) is an OMG standard. It provides support for specification,
design and verification/validation stages. This new profile is intended to replace
the existing UML Profile for Schedulability, Performance and Time [10]. Model-
based design of RTE systems with MARTE proceeds mostly in a declarative
way. The users can annotate their models with real-time or embedded concerns
using the extensions defined within the HLAM (High-Level Application Model-
ing) sub-profile (see the next section). The HLAM package provides possibilities
of modeling on one hand quantitative features such as deadline, period and, in
the other hand, qualitative features that are related to behavior, communication
and concurrency. MARTE provide the NFP package (Non-functional Properties
Modeling) in order to specify the NFP of properties in a detailed way [10].

2.3 Rewriting Logic and Maude

Rewriting logic (RL) is known as being the logic of concurrent change, taking into
account the state and the concurrent systems calculus. It is shown as a unifying
semantic framework of several concurrent systems and models [9]. In RL, a
dynamic system is represented by a rewriting theoryR = (Σ,E,R, L), describing
the complex structure of its states and the various possible transitions between
them. The theoretical concepts of the rewriting logic are implemented through
the Maude language [9,2] that integrates object oriented programming, used
in our formalization to encode the DPs and their meta-models specifications.
Maude logical basis gives a clear definition of the object oriented semantics and
makes it a good choice for the formal specification of object oriented systems.

3 Formalization Approach Principle

First, we use a given design pattern to generate an UML design (structural and
dynamic parts). The resulting design will be enriched by the MARTE notations,
namely the concepts defined in HLAM sub-profile, such as RtUnit, PpUnit and
Rtfeature, and those defined in the NFP sub-profile, such as NFP_DateTime,
NFP_Duration and NFP_Frequency. The second step allows to transcript UML-
Marte description to Maude specification. Here, we use Full-Maude, an extension
of Maude, that allows us to manipulate the object-oriented concepts, especially
objects, classes and attributes. We show in the following sub-sections, how we en-
code, any system design, described with UML-MARTE and RT Design Patterns
coupling, in Maude.

3.1 Static Part

For the structural part, we can note the existence of a correspondence between
some concepts of Maude language and UML-MARTE concepts. Unfortunately,
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this correspondence is not fully established, there are various concepts in UML-
MARTE with no direct equivalent in Maude. The structural part of a design
pattern is represented as an UML classes diagram and serves as a model to gen-
erate, by means of the instantiation mechanism any structural design based on
this pattern. The table 1 contains the MARTE concepts and their correspon-
dences in Maude. For some MARTE concepts without direct correspondence, we
also propose their definitions in Maude. For the stereotyping, we define a new
class for each stereotype and so, the stereotyped class (in MARTE) is represented
by a subclass in Maude. While, for the specification of the methods definition
within classes, we define a new sort called Method and we add the declaration of
a Maude operation that permits to link each method to its appropriate class (op
Methods : class -> SetMethod). In addition, we use the predefined concepts
in several modules of Maude such as the SET module, for defining empty and
non-empty set (Set, NeSet), and others modules such as BOOL, FLOAT, NAT and
STRING to express respectively the types Boolean, Float, Natural and string of
characters.

Table 1. Correspondence between MARTE and Maude concepts

MARTE Concept Maude Concept

Class/objet Class/Oid
Attribute Attribute
Directed Association Operation
Non-Directed Association Two operation (one for each direction)
Association 1..1/1..*/1..n operation /op − > Set / op − > NeSet (not empty Set)
Composition Operation
inheritance Subclass

3.2 Dynamic Part

The dynamic part of a design pattern represents the interaction between different
objects instantiated from classes that form a pattern-based design. This part
is often represented by a sequence diagram with all the interactions between
objects, shown as signals. Firstly, we declare a new sort called Signal that
expresses the interaction between two objects. Secondly, we define an operation
Instance that represents the objet creation signal. Thus, we can specify all
objects related to a given activity execution (represented as sequence diagram).
The objects can be declared at the start of this activity (of Oid type) or created
during the execution.

3.3 Real-Time Features

MARTE provides Real-time unit concept (RtUnit) defined in HLAM package.
An RtUnit may be seen as an autonomous execution resource, able to handle
different messages at the same time. It can manage concurrency and real-time
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constraints attached to incoming messages [10]. Any real-time unit can invoke
services of other real-time units, send signals or data without worrying about
concurrency issues. Another important point to consider when modelling con-
currency system is to be able to represent shared information. For that pur-
pose, MARTE introduce the concept of protected passive unit (PpUnit). PpUnit
specify the concurrency policy units either globally for all of their provided ser-
vices (concPolicy attribute), or locally through the concPolicy attribute of an
RtService. We will stereotype the classes as RtUnit or PpUnit regarding their
role in the design model. However, operations can be stereotyped as RtService
for example. We can add the rtf stereotype at the methods dealing with real-
time features such as deadline and reference time. The temporal constraints are
expressed in OCL (Object Constrained Language) for instance, a maximum time
to perform an activity. For the occurrence kind of a signal (occkind), we de-
fine a Maude operation called periodic that permits to identify the nature of
this signal appearance (periodically or not). In the case of a periodic signal the
periodVal operation is defined to get the value of the period. For the simplicity,
we consider the default unit of time (ms). The others elements characterizing a
signal are represented in Maude language as operations upon this signal. The
temporal constraints represent the conditions on the actions that need to be sat-
isfied, they are expressed in the OCL language (Object Constraints Language).
In addition, we define two sorts, Time and Value to specify the temporal vari-
ables (eg. triggering instants of signals) and their values. Consequently, it is
necessary to have an operation to get the value of an instant t (Rvalue) and a
conditional equation to check whether the imposed constraints is verified or not
(Satisfy).

4 Running Example: A “Cruise Control System”

This system controls and regulates the speed of a car according to the encoun-
tered situations (obstacle, car ahead too closely, etc.). The controller requires the
services of three types of sensors, a Speed Sensor, a Laser device to calculate the
distance between the car and obstacles and a radar to detect possible obstacles.
For simplicity, only the Speed Sensor is considered.

4.1 System Modelling in MARTE

For modelling the system, we use Observer and Sensor patterns and we compose
their instances to generate the structural design of the system. The composition
is achieved in a simple way, namely through the overlapping of common elements
in the two instances.

The problem addressed by the ObserverPattern is how to notify some number
of clients in a timely fashion of a data value according to some abstract policy,
such as ”when it changes,” ”every so often,” ”at most every so often,” and ”at
least every so often” [3]. The basic solution offered by the Observer pattern is
to have the clients ”subscribe” to the server to be notified about the value in
question according the defined policy.
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A Speed Sensor is defined as a device that measures or detects a physical
phenomenon (temperature, pressure, speed, etc.) and transmits the measure
values at real-time to the command ends. The RT-Design pattern Sensor [1] can
be specialized as possible types of sensors : Active Sensor, Passive Sensor,
Fixed Sensor and Mobile Sensor. We use Active Sensor pattern which is
able to send signals Setvalue to one or more objects for modifying the measured
value. The class measure stores the data taken by the Sensor, while the attributes
(timestamp, validity duration) are used to represent the characteristics of
real-time data supported. The class Observed element is used for the physical
supervised device description (a wheel for example).

Fig. 1. ”Observer” and ”Sensor” Real-Time Design patterns Structures

Fig. 2. Instances of the ”Observer” and ”Sensor”

For the structural design modelling, we use two instances of the pattern
Observer to model the structure of the sub-systems (Speed Controller and Dis-
tance Controller). For each sub-system, we need to instantiate Observer and
Sensor patterns and so, compose these instances.



630 K. Boukhelfa and F. Belala

We use an instance of Observer pattern to model the Speed Controller sub-
system. The resulting model is represented in MARTE and enriched with tem-
poral and NFP proprieties. In the same way, we proceed for modelling Distance
Controller sub-system (Fig. 2). Similarly, we use two instances of the Sensor

RT-Design pattern (Fig. 2) to model the capturing of the speed rotation of
a car wheel, the detection of the possible obstacles in front of a car and the
distance measure which separate them from the car (Laser device). The compo-
sition of the instances of Observer and Sensor patterns respectively regarding
the common elements (the Speed class in first case, and Distance class in the
second one) produces the design model of the complete system. In the dynamic

Fig. 3. Structural part of the ”Cruise control system” in MARTE profile

design modelling, we describe the system by using a sequence diagram. This
diagram shows a scenario of data acquisition and how the system will react
to synchronous or asynchronous events. The interactions that have temporal
properties are stereotyped as RtFeature. This allows us to model the temporal
behavior of these interactions (occurrence mode, deadline, etc.). MARTE profile
also allows us to set time restrictions upon interactions with ”time constraint”
(eg. t2-t1<(5ms)). The figure 4 shows the sequence diagram for the Cruise
Control System to perform the task of capturing the car speed and the distance
in the case of a nearly car. The cruise control object needs two services (internal
speed and distance), so it must subscribe into both lists of notification.

At the time t1[i] for example (each action i starts at t1[i] to get a speed value),
a message is sent by the speed controller object. This message represents a call
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to getvalue method. The message is stereotyped by RtFeature to represent
temporal properties such as the period of the occurrence of this message (20
ms). It will be followed by other interactions for notifying the clients. These
interactions must be completed at time t2 with a maximum delay of 5 ms.

Fig. 4. Dynamic part of the ”Cruise control system”: Capturing a speed and distance
Activity

4.2 Maude Formalization

The major advantage of the rewriting logic and its language Maude is its ability
to specify in the same formalism both, the structural and the dynamic aspects of
a given system. We start the specification of the structural design part by declar-
ing the several sorts: Sorts NFP_duration Method. Then, we define all classes
contained the design, as Real-time units or passive protected units regarding
their roles in the design. Stereotyping, inheritance are also defined.

class Speed .

class Rotation_Sensor | sensor_description : String ,

periodicity : NFP_duration .

class Wheel | statue : String , description : String .

class Speed_Controller . class Speed_Notify .

class Speed_Client . class Cruise_Controller .

class Distance_Client . class Distance .

class Distance_Controller . class Distance_Notify .

class Laser | sensor_description : String , periodicity : NFP_duration .

class Obstacle | statue : String , description : String .

RtUnit and PpUnit stereotypes are considered as inheritance in Maude :
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class RtUnit | isDymamic : Bool , ismain : Bool ,

poolsize : Float , main : String .

Subclass Rotation_Sensor Speed_Controller

Distance_Controller Laser < RtUnit .

class PpUnit | concpolicy : String . subclass Speed Distance < PpUnit .

The different methods in classes are specified as a Maude operations. Fur-
thermore, we define a Methods operation allowing, for each method, to know the
class to which it belongs.

ops Methods getValue Speed_Subscribe .

Speed_Unsubscribe Distance_Subscribe .

Distance_Unsubscribe getnext : -> Set{Method} .

The specification of the different associations between classes (undirected asso-
ciation is considered as a two associations, one in each direction) is achieved in
the following Maude code. Each association is specified as a Maude operation
taking as parameter the first class and as result the second one. The multiplicity
is also specified by Set and NeSetsorts for denoting respectively (1..*) and (0..*)
multiplicities.

--- Associations definition as Maude operation

op Speed_Sensor : Speed -> Rotation_Sensor .

op Speed_Measure : Rotation_Sensor -> Speed .

op Speed_C : Speed_Controller -> Speed .

op Notified : Speed_Controller -> Set{Speed_Notify} .

op Use_Speed : Speed_Controller -> NeSet{Speed_Client} .

--- ...

eq Methods(Speed) = getValue .

eq Methods(Speed_Controller) = Subscribe Unsubscibe .

eq Methods(NotifieV) = getnext .

A dynamic design represented as a sequence diagram and it shows the
execution scenario of an activity. In our example, this diagram models the
speed/distance capturing activity. The specification of this model is divided in
two parts. In the first one, we define all sorts, operations and equations requested
for each activity. However, the second is specific for each activity (capturing ac-
tivity). The important element in this model is the signal. Thus, we define a sort
Signal and all temporal features are defined as Maude operations upon it.

--- General Specification (classes instantiation and temporal features)

sorts Time Signal .

vars O : Oid C : class .

op Instance : class -> Oid .

op operation : Signal -> Method .

ops Trigger Targetc : Signal -> Oid .

ceq Target(S : Signal) = < O : C | > if operation(S) in Methods(C) .

op periodic : Signal -> Bool .

op periodVal : Signal -> Float .

ceq periodVal(S : Signal) = v : Float if periodic(S) .

op Time_ref : Signal -> Value .
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op relDl : Signal -> Float .

op Rvalue : Time -> Float .

--- A capturing (Speed and Distance) activity.

Vars Cruise_C Speed_C Distance_C Notify_Sp Notify_D

Sp Dis Rot_Sens Las : Oid .

eq Instance(Cruise_Controller) = < Cruise_C | isDymamic :

false ismain : false poolsize : 10 > .

eq Instance(Speed_Client) = < Speed_C | isDymamic : false

ismain : true poolsize : 10 main : Speed_Subscribe > .

eq Instance(Distance_Client) = < Speed_C | isDymamic : false

ismain : true poolsize : 10 main : Distance_Subscribe >.

eq Instance(Speed_Notify) : Notify_Sp .

eq Instance(Distance_Notify) : Notify_D .

eq Instance(Speed) = < Sp | concpolicy : garded > .

eq Instance(Distance) = < Dis | concpolicy : garded > .

eq Instance(Rotation_Sensor) = < Rot_Sens |

isDymamic : false poolsize : 10 > .

eq Instance(Laser) = < Las | isDymamic false poolsize : 10 > .

An algebraic semantic is associated to the Signal term GETVALUE_S through
the following equations.

var t1 : Time .

op GETVALUE_S : -> Signal .

eq operation (GETVALUE_S) = getValue .

eq Trigger (GETVALUE_S) = Speed_C .

eq Target (GETVALUE_S) = Sp .

eq Time_ref (GETVALUE_S) = t1 .

eq periodic (GETVALUE_S) = TRUE .

eq periodVal(GETVALUE_S) = 20 .

eq relDl (GETVALUE_S) = 3.3 .

Some rewriting rules are added to Maude specification in order to manage
temporal constraints. The following Maude declarations express the essential
part.

msg Speed_Subscrib_Call : Oid Oid -> Msg [ctor] .

msg Distance_Subscrib_Call : Oid Oid -> Msg [ctor] .

vars C S Not_C : Oid .

op Speed_Subscrib_Signal : -> Signal .

eq operation(Speed_Subscrib_Signal) = Speed_Subscibe .

eq Trigger (Speed_Subscrib_Signal) = Cruise_C .

eq Target (Speed_Subscrib_Signal) = Speed_C .

Speed_Subscrib_Call (Cruise_C , Speed_C) .

rl[Speed_Sub] < C : Cuise_Controller > < S : Speed_Controller >

Speed_Subscrib_Call => < C : Cuise_Controller >

< S : Speed_Controller > < N : Speed_Notify > .

--- To ensure that a time constraint is verified

msg satisfy : Signal Signal Float -> Bool .

crl [ satisfy ] satisfy ( S1 : Signal , S2 : Signal , T : Flaot)

if Rvalue( (Time_ref(S2) + reldl(S2)) - Time_ref(S1)) < T .

Satisfy(GETVALUE_S , GETNET_S , 5) .
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5 Discussion and Conclusion

In the literature, we can find several work on meta-modelling approaches to
define languages for design patterns. These works are in general based on UML
and they aim to define a common model to all patterns in order to integrate
them in CASE tools for assisting the designers (code generation or detection of
patterns within a design for example).

Here, we can cite DPML (Design PatternModeling Language)[8] which defines
a meta-model and a notation for specifying design pattern solutions and solution
instances within object models. In the same context, Dae-Kyoo Kim et al. [7]
present an UML-based pattern specification language called the role-based meta-
modeling language (RBML), allowing to support the development of precise
pattern specifications that can be used for the development of pattern tools.

In the context of the formal specification, we can cite two significant works
namely, the BPSL (Balanced Pattern Specification Language) [11] and LePUS
(LanguagE for Patterns Uniform Specification) [6], they aim to formalize the
structural and behavior aspects of design patterns. BPSL uses a subset of first-
order logic (FOL) to formalize structural aspect of patterns, while the behavioral
aspect is formalized in TLA (Temporal Logic of Actions). LePUS is a fragment
of the monadic high-level order logic using a limited vocabulary of entities and
relations to describe a design pattern by HOL formulae accompanied by a graphic
representation in order to facilitate its understanding.

In a previous work [4], we have proposed a rewriting logic based meta-model
approach to formalize design pattern solutions and their instantiations. Our
proposed meta-model includes all the common elements of design patterns, so
any design pattern can be expressed in terms of this meta-model.

In this work, we are interest to formalize designs based on the real-time design
patterns. Thus, we use first patterns instantiation and composition to generate
a given design and repent it in UML-MARTE profile. This will permit us to
consider the temporal properties and constraints of this RT pattern-based design.
In the second time, we embbed in Maude language the representation result of
the above design.

Our approach differs in two ways from the above cited works. Firstly, we deal
with the real-time design patterns (especially those defined in [3]) and we con-
sider also the temporal properties and constraints. Secondly, we use a common
formalism (namely the RL logic) to specify both the structural and behavior as-
pects of design patterns. The encoding of models in Maude provides executable
programs that can be subject to several analysis and verification.

This work is mainly a feasibility study for the proposed approach. We intend
to extend the present work in two ways. The first one is to define a profile or a
meta-model for real-time patterns to generate all possible patterns. Thus, this
will serve to define a pattern instantiation mechanism to generate all possible
solutions in conformity with their patterns. The second one is to formalize the
defined meta-model and the instantiation mechanism, while ensuring formally
the pattern-instance conformity. For this purpose, we plan to explore the RT-
Maude (an extension of Maude for specifying and analyzing the real-time and
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the hybrid systems) to encode the specification that will be more suitable to
perform analysis and verification of the system proprieties.
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