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Preface

The European Society for Artificial Intelligence in Medicine (AIME) was established
in 1986 following a very successful workshop held in Pavia, Italy, the year before. The
principal aims of AIME are to foster fundamental and applied research in the appli-
cation of artificial intelligence (AI) techniques to medical care and medical research,
and to provide a forum at biennial conferences for discussing any progress made. For
this reason the main activity of the society was the organization of a series of biennial
conferences, held in Marseilles, France (1987), London, UK (1989), Maastricht, The
Netherlands (1991), Munich, Germany (1993), Pavia, Italy (1995), Grenoble, France
(1997), Aalborg, Denmark (1999), Cascais, Portugal (2001), Protaras, Cyprus (2003),
Aberdeen, UK (2005), Amsterdam, The Netherlands (2007), Verona, Italy (2009), Bled,
Slovenia (2011), and Murcia, Spain (2013). This volume contains the proceedings of
AIME 2015, the 15th Conference on Artificial Intelligence in Medicine, held in Pavia,
Italy, June 17–20, 2015.

The AIME 2015 goals were to present and consolidate the international state of the
art of AI in biomedical research from the perspectives of theory, methodology, systems,
and applications. AIME 2015 focused on AI methods and approaches to address big
biomedical data challenges. The conference included two invited lectures, full and short
papers, tutorials, workshops, and a doctoral consortium.

In the conference announcement, authors were invited to submit original contri-
butions regarding the development of theory, methods, systems, and applications for
solving problems in the biomedical field, including AI approaches in biomedical infor-
matics, molecular medicine, and health-care organizational aspects. Authors of papers
addressing theory were requested to describe the properties of novel AI models poten-
tially useful for solving biomedical problems. Authors of papers addressing theory and
methods were asked to describe the development or the extension of AI methods, to ad-
dress the assumptions and limitations of the proposed techniques, and to discuss their
novelty with respect to the state of the art. Authors of papers addressing systems and
applications were asked to describe the development, implementation, or evaluation of
new AI-inspired tools and systems in the biomedical field. They were asked to link their
work to underlying theory, and either analyze the potential benefits to solve biomedical
problems or present empirical evidence of benefits in clinical practice.

AIME 2015 received 110 abstract submissions, 99 thereof were eventually submit-
ted as complete papers. Submissions came from 25 countries, including five outside
Europe. All papers were carefully peer-reviewed by experts from the Program Com-
mittee with the support of additional reviewers. Each submission was reviewed by at
least two, and in most cases three reviewers. The reviewers judged the overall quality of
the submitted papers, together with their relevance to the AIME conference, technical
correctness, novelty with respect to state of the art, scholarship, and quality of presenta-
tion. In addition, the reviewers provided detailed written comments on each paper, and
stated their confidence in the subject area.
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A small committee consisting of the AIME 2015 Scientific Chair John H. Holmes,
the Local Organization Co-chairs Riccardo Bellazzi and Lucia Sacchi, and Niels Peek,
Doctoral Consortium Chair and AIME 2013 Scientific Chair, made the final decisions
regarding the AIME 2015 scientific program. This process began with virtual meetings
held weekly starting in January 2015. The process ended with a face-to-face meeting of
the committee in Pavia to assemble the final program.

As a result, 19 long papers (with an acceptance rate of 25%) and 24 short papers
were accepted. Each long paper was presented in a 25-minute oral presentation dur-
ing the conference. Each short paper was presented in a 5-minute presentation and by
a poster. The papers were organized according to their topics in the following main
themes: (1) Data Mining and Machine Learning; (2) Knowledge Representation and
Guidelines; (3) Prediction in Clinical Practice; (4) Process Mining and Phenotyping;
(5) Temporal Data Mining; (6) Text Mining; and (7) Uncertainty and Bayesian Meth-
ods.

AIME 2015 had the privilege of hosting two invited speakers: George M. Hripcsak,
from Columbia University, USA, and Goran Nenadic, from the University of Manch-
ester, UK. George Hripcsak discussed the importance of dealing with the temporal na-
ture of the electronic medical record in using these data for studies. He called for further
study of the “physics of the medical record,” health-care processes, and new methods
for analyzing electronic medical record data. Goran Nenadic’s keynote focused on the
use of and challenges presented by text mining of health data from a variety of sources,
including the medical record as well as patient-generated data. He called for the inte-
gration of spatiotemporal and reasoning under uncertainly models to be incorporated
into the text mining paradigm.

The Doctoral Consortium provided an opportunity for six PhD students to present
their research goals, proposed methods, and preliminary results. A scientific panel con-
sisting of experienced researchers in the field (Ameen Abu-Hanna, John Holmes, José
Juarez, Goran Nenadic, David Riaño, Lucia Sacchi, Stephen Swift, Annette ten Teije,
and Blaz Zupan) provided constructive feedback to the students in an informal atmo-
sphere. The Doctoral Consortium was chaired by Niels Peek.

Three full-day workshops were organized after the AIME 2015 main conference.
These included the 7th International Workshop on Knowledge Representation for Health
Care (KRH4C) and the 8th International Workshop on Process-oriented Information
Systems in Healthcare (ProHealth), joined together for the first time at AIME 2015.
This workshop included a keynote address presented by Robert Greenes from Arizona
State University, “Evolution and Revolution in Knowledge-Driven Health IT: A 50-
Year Perspective and a Look Ahead.” This workshop was chaired by Richard Lenz,
Silvia Miksch, Mor Peleg, Manfred Reichert, David Riaño, and Annette ten Teije. A
second full-day workshop was the First Workshop on Matrix Computations for Biomed-
ical Informatics, chaired by Riccardo Bellazzi, Jimeng Sun, and Ping Zhang. The third
workshop was the 4th International Workshop on Artificial Intelligence and Assistive
Medicine, chaired by Constantine Spyropoulos and Aldo Franco Dragoni.

In addition to the workshops, three interactive tutorials were presented prior to the
AIME 2015 main conference: “Data Fusion of Everything” (Marinka Zitnik and Blaz
Zupan, University of Ljubljana, Slovenia); “Big Data Analytics for Healthcare” (Ji-
meng Sun, Georgia Institute of Technology); and “Evaluation of Prediction Models
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in Medicine” (Ameen Abu-Hanna, Academic Medical Center, Amsterdam, and Niels
Peek, University of Manchester).

We would like to thank everyone who contributed to AIME 2015. First of all, we
would like to thank the authors of the papers submitted and the members of the Pro-
gram Committee together with the additional reviewers. Thanks are also due to the
invited speakers as well as to the organizers of the workshops and the tutorial and doc-
toral consortium. Many thanks go to the local Organizing Committee, who managed
all the work making this conference possible. The free EasyChair conference system
(http://www.easychair.org/) was an important tool supporting us in the management of
submissions, reviews, selection of accepted papers, and preparation of the overall ma-
terial for the final proceedings. We would like to thank the University of Pavia, which
hosted AIME 2015, and our sponsors, who so generously supported the conference.

Finally, we thank the Springer team for helping us in the final preparation of this
LNCS book.

June 2015 John H. Holmes
Riccardo Bellazzi

Lucia Sacchi
Niels Peek
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Physics of the Medical Record: 
Handling Time in Health Record Studies  

George Hripcsak() 
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The rapid increase in adoption of electronic health records (EHRs) creates the possi-
bility of tracking billions of patient visits per year and exploiting them for clinical 
research. The international observational research collaboration, Observational Health 
Data Sciences and Informatics (OHDSI), has counted 682 million patient records that 
have been converted to a common format known at the OMOP Common Data Model 
[1]. While this number includes duplicates and records that have not been made 
broadly available to researchers, its scale demonstrates that converting the world 
population to a common format is feasible. 

Yet even with massive amounts of data available and even in a common format, a 
number of challenges exist. Data can be inaccurate, complex, and missing, and the 
health care process affects the measurement and recording of information to cause 
bias [2]. For example, tests from the middle of the night are more likely to be abnor-
mal because patients will most likely be tested then only because they are very ill. 
Previous work demonstrated some of the human factors that can affect recording, 
such as not entering symptoms for deceased patients [3] with a consequent large ef-
fect on outcomes studies. Not surprisingly, clinical variables are correlated with vari-
ables related to health care processes like admission, and they each do so in ways that 
are distinctive but follow patterns such that related concepts have similar patterns [4]. 
The result of these challenges is that existing statistical and machine learning data 
analysis methods, if used naïvely on EHR data, will produced biased results. 

Therefore, as both a source of information—e.g., to tease out causality—and as a 
source of bias to be avoided, time is pervasive in EHR studies. Time has been studied 
since the creation of the field of biomedical informatics and the use of artificial intel-
ligence in medicine. The remainder of this paper covers topics in the collection and 
analysis of temporal data, with an emphasis on correcting bias associated with the 
temporal data. The term, “physics of the medical record,” refers to the study of the 
record as an object of interest in itself (as opposed to the study of the patient) to better 
understand the health care processes that create the record and the resulting biases 
associated with the recording of data. It also refers to the general method of building 
and testing models, aggregating across units, and in some cases employing methods 
drawn from non-linear time series analysis. 

The first challenge is collecting the temporal information. Structured clinical data are 
usually associated with one or more timestamps, and one of them is often identifiable as 
a primary time of interest [5]. Narrative clinical data, which today provide a deeper view 
of the patient in terms of symptoms and clinicians’ motivation, require natural language 
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processing, and assessing the time of events abstracted from narrative reports is complex. 
For example, the time that an event really occurred differs from the time that a patient 
reports it to a clinician or the time that the clinician writes a note about it. Progress has 
been made in temporal processing [6] with surprisingly good performance both on prede-
fined tasks [7] and even on general tasks for which the system was not optimized [8,9]. 
More research is required, however, including understanding how temporal concepts are 
used. It was previously found, for example, that the uncertainty of temporal declarations 
is predictable and can be modeled with a regression equation [10] to supply information 
to downstream analysis. 

Temporal data may be analyzed in many ways. The literature is filled with a di-
verse set of techniques to include time in analyses. This includes machine-learning  
approaches during phenotyping [11,12], pattern discovery [13,14,15], temporal  
abstraction over intervals [16,17], and dynamic Bayesian networks [18,19]. Several of 
these directly handle the irregularity of time [12,13,18,19]. 

In keeping with the “physics of the medical record” theme, it may be useful to step 
back and better understand the temporal properties of the EHR. As noted above, data 
are collected irregularly and in a biased fashion such that patients are sampled more 
often when they are more ill. Thus they are not at all sampled at random. Further-
more, physiology is by its nature non-stationary—we hope so because our goal is 
ultimately to change a person’s state from ill to healthy. This non-stationarity can 
affect algorithms. For example, predictive algorithms generally assume that the distri-
butions of data and model parameters remain constant over the prediction period. It 
was previously demonstrated that the predictability of clinical data is better correlated 
with sampling frequency than with actual time [20]. Further analysis showed that 
sequential measurements have roughly constant variability over a broad range of time 
scales [21]. That is, it appears that clinicians sample patients at a rate commensurate 
with the change in variability, sampling more often when patients are more ill and 
generally more variable. It was recently shown that clinicians sometimes over- and 
sometimes under-correct for changes in variability [22]. By parameterizing a problem 
not by actual time, but by units of sampling—i.e., arbitrarily define the time between 
sequential measurements as one—one can achieve greater stationarity and at least in 
one example improve predictive power [21]. 

While an EHR may have many health records, the data available for any given pa-
tient is often limited, especially once one selects variables relevant to some specific 
task. The result is a large number of short time series. Combining the information 
from these disparate patients is challenging because there may be too few measure-
ments in each patient to draw reliable conclusions about each one’s time series. In-
stead, the information implicit in the short time series must be aggregated. In a study 
of predictability [23], as quantified by the mutual information between different time 
points within a patient, which was referred to as time-delayed mutual information 
(TDMI), it was shown that such aggregation could produce interpretable results. A 
method was developed to decide when such aggregation is warranted [24], how to 
assess baseline mutual information and therefore excess information, and bias. [25].  

Similar work outside of biomedicine [26] demonstrates the generalizability of such 
research and the benefit of looking broadly outside of biomedicine for new methods. 
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Given the ability to aggregate time series, one can exploit health record data to 
uncover correlations among variables, carrying out tasks like pharmacovigilance. A 
relatively simple algorithm using only lagged linear correlation, linear temporal inter-
polation, and within-patient normalization, produced informative results about tempo-
ral processes based on definitional, physiologic, and intentional associations [27] 
despite being applied blindly to all health record data regardless of source or clinical 
context. 

With advances in understanding and applying time series methods to health record 
data, we will be better able to exploit health record data. For example, one study re-
vealed whether seizures in the setting of intracerebral bleed are merely symptoms or 
whether they cause further morbidity [28]. Further work is needed studying the EHR, 
studying the health care processes that underlie it, and developing new methods to 
analyze it.  
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Medicine is often pictured as one of the main examples of “big data science” with a 
number of challenges and successful stories where data have saved lives [1]. In addi-
tion to structured databases that store expert-curated information, unstructured and 
semi-structured data is a huge and often most up-to-date resource of medical knowl-
edge. These include scientific literature, clinical narratives and social media, which 
typically capture findings, knowledge and experience of the three main “stakeholder” 
communities: researchers, clinicians and patients/carers. The ability to harness such 
data is essential for the integration of medical information to support clinical decision 
making and medical research.  

To identify key biomedical information from text, automated text mining has been 
used for over 30 years [2]. Specific foci in recent years were on mining mentions of 
clinical episodes and events (e.g. specific treatments and problems [3]), molecular 
interactions (e.g. profiling diseases [4]), and adverse drug reactions from patient-
generated reports [5], in particular capturing temporal links and relations between 
them [6]. Results – despite numerous challenges – have demonstrated the potential in 
supporting curation of medical knowledge bases, generation and prioritisation of 
hypotheses for research, reducing the risk of medical errors, inferring clinical care 
pathways and enhancing medical understanding [1]. For example, state-of-the art text 
mining has been used to reliably catalogue pain-specific molecular interactions from 
the literature and identify possible drug targets [4]; extract details of a patient’s medi-
cation chronology from electronic health records [3]; harvest social media data to 
support pharmacovigilance [5].  

In addition to the extraction of “raw” data, text mining has been used to contextual-
ise existing facts. For example, information extracted about the molecular basis of 
pain can be contextualised with related biological pathways and known drug targets, 
the patient’s disease status, severity and type of pain, anatomical location, etc. [4]. 
Further, the information can be augmented by provenance, including, for example, 
recentness of the finding and its “popularity” (e.g. the number of citations), “trustwor-
thiness” of the source, whether it has been disputed or is conflicting with other data 
etc. Such contextualised data aggregated from multiple articles can be then used as 
detailed ‘prior knowledge’ to input into medical knowledge systems.    

While literature is typically reporting more generic findings, clinical notes and nar-
ratives are often the primary and richest source of patient-level information, providing 
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various type of context (e.g. social/family history) and details that are necessary to 
understand specific patient conditions. For example, free text medication directions 
often contain detailed information that is not coded elsewhere (e.g. an option to take a 
tablet when needed up to a maximum number of times a day); extracting such infor-
mation is key for allowing healthcare data analysts to study the impact of different 
prescription options and plans (on a large-scale), as well as for personalised “rewir-
ing” of knowledge models (on a “small”-scale, e.g. in clinical decision support).  

Complementary to clinical records, patient-led healthcare data co-production (e.g. pa-
tient reported outcomes, well-being measures, impact on quality of life or side effects; 
pre-consultation self-reports, etc.) provide an opportunity to harness the personalised 
subjective experience that further contextualises knowledge about medical issues.  

Extraction and integration of data from all types of medical text are characterised 
by typical big data issues since the data is complex, heterogeneous, longitudinal, and 
voluminous, often with partial, missing and “bad” data. Specific challenges include: 

• Conceptual and lexical dynamics: medical knowledge and clinical practice 
are constantly changing, which is reflected in the conceptual space represented 
in literature and clinical notes; the social media space has its own laymen sub-
language that needs to be mapped to the medical knowledge space [5]. 

• Variety of forms: in addition to unstructured text, valuable information is of-
ten represented in tables, graphs and figures, requiring multi-modal process-
ing. 

• Identification and representation of modality and uncertainty of extracted re-
search and clinical findings on one hand, and subjectivisation of patient-
generated data on the other hand is key for contextualisation of knowledge [2].  

 
Similarly to other domains, a critical aspect of medical text mining is ensuring re-

producibility and transparency of the methods to ensure fidelity of extracted data, 
which can be achieved through development and sharing of digital research objects 
with sufficient details to represent methods, data and knowledge (e.g. 
http://www.farrcommons.org/). Specifically, given the quality and sensitivity of 
medical information, data provenance, veracity and availability need to be consid-
ered, with details on data collection methods, possible data loss due to personal de-
identification of clinical text on one, and possible disclosure risks, on the other hand. 

Despite the challenges, text mining is now widely considered as an integral part of 
medical knowledge management systems, in particular when combined with other se-
mantic technologies (e.g. ontologies and linked data). For example, text mining is widely 
used as part of clinical decision support systems, typically pointing to related clinical 
cases (e.g. similar context/history), or supporting monitoring and evaluation of healthcare 
processes. Either on its own or combined with other resources, text-mined data can also 
provide a large, dynamic and often most up-to-date base for data analytics and reasoning. 
Importantly, such data can reflect the three aspects of medicine (clinical practice, science, 
patients) and can provide necessary meta-data and context for medical/clinical models 
that are used for disease outcome prediction and/or treatment planning. Text mining is 
also useful for semi-automated updates of knowledge bases. However, the nature of 
knowledge extracted from text often requires further consolidation e.g. by identification 
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of conflicting and contrasting facts through application of spatial/temporal analyses and 
reasoning under uncertainty.  
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Abstract. Understanding condition severity, as extracted from Electronic Health 
Records (EHRs), is important for many public health purposes. Methods requiring 
physicians to annotate condition severity are time-consuming and costly. Previous-
ly, a passive learning algorithm called CAESAR was developed to capture severity 
in EHRs. This approach required physicians to label conditions manually, an ex-
haustive process. We developed a framework that uses two Active Learning (AL) 
methods (Exploitation and Combination_XA) to decrease manual labeling efforts 
by selecting only the most informative conditions for training. We call our ap-
proach CAESAR-Active Learning Enhancement (CAESAR-ALE).  As compared 
to passive methods, CAESAR-ALE’s first AL method, Exploitation, reduced label-
ing efforts by 64% and achieved an equivalent true positive rate, while CAESAR-
ALE’s second AL method, Combination_XA, reduced labeling efforts by 48% and 
achieved equivalent accuracy. In addition, both these AL methods outperformed 
the traditional AL method (SVM-Margin). These results demonstrate the potential 
of AL methods for decreasing the labeling efforts of medical experts, while achiev-
ing greater accuracy and lower costs. 

Keywords: Active-learning · Condition · Electronic health records · Phenotyping 

1 Introduction  

Connected health is increasingly becoming an important framework for improving 
health. A crucial aspect of this includes labeling condition severity for prioritization pur-
poses. Many national and international organizations study medical conditions and their 
clinical outcomes. The Observational Medical Outcomes Partnership standardized condi-
tion/phenotype identification and extraction from electronic data sources, including  
Electronic Health Records (EHRs) [1]. The Electronic Medical Records and Genomics 
Network [2] successfully extracted over 20 phenotypes from EHRs [3]. However, defin-
ing phenotypes from EHRs is a complex process because of definition discrepancies [4], 
data sparseness, data quality [5], bias [6], and healthcare process effects [7]. Currently, 
around 100 conditions/phenotypes have been successfully defined and extracted from 
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EHRs out of the approximately 401,2001 conditions they contain. To utilize all data 
available in EHRs, a prioritized list of conditions classified by severity at the condition-
level is needed. Condition-level severity classification can distinguish acne (mild condi-
tion) from myocardial infarction (severe condition). In contrast, patient-level severity 
determines whether a given patient has a mild or severe form of a condition (e.g., acne). 
The bulk of the literature focuses on patient-level severity. Patient-level severity general-
ly requires individual condition metrics [8-11], although whole-body methods exist [12]. 
We defined as “severe conditions” those conditions that are life-threatening or perma-
nently disabling, and thus, would have a high priority for generating phenotype defini-
tions for tasks such as pharmacovigilance. 

In this paper, we describe the development and validation of a specially designed Ac-
tive Learning (AL) approach, an approach to learning, the objective of which is to mini-
mize the number of training instances that need to be labeled by experts (see Section 2.3) 
for classifying condition severity from EHRs. This builds on our previous work using 
passive learning, called CAESAR (Classification Approach for Extracting Severity Au-
tomatically from Electronic Health Records) [13].  We call our algorithm the CAESAR 
Active Learning Enhancement, or CAESAR-ALE. We show that CAESAR-ALE can 
reduce the burden on medical experts by minimizing the number of conditions requiring 
manual severity assignment. Our AL methods, integrated in CAESAR-ALE, actively 
select during the classification-model training phase only those conditions that both add 
new informative knowledge to the classification model and improve its classification 
performance.  This focused, informed selection contrasts with the randomly selected, 
poorly informative conditions that are selected by a passive learning method. 

2 Background and Significance 

Our previous algorithm, CAESAR, used passive learning to capture condition severity 
from EHRs [13]. This method required medical experts to review conditions manually 
and assign a severity status (severe or mild) to each. The resulting reference-standard 
contained 516-labeled conditions. Because of the significant effort involved, only a 
relatively small number of conditions was labeled by a group of human experts in the 
original CAESAR study [13]. These severity assignments were then used to evaluate 
the quality of CAESAR.  

2.1 SNOMED-CT 

The Systemized Nomenclature of Medicine-Clinical Terms (SNOMED-CT) is a spe-
cialized ontology developed for conditions obtained during the clinical encounter and 
recorded in EHRs [14, 15]. SNOMED-CT is the terminology of choice of the World 
Health Organization and the International Health Terminology Standards Develop-
ment Organization and satisfies the Meaningful Use requirements of the Health In-
formation Technology component of the American Recovery and Reinvestment Act 

                                                           
1 The number of SNOMED-CT codes as of September 9, 2014. Accessed via: 

http://bioportal.bioontology.org/ontologies/SNOMEDCT 
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of 2009 [16]. We used SNOMED-CT, because clinical ontologies are useful for re-
trieval [17]. Each coded clinical event is considered a “condition” or “phenotype,” 
knowing that this is a broad definition [4].  

2.2 Classification of Conditions 

In biomedicine, condition classification follows two main approaches: 1) manual 
approaches, where experts manually assign labels to conditions [18-22]; and 2) pas-
sive classification approaches that require a labeled training set and are based on ma-
chine learning approaches and text classification [23-24]. 

2.3 Active Learning 

AL approaches are learning methods useful for selecting, during the learning process, 
the most discriminative and informative conditions from the entire dataset, thus min-
imizing the number of instances that experts need to review manually. Studies in sev-
eral domains have successfully applied AL to reduce the time and money required for 
labeling examples [25-27]. The two major AL approaches are membership queries 
[28], in which examples are artificially generated from the problem space, and selec-
tive-sampling [29], in which examples are selected from a pool (a method used in this 
paper). Applications in the biomedical domain remain limited. Liu described a meth-
od similar to relevance feedback for cancer classification [30].  Warmuth et al. used a 
similar approach to separate compounds for drug discovery [31]. More recently, AL 
was applied in biomedicine for text [32] and radiology report classification [33].  

3 Materials and Methods 

3.1 Dataset 

The development and evaluation of CAESAR-ALE used the CAESAR dataset devel-
oped previously [13], which contains 516 conditions (SNOMED-CT codes) labeled as 
mild and severe. These 516 conditions were randomly selected out a total of 4683 
unlabeled conditions. The gold-standard labeling of the 516 conditions used in the 
current study was manual, following an automated filtering phase that significant-
ly reduced the labeling expert's effort (e.g., all malignant cancers and accidents were 
labeled as “severe”), as described elsewhere [13]. The dataset contains six severity 
features for each condition: the number of comorbidities, procedures, and medica-
tions; cost; treatment time; and a proportion term. Each one of these features describ-
ing a specific condition was aggregated as an average value for all the records of the 
same condition in the EHR system. 

3.2 The CAESAR-ALE Framework 

The purpose of CAESAR-ALE is to decrease experts’ labeling efforts.  Utilizing AL 
methods, CAESAR-ALE directs only informative conditions to experts for labeling.  
Informative conditions are defined as those that improve the classification model’s  
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predictive capabilities when added to the training set.  Figure 1 illustrates the process of 
labeling and acquiring new conditions by maintaining the updatability of the classifica-
tion model within CAESAR-ALE. Conditions are introduced to the classification model, 
which is based on the SVM algorithm and AL methods, using both of which the informa-
tive conditions are selected and sent to medical expert for annotation. We can maintain 
an accurate model and decrease labeling efforts by adding only two types of informative 
conditions:  1) those identified by the classifier as low confidence (similar probability 
that the condition is mild and severe) and 2) those conditions that are at a maximal dis-
tance from the separating hyper-plane (see Equation 1). These conditions are deep with-
in the "severe" instances sub-space of the SVM's separating hyper-plane. Adding the 
mild conditions that exist within this space of otherwise severe conditions greatly informs 
and improves the classification model. The overall CAESAR-ALE framework integrates 
two main phases. Training: The model is trained using an initial set of severe and mild 
conditions and evaluated against a test set consisting of conditions not used during train-
ing. Classification and updating: The AL method ranks how informative each condi-
tion is using the classification model’s prediction. Only the most informative are selected 
and labeled by the expert. These conditions are added to the training set and removed 
from the pool. The model is then retrained using the updated training set. This process is 
repeated until all conditions in the pool have been added to the training set. We employed 
the SVM classification algorithm using the radial basis function (RBF) kernel in a super-
vised learning approach, because it has proven to be very efficient when combined with 
AL methods [26], [27]. We used the Lib-SVM implementation [34] because it supports 
multiclass classification. 

 

Fig. 1. Process of using AL methods to detect discriminative conditions requiring medical 
expert annotation 
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3.3 Active Learning Methods 

CAESAR-ALE uses two AL methods (Exploitation and Combination_XA), described 
below, together with the SVM-margin and random method.  

3.3.1 Random Selection or Passive Learning (Random) 
Random selection, machine learning’s default case/“lower bound,” involves adding 
conditions randomly selected from the pool to the training set.  

3.3.2 The SVM-Simple-Margin AL Method (SVM-Margin) 
The SVM-Simple-Margin method [35] (or SVM-Margin) is directly related to the 
SVM classifier. SVM-Margin selects examples to explore and acquire informative 
conditions according to their distance from the separating hyper-plane, disregarding 
their classified label. Examples that lie closest to the separating hyper-plane (inside 
the margin) are more likely to be informative and therefore are acquired and labeled. 
SVM-Margin is fast and yet has significant limitations [35] based on assumptions that 
have been shown to fail [36]. 

3.3.3 Exploitation 
Exploitation, one of CAESAR-ALE's AL methods, efficiently detects malicious con-
tents, files, and documents [37-41]. Exploitation is based on SVM classifier princi-
ples, selecting examples more likely to be severe lying further from the separating 
hyper-plane. Thus, this method supports the goal of boosting the classification capa-
bilities of the model by acquiring as many new severe conditions as possible. Exploi-
tation rates the distance of every condition X from the separating hyper-plane using 
Equation 1 based on the Normal of the separating hyper-plane of the SVM classifier 
that serves as the classification model. Accordingly, the distance in Equation 1 is 
calculated between example X and W (Equation 2), the Normal that represents the 
separating hyper-plane.  

                                            (1) 

                                                 (2) 

To optimally enhance the training set, we also checked the similarity among se-
lected conditions using the kernel farthest-first (KFF) method, suggested by Baram et 
al. [42], enabling us to avoid acquiring similar conditions, which would waste manual 
analysis resources.  

3.3.4 Combination_XA: A Combined Active Learning Method 
The "Combination_XA" method is a hybrid of SVM-Margin and Exploitation. It con-
ducts a cross acquisition (XA) of informative conditions, meaning that during the first 
trial (and all odd-numbered trials) it acquires conditions according to SVM-Margin crite-
ria and during the next trial (and all even-numbered trials) it selects conditions using 
Exploitation’s criteria. This strategy alternates between the exploration phases  
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(conditions acquired using SVM-margin) and the exploitation phase (conditions acquired 
using Exploitation) to select the most informative conditions, both mild and severe, while 
boosting the classification model with severe conditions or very informative mild condi-
tions that lie deep inside the severe side of the SVM’s hyper-plane. 

4 Evaluation 

The objective of our experiments was to evaluate the performance of CAESAR-
ALE’s two new AL methods and compare it with that of the existing AL method, 
SVM-Margin, for two tasks: 

(1) To update the predictive capabilities (Accuracy) of the classification model 
that serves as the knowledge store of AL methods and improve its ability to 
identify efficiently the most informative new conditions. 

(2) To identify the method that best improves the capabilities of the classification 
model by correctly classifying conditions according to the accuracy measure 
and also specifically severe conditions as assessed by the true positive rate 
(TPR), with minimal errors as measured by the false positive rate (FPR). This 
task is of particular importance, given the need to identify severe conditions 
from the outset.  

In our first acquisition experiment, we used 516 conditions (372 mild, 144 severe) 
in our repository and created 10 randomly selected datasets, with each dataset con-
taining three elements: an initial set of six conditions that were used to induce the 
initial classification model, a test set of 200 conditions on which the classification was 
tested and evaluated after every trial in which it was updated, and a pool of 310 unla-
beled conditions. Informative conditions were selected according to each method’s 
criteria and then sent to a medical expert for labeling. Conditions were later acquired 
by the training set for enrichment with an additional five new informative conditions. 
The process was repeated over the next trials until the entire pool was acquired. The 
performance of the classification model was averaged for 10 runs over the 10 differ-
ent datasets that were created.  

The experiment’s steps (below) are repeated until the entire pool is acquired: 
(1) Induce the initial classification model from the initial training set. 
(2) Evaluate the classification model's initial performance using the test set. 
(3) Introduce unlabeled conditions to the pool for the selective sampling method. 

The five most informative conditions are selected according to each method’s 
criteria and then sent to the medical expert for labeling. 

(4) Add acquired conditions to the training set (removing them from the pool). 
(5) Induce an updated classification model by using the updated training set and 

applying the updated model on the pool (now containing fewer conditions). 

5 Results 

Results are presented for the core evaluation measures used in this study: accuracy 
and TPR. We also measured the number of new severe conditions discovered and 
acquired into the training set at each trial.  
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Figure 3 shows TPR levels and their trends over 62 trials. Exploitation outper-
formed the other selection methods, achieving a TPR rate of 0.85 after only 17 trials 
(85/310 conditions). This was much better than random selection (TPR=0.85 after 47 
trials), and performance improved as additional conditions were acquired. After 36 
trials, all AL methods converged to TPR rates around 0.92. Our results demonstrate 
that using AL methods for condition selection can reduce the number of trials re-
quired in training the classifier, thereby reducing the total number of conditions re-
quired for medical expert labeling, and correspondingly reducing the training costs.  

Figure 4 shows FPR levels and their trends over 62 trials. It can be seen that 
throughout the trials, the random selection method had the highest FPR values, as 
compared to the AL methods.  Furthermore, its FPR levels were mostly unstable until 
the end of the trials. In contrast, from trial 23 onward, all the AL methods displayed a 
low and stable FPR of 1.3%. Considering the TPR and FPR measures together, we 
can see how efficient the AL methods were, in spite of the unbalanced mix of condi-
tion severities in our data set.  

The cumulative number of severe conditions acquired for each trial is shown in 
Figure 5. By the fifth trial, Exploitation and Combination_XA outperformed the other 
selection methods (both lines overlap in Figure 5). We observed that after 23 trials 
(115 conditions) both of CAESAR-ALE’s methods acquired 73 out of 82 severe con-
ditions in the pool, as compared to 42 trials (210 conditions) for SVM-Margin and 60 
trials (300 conditions) for random. This represents a 46% reduction as compared to 
SVM-margin and a 62% reduction as compared to random.  After 23 trials (Figure 5), 
we observed the largest difference between CAESAR-ALE’s methods and random, a 
difference of 43 severe conditions. 

6 Discussion 

We present CAESAR-ALE, an AL framework for identifying informative conditions 
for medical expert labeling. CAESAR-ALE was evaluated based on accuracy and 
TPR. Traditional passive learning approaches require large amounts of training data 
to achieve a satisfactory performance. Exploitation achieved a TPR of 0.85 after only 
17 trials (a scenario in which only 85 conditions would require manual expert label-
ing), whereas random selection required 47 trials or 235 conditions to achieve the 
same TPR, representing a 64% reduction in labeling efforts. This would reduce costs 
by almost two-thirds, allowing medical experts to focus their energy elsewhere. In 
terms of accuracy, Combination_XA performed best with a reduction in the number 
of trials from 44 to 23, as compared to the random acquisition method. Therefore, the 
Combination_XA method required 115 vs. 220 conditions (representing a 48% reduc-
tion) to achieve equivalent accuracy. The Exploitation and Combination_XA methods 
have an exploitation phase during which they attempt to acquire more severe condi-
tions. They both acquire mild conditions when they are thought to be severe, and this 
contributes to the methods’ strong acquisition performance. These mild conditions are 
very informative to the classification model, because they lead to a major modifica-
tion of the SVM margin and its separating hyper-plane. Consequently, acquisition of 
these conditions improves the performance of the model.  
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In contrast, traditional AL methods (e.g., SVM-Margin) focus on acquiring condi-
tions that lead to only small changes in its separating hyper-plane and contribute less 
to the improvement of the classification model. Our research points to the existence of 
noisy "mild" conditions lying deep within what seems to be the sub-space of the "se-
vere" conditions. This is explained in a recent study focused on the detection of PC 
worms [38] that mentioned "surprising" cases that are very informative and valuable 
to the improvement of the classification model, and helpful in acquiring severe condi-
tions that eventually update and enrich the knowledge store. These conditions are 
more informative than severe conditions, because they provide relevant information 
that was previously not considered (they were initially classified tentatively as severe 
by the classifier when they are mild). SVM-Margin acquires examples that the classi-
fication model determines to be low confidence. Consequently, they are informative 
but not necessarily severe. In contrast, the CAESAR-ALE framework is oriented to-
ward acquiring the most informative severe conditions by obtaining conditions from 
the severe side of the SVM margin. As a result, more new severe conditions are ac-
quired in earlier trials. Additionally, if an acquired condition that lies deep within the 
supposedly severe side of the margin is found to be mild, it is still informative (per-
haps even more so) and can be used to improve the iteratively modified classifier’s 
classification capabilities in the next trials.  

In our future work, we hope to develop an online tool that medical experts can use 
to label condition severity. This should further reduce the workload on busy clini-
cians, and offer an easy to use method for condition-level severity labeling. Using 
several different labelers for subsets of conditions, we would like to scrutinize and 
analyze the difference between the different labelers and understand how AL methods 
can handle these differences. The presented approach is general and not domain-
dependent; therefore, it can be applied to and provide a solution for every medical 
domain (and even non-medical domains) in which it is beneficial to reduce the costly 
or time-consuming labeling efforts at training time. In addition, we will consider ap-
plying our AL framework to the publicly available MIMIC II intensive care domain 
database, to understand better the benefits of applying active learning methods to 
various medical domains. 

7 Conclusions 

We presented the CAESAR-ALE framework, which uses AL to identify important 
conditions for labeling. AL methods are based on the predictive capabilities of the 
classification model; thus, an updated classification model directly affects the AL 
method's ability to select the most informative conditions and thereby decreases label-
ing efforts. CAESAR-ALE reduced labeling efforts by 48%, while achieving equiva-
lent accuracy. Overall, CAESAR-ALE demonstrates the strength and utility of  
employing AL methods that are specially designed for the biomedical domain. In 
addition, both our AL methods (Exploitation and Combination_XA) outperformed the 
traditional AL method (SVM-Margin). These results demonstrate the potential of AL 
methods for decreasing the labeling efforts of medical experts, while achieving great-
er accuracy and lower costs. 
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Abstract. Local anomalies are small outliers that exist in some sub-
segments of clinical treatment processes (CTPs). They provide crucial
information to medical staff and hospital managers for determining the
efficient medical service delivered to individual patients, and for promptly
handling unusual treatment behaviors in CTPs. Existing studies mainly
focused on the detection of large deviations of CTPs, called of global
anomalous inpatient traces. However, local anomalies in inpatient traces
are easily overlooked by existing approaches. In some medical problems,
such as unstable angina, local anomalies are important since they may in-
dicate unexpected changes of patients’ physical conditions. In this work,
we propose a predictive monitoring service on local anomalies using a
Latent Dirichlet Allocation (LDA)-based probabilistic model. The pro-
posal was evaluated in the study of unstable angina CTP, testing 12,152
patient traces from the Chinese PLA General Hospital.

1 Introduction

Clinical treatment processes (CTPs), being affected by many factors and uncer-
tainties, are unpredictable by nature. Many concepts, such as clinical practical
guidelines, or clinical pathways, have been adopted by health-care organizations
to standardize CTPs, normalize treatment behaviors, reduce variations, decrease
costs and improve quality, etc [1,2]. Unfortunately, patient traces may not go
well towards the expected direction, and they have deviations with the prede-
fined CTPs. In fact, the uncertainties, resulting from inter-observer variability,
inaccurate evaluation of the patient and some deficiencies in grading scales [3,4],
make the organization of clinical work corresponding challenging, and lead to
breakdowns such as delays, waste of resources and cancelations on the day of
surgery, etc [1]. In such cases, local anomalies happen inevitably.

Unlike global anomalous patient traces of CTPs, which are largely deviated
from normal ones, local anomalies are unusual treatment events existing in some
subsegments in patient traces of CTPs [5]. They may occur occasionally in regu-
lar patient traces, although in which normal treatment behaviors are frequently
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and consistently present. For CTP analysis, it is imperative to predict poten-
tial local anomalies from observations in a maximally-informative manner. Once
these unusual events are timely predicted, a health-care organization can either
update its CTP specifications to cover the respective case, or it can adjust an
ongoing patient trace to enforce best clinical practice execution. In this way,
local anomaly prediction is a central piece in the puzzle of advancing health-care
organizations towards effective and efficient CP management and health service
delivery.

In many applications, local anomalies are detected only after they have oc-
curred in CTPs. Alternatively, this work presents a new approach to provide
predictive monitoring of local anomalies in CPs. In detail, we employ a prob-
abilistic topic model to disclose essential features of CTPs from clinical event
logs. The generated probabilistic topic model provides an accurate description of
CTPs by combining different classes of distributions. In particular, it recognizes
patient traces as a probabilistic combination of underlying treatment patterns,
and describes treatment patterns as a probabilistic combination of various clini-
cal events [6]. Based on the derived topic model, a predictive monitoring service
of local anomalies in CTPs is provided on ongoing patient traces, which looks
insight into CTPs to map the prediction task to a classification task such that
unusual variant execution of clinical activities can be timely predicted in an on-
going patient trace. The proposed approach is evaluated via real-world data set
consisting of 12,152 patient traces and collected from the Cardiology department
of Chinese PLA General Hospital.

2 Preliminary

Formally, let A be the treatment activity domain, and T the time domain. A
clinical event e is represented as e = (a, t), where a is the clinical activity type
of e (a ∈ A), and t is the occurring time of e (t ∈ T ). For convenience, let e.a
and e.t be the activity type and the occurring time stamp of e, respectively. A
clinical event is a performed treatment activity at a particular time stamp. A
patient trace is represented by σ = id : 〈e1, e2, . . . , en〉, where id is the patient
identifier, and 〈e1, e2, . . . , en〉 (n ≥ 2) is a finite non-empty sequence of clinical
events such that e1.a=admission, en.a=discharged, and each event appears only
once, and time is non-decreasing, i.e., for 1 ≤ i ≤ j ≤ n : ei �= ej and ei.t ≤ ej .t.
A clinical event log L is a set of patient traces, i.e., L = {σ}.

For example, Figure 1(A) shows an example patient trace (patient id: 476104-
3) of the Unstable Angina (UA) CTP in the hospital. The trace contains a set
of clinical activities, and spread along the observed time period of the patient’s
length of stay, i.e., 〈(admission, 1), (xray, 1), · · · , (discharge, 12)〉.

3 Methodology

In this study, we use an extension of Latent Dirichlet Allocation (LDA) to model
patient traces, named clinical pathway model (CPM) that we presented in our
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Fig. 1. (A) An example patient trace of the Unstable Angina clinical treatment process.
(B) Graphical representation of Clinical Pathway Model (CPM)[6].

previous work [6]. As shown in Figure 1(B), using CPM, each patient trace is
modeled as a multinomial distribution of treatment patterns, and each treatment
pattern is modeled as a multinomial distribution of clinical events. CPM assumes
a Dirichlet prior distribution on the treatment pattern mixture parameters θ, φ,
and ϕ, to provide a complete generative model for patient traces. θ is an |L|×K
matrix of patient trace-specific mixture weights for the K treatment patterns,
each drawn from a Dirichlet (α) prior. φ is an A×K matrix of clinical activity-
specific mixture weights over A activity types for the K treatment patterns,
each drawn from a Dirichlet (β) prior. ϕ is an T × A ×K matrix of occurring
time stamp-specific mixture weights over T time instants for V activity types
and K treatment patterns, each drawn from a Dirichlet (γ) prior. Fitting the
proposed CPM is equivalent to finding parameters α, β, and γ that maximize
the likelihood of the data for patient traces in an event log:

Likelihood(α, β, γ) =
∏

σ∈L

∫
P (θσ|α)

× (
∏

e∈σ

K∑

z=1

P (e.t|z, e.a, γ)P (e.a|z, β)P (z|θσ))dθσ (1)

where K is the number of treatment patterns and each patient trace σ consists of
a set of clinical events e. For a more detailed description of the learning process,
please refer to [6]. The general idea in this study is based on the hypothesis
that a patient trace σ can be represented as a mixture of treatment patterns. To
perform a particular treatment pattern then means to conduct a clinical event
e with a certain probability from the pool of clinical events of that pattern.
Equation (1) describes how to employe CPM to calculate the likelihood of a
particular clinical event e given a particular patient trace σ:

P (e|σ) =
∑

z∈K

P (e|z)P (z|σ) =
∑

z∈K

P (e.t|z, e.a)P (e.a|z)P (z|σ) (2)
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where P (e|z) is the probability of e within the treatment pattern z, and P (z|σ)
is the probability of performing a clinical event from z in the whole patient
trace σ. Note that the number of latent treatment patterns K has to be de-
fined in advance and allows to adjust the degree of specialization of the latent
patterns. The derived CPM estimates the pattern-event distribution P (e|z) =
P (e.t|z, e.a)P (e.a|z) and the trace-pattern distribution P (z|σ) from a clinical
event log using Dirichlet priors for the distributions and a fixed number of treat-
ment patterns [6]:

P (e|σ) =
∑

z∈K

P (e.t|z, e.a)P (e.a|z)P (z|σ) = ϕe.t,e.a,zφe.a,zθσ,z (3)

Equation (2) can be used to detect whether a clinical event is normal or
abnormal with respect to the host patient trace. To this end, we define the
normality measure of a particular clinical event e given a particular patient
trace σ as follows:

Ξ(e, σ) =
P (e|σ)

maxe′∈σ′ ,σ′∈L P (e′ |σ′ )
(4)

where e
′
denotes the typical clinical event in the log L which receives the largest

probability given a particular patient trace σ
′
. Based on the normality measure

Ξ(e, σ), we define two specific thresholds νlow and νup (0 ≤ νlow < νup ≤ 1) for
classifying an unusual clinical event e into one of the four following a local CTP
anomaly types:

– Unexpected event: e is an unexpected clinical event to a particular patient
trace σ in the observable time domain T , iff e ∈ σ, Ξ(e, σ) < νlow , and
�t ∈ T , where t ≤ max{e′

.t|e′ ∈ σ} and Ξ(〈e.a, t〉, σ) ≥ νlow .

– Absent event: e is an absent event to a particular patient trace σ in the
observable time domain T , iff e /∈ σ, and

– Ξ(e, σ) > νup .

– Early event: e is an early event to a particular patient trace σ in the
observable time domain T , iff e ∈ σ, Ξ(e, σ) < νlow , and ∃Tσ, Tσ ⊆ T and
Tσ �= ∅, where ∀t ∈ Tσ satisfying t ≤ max{e′

.t|e′ ∈ σ} and Ξ(〈e.a, t〉, σ) ≥
νlow , and ∀t ∈ Tσ, e.t < t.

– Delay event: e is a delay event to a particular patient trace σ in the observ-
able time domain T , if e ∈ σ, Ξ(e, σ) < νlow , and ∃Tσ, Tσ ⊆ T and Tσ �= ∅,
where ∀t ∈ Tσ satisfying t ≤ max{e′

.t|e′ ∈ σ} and Ξ(〈e.a, t〉, σ) ≥ νlow , and
∀t ∈ Tσ, e.t > t.

Taking the detected local anomaly x = 〈A21, delay〉 shown in Figure 1(A) as
an example, it illustrates that there is a delay-occurred treatment event that
relates to one (i.e., patient id: 476104-3) out of the selected patient traces. This
observation, in turn, provides a starting point for the analysis of the respective
CTP. The reasons for delay occurred execution of treatment activity A21 have
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to be determined as root causes for non-compliant treatment behavior in its host
patient trace.

Based on the definitions above, we can detect local anomalies taking place in
complete patient traces, and then use the detected anomalies to build a classifi-
cation model such that ongoing patient traces can be checked if local anomalies
could occur and in which type. The rationale of the proposed local anomaly
prediction is described as follows: for a given clinical activity a, the execution of
a (a.k.a a clinical event) in a complete patient trace can be viewed as a training
sample. In particular, treatment information such as patient conditions recorded
in clinical event logs can be viewed as features of this training sample. In ad-
dition, the training sample has a class label that indicates the execution state
of a, i.e., normal, unexpected, absent, early, or delay. Then, supervised machine
learning algorithms such as decision tree, support vector machine (SVM), etc.,
can take a set of training samples with known class labels as input, and generate
a classifier. The generated classifier can then be used to assign a label to an un-
known sample, which, in the context of CTPs, is the predicted execution state
of a in an ongoing patient trace. Note that the process of creating a classifier
from a set of training samples is known as training the classifier.
indent To train a classifier for predicting variant execution state of a target
clinical activity, we need to provide a set of training samples to the machine
learning algorithms. In this study, we consider patient-specific information rep-
resented as a set of patient feature-value pairs in constructing training samples,
ensuring that each execution of the target activity in a complete patient trace
correspond to a unique training sample. Using the method described above, a
set of training samples to describe the executions of a target clinical activity can
be constructed from complete patient traces. Based on the constructed train-
ing samples, machine learning algorithms can be applied to obtain a classifier
for local anomaly prediction in CTPs. In particular, three widely used machine
learning algorithms, i.e., C4.5 decision tree, Näıve Bayes, and SVM, are imple-
mented in our framework by employing an existing tool WEKA to train the
classifiers and to perform the tests.

4 Case Study

The experimental log is collected from the Cardiology department of the Chi-
nese PLA General hospital. The CTP of unstable angina is selected in the case
study. Unstable angina is angina pectoris caused by disruption of an atheroscle-
rotic plaque with partial thrombosis and possibly embolization or vasospasm [7].
While the risk of unstable angina is high, the population of unstable angina is
huge, and thus, the anomaly prediction in the unstable angina CTP will be of
significant value and interest. In the case study, we extract a clinical event log
consisting of 12152 patient traces following the unstable angina CTP (from 2004
to 2013) from EMR system of Chinese PLA general hospital. The collected event
logs have 144 patient features, and 704004 clinical events within 606 treatment
activity types. The average length of stay (LOS) recorded in the log is 10.14
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days, which some patient treatment journeys take a very short time, e.g., only 1
day in the hospital, and other treatment journeys take much longer, e.g., more
than 6 months in the hospital, which implicitly indicates the diversity of treat-
ment behaviors in the unstable angina CTP.

In CTPs, some activities, e.g., nursing care, routine examinations on vital
signs, etc., are trivial and regularly executed each day in CTPs. Thus, no extra
monitor effort is needed for monitoring these activities. In fact, clinical activi-
ties that are suitable to be monitored should be essential/critical to CTPs such
that the abnormal executions of these activities have significant impacts on the
effects of CTPs. To this end, we asked our clinical collaborators to select the fol-
lowing 23 target clinical activities: “Antianginal therapy”, “Ultrasonography ex-
amination”, “Radiology examination”, “Antiplatelet therapy”, “Lipid regulating
therapy”, “Discharge”, “Biochemical examination”, “Regulate blood sugar”, “CT
examination”, “ECG”, “Coagulation”, “Routine blood test”, “-adrenergic recep-
tor blockers”, “Vasodilation”, “Cephalosporins”, “Multifunction fetal monitors”,
“Diuretics”, “Troponin T”, “ECG monitoring oxygen”, “Transfer”, “Coronary
angiography”, “Stenting”, and “Transluminal coronary angioplasty”.

4.1 CPM Generation

The first step is to learn a CPM from the collected unstable angina event log.
To this end, we choose the Dirichlet prior α, β, and δ of CPM as 0.1, 0.01, and
0.01, respectively, which are common settings in literature [8]. In addition, we
applied Gibbs sampling to learn the CPM from the log. The number of iterations
of the Markov chain for Gibbs sampling is set to 1000. Before generating CPM
from the collected log, we first determined the number of topics (i.e., treatment
patterns) using the perplexity score, which is a standard measure to evaluate the
prediction power of a probabilistic model, and has been used before to determine
the number of topics (i.e., treatment patterns in this work) [6]:

Perplexity = exp[−
∑

σ∈L logP (eσ|M)∑
σ∈L |σ| ] (5)

where M is the learned CPM, and eσ are the set of unseen events in the patient
trace σ.

We calculated the perplexity scores of the trained CPM over a held-out test
data set with a different number of topics. Specifically, 10% samples from the
collected log are randomly selected as the test. In general, the number of topics
is set to the value resulting in the smallest perplexity score. However, we ob-
served that the perplexity of CPM roughly drops with the increase of K in the
experiments. If we only take into account the perplexity, we probably select the
maximum K of a given range, which may make the learned model over-fitting.
Thus, we balanced the above-mentioned approach by a simple way; that is, if
the reducing ratio of perplexity is less than τ , we do not select a larger K. In
practice, we set τ to be 10% according to experiment analysis. In this study,
we empirically choose the number of patterns K = 3 for the experimental log,
where the perplexity seems to decrease rapidly and appear to settle down.
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4.2 Experiment Results on Local Nomaly Detection

The prerequisite step of our local anomaly prediction is to detect unusual clini-
cal events from complete patient traces to generate classifiers for typical clinical
activities monitoring. Based on the normality measure, local anomalies can be
detected from complete patient traces. Figure 2(A) depicts the number of absent-
occurred anomalies when different νup are applied. As shown in Figure 2(A),
when νup is larger than 0.94, there are no detected absent-occurred anomalies.
With the further decreases of νup, the absent-occurred anomalies are detected
from the experimental log. When νup = 0.9, there are 749 absent-occurred lo-
cal anomalies detected from the log. Looking insight into these absent events,
we found that the type of all 749 absent events with νup=0.9 is “Antianginal
drugs”, which is the most common type of treatment interventions for the un-
stable angina CTP such that the detection of the absent “Antianginal drugs”
may indicate the omissions of the common treatment behaviors for the unsta-
ble angina patients in hospital. Figure 2(B) depicts the impact of νlow on the
number of anomalies detected from the experimental log. As shown in Figure
2(B), the curves of unexpected and delay events increase linearly, the curve of
early events increases at first with the increase of νlow, and then remain sta-
ble with the further increase of νlow. When νlowis set as 0.05, there are 3776
unexpected events, 986 early events, and 38825 delay events detected form the
experimental log. Based on the identified local anomalies, classifiers for predic-

Fig. 2. Variation detection using the unstable angina data-set

tive monitoring of typical clinical activities can be generated. To this end, we
selectd several significant patient features to generate samples for classification.
As mentioned above, there are 144 patient features in the collected event log.
But not all features are closely related with the treatment process of unstable
angina, and it should select significant features for the unstable angina patients
to improve the accuracy of predictive monitoring. To this end, we asked our clin-
ical collaborators to pick up 21 patient features: “Age”, “Gender”, “Creatine
kinase”, “Creatinine”, “Angina pectoris”, “Hypertension”, “Troponin T mea-
surement”, “Quantitative determination of creatine kinase”, “High-sensitivity
C-reactive protein”, “Diabetes”, “Renal insufficiency”, “Cardiac insufficiency”,
“Hyperlipidemia”, “History of coronary heart disease”, “Blood sugar”, “Tumor”,
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“Hypercholesterolemia”, “Prostate disease”, “Artery stenosis”, “Arrhythmia”,
and “High triglycerides hyperlipidemia”.

Figure 3 shows the prediction accuracy of 10-fold cross validation for the
selected treatment activities of the unstable angina CTP. In order to provide
a reference, we connected the pixels of SVM classifiers using dotted lines. As
shown in the figure, the prediction accuracy is not the same for all the selected
treatment activities. Most classifiers have achieved a prediction accuracy that is
greater than 70%, and some of them are even well predicted by the generated
classifier (≥90%).

As a further investigation, we evaluated some special cases. The worst pre-
dicted activities are “Radiology Examination”, and “Troponin T” as shown in
Figure 3. Although these activities have been selected as target activities, they
have imbalanced training samples in comparison with normal executions. The
execution states of these activities are not clearly demonstrated in such an im-
balanced training set, thus the classifier’s performance is not quite good. In
contrast, well predicted treatment activities do exist, for example, “Vasodila-
tion”, “ECG monitoring oxygen”, and “Stenting”. The difference is that their
training samples are balanced between unusual events and normal cases, which
means that the execution states of the well predicted activities exist for the bal-
anced training samples, which is obvious for the learning algorithm to derive.

The overall prediction accuracies of the three algorithms (i.e. SVM, C4.5, and
Näıve Bayes) are 82.838%, 82.533%, and 82.38%, respectively. According to the
results, all three machine learning algorithms have achieved an overall predic-
tion accuracy of well over 80% on the experimental log. Among three algorithms,
SVM generally performs the best although it is marginally.

Ideally, each execution of a target treatment activity in the experimental
dataset should be evaluated by clinicians such that true variations can be iden-
tified by clinicians. However, due to the burden of daily work of our clinical
collaborators, we cannot ask them to validate all 12152 patient traces for local
anomaly prediction. To validate the applicability of the proposed method in clin-
ical settings, we randomly selected 100 patient traces as test data-set, and use
the other 12052 traces to train the classification model. In particular, we adopt
SVM to build classifiers for the variation prediction. As a result, 25 unexpected
events, 3 early events, 326 delay events, and 19 absent events for the target clini-
cal activities are predicted by the proposed method. Then, we ask three clinicians
to validate the detected variations using a major voting strategy. As shown in
Figure 4, almost all classifiers have achieved a precision that is greater than
70%. Some classifiers, e.g., “Antiplatelet therapy”, “ECG monitoring oxygen”,
and “Stenting” etc., even have achieved 100% precisions. It indicates that the
predicated variations of the proposed approach are well recognized by clinicians.
Table 1 depicts the overall precisions. The overall precision of our approach is
83.4%, which indicates the feasibility of the proposed approach for local anomaly
prediction in CTPs.
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Fig. 3. Prediction accuracy of classifiers on the experimental log

Fig. 4. Precisions achieved by the trained classifiers on the selected 100 patient traces
with the efforts of human evaluation

Table 1. Overall performance of prediction accuracy on the selected 100 patient traces
with the efforts of human evaluation

Number of predictions Number of correct predictions Prediction accuracy (%)
Unexpected events 25 22 88

Absent events 19 15 78.9
Early events 3 3 100
Delay events 326 271 83.1

Overall 373 311 83.4
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5 Conclusion

In this study, we propose a computational model for CTP anomaly prediction.
In particular, we used some previous techniques from [6] to learn a probabilistic
topic model to describe the general characteristics of patient traces from a clini-
cal event log. Then we propose to predict local anomalies via fitting the normal
treatment behaviors depicted in the model. We believe that the proposed ap-
proach can be used at the run-time instantiation and execution stages in CTPs
to improve current state of treatment compliance checking and CTP manage-
ment.

In our future work, we aim to study the merits of our framework in further
clinical collaborations to investigate on additional sources of information, ex-
plore on the experiments results, and empirical study the usage of our approach
in real clinical environments. As well, we plan to work with the developers on
integrating the proposed approach into the EMR system, which is supposed to
provide clinicians real time insights into violations of the established CP specifi-
cation and support online compliance checking, to achieve high quality of health
services and prevent medical errors with an adaptive mechanism for CTPs.
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Abstract. We present in this paper an algorithm for extracting perceptual-
gestural rules from heterogeneous multisource traces. The challenge that we 
address is two-fold: 1) represent traces such that they render coherently all as-
pect of this multimodal knowledge; 2) ensure that key tutoring services can be 
produced on top of represented traces. In the spirit of automatic knowledge ac-
quisition paradigm proposed in the literature, we implemented PhARules, a 
modified version of an existing algorithm, CMRules, for mining surgery phase-
aware sequential rules from simulated surgery traces. We demonstrated the ef-
ficiency of our algorithm as well its performance limits on traces of simulations 
of vertebroplasty recorded in TELEOS, an Intelligent Tutoring System dedicat-
ed to percutaneous orthopedic surgery. 

Keywords: Intelligent tutoring systems · Educational data mining · Sequential 
rules mining · Simulated surgery · Percutaneous orthopedic surgery 

1 Introduction 

Knowledge involved in percutaneous orthopedic surgery is perceptual-gestural. In 
other words, this knowledge implies the combination of actions and gestures along 
with perceptions that support their execution. These perceptions are visual, auditory 
or haptic. It requires that the surgeons master the coordination of anatomical 
knowledge, visual guidance through X-rays and various progression insights provided 
by the instruments at different points of insertion in the body and the bones. TELEOS 
(Technology Enhanced Learning Environment for Orthopedic Surgery) is a simula-
tion-based Intelligent Tutoring System (ITS) that has been designed to train interns in 
performing this type of surgery, specifically vertebroplasty and sacra-iliac screw fixa-
tion [7]. Capturing perceptions in such simulated learning environment requires the 
use of two sensing devices, namely, an eye-tracker and a haptic arm. These devices 
cover learner’s behavior and all aspect of involved knowledge. On the other hand, 
they generate highly heterogeneous traces. The challenge is to represent these traces 
coherently considering the specificity of related knowledge as to foster the production 
of key tutoring services or learning analytics on top of them. 
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Further, percutaneous orthopedic surgery is ill-defined [10] as there is no complete 
theoretical framework of the domain and no fixed best solutions to perform a given 
operation or to respond to incoming situations during an operation. Traditional para-
digms and approaches of the state of the art are not suitable for the implementation of 
tutoring services for ITSs dedicated to such domains. One proposition to addressing 
this issue in the literature is a hybrid paradigm including automatic knowledge acqui-
sition from activity traces [4]. This is namely the use of artificial intelligence tech-
niques in the modeling of tutoring services for these environments as to compensate 
the limits of the traditional approaches. For example, data mining techniques are ap-
plied on educational data for extracting frequent patterns of knowledge that can pos-
sibly be reused to enrich progressively the knowledge model of ITSs. 

The efficiency of this proposition has been discussed in [3] and [4]. However, min-
ing algorithms are limited for the extraction of rules on top of traces related to multi-
ple-phases resolution exercises. A phase refers to one of the finite set of parts of an 
exercise. It involves possibly actions sharing common and exclusive characteristics 
comparing to actions from other phases; or actions that are not or less executed in 
other phases. For example, in vertebroplasty, all actions and gestures executed with 
the trocar are observable in the third phase of the procedure; the first phase is dedicat-
ed to the settings and validation of the position of the fluoroscope with respect to the 
targeted vertebra; and the second phase, to the cutaneous marks that spot the entry 
points of the trocar on the patient’s skin. The phases of an exercise are not always 
uniform in terms of duration or number of executed actions. Hence, frequent actions 
within one phase can be invisible to mining algorithms if activity traces are mined as 
a homogeneous set. Our propositions addresses this issue. First, we propose a method 
for transforming multisource heterogeneous traces into coherent perceptual-gestural 
sequences suitable for advanced automatic treatment. Secondly, we propose a modi-
fied version of an existing algorithm, CMRules [5], to mining phase-aware sequential 
rules common to several sequences. We referred to this new algorithm as PhARules. 
We tested our proposition in two different ways. We tested the performance of the 
proposed algorithm compared to the existing algorithm CMRules and we evaluated 
the interestingness of the sequential rules that it finds for didactic purpose. 

The rest of the paper is organized as follows. The 2nd section presents the back-
ground of this work as well as related works on sequential rules mining with the use 
of background knowledge; the 3rd section presents the simulation-based ITS TELEOS 
and the nature of the traces recorded from its learning environment; the 4th section 
describes our proposed methodology to transforming and representing these traces as 
perceptual-gestural sequences; the 5th section presents our proposed algorithm, 
PhARules that is able to mine phase-related sequential rules; the 6th section describes 
the evaluations conducted on PhARules performance compared to CMRules as well 
as the interestingness of the rules that it mines; finally, the 7th section draws our con-
clusion and future works. 
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2 Background and Related Works 

Association rules are statements of the form if/then that uncover relationships between 
seemingly unrelated data in a transaction database, relational database or other types 
of repositories.  This knowledge discovery technique has been proposed in [1] and is 
nowadays widely used for a very large variety of purposes. The notation of an associ-
ation rule is as follows: A → B which means that if an occurrence of A is observed in 
a transaction then an occurrence of B will be observed with respect to a certain sup-
port and confidence. 

The support and confidence [1] are user-defined thresholds that determines if a rule 
is important (interesting) or not: the support and the confidence of all reported rules 
must be greater or equal to these thresholds. The support of the rule A → B is the 
number of transactions where A and B are observed jointly. In other words, it is the 
probability to observe association of occurrences of A and B in a transaction database: 
sup (A→B) = P(AB). The confidence of A→B is the number of transactions where A 
and B occur jointly compared to the total number of transactions where only A oc-
curs. In other words, the confidence is the probability to observe occurrences of B 
when A occurs: conf(A→B) = P(AB)/P(A). A transaction database Ɗ is formally 
defined as a set of transactions T={t1,t2…tn} and a set of items I={i1, i2…in}, where 
t1,t2…tn ⊆ I. 

In the other hand, sequential rules mining aims at discovering association rules 
where the transactions are ordered based on their time of occurrence. Transactions 
with such sequential nature are referred to as sequences and constitute a sequence 
database. Formally defined, a sequence database Ɗ' is a set of sequences S={s1, 
s2,…,sn} and a set of items I={i1, i2,…,in}, where each sequence sx is a temporally 
ordered list of transactions sx={X1, X2, …, Xn} such that X1, X2, …, Xn ⊆ I [2]. A set 
of items that occur together is called an itemset and is non-empty. A sequence is  
maximal if it is not contained in any other sequence. The length |s| of a sequence is 
defined by the number of itemsets that it contains. A sequential rule A⇒B is a rela-
tionship between two itemsets A, B such that A, B ⊆ I and A∩B = ∅. A⇒B means 
that each occurrence of items A in a sequence is followed by an occurrence of items B 
in the same sequence. 

Temporal order is not always sufficient for the extraction of interesting rules. 
Sometimes, one needs to use additional background knowledge to constraint the min-
ing of patterns or rules with characteristics that are assumed to define or enhance their 
usefulness and significance. For example in [11], the authors propose a solution to 
mine sequential patterns from customers’ transaction datasets considering the catego-
ries to which the customers belong (e.g.: the customer socio-professional profile). 
Likewise, in [12], the proposition is to mine sequential patterns based on the existence 
of a relationship between events reported in the sequences.  

For our part, we want to keep the temporal order of actions, gestures and perceptions 
in recorded simulation sequences. However, we are further interested in mining those 
rules based on the importance of actions, gestures and perceptions they contain within a 
specific phase of a simulated surgery. In fact, the set of sequences recorded from a simu-
lation session is not homogeneous: traces from some phase of the simulation can be  
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overrepresented compared to others. These actions would be therefore invisible to classi-
cal rules mining algorithms. Hence, our aim is to propose a solution to mine items (ac-
tions, perceptions and gestures) that are significant enough within a specific phase even if 
they are underrepresented given the whole set of simulation sequences. 

3 Recording Multi-source Simulation Traces in TELEOS 

In this section, we present the method used to capture actions, perceptual behaviors 
and gestures in the learning environment of the simulation-based Intelligent Tutoring 
System dedicated to orthopedic surgery, TELEOS. The complementary sensing de-
vices used in TELEOS consist of an eye-tracker that records learners’ visual percep-
tions and a haptic arm that records learners’ gestures and haptic perceptions [7]. Other 
types of actions executed in a simulated percutaneous surgery are recorded from the 
user interface. In this study, we focus on simulation of vertebroplasty, a type of percu-
taneous surgery performed to treat fractured vertebrae. 

The simulation interface of TELEOS is composed of sections that represent the 
main artefacts of a percutaneous operating room. Namely, as illustrated in Fig. 1.a, it 
includes a 3D model section where the patient’s model is displayed; the current and 
previous X-rays sections and the settings panel that embeds three settings sub-
sections: the fluoroscope settings panel; the cutaneous marking panel and the trocar 
manipulation panel. These sections represent the areas of interest (AOI) of the inter-
face, that is, areas that will be recorded throughout the simulation process when they 
are fixed by the user. The AOIs associated to the X-rays embed the points of interest 
of the targeted vertebra, that is, specific parts of the vertebra that should be analyzed 
on X-rays to support decisions on surgical actions and gestures. Fig 1.b shows the 
learners’ visual perceptions, including fixed areas and points of interest, as monitored 
and recorded by a scanpath analyzer [6]. The points of interest have been determined 
by expert surgeons for each modeled clinical case and integrated as annotations to the 
patients’ models as summarized in Fig. 2.  

 

 

Fig. 1. a) TELEOS simulation interface. b) Visual path traced by the scanpath analyzer 
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Fig. 2. Identification and annotation process of vertebra with points of interest 

Table 1. Conceptual representation of traces from each source 

Sequence representation Parameters 
Eye-tracking trace:

Se: <t; AOIi=1,m | POIj=0,n; fxy; rmean; rmax; d>
t: timestamp (Unix format) 
AOIi=1,m | POIj=0,n: areas of interest and potential 
embedded points of interest 
fxy: coordinates (x, y) of the fixation areas 
rmean: mean radius of the fixation area (in pixels) 
rmax:  maximum radius of the fixation areas (in pixels) 
d: duration of the fixation (in milliseconds) 

Haptic arm trace:
Sh : <t; Txyz; T’xyz;  Fxyz; Sxyz>

Txyz : coordinates (x,y,z) of the tip of the trocar 
T’x’y’z’: coordinates (x’,y’,z’) of the handle of the 
trocar 
Fxyz: force applied on the trocar in the plan (x,y,z) 
Sxyz: speed of displacement of the trocar in (x,y,z) 

Simulation interface action trace:
Ss : <t; A; Rxyz; R’x’y’z’; Xxy; X’x’y’; Cxy; C’xy; C’’xy; Txyz; 

T’xyz>

A: punctual action name 
Rxyz, R’x’y’z’: coordinates (x,y,z) of the fluoroscope 
for anteroposterior or (x’,y’,z’) for lateral Xrays 
Xxy, X’x’y’: coordinates (x,y) of the current Xray and 
(x’,y’) of the previsous Xray 
CRxy, CR’x’y’ and CR’’x’’y’’: position of the left, right 
and transversal cutaneous marks. 
Txyz and T’x’y’z’:coordinates (x,y,z) and (x’,y’,z’) of 
the tip and the handle of the trocar. 

The surgical gestures consist of different types of prehension of the trocar, the 
force applied for its manipulation and the consequent speed of its progression, as well 
as its incline, orientation and direction of insertion. The data required for modeling 
these gestures was collected on artificial patients models [7]. The instrumentation 
used included  dynamometers inserted in the models for recording data related to the 
force and the rate of progression of the trocar at different important insertion stages. 
The main insertion stages considered for vertebroplasty are skin contact, bone contact, 
pedicle entry, crossing of the vertebral body until the point of validation of the trocar 
trajectory. The cognitive interest of training for the positioning of the trocar and 
adaptation of gestures based on perceived resistance on the trajectory of insertion 
through the body, are discussed in [7]. The collected data were used to configure a 
haptic arm that renders the bones and body resistance through the insertion trajectory. 

Finally, actions captured from the simulation software are punctual as opposed to the 
continuity of a visual path or the spatial and temporal dynamism of a gesture. As opposed 
to traces sent and recorded continuously by the complementary sensing  
devices, these actions are recorded only at their execution. This is for example the trig-
gering of an X-ray or the tracing of a cutaneous mark. An action can be described as a 
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photography of the simulation state at the moment it occurs. It is thus caracterized not 
only by its name but also by the positions of the tools at the same moment. Traces from 
the three sources are recorded independently. Their conceptual representation is present-
ed in Table 1. They are heterogeneous in their content types and formats, and their time 
granularities. In fact, traces from the simulator are alphanumeric as well as traces from 
the eye-tracker. On the contrary, those from the haptic arm are numeric. Their lengths are 
also all different. Finally, the eye-tracker and the haptic arm record traces continuously 
whereas the simulator records traces exclusively when an action is executed from the 
interface. 

4 Generating Perceptual-Gestural Sequences 

In this section we describe the treatment performed for generating perceptual-gestural 
sequences from the heterogeneous multisource simulation traces that we presented in 
the previous section. The transformation process is realized through a chain of single-
function software that we refer to as “operators”. 

4.1 Traces Merging and Semantization 

To produce perceptual-gestural sequences out of TELEOS multisource traces, we first 
apply the merging operator that links action to the perceptions that support their execu-
tion. The result expected is a set of sequences that render the perceptual-gestural aspect 
of each interaction. Then, the semantization operator is applied for transposing changes 
in the coordinates of the simulation tools into semantic states. These changes are the 
consequences of executed actions and gestures. The semantic denominations used for 
TELEOS are based on the standard anatomical terms of location (e.g. “the fluoroscope 
has a caudal incline”; “the trocar is quickly inclined on the sagittal axis”). The states of 
the tools are reported from sequence-to-sequence for keeping track of the current simula-
tion state, i.e., the positions of all the tools, in each generated perceptual-gestural se-
quence. In its actual version, the semantization operator uses a simple mapping method 
that takes as input the coordinates of the simulation tools as Euclidean vectors and link 
the changes of these coordinates through the interaction sequences into manually record-
ed semantic denominations. In other terms, the semantization operator does not currently 
exploit an ontology but a taxonomy from the standard anatomical terms of location. 

4.2 Traces Enrichment 

In TELEOS, elements of knowledge put into play by interns during a simulation are 
diagnosed based on their adequacy with a set of expert controls through a Bayesian 
network [9]. These controls are elements of knowledge formulated by expert surgeons 
and integrated into the knowledge model of the simulator. The evaluation items com-
puted on top of these controls are referred to as “situational variables”. An annotation 
operator is used to enrich the sequences with related situational variables. Table 2 
shows one example of control and situational variables, the actions they are associated 
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with and steps of the simulation in which these actions can be executed. Fig. 3 gives 
an overview of the treatment process. Annotations are represented in the sequences 
like any other action or interaction element in the learning environment. Conceptual-
ly, each annotation is an action from the system generated as a consequence of ac-
tions, gestures and perceptions from the learner. This representation fosters mining of 
the annotations as potential frequent patterns associated to learner’s interactions in 
association rules. 

Table 2. An example of control and situational variable 

Action Phase Control Situational Variable 
Check the position of 
the trocar on a profile  
radio 

Insertion 
At the cutaneous entrance spot, the 
trocar must be tipped towards the 
pedicle. 

Orientation of the trocar at 
the cutaneous entrance spot. 

 

 

Fig. 3. Schema of the treatment process for generating perceptual-gestural sequences from 
heterogeneous multisource simulation traces 

At this stage of the treatment process, we have a representation of the sequences on 
top of which we can proceed to knowledge extraction tasks. Table 3 shows the 
conceptual representation of generated perceptual-gestural sequences and their represen-
tation as annotated with situational variables (computed expert evaluations). 

Table 3. Conceptual representation of generated perceptual-gestural sequences 

Sequence representation Parameters 
Generated perceptual-gestural sequence:

Spg: <t; (Ƒ, ƒ); (Ʈ, τ); A; AOIi=1,m[δk]; POIi,j=0,n[δk]>
t: timestamp (Unix format) 

Ƒ: semantic denomination of the trocar manipulations  
ƒ: states of the trocar 

Ʈ: semantic denominations of the fluoroscope manipulation 
τ: states of the fluoroscope 
A: punctual action name 
AOIi: areas of interest 

POIj,j: points of interest related to AOIi 
δk: semantic categorization of fixation durations 

Annotated perceptual-gestural sequence:

Sa: <(ϯi, Si=1,η ) ; (Ѵq=1,v[υr=1,w])>
ϯi: temporal order tags of sequences Ѵq: situational variables 
υr: values of the situational variables 
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simulation exercises consisted of treating a fracture of the 11th and/or the 12th thoracic 
vertebra. For the first part of the conducted evaluations, all 9 simulation sessions trac-
es were joined into one dataset. Table 4 summarizes the characteristics of the data. 
The dataset is available for download here: goo.gl/zS37Ly. 
 

Table 4. Characteristics of the dataset (#= number; it=items; its= itemset; seq= sequence) 

# Seq 
#its #it #distinct it

Avg # 

its/seq 

Avg # 

it/seq 

Avg #dis-

tinct it/seq Total Phase 1 Phase 2 Phase 3 

616 171 89 356 10 618 20 605 47 17.2 (σ=13)
33.45 

(σ=22.1) 

20.9 

(σ=7.9) 

6.1 Evaluating the Execution Performance of PhARules 

To compare the performance of PhARules and CMRules, we used the joint set of se-
quences from the 9 simulation sessions of vertebroplasty. We conducted the performance 
tests on a HP ZBook embedding an Intel® Core™ i7-4800MQ CPU of 2.7 GHz and 16 
GB of RAM. We applied the two algorithms for minSeqConf = 0.7 fixed on a random 
selection, for a variation of minSeqSup ranging from 1.0 to 0.1. Fig. 5 summarizes the 
obtained results. The minSeqSup for which no rules were found are not presented in the 
graphics. We can notice that CMRules outperformed PhARules regarding execution time 
and memory usage especially for minSeqSup smaller or equal to 0.15. However, 
PhARules seemed to keep a more stable level of memory usage through variations of 
minSeqSup greater than or equal to 0.15. PhARules reported also better results regarding 
rules count for almost all applied minSeqSup. 
 

 

Fig. 5. The comparative performance of PhARules and CMRules on memory usage (left), exe-
cution time (center) and number of rules count (right) 

Further, as presented in Fig. 6, PhARules extracted rules from the three different 
phases of simulation sessions of vertebroplasty for the same variations of minSeqSup. 
Conversely, no significant knowledge patterns related to phases 1 and 2 of the 
vertebroplasty simulation sessions have been detected by CMRules: all extracted rules 
were from the third phase. 
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Fig. 8. Histogram of the distribution of the rules scores by each expert and the corresponding 
Jaccard distance matrix among experts’ ratings two-by-two 

7 Conclusion and Future Works 

We presented in this paper our method to transform multisource heterogeneous traces 
of vertebroplasty simulations into coherent perceptual-gestural sequences. We also 
presented our method to mine surgery phase-related sequential rules from the set of 
represented sequences. Our proposition for sequential rules extraction is the 
PhARules algorithm (PHase-Aware sequential rules mining algorithm) which is a 
modified version of the existing algorithm, CMRules. The proposed modifications led 
to the extraction of sequential rules common to several sequences based on their sig-
nificance within distinct parts of the dataset and not their significance within the 
whole dataset. In fact, the dataset is not a homogeneous set of sequences. Namely, the 
context considered in this study are execution phases of simulated vertebroplasty. We 
showed that our algorithm applied on traces recorded from the simulation-based Intel-
ligent Tutoring System TELEOS (Technology-Enhanced Learning Environment for 
Orthopedic Surgery), was able to extract interesting sequential rules related to the 
distinctive phases of simulated operations of vertebroplasty. However, PhARules 
needs to be optimized for better performance on execution time and memory usage. 
Further, in its actual version, the algorithm extract many rules which are difficult to 
be all exploited in more advanced treatment as their high number increase the risk of 
redundancy and irrelevancy. Consequently, we envisage to improve the rules selec-
tion process in order to lower the amount and increase the relevancy of retained rules 
based on main characteristics shared by the top-rated ones in this study. Then, we will 
evaluate the effective gain obtained from the simulator’s tutoring services namely, 
knowledge diagnosis and pedagogical guidance, by enriching its knowledge base with 
extracted and selected rules by PhARules. We finally plan to test the performance of 
PhARules on larger datasets as well as its genericity on traces related to other do-
mains involving perceptual-gestural knowledge. 
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Abstract. An unanticipated negative consequence of using healthcare
information technology for clinical care is the cognitive workload imposed
on users due to poor usability characteristics. This is a widely recognized
challenge in the context of computerized provider order entry (CPOE)
technology. In this paper, we investigate cognitive workload in the use of
order sets, a core feature of CPOE systems that assists clinicians with
medical order placement. We propose an automated, data-driven algo-
rithm for developing order sets such that clinicians’ cognitive workload is
minimized. Our algorithm incorporates a two-stage optimization model
embedded with bisecting K-means clustering and tabu search to optimize
the content of order sets, as well as the time intervals where specific order
sets are recommended in the CPOE. We evaluate our algorithm using
real patient data from a pediatric hospital, and demonstrate that data-
driven order sets have the potential to dominate existing, consensus order
sets in terms of usability and cognitive workload.

1 Introduction

Information technology (IT) is playing an increasingly critical role in the day-to-
day practice of healthcare [1]. However, an unintended consequence of widespread
healthcare IT deployment and use is the physical and cognitive workload im-
posed on users due to poor system usability [2]. A recent report from the US
Agency for Healthcare Research and Quality (AHRQ) pointed out that poor
usability−−such as poorly designed screens, hard-to-navigate files, conflicting
warning messages, and need for excessive keystrokes or mouse clicks−−adversely
affects clinical efficiency and data quality [3]. Excessive cognitive workload im-
posed by technology on healthcare IT users have profound impacts on behavior
[4], and lead to insufficient customization of the system to workflow and informa-
tion overload [1,5]. Therefore, there is a need to re-design healthcare IT systems
that take into account the potential cognitive complexity associated with its use
such that healthcare software applications can be accepted more readily and lead
to safer, more efficient usage.

This paper addresses this challenge in the context of order sets, a core compo-
nent of computerized provider order entry (CPOE) systems, which are intended
to electronically aid clinicians to place orders efficiently and accurately [6]. Fig-
ure 1 is a screenshot of an Admission Orders Asthma order set which includes a
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list of orders administered to Asthma patients upon admission. Some orders are
defaulted-ON (’incl?’ box is checked), such that they are automatically selected
when the order set is selected, while others are relevant but defaulted-OFF(’incl?’
box is blank), and can be manually selected to add to the automatically selected
orders when needed. Defaulted-ON items can be de-selected by clinicians as well.
Aside from using order sets, items can be ordered as a la carte orders, which
refer to individual orders listed in CPOE without relation to others.

Fig. 1. Screenshot of an order set

Figure 2 illustrates the medical order placement process using order set and a
la carte orders. Well-designed order sets allow faster order placement by grouping
multiple relevant orders by clinical purpose, such that users can enter multiple
system-suggested orders designed for various conditions in one setting, instead of
placing a la carte orders one at a time. Yet, historical data indicate tremendous
variability and insufficient usage of order sets [7], but more frequent use of a la
carte orders, due to the inconsistency of current order set content with the best
practices [2]. This potentially results in decreased ordering efficiency and patient
safety, while increasing health IT fatigue and resistance to use [8].

Order sets are traditionally developed manually using a consensus approach
by clinician experts in the domain of interest [6]. This is a time-, labor- and
knowledge-intensive approach that does not scale well with the increasing pace
of scientific discovery and the challenges associated with translating the science
to the bedside. Alongside, considerable data and information are being gath-
ered on a daily basis as orders are placed in clinical information systems such
as CPOE that are deployed widely in healthcare organizations. This usage data
reflects both best practice via the available order sets in the system as well as
new discoveries that clinicians have incorporated into their daily practice. In this
paper, we propose an automated order set development process, taking advan-
tage of the large amount of electronic medical information compiled via CPOE
to learn new order sets that are more efficient and up to date with current prac-
tice. The development process incorporates a two-stage optimization procedure
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Fig. 2. Medical order placement using order set and a la carte orders

using bisecting K-means clustering and tabu search with the objective of mini-
mizing the amount of cognitive workload incurred during order placement. The
resulting order sets from the automated process can then be evaluated by expert
clinicians before they are deployed in CPOE.

2 Methods

Several previous studies from real-world EMR implementations have reported
the number of order sets built and used, and there have been attempts to create
ambulatory order sets or lab corollary orders through data mining and machine
learning techniques [9-13]. Zhang et al proposed a two-stage optimization ap-
proach embedded with bisecting K-means clustering to create data-driven order
sets [7], and this paper aims to improve the performance of this algorithm by
incorporating tabu search, a metaheuristic optimization procedure [14].

Tabu search is a metaheuristic search algorithm for complex optimization
problems that prevents the search process from being trapped in locally opti-
mal solutions [14,15]. It has been applied in healthcare for supporting prostate
cancer diagnosis by identifying signals from a large amount of data [16], and
optimization of supply distribution in hospitals [17], among others. Three main
components of tabu search are the use of flexible memory structures, control
mechanism of the memory structures, and memory functions of different time
spans. Specifically, starting with an initial solution i, tabu search generates a
subset V of candidate solutions and identifies the best solution j in V for the
next move. If the stopping criteria are met, the search is terminated or trans-
ferred to initiate a memory function such as intensification or diversification.
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If not, tabu search records j as the next solution to move to, and marks it as
a tabu move that prevents the move from occurring for a user-defined num-
ber of times, unless aspiration criteria are met. Aspiration criteria allow tabu
moves when they result in solutions that are better than the current solutions.
These features of tabu search approach are particularly suited to the order set
optimization problem by allowing the search process to efficiently improve the
clusters resulting from the K-means procedure [7].

Table 1. Cognitive click cost (CCC)

Action

Select De-select

A la carte 1.2 –
Order Order set 1.2 –
Type Default-ON 0.2 1.5

Default-OFF 0.5 0.1

We develop order sets such that optimal orders are presented to clinicians
at the optimal time interval, such that users incur the least amount of cogni-
tive workload while making order placement. This is modeled as a two-stage
optimization problem, where we seek to minimize cognitive click cost (CCC), a
cognitive measure on order set usage developed by Zhang et al [7]. CCC assigns
a cognitive workload coefficient to each order placement task in Figure 2. The
default setting for each order is pre-defined. If an order has been used by more
than 80% of the patients in the historical data, it is set as ON, and OFF other-
wise. Due to space limitations, we refer to Zhang et al [18] for a more detailed
formulation of the problem.

Definition 1. Cognitive Click Cost In an action of order placement where clin-
ician selects multiple orders for a patient,

CCC = 1.2A+ 1.2K + 0.2

K∑

k=1

onk,on + 1.5

K∑

k=1

onk,off

+0.5

K∑

k=1

offk,on + 0.1

K∑

k=1

offk,off

(1)

where A is the number of a la carte orders, K is the number of order sets, onk,on

and onk,off are defaulted-ON orders from order set k that are kept as ON, or
turned OFF, respectively. offk,on and offk,off are defaulted-OFF orders from
order set k that are kept as OFF, or turned ON, respectively.

Example 1. As shown in Table 1, choosing an order set or a la carte order re-
quires 1.2 units of CCC, and adding a defaulted-OFF item to the order set
orders requires 0.5 unit of CCC. An order set that is perfectly aligned with the
workflow will only incur 1.2 + 0.2x unit of CCC, where x is an integer number
of defaulted-ON items in the order set. There will be no additional clicks to
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de-select defaulted-ON orders, to select defaulted-OFF orders, or to add a la
carte orders. In this case, given x is at least 2, using order set will generate less
cognitive workload compared to selecting x a la carte orders, which incur 1.2x
units of CCC.

A sketch of the algorithm is shown in Algorithm 1. Given a time span from
start to endtime in hours, within each interval that is at least 2 hours long,
we use bisecting K-means clustering to cluster n orders that were placed in the
particular time interval, based on the number of co-occurrence of each order with
the rest of the orders in patients’ order lists. All clusters with more than 2 orders
are considered as order sets, and the rest of the 1-order clusters are considered as
a la carte orders. Parameter k∗ that produced the lowest CCCk∗ ,t is saved as the
tentative best solution Sk∗,t in interval t. Then, in tabu search we perturb Sk∗,t
by adding or deleting orders from order sets. In the deletion step, the algorithm
randomly removes an item from a cluster, and in the addition step the algorithm
randomly moves an item from one cluster to another. Recent 7 moves are saved
in tabu list, unless the tabu move results in lower CCC than the current best
solution. Further, we compare CCCk∗,t post tabu search across all intervals with
the same start, such that the interval with the lowest CCCk∗,t is saved as the
optimal interval t∗, and we have found the best solution St∗ in interval t. The
number of hours run to run the algorithm before comparing CCCk∗,t is defined
by users. The ending time point endt∗ in interval t becomes the starting time
point start of the t+ 1 interval.

Algorithm 1. Two-stage optimization using tabu search

while start ≤ endtime− interval do
for end = start+ interval to min(start+ run, endtime+ 1) do

for k = 2 to n− 1 do
apply bisecting K-means clustering on order items with K = k
save solution Sk,t

calcualate CCCk,t given Sk,t

end for
CCCk∗,t = min(CCCk,t)
save Sk,t as St

save end as endt
apply Tabu search on St

end for
CCCk∗,t∗ = min(CCCk∗,t)
save St∗ as best solution in time interval
endt∗ = start

end while

In addition to CCC to evaluate the algorithm’s performance, we use coverage
rate, defined by Zhang et al as the number of items used by a patient from an
order set divided by the total number of items in the order set [7].
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Definition 2. Average Coverage Rate The average coverage rate (ACR) across
K order sets, M order entries, and P patients is

1

K

K∑

1

(
1

M

M∑

1

(
1

P

P∑

1

np,m,k

nk
)) (2)

where np,m,k is the number of unique items given to patient p from order set k
during order entry m, and nk is the total number of orders in order set k.

The higher the ACR, the fewer modification needs to be made to order sets
during order placement. Hence, ACR is another measure to confirm the usability
of data-driven order sets.

3 Experiments

3.1 Data

This dataset comes from a large pediatric hospital where all inpatient orders
have been entered directly into the CPOE since 2002. Diagnosis and severity are
captured by the drug description and severity of illness using All Patient Refined
Diagnosis Related Groups (APR-DRGs). All patient identifying information was
removed to create a de-identified dataset for the study. For this study, we use
data from 179 pneumonia patients, with moderate severity, who used a total of
462 unique orders from 55 unique order sets in 2011. Table 2 lists the summary
statistics on order placement. As the table shows, there are 253 unique order
set orders that have never been used, while there are 187 orders that were used
by patients, but are not part of any order sets. The summary statistics show
that there is a gap between actual workflow and order sets design, which may
be improved through data-driven order set development.

The order sets were trained using 96 patients whose final diagnoses were
”Pneumonia, Organism unspecified”, and we tested their generalizability using
a test set, which includes patients whose final diagnoses included ”Pneumonia,
Organism unspecified” , ”Bacterial Pneumonia, Unspecified”, ”Viral Pneumonia,
Unspecified”, ”Pneumonia due to Mycoplasma Pneumoniae”, ”Asthma, unspec-
ified with (acute) exacerbation”, ”Influenza with Pneumonia”, and ”Acute Chest
Syndrome”. Whereas the training set included patients with only the most com-
mon diagnosis ”Pneumonia, Organism unspecified”, the test set is used to test
the usability of order sets under the real setting, where patients are admitted
with diverse backgrounds, multiple conditions and complications. Patients with
a final diagnosis of ”Pneumonia, Organism unspecified” are randomly divided
into the training and test set, and all patients whose final diagnoses were others
are put into the test set.

The distribution of order actions for Pneumonia patients with moderate con-
dition is shown in Figure 3. The horizontal axis represents the time of ordering
since admission. Negative time entries are the times patients spent in emergency
rooms, pre-admission to the inpatient setting. Primary vertical axis is the average
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Table 2. Summary Statistics of Patient Population

Count

Number of patients 179
Number of unique order sets used 55
Number of unique orders used 462

Number of order set orders not used from order sets 253
Number of unique orders used that are not part of any order set 187

Average number of order placement per patient (sd) 37 (17)
Average total number of orders per patient (sd) 74 (32)
Average ratio of a la carte vs. order set items 2

Average number of symptoms exhibited during hospital stay 4.7

count of orders per patient per hour, with red indicating order set items and blue
indicating a la carte items. Except for two peaks at hours -10 and 0, orders are
largely placed as a la carte.

Fig. 3.Distribution of Order Actions in Pneumonia Patients with Moderate Conditions

3.2 Optimization Results

The extended algorithm incorporating tabu search resulted in a reduction of
33% in CCC compared to the current solution. This outperforms the previous
algorithm incorporating just bisecting K-means which achieved 19% reduction
in CCC compared to the existing solution [7]. Table 3 describes the optimization
results from an experimental evaluation. Ten optimal time intervals were found
over the duration of interest, between 15 hours prior to admission and 24 hours
after admission. Table 3 lists the number of order sets, number of order items,
and number of orders that were not placed in an order set (a la carte items) in
each time interval. In both training and test sets, average coverage rates of order
sets from the optimization are significantly higher than those from the current
order sets (p-value < 0.05 using Mann-Whitney test). In addition, the duration
of the time intervals are longer than those obtained from previous methods,
which tended to be 2-hour intervals, indicating that order sets generated using
tabu search are more robust to changes in workflow, hence easier to implement.

Table 4 presents 2 example order sets created using the new metaheuristic
optimization procedure. The table lists the time interval when they were cre-
ated, orders, default setting, and order type. Orders in the 1st order set were
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Table 3. Optimization results

Optimization Train set Test set

time
interval

#
order
set

#
order
set
item

#
a-la-
carte
item

#
pati-
ents

orig-
inal
ACR

new
ACR

#
pati-
ents

orig-
inal
ACR

new
ACR

-15, -11 4 8 15 8 .27 .50 6 .19 .50
-11, -7 15 34 11 17 .30 .49 16 .39 .47
-7, -1 24 89 20 86 .25 .27 75 .26 .31
-1, 2 24 49 174 96 .46 .50 80 .47 .49
2, 7 28 81 47 74 .41 .37 68 .31 .37
7, 11 21 56 12 65 .34 .40 52 .38 .42
11, 14 12 28 35 56 .26 .48 50 .26 .46
14, 20 25 55 73 78 .45 .47 62 .26 .49
20, 22 13 28 26 46 .36 .47 30 .25 .46
22, 24 8 19 35 47 .41 .42 23 .25 .40

Table 4. Example order sets

Order set Time interval Order Default Type

1 -1,2 Glucose OFF Pharmacy
Electrolytes OFF Laboratory

2 -11,-7 Admit ON Patient Care
Subsequent Pulse
Oximetry Continuous

ON Respiratory Care

Acetaminophen OFF Pharmacy

originally ordered as a la carte orders in the data, and the optimization pro-
cess determined that placing them into a single order set would reduce CCC
and increase coverage rate during the admission period. In the 2nd order set,
’Admit to’ and ’Acetaminophen’ are part of a large general admission order set,
and ’Subsequent Pulse Oximetry Continuous’ is part of a 2-order pulse oximetry
order set. Data shows that these two order sets tend to be used together upon
patients’ admission, and often times just part of the general admission order
set is used. Hence, the incomplete use of the general admission order set and its
common co-use with the pulse oximetry order set may be reflected in the creation
of the 2nd order set. Also, in the pulse oximetry order set, ’Subsequent Pulse
Oximetry Continuous’ is defaulted-ON, and ’Initial Pulse Oximetry Continuous’
is defaulted-OFF. It is possible that only the defaulted-ON item, ’Subsequent
Pulse Oximetry Continuous,’ was selected into the machine-generated order set
to lower the cost.

4 Discussion

In a previous study, we applied a two-stage optimization embedded with just
bisecting K-means on order data from asthma, appendectomy and pneumonia
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patients. We found that the algorithm performs well on asthma and appendec-
tomy data, but significant improvement was challenging for pneumonia data,
possibly due to the diverse complications suffered by these patients. Results
from this study, incorporating tabu search in the optimization, indicate that
the metaheuristic-enhanced optimization approach dominates currently imple-
mented solution and previous data-driven methodology, potentially easing the
process of keeping order sets up to date with current best practice by generating
a feasible initial solution for expert review.

Future work will require clinicians to perform clinical evaluation of the op-
timized order sets, such that unrealistic order combinations can be identified
and eliminated, and machine-generated order sets can be correctly classified
and named. This algorithm also should be tested on other clinical conditions
with varying levels of patient diversity to improve generalizability and cover-
age rates. For example, we can incorporate intensification and diversification on
tabu search, such that more consistent increase in coverage rates can be obtained
while reducing CCC. In this study we do not differentiate the cognitive workload
among clinicians of different experiences and familiarity with IT. Factoring in
the individual differences, or altering the objective function from CCC to other
meaningful measures, may produce order sets that meet different goals.

5 Conclusion

In this study, we developed order sets based on how the content of order sets or
a la carte orders alter the amount of cognitive workload incurred by clinicians
upon usage. The optimization sought to minimize cognitive click cost (CCC)
by clustering orders that tend be given together to patients, and further, by
perturbing the order set assignment using tabu search. We evaluate this approach
using data on 179 pneumonia patients with moderately severe condition, who
exhibited nearly 5 symptoms, on average, during their hospital stay. A total of
174 order sets comprising 447 order items were created from the optimization
process. Evaluation of machine-generated order sets demonstrate the algorithm’s
potential in creating order sets that meet the workflow and increase usability of
health IT components.

Acknowledgement. We are greatly indebted to the vision, contributions and support
of the late Dr. James E. Levin that made this study possible.
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Abstract. In this paper, we propose a framework for seamless concep-
tual modeling of both data and processes, and the seamless integration
of temporalities for both clinical data and clinical tasks. Moreover, we
apply our approach to model the clinical pathway for managing patients
with ROSC (Return Of Spontaneous Circulation) in a real ICU clinical
setting.

1 Introduction

Clinical pathways are used for managing quality in the standardization of care
processes. They refer to clinical guidelines and their main aim is the organized
and efficient patient care based on evidence-based practice [4]. Clinical path-
ways can be considered as an application of process management in the context
of patient healthcare. This means that in the conceptual modeling of clinical
pathways, we can take advantage of process models proposed in the literature
for the conceptual modeling of business processes [3].

A very crucial point to highlight is that information accessed during the ex-
ecution of clinical tasks are used for both performing activities and supporting
medical decisions. Indeed, each activity described in a clinical pathway implies
the execution of specific diagnostic/therapeutic (decision-making) actions, often
based on patient clinical data. In classical approaches, the process-related infor-
mation is usually designed separately, and is often conceptually represented by
traditional data models. As a matter of fact, BPMN 2.0, the well-known frame-
work for business process modeling, allows one to represent the process-related
information as Data Objects, but a true integration between data and processes
in conceptual modeling is still a research goal. Moreover, clinical pathways and
the related clinical information are characterized by relevant temporal aspects,
as both clinical data and processes need to be interpreted according to their tem-
poral context, to possible temporal constraints, and considering their temporal
evolution [4].

According to this scenario, in this paper we propose a new framework for the
seamless conceptual modeling of both data and processes for clinical pathways,
and the seamless integration of temporalities for both clinical data and clinical
tasks. A preliminary version of our framework, which did not consider all tempo-
ral aspects and adopted a different process model, is discussed in [1]. Moreover,
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we discuss the application of our framework to the real world clinical pathway
for managing patients with ROSC (Return Of Spontaneus Circulation) [5] by
considering process requirements collected from the medical team of the Borgo
Trento Hospital (Verona - Italy).

2 Seamless Conceptual Modeling of Clinical Pathways
and Data

The framework we propose for the seamless conceptual modeling of clinical
pathways and related data is based on a process model (notation), on a data
model, and on some new concepts, and related diagrams, allowing the designer
to link process and data schemata. In particular, we adopt the workflow con-
ceptual model proposed in [3], while for representing the related data, we refer
to TIMEER [2], and we describe a possible solution for connecting process and
information views. As a matter of fact, we model the connection between the ac-
tivities of a process and the related key information at a conceptual level. At this
aim, we define the notion of core entitity. A core entitity is part of the TIMEER
diagram representing information related to the considered clinical process. The
instance of a core entitity is named core instance. The graphical representation
of a core entitity is characterized by the presence of a box (containing the label
n) under the rectangle representing the TIMEER entity. The label n in the box
represents the number of core instances of the core entity. Core entitities repre-
sent information that are significant for the whole process, i.e., information that
are needed to most activities.

In the conceptual modeling of the considered context, a given designed pro-
cess can be connected to one or more core entities. At instance level, a process
case (which is an instance of the considered process) can manage one or more
instances of a core entitity. In a TIMEER diagram also entities that are not consid-
ered and represented as core entitities may be present. These simple entities may
have instances that are involved in a relationship with a core instance (CI) or not
(NCI). In the former case we define each of them as core-instance-related (CIR),
while in the latter as not-core-instance-related (NCIR). An involved TIMEER
relationship can be classified either direct or indirect. If the relationship relates
a core entity and a simple entity, then the relationship is direct, while if a path of
relationships between the core and the simple entities exists, then the relation-
ship is indirect. In a similar way, we can classify instances of relationships. If a
relationship instance involves a core instance or is indirectly connected to a core
instance through a path of relationships, it is a core-instance-involving instance
(CII). Otherwise, if a relationship instance does not involve a core instance, then
it is not-core-instance-involving instance (NCII).

A clinical pathway is composed of activities (tasks). Each task may be related
to the part of the TIMEER diagram representing the information the physician
needs to perform the task itself. A task view indicates what is the information a
physician has to access to properly execute activity. The task view is composed by
a set of entities and relationships belonging to the considered TIMEER diagram.
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The task is in a view association with each entity and relationship included in
the task view. For each view association, it is possible to specify a set of view
constraints stating how the key information guides the whole process.

The view constraints express the type of access to the considered information,
the view cardinality, and the set of instances the agent executing the task has
access to. A view constraint has the form

< AccessType >< QualTime > [(< MinC >,< MaxC >)][< InstGroup >][< Path >]

where AccessType ∈ {read, write} defines in which way the physician perform-
ing the task can access the related information; QualTime ∈ {start, during, end}
specifies the qualitative constraint for fixing the moment the physician perform-
ing the task has to access to information; (MinC ∈ {0, N}, MaxC ∈ {1, N}), N ∈ N

defines the minimum and maximum number of accessible instances; InstGroup ∈
{CI,NCI,CIR,NCIR,CII,NCII} defines the group of instances accessible
from the physician performing the task; and Path=relName1; ...; relNamen, n ∈
{1, N} is composed of relationship names and specifies the path to follow for
reaching the core entity starting from the entity/relationship involved in the
considered constraint.

3 Conceptual Modeling of ROSC Pathway

In this paper, we consider the clinical process for managing patients with ROSC,
i.e., patients having had a cardiac arrest, underwent to a resuscitation attempt,
and give signs of the return of spontaneus circulation, such as breathing, cough-
ing, movement, palpable pulse or a measurable blood pressure. The clinical path-
way related to the management of patients having had a cardiac arrest is based
on the clinical guideline about postresuscitation care [5], benefits from success of
postcardiac arrest therapeutic hypotermia [6], and implements the care process
starting from evidence-based practice of the medical team of the Borgo Trento
Hospital.

The immediate treatment of emergency is decisive for having best chance of
recovery and survival. In Fig. 1 we report the process describing activities to
perform in the immediate postarrest phase. The diagram of Fig. 1 starts with
the cardiac arrest treatment (task T1 ), and finishes with the admission of the
patient in the Intensive Care Unit (task T25 ). Activities in the diagram are
coordinated with respect to their execution flow. As an example, activities (T5,
T6, and T7 ) performed for alerting computed tomography team, medical emer-
gency team and cardiologists must be executed in parallel, and thus they are
enclosed between a split and a join total connectors (identified by +1 ). The
workflow schema models temporal contraints by defining the execution dura-
tion of task, i.e., the allowed time-stamped interval the task must be executed
within, the temporal span allowed for executing the connector activity, and the
edge duration (delay) representing the time span between the ending instant of
the predecessor and the starting instant of the successor. Moreover, the work-
flow diagram allows the definition of relative constraints, i.e., the definition of
the time distance (duration) between the starting/ending instants of two non-
consecutive workflow nodes. The notation for limiting this temporal aspect is
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Fig. 1. Workflow diagram describing activities in the immediate postarrest phase

IF [MinDurarion,MaxDuration]IS , where IF ∈ {S,E} represents the instant
(S for starting and E for ending) of the first node to use, and IE the same in-
formation for the second one. As an example, in the diagram of Fig. 1 the time
distance between the start event and the join total connector (+1 ) is expressed
as S[1, 60]E and specifies that within 60 minutes the patient must be admitted
to the Shock Room.

In Fig. 2 we show the task view related to task T23 (Starting Therapeutic Hy-
pothermia) being part of the workflow diagram of Fig. 1. Involved physicians con-
sider this task a very important step in the clinical process for managing patients
with ROSC. This is due to the fact that postarrest patients receiving therapeutic
hypothermia seem to have a favourable neurologic recovery. An example of view
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association connects (by using a line ending with a filled diamond) task Starting
Therapeutic Hypothermia with the core entityAdmission, since the physicianmust
be able to read information about the admitted patient, i.e., the core instance. The
related view constraint (read start (1,1) CI ) specifies that the physician reads the
unique instance (CI ) of the entity Admission at the beginnig of its performance.
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Fig. 2. Graphical representation of a task view (dotted lines represent no visible infor-
mation)

4 Conclusions

In the medical domain, a very important issue to consider is the fact that process
activities intertwined with data. Clinical activities are often characterized by
decision-making aspects, and thus need to manage related, decision-supporting
information. In this paper, we dealt with this topic and proposed a framework
for seamless conceptual modeling of both data and processes, by considering also
temporal aspects1.
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Abstract. Research in medicine has to deal with the growing amount
of data about patients which are made available by modern technolo-
gies. All these data might be used to support statistical studies, and for
identifying causal relations. To use these data, which are spread across
hospitals, efficient merging techniques as well as policies to deal with this
sensitive information are strongly needed. In this paper we introduce
and empirically test a distributed learning approach, to train Support
Vector Machines (SVM), that allows to overcome problems related to
privacy and data being spread around. The introduced technique allows
to train algorithms without sharing any patients-related information, en-
suring privacy and avoids the development of merging tools. We tested
this approach on a large dataset and we described results, in terms of
convergence and performance; we also provide considerations about the
features of an IT architecture designed to support distributed learning
computations.

Keywords: Distributed learning · Patient privacy preserving ·
Multi-centric clinical studies

1 Introduction

Modern research in medicine has to deal with a growing number of variables
coming from the world of images, genomics, proteomics, etc. Given this huge
number of variables, medical research requires an extremely large number of
clinical cases to be studied, in order to support statistical inference and avoid
overfitting issues. Considering the fact that each hospital only has a limited
number of patients, cooperation among hospitals is needed to recruit adequately
large cohorts of patients.

c© Springer International Publishing Switzerland 2015
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Themostusedmethod todo this typeof research is themulti-centric studywhich
requires some specific techniques for collecting and merging data. Traditional ap-
proaches are based on sharing Excel files, FileMaker or Access Databases, pop-
ulated and maintained locally and then sent via e-mail. This approach has been
overcome by the web, and the development of ad hoc websites and commercial
products allowing a more flexible (and reliable) way to collect clinical data (e.g.,
https://www.openclinica.com/). However the exploitation of the Internet and its
technologies raises a number of questions related to the privacy of involved data.
Also the use of a central website means hospitals need to query their own informa-
tion systems and subsequently enter the data in the central study system, which is
often a manual, resource intensive process. The issue of guaranteeing patients pri-
vacy while performing research in medicine is becoming more and more present in
the public debate. In fact, IT infrastructures andMachine Learning techniques en-
courage the development of multi-centric studies, dealing with increasing numbers
of features and patient records, thus meeting the needs expressed by the medical
research community [7]. On the other hand this poses serious questions about the
need of protecting the privacy of those involved in the studies. The best way to
avoiding any privacy-related issue, while still exploiting multi-centric data, is to
avoid sharing clinical data among different hospitals, training algorithms by shar-
ing only few aggregate parameters among hospitals and guaranteeing the global
convergence (consensus) to an acceptable shared mathematical model. The use of
cryptography to send clinical data is not an effective solution: in fact, in this ap-
proach, a decryption key is used to reconstruct the dataset far from the institution
that collected it before doing the analysis. We hypothesise in this study that Dis-
tributed Learning techniques are a good answer to this pressing issue [9].

It is well known that manyMachine Learning algorithms lead to convex optimi-
sation problems; if this is the case, as in our examples, the well-known Method of
LagrangeMultipliers offers a solution, for instance, via the dual ascent algorithm.
Interestingly, when a condition known as strong duality holds, together with addi-
tivity of the objective function, dual decomposition is possible and a form of paral-
lel, privacy-preserving learning can be achieved, as shown byDantzig andWolf [3].
Unfortunately, the dual ascent method is not very robust with respect to conver-
gence and is also quite demanding in terms of assumptions. In order to overcome
these limitations, the so called augmented Lagrangian was introduced, in which a
regularisation term is included, thus improvingboth the problem’s differentiability
and its convergence under milder assumptions. As a trade-off, separability is lost,
and with it, so is distributed learning. Recently, several authors (e.g., [4][2]) pro-
posed a novel approach forDistributed SVMs, inwhichDL across nodes is achieved
through the exchange of limited information, namely a (subset of) the problem’s
support vectors.While this approach gives good results by reducing the amount of
data being transferred, i.e. the communication overhead, amongnodes, it is not the
preferred approach inmedical environments. In this context, support vectors corre-
spond to patients data, which should not be shared for the aforementioned privacy
reasons. Among existing methods addressing the privacy issue, such as [8], [2], we
found the approach proposed by Boyd [1] particularly interesting for two reasons.
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First, it addresses the problem of Privacy Protection Distributed Learning with a
method that leaves all patient data, including both features and outcomes, safely
at the institution that collected them; this allows performing multi-centric stud-
ies even under the strictest privacy policy, either today or in the future. Second,
the method is general: different learning algorithms, all leading to a convex opti-
misation problem, can be implemented under the same framework: we successfully
experimentedSupportVectorMachines, L1 regularised linear regression (LASSO),
and Logistic regression.

In this paper we propose the implementation of a Distributed Learning solu-
tion to train predictive models without sharing clinical data by exploiting the
well-known Alternating Direction Method of Multipliers (ADMM) algorithm [1],
which is a technique used to solve convex optimisation problems in parallel. Al-
though several techniques handling similar problems have been proposed (see,
e.g. [14]), ADMM has been selected due to its generality: it can handle logistic
regression, L-1 regularised linear regression, or SVM.

2 Background

In this section we present the ADMM algorithm and we introduce the notion of
convergence in distributed learning algorithms. We advise the interested reader
to refer to [1][13][15] for an in-depth theoretical analysis.

2.1 Summarising Privacy Preserving Data Mining (PPDM)
through ADMM

A general convex model fitting problem, like the LASSO (L-1 regularised linear
regression), logistic regression or SVM, can be expressed as

minimize l (Aξ − b) + r(ξ) (1)

where ξ ∈ R
n is the vector of unknown parameters, A ∈ R

m×n is the feature
matrix (or a matrix that can be built from it and the label vector through
affine transformations), b ∈ R

m is the output (sometimes called labels) vector,
l : Rm → R

n is a convex loss function, and r : Rn → R is a convex regularisation
function.

We also add a further hypothesis, that both l() and r() are additive, and it
can be proved [13] that SVM’s, logistic regression and LASSO loss functions all
fall in this category, and that the typical regularisation functions, and namely
the norm-1, norm-2 and norm-∞ functions, are all separable in the sense above
described. This is crucial: if an objective function is not additive, i.e. commutative
and associative, then this solution cannot be pursued.
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Our examples all fall under the category of the global variable consensus with
regularisation problem:

minimize f(x) =

N∑

i=1

fi(xi) + g(z)

subject to xi − z = 0 i = 1, . . . , N

(2)

in which g(z) = λ‖z‖ is the regularisation term with parameter λ and the
N constraints enforce consensus among nodes. The ADMM iterations for this
problem, with augmented Lagrangian parameter ρ, are

xk+1
i := argmin

xi

(
fi(xi) + (ρ/2)

∥∥xi − zk + uk
i

∥∥2
2

)

zk+1 := argmin
z

(
g(z) + (Nρ/2)

∥∥z − xk+1 − uk
∥∥2
2

)

uk+1
i := uk

i + xk+1
i − zk+1

(3)

The algorithm amounts to a Gauss-Seidel pass for x− and z− updates, fol-
lowed by a dual u−update performed via gradient ascent. The x−update can be
performed in parallel on all the involved nodes and then the other two updates
happen at a Master, i.e. central level, for consensus.

By exploiting results from the Proximity Operators theory, the iterations (3)
can be further simplified according to the structure of the regularisation term,
as in the computation schema for for Support Vector Machines (L2 regularised):

xk+1
i := argmin

ξ

(
1T (Aiξ + 1)+ + (ρ/2)

∥∥ξ − zk + uk
i

∥∥2
2

)

zk+1 :=
Nρ

(1/λ) +Nρ

(
xk+1 + uk

)

uk+1
i := uk

i + xk+1
i − zk+1

(4)

A similar approach can be used for Logistic Regression and LASSO.

2.2 Convergence

When the f and g functions are closed, proper, and convex, and the extended
Lagrangian L0 has a saddle point, we have (proof can be found in [1]):

(a) Residual Convergence rk = xk − xk → 0 as k → ∞, meaning that consensus
is eventually achieved.

(b) Objective convergence f(xk)+g(zk) → p∗ as k → ∞: the iterations converge
toward the unique optimal point.

(c) Dual variable convergence uk → u∗ as k → ∞, where u∗ is a (scaled) dual
optimal point.



Distributed Learning to Protect Privacy in Multi-centric Clinical Studies 69

Stopping Criteria. The stopping check is performed at the Master level, as
follows:

The ‖rk‖2 and ‖sk‖2 quantities are obtained from

‖rk‖22 =

N∑

i=1

‖xk
i − xk‖22 and ‖sk‖22 = ‖xk − xk−1‖22 (5)

and the εpri and εdual are defined as

εpri :=
√
n εabs + εrel max

{∥∥xk
∥∥
2
,
∥∥−zk

∥∥
2

}

εdual :=
√
n εabs + εrelρ

∥∥uk
∥∥
2

We stop the iterations when

∥∥rk
∥∥
2
≤ εpri and

∥∥sk
∥∥
2
≤ εdual (6)

Reasonable values for εrel are usually in the range 10−4 − 10−3, while the
value of εabs is problem-dependent.

From an analysis of the stopping conditions, we see that the first one com-
putes the standard deviation among nodes, thus enforcing consensus; the second
one computes the difference between the models obtained by two consecutive
iterations. Asking that both quantities are small is equivalent to checking that
consensus achievement does not happen at the cost of an excessive suboptimality.

It should also be noted that the method guarantees convergence to the optimal
solution, and that this solution is the same that would have been obtained had
all the data been consolidated at the same site; alas, convergence is generally
not fast. On the other hand, the first ten iterations usually lead close to final
solution; depending on the problem at hand, a balance can then be found between
accuracy and time complexity.

3 Infrastructure

In the proposed approach, software agents, called Slave Nodes (SN) are sent
to each hospital, train on local data and exchange part of the results with an
external arbiter, called the Master Node (MN). The MN collects all the results,
calculates new coefficients and sends them back to SNs. The computation is
performed and after a finite number of cycles, all the Slave Nodes converge to
the same result. It should be noted that the exchanged parameters do not allow
in any case, from a mathematical point of view, the derivation of any information
about any single patient. The general schema of interactions is shown in Figure 1.
In a first step (top left) nodes calculate the vector X at time t+1 by considering
X(t), z(y) and y(t). After computation, X(t + 1) is sent to the Master node
(top right). Master is now able to calculate z(t + 1) and u(t + 1) (top right),
and returns z(t+1) and u(t+1). Finally, the value of t is incremented, and the
process is repeated until the stopping criteria are satisfied.
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Fig. 1. The general schema of interactions between Master and Nodes

4 Empirical Analysis

Our experimental analysis is aimed at investigating the adaptation proposed by
Boyd et al. [1], in terms of convergence and performance, with regards to the
number and type of clinical variables included in the model.

In order to evaluate the performance on different optimising engines, we de-
veloped three different implementations of the Distributed SVM: namely in R,
Mathematica and MATLAB. Implementations were tested on 5,542 simulations,
on the R implementation1. Each simulated study was different and data was ran-
domly generated 2. Concerning the statistical distribution of clinical variables,
we considered a single clinical outcome with two classes, i.e., survived versus
dead. For each centre and for each computation we defined a random number
M of clinical cases (called sample points) and an arbitrary number of K inde-
pendent clinical variables (covariates), defining a K−dimensional space. Given
a centre, the jth clinical case is a t-uple built as:
{Class, V1, V2, ...., VM} where Class = {−1,+1} is the clinical outcome (i.e. 1
= survived, -1 = dead) and the generic Vj is the clinical variable (independent
variable, or covariate) which has value:

OClass
j = N(N(Class, sd2), sd1) (7)

1 R implementation can be found at https://github.com/kbolab/pancabbestia.git
2 Data used for the experimental analysis are available at:
http://helios.hud.ac.uk/scommv/storage/csvData.tar.gz

https://github.com/kbolab/pancabbestia.git
http://helios.hud.ac.uk/scommv/storage/csvData.tar.gz
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Fig. 2. Cross Correlation Matrix built using the Pearson correlation method

where N(μ, σ) is a normal distribution with mean and standard deviation μ
and σ, respectively. In our analysis, sd1 is a factor introduced to have different
levels of linear separability of the space, and sd2 is used to reproduce the presence
of significantly different statistics, for a feature, across sites (i.e., a bias due to
different patient population across the nodes). Both sd1 and sd2 were obtained
by a uniform distribution probability: in our case sd1 = Unif [0.5, 0.9] and sd1 =
Unif [0, 0.5]. This cited model built the clinical variables independently but not
identically distributed.

Used optimisers are the optimx package for R [12] (which itself includes a
large number of optimisers), CVS for MATLAB [5,6] and the embedded Quasi-
Newton Methods in Mathematica. In our experimental analysis we considered,
for each computation, the following features:

number of nodes: uniformly distributed between 2 and 10. It represents the
number of hospitals involved in computation;

number of features: an integer, taken from a uniform distribution from 2 to
10;

sd1, sd2: the previously introduced factors for controlling the population of con-
sidered hospitals.

ρ, α, λ: uniformly distributed between 1.2 and 1.8. These parameters control
the convergence speed of the DL mathematical model;

number of samples per nodes: uniformly distributed from 50 to 500. It rep-
resents the simulated number of patients per hospital. Per our experience
these cover small to large university hospital for rectal cancer.
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The experimental analysis is focused on computations that converge within
2,000 iterations, which means 4882 experiments (660 experiments took more
than 2,000 iterations). Results are shown in Figure 2. According to such results,
the feature which can play a significant role seems to be the number of covariates,
or clinical variables, which affects both accuracy of final model and the number
of interactions needed to converge. Also, the number of clinical variables plays
an important role, in particular in terms of the number of iterations. This means
that a statistical analysis based on a backward elimination for covariates selection
seems to be a costly strategy in terms of time. Attention should be thus be paid
to feature selection, possibly by applying a forward selection or more advanced
techniques, such as [16][10].

5 Discussion

The performed analysis allows us to derive interesting insights:

– policies about Internet connections are very heterogeneous among different
hospitals. In most cases, with the exception of a VPN, hospitals do not accept
connections from external Internet site, including for research or clinical
activities purposes. Moreover, a VPN connection can be slow and unstable.
On the other hand, almost all hospitals allow web browser connection, so an
HTTP connection can be a good solution both for the accessibility of the
channel and the availability of technology to work with. The problem of “one
way” data, in a context of web-technologies, can be solved by polling from a
client located inside the hospital towards a web server, which manages the
messages between nodes. This solution, while apparently solving all issues,
is time consuming, because an infrastructure based on a polling strategy in
normally slower than an asynchronous one, and generates a lot of redundant
network traffic.

– R, Mathematica and MATLAB work well as computation engines, but they
show inhomogeneous performances as optimisers. Differences in performance
can be significant [15][11]. This can affect convergence in terms of both effi-
cacy and efficiency.

– In a distributed learning scenario, the Data Manager has a different role
than his current one. In particular, he is no more in charge of evaluating and
manipulating data directly. Although such activities are still important and
can not be avoided, in a DL scenario they should be guaranteed in a different
way. Distributed Learning can effectively solve the problem of privacy, but it
poses new challenges regarding lexical/syntactic/semantic data check, con-
sensus about the ontology, identification of statistical biases among centres,
which still have to be solved.

Finally, we investigated the critical issues of a proposed DL architecture, by
also testing some simple proofs of concept. A first set of tests was made by
running the algorithm developed in Mathematica on a VPN, simulating compu-
tation among 4/5 nodes. Then we implemented the same framework in PHP, in
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Fig. 3. A general architecture of technologies used (left), and a simplified sequence
diagram regarding message exchanging to begin a calculus (right)

order to experiment a web-based implementation and shed some light on weak-
nesses. Figure 3 shows the implemented nodes structure. Node#2 plays the role
of master. Despite the different roles in computation, the nodes structure is the
same. Differences arise in the web-technologies integrating different scripts writ-
ten in R. Right part of Figure 3 shows a simplified sequence diagram regarding
message exchanging needed to begin a calculus. (1) the master asks to Node#3
and Node#1 if they are available for a computation, and waits for a response.
Message (1) forces Nodes #3 and #1 to change state to S1; they therefore be-
come slave nodes, and prepare the environment for the computation. Finally,
they move autonomously to state S2, which means “ready for computation”.
Once the master has received all the “ok” from recruited slaves (2), it changes
its state to M1, in order to calculate vectors U and Z. Then, the master goes into
state M2, sends the calculated vectors (3) and waits for answers. Slaves receive
(3), move to state S3, in which they calculate their own X vectors, and at the
end they send back X to the master using the message (4). Master gets back all
X from slaves, and turns again to state M2 to calculate the new vectors, Z and
U , for the second iteration.

6 Conclusion

Modern medical technologies are making a large and always increasing amount of
information available about patients. On the one hand, this potentially allows us
to gain a better understanding of causal relations between observed variables. On
the other hand detecting such casual relations needs large patients data in order
to perform reliable and meaningful investigations. Since each hospital only treats
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a limited number of patients, multi-centric studies are more and more common.
Multi-centric studies raise a number of issues, mainly related to the way in which
patients data are collected, merged and shared. In particular, privacy of patients
is an important factor that must be guaranteed. Several countries are currently
studying quite restrictive laws to protect patients privacy. Given this context,
avoiding privacy-related issues, but still being able to exploit multi-centric data,
is possible by using distributed learning techniques.

In this paper, we introduced and empirically tested a distributed learning
approach, based on the ADMM algorithm. The proposed technique allows one
to train algorithms without sharing any patient-related information, therefore
ensuring privacy and avoiding the development of tools to merge patients at a
central site. Our experimental analysis, performed on a large set of simulated
data, showed the importance of the number of covariates, with regards to number
of iterations for convergence and performance. Finally, we discussed the critical
parts of the architecture that can support this sort of distributed learning com-
putations.

Future works include the development of the required large IT infrastructure
for using the distributed learning approach in real-world multi-centric studies.
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Abstract. Considerable amounts of data are continuously generated by
pathologists in the form of pathology reports. To date, there has been
relatively little work exploring how to apply machine learning and data
mining techniques to these data in order to extract novel clinical rela-
tionships. From a learning perspective, these pathology data possess a
number of challenging properties, in particular, the temporal and hierar-
chical structure that is present within the data. In this paper, we propose
a methodology based on inductive logic programming to extract novel
associations from pathology excerpts. We discuss the challenges posed by
analyzing these data and discuss how we address them. As a case study,
we apply our methodology to Dutch pathology data for discovering pos-
sible causes of two rare diseases: cholangitis and breast angiosarcomas.

1 Introduction

The nationwide network and registry of histo- and cytopathology in the Nether-
lands (PALGA) aims to facilitate communication and information flow within
the field of pathology and to provide information to others in health care.
PALGA began collecting pathology reports generated in The Netherlands in
1971 and has complete coverage of all pathology laboratories in both academic
and non-academic hospitals in The Netherlands since 1991 [3]. Currently, its
database contains approximately 63 million excerpts of pathology reports, which
are coded using a variant of the SNOMED classification system that was origi-
nally developed by the College of American Pathologists [5]. Each year, approx-
imately three million excerpts are added.

The pathology database provides a rich data source for answering medically
relevant questions, usually in the form of testing associations between concepts
in the data like diagnoses, morphology, etc. This currently leads to roughly 25
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to 30 publications per year. Typical examples that use the PALGA data include
studying incidence of rare diseases (e.g., Brenner tumours of the ovary), as well
as mortality of diseases, co-morbidities, and cancer. However, using data mining
and machine learning techniques to find completely novel associations, instead
of testing predefined hypotheses, is completely unexplored with this data. The
sheer size of the data presents significant opportunities to find medically relevant
associations by mining the data.

It is well recognized in the literature that medical data is one of the most chal-
lenging types of data to analyze [4]. Typical challenges associated with medical
databases include their sheer volume and heterogeneity, inconsistencies, selec-
tion biases, and significant amounts of missing data. In this paper, we discuss
the specific challenge of how to effectively cope with the specific structure (e.g.,
relationships, time dependencies, hierarchies, etc.) present in pathology data.
Structure within data can be beneficial as it may be exploited during learning,
however, standard data analysis techniques typically assume the data are flat.

In this paper, we focus on discovering novel associations within pathology data
using inductive logic programming (ILP) techniques. Using an inductive logic
programming approach provides several benefits compared to both propositional
machine learning approaches (e.g., decision trees, rules sets, etc.) and traditional
pattern mining approaches (e.g., association rule mining, sequence mining, etc.).
Propositional machine learning approaches require that each example is defined
by a fixed-length feature vector. For the PALGA data, it is non-trivial to define
such a feature set because different patients can have different numbers of entries
in the database. The relational nature of ILP allows us to avoid this problem by
simply creating one fact for each entry in the database. Furthermore, it is well
known that by introducing the appropriate background knowledge, ILP can more
naturally capture the hierarchical organization of the codes [14,16] compared to
both propositional learners and pattern mining.

2 Description of the Data

In this section, we present two case studies and the structure of the data.

2.1 Case Studies

The goal of this work is to investigate whether it is possible to automatically
extract useful relationships between pathologies. In particular, we are interested
in finding possible causes of certain pathologies. In collaboration with pathol-
ogists, we selected two case studies to evaluate the techniques proposed in the
remainder of this paper. The first case study deals with cholangitis, which is an
inflammation of the bile ducts. The second case study aims to learn associations
with breast angiosarcomas, which is a tumour in the walls of blood vessels. For
both cases studies, we obtained data from patients who were diagnosed with
these diseases. As controls, we obtained data from patients with colitis ulcerosa
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Fig. 1. Hierarchy of the primary sclerosing intrahepatic cholangitis (PSC) code

and Crohn’s disease for cholangitis, and patients with angiosarcomas not in the
breast and neavus mamma for breast angiosarcomas. We also acquired data
representing a general population to avoid a selection bias.

2.2 Hierarchical Coding

The data consist of diagnoses from excerpts of pathological reports that are
coded based on the SNOMED classification system. Each diagnosis consists of
multiple codes including at least the topography (i.e., location), the procedure
for obtaining the material, and a finding (i.e., pathological morphology or diag-
nosis). For example, a particular instance of colitis ulcerosa may be coded by
the following code: colon,biopsy,colitis ulcerosa.

The coding poses significant challenges. First, the number of codes per di-
agnosis varies. For example, there may be multiple topographies such as colon
and duodenum as well as multiple morphologies within the same diagnostic rule.
Combinations of codes are also relevant. For example, skin (T01000) and breast
(TY2100) should be interpreted as skin of the breast. Also, combinations of to-
pographies and morphologies are important. For example, angiosarcoma of the
breast may be coded by TY2100, T01000 (skin of breast) and M91203 (angiosar-
coma). Moreover, a code itself can contain a hierarchical structure as is illus-
trated in Figure 1. Exploiting the structure within a code is a key challenge.

3 Background on Inductive Logic Programming

In this section, we give some background on sequential data mining using ILP.

3.1 First-Order Logic and Logic Programming

First-order logic (FOL) is a formalism to represent objects and their relations in
a structured format. Due to its expressiveness, FOL is widely used in machine
learning applications. This project only requires a subset of FOL, limiting the
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alphabet to three types of symbols. Constants (e.g., a diagnosis di), referring
to specific objects in the domain, start with a lower-case letter. Variables (e.g.,
Patient), ranging over objects in the domain, are denoted by upper-case letters.
Predicates p\n, where n is the arity (i.e., number of arguments) of the predicate,
represent relations between objects.

Given these symbols, several constructs can be defined: atoms p(t1, ..., tn),
where each ti is either a constant or a variable; literals, i.e., an atom or its nega-
tion; clauses, a disjunction over a finite set of literals; and definite clauses, i.e.,
clauses that contain exactly one positive literal. Definite clauses can be written
as an implication B ⇒ H. The body B consists of a conjunction of literals, whereas
the head H is a single literal. Variables in definite clauses are presumed to be
universally quantified. For example, the rule diagnosed(Patient, carcinoma)⇒
diagnosed(Patient,angiosarcoma) states that if a Patient has been diagnosed
with a carcinoma, he or she has also been diagnosed with an angiosarcoma.

In the following, clauses are given a logic programming semantics. In brief, a
logic programming engine first replaces each variable by an object of the vari-
able’s domain. Then, the engine checks whether the resulting instantiation of
the head of the rule is true if the instantiation of the body is true. In this case
the rule is said to cover an example (i.e., a set of variable instantiations). The
coverage of the rule is the number of examples covered.

3.2 Inductive Logic Programming

Inductive logic programming (ILP, [9]) aims to learn hypotheses for a given
concept. More formally, we define ILP as follows:

Given: A concept C, a background knowledge K, a language specification L, an
optional set of constraints I, a non-empty set of positive examples E+ of C
(i.e., examples of C), and a set of negative examples E− of C (i.e., examples
of not C).

Learn: A set of clauses S, in the form of a logic program, that respects the
constraints I and covers all of the positive examples in E+ and none of the
negative examples in E−.

ILP is well-suited to be used in this medical setting as it yields interpretable
rules and allows a user to iteratively narrow down the search space by defining
background knowledge K and constraints I on acceptable hypotheses.

3.3 Aleph

We use the Aleph ILP system to learn the hypotheses [12]. The system iteratively
learns first-order definite clauses from positive and negative examples.

To learn a clause, Aleph proceeds as follows. First, it randomly picks a pos-
itive example, which is called the seed example, and searches the background
knowledge for facts known to be true about the seed (saturation step). The
system combines these facts to construct the most-specific clause that covers
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Fig. 2. Overview of our method for extracting knowledge from PALGA data using ILP

the seed (i.e., the bottom clause). Second, Aleph generalizes these facts as the
generalizations of facts explaining the seed might also explain other examples
(search step). Typically, Aleph employs a breadth-first search that considers the
shortest clauses first. From these clauses, the system works its way through the
search space in a general-to-specific manner towards the bottom clause. The
search process can be further constrained by bounding the clause length and the
number of clauses that should be tested.

Several metrics exist to evaluate each generated clause. Usually, these metrics
try to capture how well the clause discriminates between positive and negative
examples. A commonly used metric for this purpose is the m-estimate [8], which
is a smoothed ratio between the number of positive examples covered and the
total number of examples covered (i.e., the precision of the clause).

Aleph’s global search strategy affects how it proceeds from one iteration to
another. One commonly used strategy is the “cover-removal” approach which
removes all positive examples that are covered by a previously learned clause
from the set of positive examples. Hence, successive iterations focus on learning
rules that apply to currently uncovered examples (i.e., none of the learned rules
covers them). Another approach is to use every positive example as a seed once
such that more rules are learned.

4 Empirical Evaluation

4.1 Methodology

More formally, we address the following learning task in this paper:

Given: A disease of interest dt, SNOMED-structured patient records, and hi-
erarchical domain knowledge.

Learn: Novel associations in the data that provide clinical experts with new
insights about disease dt.

In the following, we discuss the steps taken to address this task. Figure 2
provides a schematic overview.

Sampling the Medical Database. Our approach requires two samples of the
database. We extract positive examples from a sample Sp, which are patients
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Table 1. The records of a patient X

Patient ID Date Diagnosis

X 06/06/2011 T67000—P11400—T67000M40030

X 22/06/2011 T56000—P11400—P30700—T56110M45000E00010—M55800

who suffer from the target disease dt, and negative examples from a sample
Sn, which are patients who have not been diagnosed with dt. While Sp mainly
consists of patients who have been diagnosed with dt or a strongly related disease,
Sn represents the general population. This approach avoids a selection bias that
could make it harder to discriminate between positive and negative examples.

Extracting Examples. An example corresponds to a patient pi’s records. If a
patient pi was diagnosed with dt at a time ti, we label the example as positive
and add a ground fact dt(pi, ti) to the set of positive examples. We add all
diagnoses di of pi at time tj < ti (i.e., before the first diagnosis of the target
disease) as background knowledge as ground facts diagnosis(pi, normDi, tj).

While each diagnosis di is a highly-structured sequence of codes, we need to
normalize the sequence to normDi. Our normalization procedure sorts the codes
alphabetically and ensures they were entered consistently. While not essential,
this procedure allows to more easily detect duplicate diagnoses, which avoids
learning hypotheses consisting of multiple atoms describing the same diagnosis.

We construct the negative examples in a similar way. We search Sn for patients
pj who have never been diagnosed with the target disease dt and add a ground
fact for each such patient to the set of negative examples.

We now illustrate this process for the records of a patient X, which are shown
in Table 1, to learn rules about cholangitis. We search X’s records chronologically
for codes corresponding to cholangitis. The second record, which dates from 22
June 2011, mentions the code T56110M45000E00010 referring to primary scle-
rosing cholangitis. Hence, we label X as a positive example and add the following
fact to the set of positive examples: cholangitis(x, 22/06/2011). In addition,
we add all X’s records that were recorded before 22 June 2011 as background
knowledge. For this example, we generate the following three ground facts:
diagnosis(x, M40030T67000, 06/06/2011), procedure(x, P11400, 06/06/2011),
and topography(x, T67000, 06/06/2011).

Adding Background Knowledge. To exploit the structure of the data during
learning, we add a hierarchy of codes as background knowledge, which we provide
as a set of clauses (see Figure 1). For example, the clause diagnosis(P, normDj, T)
⇒ diagnosis(P, normDi, T) specifies that diagnosis di is more general than di-
agnosis dj. This approach allows us to learn more generally applicable rules.

Configuring and Running Aleph. Aleph has many parameters that influence
the number of learned clauses. If configured too strictly, it learns no clauses at all. If
configured too loosely, it learns many uninteresting clauses which makes manually
inspecting the learned clauses a slow and tedious process.
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Table 2. The top-five rules for cholangitis with their coverage of positive and negative
examples, and m-estimate. The abbreviated notation is explained in the text.

Rule |E+| |E−| m-est.

brush ∧ colon ∧ no tumour ⇒ cholangitis 55 0 0.90
extra hepatic bile duct ∧ liver ∧ no abnormalities ⇒ cholangitis 51 0 0.90
brush ∧ liver ∧ no tumour ⇒ cholangitis 50 0 0.89
ductus choledochus ∧ colon ∧ no tumour ⇒ cholangitis 50 0 0.89
ductus choledochus ∧ colon ∧ no abnormalities ⇒ cholangitis 45 0 0.89

The following parameters highly influence the number of generated clauses:
minpos denotes the minimum number of positive examples that a clause must
cover, noise denotes the maximum number of negative examples that a clause
can cover, and minacc denotes the minimum precision (i.e., the percentage of
covered examples that should be positive).

As a global search strategy, the induce max setting is a good choice when
performing knowledge discovery as it picks each positive example as the seed
once. Hence, it generates more clauses and ensures that the order in which the
seeds are picked does not influence the clauses that are learned. The explore

parameter forces Aleph to continue the search until all remaining elements in
the search space are definitely worse than the current best element [12].

Scoring the Learned Clauses. We sort the clauses according to their coverage
of positive examples. In case of a tie, we sort the clauses according to their m-
estimate. This approach allows us to easily discover and inspect the top clauses.

4.2 Experimental Results

We applied the above methods to both case studies. For cholangitis, we con-
structed 1,292 positive examples from Sp1 containing 402,939 records of 78,911
patients. For angiosarcoma of the breast, we constructed 303 positive examples
from Sp2 containing 28,557 records of 14,424 patients. We constructed 7,958 neg-
ative examples for cholangitis and 7,963 negative examples for angiosarcoma of
the breast from Sn containing 53,439 records of 7,963 patients.

Running Aleph with a minpos of 10, a minacc of 0.5, and noise values of
10, 50, and 100 resulted in a total of 6,775 rules for cholangitis, and 945 rules
for angiosarcoma of the breast. Among the best-scoring rules, there are several
examples where the background knowledge capturing the hierarchical structure
was used to construct rules. For example, a high-scoring rule for cholangitis is:

diagnosis(P, auto-immune disease, T1) ∧ topography(P, liver, T2) ∧
morphology(P, fibrosis, T3) ⇒ cholangitis(P, T )

where T1, T2, T3 < T . While “auto-immune disease” does not explicitly appear in
the data, Aleph used the background knowledge to derive it as a generalization
of the more specific code “auto-immune hepatitis”.
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Table 3. The top-five rules for cholangitis after feedback from the pathologist with
their coverage of positive and negative examples, and m-estimate

Rule |E+| |E−| m-est.

liver ∧ colitis ulcerosa ⇒ cholangitis 91 6 0.87
cholestasis ∧ colon ⇒ cholangitis 30 0 0.87
cirrhosis ∧ external revision ⇒ cholangitis 25 0 0.86
auto-immune hepatitis ⇒ cholangitis 49 3 0.85
cirrhosis ∧ fibrosis ⇒ cholangitis 31 1 0.85

We presented the 50 top-scoring rules containing at least one morphology
or diagnosis to a gastro-intestinal specialist of the Radboud University Medical
Centre in The Netherlands. Table 2 presents the top-five rules for cholangitis
using a shorthand notation. For example, the first rule corresponds to:

procedure(P, brush, T1) ∧ topography(P, colon, T2) ∧
diagnosis(P, no tumour, T3) ⇒ cholangitis(P, T )

where T1, T2, T3 < T .
The specialist confirmed that the high-scoring rules are in accordance with

existing medical knowledge. In particular, as expected, rules for cholangitis are
related to inflammatory bowel diseases and rules for angiosarcoma of the breast
are related to breast cancer. Yet, for finding novel disease associations, we iden-
tified three limitations. First, there is a large number of rules that can be found
within the data, which makes medical validation challenging. Second, some of
the high-scoring rules are irrelevant because they are, for example, an artifact
of diagnosis by exclusion (e.g., no tumour, no abnormalities). For example, the
method of obtaining the sample (e.g., brush) is predictive but medically irrel-
evant. Third, for exploratory data analysis, it is only of interest which other
morphologies occur before the diagnosis of interest. Repetition of the same mor-
phology or diagnosis leads to a large number of rules, which may only differ in,
for example, location.

The interpretability of ILP-learned rules facilitates the interaction with and
feedback from domain experts. Inspired by the above limitations, we added a
post-processing step by removing rules containing particular codes (e.g., no tu-
mour) and rules for which there are higher-scoring rules that contain the same
morphology or diagnosis. For the cholangitis case study, this results in a list of
only 30 rules that cover at least 10 positive examples. Table 3 presents a few of
the best-scoring rules using the same shorthand notation as in Table 2. Some of
the associations, such as the strength of the association between Crohn’s disease
and cholangitis (with 16 positive and no negative examples), were considered
surprising and warrant further investigation.

4.3 Comparison with Sequential Pattern Mining

Sequential pattern mining is an alternative to the proposed ILP approach. We
applied several sequential pattern mining variants to the cholangitis case study
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(i.e., CMRules, RuleGrowth, ERMiner, TNS, and TopSeqRules), using the data
mining framework SPMF [6]. To do so, we used sample Sp1 to construct sequences
of diagnoses of patients who have been diagnosed with cholangitis. Each patient
corresponds to one sequence, while each record corresponds to an itemset in the
sequence. We only consider the records up until the first diagnosis of cholangitis.

Running the rule mining algorithms yields 389 distinct rules. However, the
post-processing procedure from the previous section retains none of these rules.
Inspecting the rules before post-processing, allows us to identify three limitations
of propositional mining algorithms: (i) no abstractions are found using these
algorithms, which makes the rules less interpretable, (ii) many of the rules found
are irrelevant for a specific disease of interest (e.g., the rule liver => biopt),
and (iii) no specific rules for cholangitis are discovered.

5 Conclusions

In recent years, there has been considerable interest in extracting knowledge
from the data collected in electronic health records (EHRs), though it is recog-
nized that there are considerable challenges involved [7,10]. Nonetheless, several
attempts have been made to mine the EHR, typically used for predictive mod-
elling, e.g., in order to support clinical decisions or for the identification of risk
factors [1,2,13,15]. However, exploratory data mining to find novel relationships
between diseases is something which has not been studied as far as we are aware.

This paper presented a case study of applying inductive logic programming
(ILP) to extract interesting rules from a pathology data set. This paper posited
that ILP is particularly suited to this task for three reasons. First, is its ability
to handle structure such as the hierarchical organization of diagnosis codes and
time. This not only allows improving the learning process, as in [11], but also to
abstract from specific codes to more abstract ones. Second, ILP returns inter-
pretable rules which facilitate an iterative mining process with domain experts.
Third, ILP is a discriminative approach so it can focus its discovery efforts on
target variables of interest. In the case studies, we found that ILP was able to
exploit the structure in the data and that it produced more meaningful pat-
terns than sequential pattern mining. Furthermore, we illustrated how we were
able to revise the mining process based on the feedback of a domain expert.
In the future, we will continue to explore adding additional domain knowledge
to further guide the search process. Finally, rules considered interesting by the
medical experts will be verified using traditional statistical methods to make
them acceptable to the medical literature.
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LNCS (LNAI), vol. 4701, pp. 798–805. Springer, Heidelberg (2007)

http://www.philippe-fournier-viger.com/spmf


What if Your Floor Could Tell Someone

You Fell? A Device Free Fall Detection Method

Roberto Luis Shinmoto Torres(�), Asanga Wickramasinghe, Viet Ninh Pham,
and Damith Chinthana Ranasinghe

Auto-ID Lab, The University of Adelaide, Adelaide, SA 5005, Australia
roberto.shinmototorres@adelaide.edu.au

Abstract. Falls in the home environment are a serious cause of injury
in older people leading to loss of independence and increased health re-
lated financial costs. In this study we investigate a device free method
to detect falls by using simple batteryless radio frequency identification
(RFID) tags in a smart RFID enabled carpet. Our method extracts in-
formation from the tags and the environment of the carpeted floor and
applies machine learning techniques to make an autonomous decision re-
garding the posture of a person on the floor. This information can be
used to automatically seek assistance to help the subject and decrease
the negative effects of ‘long-lie’ after a fall. Our approach does not re-
quire video monitoring or body worn kinematic sensors; hence preserves
the privacy of the dwellers, reduces costs and eliminates the need to re-
member to wear a device. Our results indicate a good performance for
fall detection with an overall F-score of 94%.

Keywords: Falls detection · Passive RFID · Ambient assisted living ·
Dense sensing

1 Introduction

Falls among older population is a very significant healthcare issue. Falls are major
cause of injuries and can severely reduce life expectancy if the person is lying
on the ground for more than an hour (long lie) after falling [19,18]. Moreover,
the cost associated with falls for medical expenses in 2012 was US $30 billion
and this annual cost is expected to reach US $67 billion by 2020 [6]. In a recent
extensive study conducted in two Canadian long-term care facilities over three
years, Robinovitch et al. [21] recorded 227 falls from 130 subjects and identified
the most frequent causes of falls as incorrect weight shifting (41%), tripping or
stumbling (21%), hit and bump (11%) and loss of support (11%).

Several approaches have been developed for detecting falls, these can be di-
vided into body worn sensors [3,17,2], environmental sensors [16,20,4,15,22] and
hybrid approaches [10]. The problem with most worn sensor approaches is the
size of the sensors and body straps for attachment that can be inconvenient for
the user. In the case of environmental approaches some studies are based on
video monitoring which has raised privacy concerns [8].

c© Springer International Publishing Switzerland 2015
J.H. Holmes et al. (Eds.): AIME 2015, LNAI 9105, pp. 86–95, 2015.
DOI: 10.1007/978-3-319-19551-3_10
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Alternative approaches using floor based sensing technologies have been devel-
oped such as that of Klack et al. [15] where multiple sensors and micro-controllers
are embedded into the solid floor; however, this study is yet to report falls de-
tection performance results. The study of Braun et al. [4] presented an arrange-
ment of capacitive proximity sensors able to detect a person lying on the floor;
nonetheless, similar to the previous method, no results on performance have
been reported. The study of Werner et al. [22] used accelerometers mounted on
the floor in order to detect possible falls using floor vibrations, this method was
tested only with mannequins and has a processing delay of 30 s to issue an alarm;
this demands large storage of data prior to processing which is not practical for a
memory and power constrained stand-alone deployment such as using an RFID
reader as falls detector.

In contrast, we propose and evaluate an approach to instrument the floor
that does not utilize battery powered kinematic sensors but uses the capabil-
ities and reported data from batteryless radio frequency identification (RFID)
tags integrated into floor carpeting to detect a fall. We employ machine learning
techniques in order to obtain predictions of falls from the observed RFID tag
signals. These batteryless RFID tags are paper thin and can emit signals, po-
tentially indefinitely, without maintenance. We also use the extensive study of
Robinovith et al. [21] and the detailed video data on actual falls of older people
to design our experimental study to ensure the validity of our results. The main
contributions of this study are: i) design, develop and test a smart RFID tag
integrated carpet (smart carpet) that is capable of detecting falls with minimum
delay; ii) construct a machine learning based method that requires no more post-
processing than sorting and averaging tag signals and therefore fast and efficient
to implement on simple embedded systems; and iii) evaluate the approach with
simulated falls following specific falling instances from older people as captured
in the detailed recent study conducted over three years by Robinovith et al. [21].

The rest of the paper is organized as follow, Section 2 describes our techno-
logical approach, Section 3 refers to our experimental methodologies used in the
trial, Section 4 shows our results and discussion and future work are presented
in section 5.

2 Device Free Approach

2.1 Technology

The objective of our instrumented carpet approach is to obtain human motion
patterns which are reflected in data variations using RFID technology. We use
RFID, a wireless technology capable of precisely identifying objects and peo-
ple autonomously; basic components of modern RFID platforms are RFID tags,
readers and antennas and backend systems [13]. Passive RFID tags are battery-
less and use the radio frequency (RF) energy radiated from the reader antennas
to power its circuitry and return a signal encoded with a digital identification
code. In our proposed application RFID tags are integrated into a floor carpet.
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Fig. 1. Overall experimental setting. (a) RFID tag. (b) Smart carpet with embedded
RFID tags. (c) Temperature map of average RSSI readings per tag for a 4 hour trial
in an empty room showing the different levels of power received from the smart carpet
tags. (d) Temperature map over a 0.5 s duration indicating the location (red circle) of
a person walking where the large white space are tags occluded by the person while
other white spaces are unread tags.

The smart carpet has a three layered structure (see Figure 1(b)). The top
layer is a commercially available 3mm nylon carpet. The middle layer consists
of RFID tags placed within two sheets of 0.5mm plastic to hold the tags in
position, and for convenience, the bottom layer is a 3mm anti-slip polyester
sheet. The nylon carpet and the polyester sheet are selected based on their
dielectric characteristics and experimental evaluation of the structure to ensure
that the tags can be read at least 2m from the antenna. This design not only
cloaks the tags but also mimics a real-world deployment as RFID tags are not
directly exposed but integrated into the carpet.

The RFID tags are the most important part of our smart carpet. The design
of the RFID tag antenna and the RFID chip used determine the read range and
supported capabilities of the tag, including compliance for RFID communication
protocols such as ISO-18000-6C [11]. We selected the Smartrack FROG 3D1 tag
(see Figure 1(a)) from commercially available RFID tags not only due to its
operational range (> 6m when covered by 3mm plastic) but also due to its
orientation insensitivity with respect to the RFID reader antenna.

The tag layout is important as it determines: i) the amount of information
available for identifying falls; and ii) time taken to inventory all the tags in a
given area and subsequently determine the latency of the fall detection approach.
We placed tags at 15 cm intervals between tag centers in both horizontal and
vertical directions to form a grid as shown in Figure 1(b). This layout is selected
as the average width of a human (chest depth) is around 24 cm [9]; thus we
ensure that at least one tag will be completely occluded by the human body
even when a person is lying on their side. Furthermore, this tag layout requires
378 (14×27) tags to monitor an 8m2 (2m×4m) area. The cost of each tag is less

1 https://www.smartrac-group.com/frog-3d.html

https://www.smartrac-group.com/frog-3d.html
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than US $0.50 making this deployment inexpensive to implement (although the
cost of the present RFID infrastructure, i.e. 2 antennas and a reader is about
US $1600.00, this cost is not recurrent and is also reducing over time [1]).

As shown in Figure 1, we utilized two RFID reader antennas placed 2.65m
above the ground in opposing directions, angled approximately 30◦ to the hor-
izontal plane and pointed towards the ground and an Impinj Speedway R-420
(Firmware version: 5.2.1) RFID reader. From every observed RFID tag we ob-
tain its identification code, the antenna that read the tag and the received signal
power indicator (RSSI) of the tag signal. This value of reported RSSI from each
tag is of interest as it represents the strength of the signal reflected from the
tag captured by the reader antenna [13]; this value is dependent on the distance
(inversely proportional to its fourth power) and given that tags and antennas
are fixed, variations of RSSI can provide information related to physical activity
in the vicinity of the tag and reader antennas.

2.2 Classifiers

Given that we are only interested in identifying if a person has fallen, we focus
on a simplified binary class casting of our classification problem. Hence we build
a predictive model to determine if a set of RFID tag observations is a Fall or
a No-fall. In addition, less complex models are simpler and faster and can be
eventually integrated into an RFID reader itself.

For this study, we focus on a pair of distinctly different classifiers that are easy
to deploy and embed in the limited resource hardware of an RFID reader. In par-
ticular, we consider the linear SVM, a method that finds the optimal separating
hyperplane that maximises the margin between two convex sets of classes [7],
and decision trees (DT), a method that predicts a label based on learnt decision
rules from the input features. Although methods such as conditional random
fields (CRF) can model temporal/sequential relationships between stages, they
require more processing power and memory during inference; hence not suited
for embedded deployments. We used the tool Liblinear [12] and the CART (clas-
sification and regression tree) [5] algorithm in Matlab2 to evaluate the linear
SVM and DT respectively.

In order to learn movements and postures of people in the monitored region,
we used two information sources: i) the set of tags in the smart carpet observed
by the RFID reader over a duration, T , of 0.5 s; and ii) RSSI information of
each tag during T . The observation interval was determined through extensive
experiments to select the minimum time to inventory over 95% of the RFID
tags in our smart carpet to ensure the availability of an adequate amount of
information for monitoring human movements. A modern RFID reader can be
configured to deliver reports of tags observed every T = 0.5 s and thus the tag
data stream can be explicitly partitioned at the reader level.

Given a set of RFID tag observations, we can represent the status of observed
and un-observed tags in the smart carpet as a matrix, R, such that r(i,j) =

2 MATLAB, The MathWorks Inc., Natick, MA, 2013
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∑T
τ=0(�(i,j)) where � = {1, 0} denotes the presence or observation of a tag

and (i, j) is the coordinate of the tag in the RFID tag grid. Similarly, RSSI
information can also be represented as a matrix, S, such that s(i,j) = RSSI(i,j) ∈
�; RSSI values of un-observed tags were assigned -100dBm as a value much lower
than the minimum of -70dBm (see Figure 1(c)). In order to reduce the processing
cost of operating on several hundreds of features per set of observations, we also
consider the possible reduction of the granularity of tag level data necessary to
detect a fall. Therefore we investigated two formulations:

1. Use information from all tag positions, in our case 378 tags in a 14× 27 tags
array arrangement (All tags case).

2. Use information from tags divided in quadrants, in our case 2 × 3 tags per
quadrant, providing in total, information for 63 (7×9) quadrants (Quadrants
case).

For the first case we vectorized R and S, and concatenated them to formulate
a feature vector f ∈ �

756 for the classification task. In the second case features
were calculated based on the quadrants containing 6 tags. We considered this
quadrant size (i.e. 2 × 3) as these number of tags are the minimum divisors
greater than one for each smart carpet dimension (in number of tags). Given a set
of tags in a quadrant, Q(m,n), we obtained number of tags rq(m,n) =

∑
t∈Q(m,n)

rt

and the mean RSSI of tags sq(m,n) =
∑

t∈Q(m,n)
st/r

q
(m,n) in the quadrant as

features. Here, (m,n) represents the coordinate of the quadrant, and rt and st
represents the presence and RSSI for tag t respectively. Similar to the first case,
we arrange these features to form a feature vector f ∈ �

126.
We consider averaging the RSSI values in each quadrant as RSSI values can

be regarded regular in a small local vicinity; we confirmed our proposition by
measuring the RSSI readings from the smart carpet as shown in Figure 1(c)
where we can see that RSSI values are regular in stripes along the Y axis of the
smart carpet, as expected, due to the static location of the antennas and tags.
We also note the distribution of RSSI is not similar on both sides of the smart
carpet as the antennas are dividing the X axis in two; the most probable cause
is the location of a wall, parallel to the Y axis about 1m from the start of the
X axis, that can generate a different multipath environment and reflection of
RF (radio frequency) waves. We show in Figure 1(d) an RSSI map for a time
duration T when a subject (red circle) is walking across the smart carpet where
the large white space are blocked tags by the subject while other white spaces
are unread tags; this information can also be regarded as regular in a small area.

3 Experimental Procedure

3.1 Study Description

Eight participants (average age of 33.9±8.5 years) and male to female ratio of 3:1
were trialled in this study. Each participant performed a series of activities on the
smart carpet that included: i) walking across the area, ii) walking into the area,
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(a)

(b)

(c)

(d)

Fig. 2. Four types of falls performed by volunteers following those recorded in Robi-
novith et al. [21], (a) Fall 1 : fall backwards rotating body, (b) Fall 2 : fall sideways
by narrowing support base and incorrectly shifting weight, (c) Fall 3 : fall sideways by
tripping on the other leg, (d) Fall 4 : fall forwards by tripping over an obstacle

squatting down to pick an object and leaving, and iii) falling backwards, sideways
and forward; in total 72 falls and 16 object pick ups were performed. Each
participant fell into the smart carpet following the motion of falls as captured
by Robinovitch et al. [21] where the biomechanic of falls are clearly shown. Using
this information each participant fell in the following ways:

1. Fall 1 : fell backwards by rotating the body shown in Figure 2(a) and per-
formed weight shifting as in Figure (A) in [21],

2. Fall 2 : fell sideways by narrowing the support base and incorrectly shifting
weight as shown in Figure 2(b) and performed as in Figure (B) in [21],

3. Fall 3 : fell sideways by tripping with one’s leg shown in Figure 2(c) and
performed as in Figure (C) in [21] and

4. Fall 4 : fell forwards by tripping with an obstacle shown in Figure 2(d) and
performed as in Figure (D) [21].

Each participant fell two to four times per type of fall, as previously described,
over the smart carpet shown in Figure 1(b). The data was labelled in real time
by a researcher observing the trials for training of the classifiers and comparison
with predictions.

For recognizing falls, a fall is detected (or has started) if the classifier predicts
two consecutive Fall class labels after a No-fall label. We consider this heuristic
to avoid any possible error that may cause preventable false alarms as it is
realistically impossible for a fall to last just 1 s. This consideration also means
that any fall signal can have a maximum delay of 1 s (note we make a prediction
every 0.5 s). We also consider a detected fall as valid if predicted no more than
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1 s before an actual fall as stated in the ground truth. This approach overcomes
possible ground truth label misalignments with actual fall events (label noise).

3.2 Statistical Analysis

In this study, true positives (TP) were correctly recognized labels (Fall or no-
Fall). False positives (FP) are predicted labels that are not in correspondence
with the ground truth (i.e. incorrectly identified as target activity). False neg-
atives (FN) are labels that were missed (not predicted). True negatives (TN)
are those labels of no-interest correctly predicted. In the case of falls detection,
these metrics follow the same considerations except for TN; given that the only
event of interest is the detected fall, we do not report TN values.

The performance of the classifiers in predicting Fall or No fall was evaluated
using the metrics: i) accuracy = (TP+TN)/(TP+TN+FN+FP) and ii) F-score
= 2×TP/(2×TP+FN+FP); whereas for falls detection, we evaluate the perfor-
mance of our approach using the metrics: i) recall (sensitivity) = TP/(TP+FN);
ii) precision = TP/(TP+FP); and iii) F-score. We give importance to F-score,
as it represents the harmonic mean of precision and recall as opposed to metrics
such as accuracy that only reports the general error of the classifier and can
mis-represent the performance especially in cases of imbalanced data [14]. Thus,
for classifier performance we present accuracy for completeness.

Evaluation of these metrics was performed using a leave one out cross vali-
dation procedure because we need to evaluate each participant independently;
hence we train the model without the data of the test participant. For each fold,
we used the data of six participants for training, one for validation and one for
testing. We used the data from the validation subset for model parameter se-
lection with the goal of selecting the model that presented the highest overall
F-score. Finally we report results from the testing subset using the best model
parameter. Results are presented as mean ± standard deviation. To compare
the results of our classifiers, we evaluate the significance of their performance
using a two-tailed independent t-test where a p-value (p) <.05 was considered
statistically significant.

4 Results

We evaluated the performance of each classifier using a leave-one-out cross val-
idation (see Section 3.2). The results presented in Table 1 show that SVM-All
tags achieve better performance than all other methods. In particular, SVM-
All tags achieves significant difference for the class Fall when compared with
the other methods (p < .031) and a significant difference with DT-Quadrant
(p = .022) for class No-fall class. All other results were not significant when
compared with each other. As shown in Table 1, using information from all tags
has better impact on the classification performance for SVM than compressing
the information to quadrants. However, that is not the case with DT, where
there is no significant difference between DT-All tags and DT-Quadrants.
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Table 1. Overall performance met-
rics for label classification
Classifier F-score (%) Accuracy (%)

SVM-All tags 89.40 ± 6.12 90.76 ± 5.51
SVM-Quadrants 80.37 ± 8.07 83.54 ± 6.91
DT-All tags 80.57 ± 10.00 83.87 ± 7.08
DT-Quadrants 81.51 ± 5.42 84.00 ± 4.19

Table 2. Overall performance metrics for fall
detection
Classifier Recall (%) Precision (%) F-score (%)

SVM-All tags 95.22± 8.85 93.84 ± 8.87 94.21 ± 7.01
SVM-Quadrants 84.01± 13.42 76.75 ± 17.79 78.23 ± 9.84
DT-All tags 85.97± 13.53 72.97 ± 18.43 78.27 ± 15.68
DT-Quadrants 96.36± 5.02 65.68 ± 10.96 77.57 ± 7.77

Table 3. Number of falls detected for each type of fall
Subject 1 2 3 4 5 6 7 8

TP FN FP TP FN FP TP FN FP TP FN FP TP FN FP TP FN FP TP FN FP TP FN FP

Walk 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Fall 1 2 0 0 3 0 0 2 1 0 2 0 0 2 0 0 2 0 0 2 0 0 2 0 0

Fall 2 2 0 0 2 0 0 2 1 0 2 0 0 2 0 0 2 0 0 2 1 0 2 0 0

Fall 3 2 0 0 2 0 0 2 0 0 2 0 0 2 0 0 2 0 0 2 1 0 2 0 0

Fall 4 2 0 0 2 0 0 3 0 0 4 0 0 2 0 0 2 0 0 2 0 0 2 0 0

Pick up 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 2 0 0 0 0 0 1

The results for falls detection in Table 2 indicate that SVM-All tags with
94.2% F-score and statistical significance of p < .02 deliver better performance
than all other methods which achieve an F-score performance of approximately
78%. Table 3 shows the output of the falls detection process for all participants.
The worst performer is subject 3 (Table 3) with two FN and FP. We can see that
most FPs are caused by the action of picking up an object where the squatting
motion has covered enough tags to confuse the predictive model. In total, 5 out
of 16 picking up activities were erroneously recognized as falls however, none of
the walking was erroneously predicted as falls.

5 Discussion

Our method demonstrates the feasibility of detecting falls using batteryless RFID
technology integrated into floor carpeting. Our approach can be easily realized
in halls, walkways or open spaces as falls have been observed to occur while
ambulating in such areas [21].

In addition, our approach takes advantage of readily available information
such as RSSI from an RFID reader to provide all features for classification with
little post-processing; therefore our approach based on simple classification mod-
els can conveniently be included in a RFID reader’s firmware to directly imple-
ment the falls detection algorithm and subsequently seek help (via paging or
SMS messages to the care givers). The ability to develop a self contained system
will greatly simplify deployments in practice.

We have tested our approach with eight young participants, as it is impractical
to trial our approach with older subjects for obvious reasons, and our pilot
study demonstrates the feasibility of our innovative device free falls detection
approach. Moreover, the RFID tag based approach considers body shape and
height variations between participants as they occlude the observation of tags



94 R.L. Shinmoto Torres et al.

on the floor, thus the age of the faller has no other effect on our approach since
we have considered the manners in which older people fall. Withal, our approach
is blind to variations in gait and body posture characteristics of older people.

In terms of room characteristics, we tested our approach in an empty 8m2

area. In a larger room, multiple RFID readers are required where each reader
be configured to read only the tags in their area of interest using tag ID filter-
ing, hence issuing an alarm for events in their given area. Future studies must
consider current limitations such as trialling a larger cohort and, in terms of
deployment, placing objects in the room (e.g. fixed and movable furniture). We
must also study the behaviour of multipath in furnished environments and rooms
of different sizes to validate our approach with real life scenarios.

In conclusion, the presented approach provides good performance for the de-
tection of falls. This method is capable of producing a response after each 0.5 s
with an expected maximum delay of 1 s. Further studies must also work on
reducing FP and FN by enhancing our classification algorithm and further im-
proving our features to provide more details to the classifier without increasing
complexity.
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Abstract. Many studies fail to provide models for 30-day hospital re-admission 
prediction with satisfactory performance due to high dimensionality and 
sparsity. Efficient feature selection techniques allow better generalization of 
predictive models and improved interpretability, which is a very important 
property for applications in health care. We propose feature selection method 
that exploits hierarchical domain knowledge together with data. The new meth-
od is evaluated on predicting 30-day hospital readmission for pediatric patients 
from California and provides evidence that a knowledge-based approach out-
performs traditional methods and that the newly proposed method is competi-
tive with state-of-the-art methods. 

Keywords: Re-admission · Feature selection · Domain knowledge 

1 Introduction 

Hospital re-admissions, one of the major costs of hospital care, often result from pre-
ventable errors associated with discharging patients, such as hospital acquired infec-
tions, poor planning for follow up care, inadequate communication of discharge  
instructions, and failure to reconcile and coordinate medications. Timely identifica-
tion of potential readmissions can have high impact on improvement of healthcare 
services for patients, by reducing the need for unnecessary interventions and hospital 
visits, as well as for hospitals, by reducing costs and improving hospital status. Algo-
rithms for prediction of hospital re-admission often fail to produce well performing 
models because of high dimensionality of data (over 14,000 possible diagnoses in 
ICD-9 coding) and high level of data sparsity. Additionally, high dimensionality  
reduces the interpretability of predictive models. This is why it is utterly important to 
develop efficient feature selection methods that will lead to parsimonious predictive 
models: ones that will select a low number of features without loss in predictive  
performance. Even though there is a large number of current state-of the art feature 
selection techniques [1], only a few [4, 5] exploit domain knowledge represented in 
hierarchical features.  
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We address this problem by proposing a method that utilizes domain knowledge in the 
form of ICD-9 hierarchy together with data driven classification techniques. The effec-
tiveness of the proposed approach on predicting readmission on pediatric data from Cali-
fornia is evaluated. Additionally, we demonstrate synergetic effects of our method with 
Lasso logistic regression and show that it outperforms alternative methods. 

2 GHFCS – Group Hierarchical Feature Compression  
and Selection Method 

We propose a GHFCS method that exploits domain knowledge in the form of ICD-9 
hierarchy of diseases, where one disease can be categorized at most in four levels, 
from concrete diagnosis (i.e. mononucleosis) to high level concept (i.e. infectious or 
parasitic disease). The main intuition behind GHFCS is that the most of the specific 
concepts (features) in hierarchy do not bring good quality information about observed 
phenomena (in our case, readmission risk). This intuition applies on EHR because of 
high dimensionality and sparsity of hierarchy (only a small number of examples have 
the same diagnosis on the most specific level), and this often leads to poor predictive 
performance of the algorithms. Based on this, GHFCS tends to identify features with 
high information potential on the highest levels of the hierarchy without losing pre-
dictive power. Instead of selecting highly specific diagnoses, we can aggregate those 
diagnoses to a category from a higher level of the hierarchy. If the higher level cate-
gory is equally or more informative, it will be used instead of specific categories. 

The GHFCS method is based on a bottom up greedy strategy and utilizes all ICD-9 
hierarchical levels. First, the dataset is aggregated and fused on each level of hierar-
chy, creating an augmented feature space where every node in the hierarchy is repre-
sented as a feature. Further, greedy filter selection is applied starting from leaves of 
the hierarchy and comparing them with their parent node based on information theo-
retic measures (note that any information theoretic measure [1] can be used for as-
sessment of information potential). If the average information potential of child nodes 
is lower than that of the parent node, then all of the child nodes are removed from 
hierarchy (only the parent stays as a higher concept). If opposite, the parent node is 
removed from hierarchy and all of the child nodes are connected to the upper level 
node (parent of their original parent). This allows preservation of high information 
potential of low level features and examination of their synergetic influence with 
features of higher levels. Thus, the greedy assumption is reduced.   

In order to evaluate GHFCS we developed a benchmark method: SHFCS (Single 
Hierarchical Feature Compression and Selection). Unlike GHFCS, this strategy tends 
to keep many more features by comparison of information potential of each child 
node with its parent (single comparison). We also evaluate current state-of-the art 
methods with similar strategies. GTD (Greedy Top Down) [4] uses a greedy top-
down approach and the most informative feature from each hierarchy path. This ap-
proach selects features in a vertical manner, and in contrast to GHFCS does not utilize 
the whole hierarchy (it is ignoring the fact that one feature can be present in more 
than one hierarchy path). SHSEL (Simple Hierarchical Selection) [5] identifies and 
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Abstract. Collapsing methods are used in association studies to exploit
the effect of genetic rare variants in diseases. In this work we model an
enriched collapsing approach by including genes, protein domains, path-
ways and protein-protein interactions data. We applied the collapsing
technique to a data set of epileptic (85 cases) and healthy (61 controls)
subjects. The method retrieved 4 genes, 5 domains, 33 gene interactions
and 14 pathways showing a significant association with the disease. Col-
lapsed data have been also used as features for prediction models. We
found that the use of protein-protein interactions as model features in-
creases the area under ROC curve (+1.5%) if compared to the solely
gene-based approach.

Keywords: Collapsing method · Associations study · Rare genetic
variants · Epilepsy · Protein-protein interaction · Genetic pathway ·
Protein domain · Machine learning

1 Introduction

Next generation sequencing technologies have enabled to collect a huge amount
of genomic data at increasingly lower costs. In the coming years we expect avail-
able sequencing data to explode, allowing the exploitation of both common and
rare variants for the characterization of complex diseases. While traditional tech-
niques used in GWAS can test association of common variants in complex dis-
eases, collapsing (or burden) methods aim to combine rare variants within a
region of interest (ROI) by collapsing them into a single genetic variable, which
is tested for association with the phenotypes of interest. Typically, ROIs cor-
respond to genomic regions that codify proteins, i.e. genes. Several collapsing
methods have been proposed [1,2,3,4,5]. Collapsing methods are traditionally
aimed to association discovery [2,3,4,5], but collapsed genetic data can be also
utilized as features for a classification model [6].

c© Springer International Publishing Switzerland 2015
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We have extended the collapsing approach to include not only gene informa-
tion, but also protein domains, pathways and protein-protein interactions (PPIs)
as ROIs. This framework is a strategy to select and score ROIs that are further
used as a genetic signature for complex diseases (or subtypes) of interest, enrich-
ing the traditional collapsingmethod approach by the fusion of multiple biological
data sources. Furthermore,we show that by including additionalROIs it is possible
to increase the classification performances. Given a set of genomic variants, they
are collapsed under four main ROI-categories: NCBI RefSeq genes, KEGG path-
ways, BioGRID protein-protein interactions and InterPro domains. Each ROI is
then scored according to its mutational load within the sample, calculated under
an additive variant model based on the work by Tatonetti et al. [6].

2 Methods

Data Set. We analyzed sequencing data of 146 samples corresponding to 85 indi-
viduals characterized by different types of either isolated or syndromic epileptic
disorders and 61 healthy individuals as controls. Epilepsy cases have been se-
quenced by a custom gene panel. Note that this panel is an extension of the one
utilized by Della Mina et al. [7], and includes 46 more genes, for a total of 109
genes. Controls are divided between 15 healthy individuals sequenced by using
the aforementioned gene panel and 61 unrelated whole-exome (Agilent SureSe-
lect v5) sequenced individuals. Genomic variants for each individual have been
obtained according to analysis procedures previously described by Della Mina
et al.

ROI Score and Feature Encoding. Herby we define a variant as the difference in
nucleotide bases between the reference genome (hg19) and the resulting assem-
bled genome for a sample. Human genome is diploid and we expect two alleles
for each genomic locus, therefore, when a variant occurs it can be observed in
an ”heterozygous” or ”homozygous” state, i.e. on one or both human genome
alleles respectively. Variant frequency typically refers to the frequency of the
non-reference allele. Genomic variants have been annotated by using ANNO-
VAR. NCBI RefSeq and 1000 Genome Project (1TGP, v. april 2012) have been
used as gene track and variant frequency sources respectively. Starting from
ANNOVAR output, our framework integrates, for each gene variant, (1) protein
domains (from InterPro database) overlapping the variant; (2) gene-related path-
ways from KEGG database; (3) genes resulting from protein-protein interactions
(PPIs) recorded into the BioGrid database.

Annotated genes, domains, pathways and PPI-genes constitute our regions of
interest (ROIs). Consequently, to each ROI j, for each individual i, a ROI score
is assigned by using an additive model similar to the one described by Tatonetti
et al. [6]:
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ROIscore =

Nj∑

k=1

−vi,j,k (1)

vi,j,k = σi,j,k log fi,j,k (2)

Where Nj is the number of variants overlapping ROI j, f(i,j,k) is the frequency of
the genomic variant k of the individual i in 1TGP and σ(i,j,k) can be equal to 0,
1 or 2 depending on the number of variant alleles, i.e. non-reference (no variant,
heterozygous or homozygous respectively). Each variant therefore contributes to
each ROI score per individual. Furthermore, a single variant can contribute to
the score of different ROIs. For example, a variant v overlaps the domain D of
the gene A; gene A belongs to pathways P1 and P2 and also it interacts with
gene B and gene C. Therefore, variant v contributes to 6 ROIs: 1 gene (gene
A), 1 domain (D) , 2 pathways (P1 and P2) and 2 genes given by PPIs (gene
B and gene C). Figure 1 shows how gene variants contribute to ROI scores by
propagating mutational load to interacting genes at protein level (PPIs).

Fig. 1. Protein encoded by gene A interacts with proteins encoded by gene B and gene
C. (a) Variant on gene A(vA) contributes to its own score and the score of both gene B
and C due to their interaction. In the same way, variants on gene B(vB) and on gene
C(vC) both contribute to their own score and the score of gene A. (b) Resulting variant
contributions on final PPIs scores.

Each of the four feature groups (genes, domains, pathways and PPIs) has been
utilized to generate data sets for patient classification in cases and controls. Data
set properties are summarized in Table 1.

Prediction Models. To assess the different feature encoding methods, we trained
both Logistic Regression (LoR) and Random Forest (RF) models. These models
are designed with Weka framewor to predict if patients belong to case or control
group. LoR is a ridge regression (ridge 10−8), while RF exploits 99 trees, with 2
randomly considered features per node. For both models we randomly split each
data set into a training set (70%) and a test set (30%). We then trained LoR
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Table 1. The resulting list comprises 1080 ROI scores per individual, divided among
genes (129), domains (252), pathways (130) and PPIs (569)

ROIs
# features Description

Genes 129 RefSeq annotated genes. Gene number is greater respect
to the gene panel due to gene isoforms

Domains 252 InterPro domains overlapping gene coding regions

Pathways 130 KEGG pathways

PPIs 569 Genes given by PPIs

and RF models on each training set, and measured their area under ROC curve
(AUC) on their test sets. We repeated training/test sampling, model learning
and AUC measure 100 times, and averaged the measured AUCs for LoR and RF
models. Note that during each repetition the patient attribution to training and
test sets was consistent among the four feature encodings.

3 Results

Our approach grants both association (knowledge discovery) and prediction (col-
lapsed data as features for a classifier) results. In future studies, we aim to both
merge the different data sources and perform feature selection.

Association Study. We measured the statistical significance of ROI scores be-
tween cases and controls. T-test statistic or Wilcoxon-test were applied in case
of Gaussian or non Gaussian distribution respectively. Bonferroni correction has
been used to correct for multiple testing. In this way we retrieved 56 ROIs,
divided among genes (4), domains (5), pathways (14) and PPIs (33). It is not
surprising that the positive associations found are epilepsy-related, since the
sequencing data come from an epilepsy gene panel. For example, the score of
CACNA1A gene, encoding for a voltage-gated calcium channel protein, has been
found significantly higher in cases respect to controls. CACNA1A has been asso-
ciated to idiopathic generalized epilepsy and related phenotypes such as episodic
ataxia [9,10]. Interestingly, other collapsing methods have been applied on gene
panel sequencing data sets of epileptic individuals [7],[10], without leading to
significant associations.

Cases/Controls Prediction. Classification results are shown in Table 2. LoRmod-
els do not benefit from domains, pathways or PPI enriching; on the other hand,
RFs trained on PPIs seem to leverage on interaction information and, on average,
they perform better than the other models. Domain and pathway enrichment in
general fail to improve classification. We suppose that domains are too much
stringent and tend to exclude important disease-related variants (e.g. those in
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Table 2. Classification results

LoR (AUC) RF (AUC)

Genes 0.804 0.872

Domains 0.573 0.777

Pathways 0.725 0.849

PPI 0.788 0.887

non-coding regions) while pathways seem to collapse variants belonging to dis-
tant genes (even if in the same pathway), adding noise. On the contrary, PPI
enrichment accounts only for direct (or close) interacting genes, and its higher
performances suggest that disease-related variants tend to gather on proximal
interaction network of the considered epilepsy-related genes. Feature selection
may further increase the predicted AUCs, and we will surely explore this option
in forthcoming studies. We also expect that our framework would take advantage
of more exhaustive sequencing data sets (e.g. whole exome or whole genome),
although the tradeoff between the benefit due to their completeness and the
consequently increased number of features remains to be examined.
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Abstract. A distinctive feature of most advanced clinical decision support sys-
tems is the ability to adapt to habits and preferences of patients. However effec-
tive preferences elicitation is still among the most challenging tasks to achieve 
fully personalized guidance. On the other hand availability of data related to pa-
tients’ lives and habits is steadily increasing, making its exploitation an interest-
ing opportunity for such purposes. In the MobiGuide project decision trees are 
used to implement shared-decision making using utility coefficients to incorpo-
rate patient preferences in the model. The main focus of this paper is the effort 
devoted to enhance traditional elicitation techniques proposing a methodology 
to predict patients’ health-related utility coefficients. In particular we describe a 
recommender system, based on collaborative filtering, capable of estimating 
utilities by means of integrating different data sources such as medical surveys, 
questionnaires and utility elicitation tools along with patient self-reported expe-
riences in the form of natural language. 

Keywords: Collaborative filtering · Health related utility · DSS personalization 

1 Introduction 

The role of patient preferences in modern clinical decision support systems (CDSS) is 
assuming a steadily increasing importance. In some cases clinical variables alone 
cannot drive the decision process to a clear cut optimal solution. Different individuals 
can value the consequences of decisions in a significantly different way, affecting the 
final decision. For these reasons individual attitudes, patient's perception of their 
health status, personal context, job-related requirements and economic conditions 
should be taken into consideration also in formal decision analysis. This is true even 
in strictly computer interpretable guideline (CIG) based DSS systems where, accord-
ing to a recent CDSS review study [1], patient-centric guidance is nowadays regarded 
as one of the most relevant future research directions. Moreover, in these patient-
centric systems, patients are transitioning from their traditional role of passive actors 
to the one of actual decision makers through shared-decision processes. For these 
reasons in the context of the MobiGuide project we propose decision theory as a 
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methodological framework for a tool that, during face to face encounters, is used to 
tailor pre-defined, generic decision models to the individual patient, by involving the 
patient himself in the customization of the model parameters [2]. These parameters 
mainly consist in (i) utility coefficients (UCs) used to quantify the desirability of a 
health state and (ii) out-of-pocket costs for patients. Given the fact that effectively 
eliciting UCs has a number of challenges that are still unresolved in this paper we will 
focus on an alternative approach to preferences elicitation based on collaborative 
filtering and patients’ self-reported experiences. 

2 Methods 

The core of the MobiGuide approach to shared decisions is to use decision trees 
(DTs) as a probabilistic, decision-theoretic formalism for representing and executing 
decision tasks. A list of possible decision options branch from the initial node of the 
DT. When the model is run the number of years spent in a certain health state is 
“weighted” by a multiplicative UC, which values the quality of that health state. UCs 
range from 0 (death) to 1 (perfect health), and they are, in principle, very subjective 
values, since they reflect a patient’s feeling about a health state. Including personal-
ized UCs into the model allows to incorporate into a single outcome measure (namely 
Quality Adjusted Life Years, QALYs) both mortality and morbidity combining a 
patient's expected length of life with the quality of those life years. It is possible to 
directly obtain UCs from each specific patient to guarantee the best degree of person-
alization of the decision problem. For this purpose we developed a web-based soft-
ware tool named UceWeb which supports three of the main elicitation methods  
described in the literature [3]. Direct elicitation however can still be affected by some 
limitations like bias and anchoring effects or intrinsic difficulty of methods like 
Standard Gamble or Time Trade-Off. This might result in extreme albeit not so rare 
cases, in the impossibility to perform UCs elicitation. Traditionally in these cases 
doctors take over the whole responsibility of the clinical decision even if some in-
volvement of the patient would have been appropriate. Some approaches have been 
proposed to estimate utility functions with limited available data [4]. In a recent work 
we described a high level architecture of a recommender system capable of predicting 
UCs for a patient capitalizing on the preferences of similar individuals [5]. In the 
following we focus on two of the main components of this architecture (NLP and 
collaborative filtering modules) and present them in more detail along with some 
advances in our methodological approach. 

2.1 Extracting Utilities From Patient Generated Data  

Figure 1 shows the functional processing steps we designed to extract UCs data start-
ing from patients’ experiences in the form of natural language text. Although several 
different data sources can potentially be mined to collect data about patients’ experi-
ences and quality of life (QoL) in this work we will focus on disease specific discus-
sion boards. The first step of the pipeline shown in Figure 1 is devoted to the creation 
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coming from QoL related studies published in medical literature or UCs elicited for 
specific subsets of patients (e.g. with disease specific tools). Once properly trained the 
model would be able to predict UCs for new patients based on the observations of 
similar individuals in the training set. The similarity measure between patients cur-
rently includes some patients’ features like age, sex and working status as well as 
environmental factors like geographic location known to affect perceived QoL. More 
advanced techniques to define a proper similarity score which include also clinical 
features like main disorder and comorbidities need to be further investigated and 
could beneficially impact overall system performance [7]. 

3 Results 

The methodology presented in this article is still work in progress. Nevertheless in this 
section we present a tentative implementation to demonstrate the technical feasibility of 
the system. Our scenario is based on one of the shared decisions implemented in 
MobiGuide where patients1 have to decide whether to undergo an ablation procedure or 
stick to antiarrhythmic drug (AAD) therapy. Ablation is a hot topic on atrial fibrillation 
(AF) discussion forums being a procedure with good success rate but that often needs to 
be reiterated after some AF episodes recurrences. We used the Medpie framework [8] to 
collect an initial de-identified corpus of 3757 AF related threads for a total of ~30000 
messages. A custom Python information extraction module based on nltk (Natural Lan-
guage Toolkit) has been developed to mine the corpus and identify threads related to 
QoL after ablation or during AAD therapy. A mixed approach based on text classifica-
tion algorithms and regular expression has been used to cope with the very low signal-to-
noise ratio present in the corpus trying to achieve maximum recall. For the sentiment 
analysis of messages we rely on Sentistrength [9] for its ability assess positivi-
ty/negativity on a 1 to 5 intensity scale and to effectively cope with the particular lexicon 
used in web based conversation. The Sentistrength tool also features a machine learning 
based procedure that makes it easy to customize it to different vocabularies and sentiment 
lexicons which is very important for the medical domain we are considering. An example 
taken from the corpus regarding ablation and QoL is reported in the following along with 
its negativity score and associated UC: “I was on cumadin, and beta blockers. My epi-
sodes were severe in the beginning, I went to the ER half a dozen times…I usually just go 
about my routine, with less energy of course. Afib seems to take so much away from qual-
ity of life…I figure I'll need to get an ablation someday, but I'm in no hurry to take the 
chance of worsening my condition. I for one am done being treated like a statistic. I want 
personal attention, not Dr. by numbers.” (negativity score: 3; QoL dimensions: usual 
activities and pain/discomfort; UC Upper bound: 0,7602) Apart from data mined from 
social platforms we also plan to include data gathered during the Euro Heart Survey 

                                                           
1 The eligibility criteria for ablation shared decision consist in: diagnosis of paroxysmal atrial 

fibrillation and inability to maintain sinus rhythm after one or more antiarrhythmic drug 
therapy. 

2 UC calculated using the EQ-5D-5L Crosswalk Index Value Calculator using UK population 
index values. No further assumptions were done on the score of the missing QoL dimensions. 
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study which assessed QoL of over 5000 AF patients with EuroQol [10]. Other data 
sources include UCs collected during the pilot phase of MobiGuide3 where patients will 
be periodically filling out questionnaires and performing direct utility elicitation with 
UceWeb. 

4 Conclusion and Future Developments 

We presented a methodology based on a collaborative filtering model, NLP and sen-
timent analysis to cope with those situation where traditional elicitation methods 
might fail. Applying our proposal to those cases some degree of personalization of 
CDSS would still be possible and patients could benefit also from experiences report-
ed by others. However not all patients are suitable for our approach and for shared 
decision in general. Adding to our methodology an additional preliminary step to 
assess a psychometric measure like locus of control [11] can help to target the most 
appropriate patients. Other future developments include working to improve the im-
plementation of the single components, run integration testing of the whole pipeline 
and perform proper evaluation of the system. 
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Abstract. Clinical trials are typically conducted over apopulationwithin
adefinedtimeperiod inorderto illuminatecertaincharacteristicsofahealth
issue or disease process. These cross-sectional studies provide a snapshot of
these disease processes over a large number of people but do not allow us to
model the temporal nature of disease, which is essential for modelling de-
tailed prognostic predictions. Longitudinal studies on the other hand, are
used to explore how these processes develop over time in a number of peo-
ple but can be expensive and time-consuming, andmany studies only cover
a relatively small window within the disease process. This paper explores
the application of intelligent data analysis techniques for building reliable
models of disease progression from both cross-sectional and longitudinal
studies. The aim is to learn disease ‘trajectories’ from cross-sectional data
by building realistic trajectories from healthy patients to those with ad-
vanced disease. We focus on exploring whether we can ‘calibrate’ models
learnt fromthesetrajectorieswithreal longitudinaldatausingBaum-Welch
re-estimation.

Keywords: Disease progression · Cross-sectional studies · Stochastic
networks

1 Introduction

Degenerative diseases such as cancer, Parkinson’s disease, and glaucoma are
characterised by a continuing deterioration to organs or tissues over time. This
monotonic increase in severity of symptoms is not always straightforward how-
ever. The rate can vary in a single patient during the course of their disease so
that sometimes rapid deterioration is observed and other times the symptoms
of the sufferer may stabilise (or even improve - for example when medication is
used). Interventions such as medication or surgery can make a huge difference
to quality of life and slow the process of disease progression but they rarely
change the long term prognosis. The characteristics of many degenerative dis-
eases is therefore a general transition from healthy to early onset to advanced
stages. Longitudinal studies [1] measure clinical variables from a number of peo-
ple over time. Often, the results of multiple tests are recorded, generating Mul-
tivariate Time-Series (MTS) data. This is common for patients who have high
risk indicators of disease where they are monitored regularly prior to diagnosis.

c© Springer International Publishing Switzerland 2015
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For example, patients with high intra-ocular pressure are brought in to clinic for
visual field tests every six months as they are at high risk of developing glaucoma.
The advantages of longitudinal data is that the temporal details of the disease
progression can be determined. However, the data is often limited in terms of
the cohort size, due to the expensive nature of the studies. Cross-sectional stud-
ies record attributes (such as clinical test results and demographics) across a
sample of the population, thus providing a snapshot of a particular process but
without any measurement of progression of the process over time [2]. An advan-
tage of cross sectional studies is that they capture the diversity of a sample of
the population and therefore the degree of variation in the symptoms. The main
disadvantage of such studies is that the progression of disease are inherently
temporal in nature and the time dimension is not captured. For longitudinal
analysis, the patients are usually already identified as being at risk and there-
fore, controls are usually not available and the early stages of the disease may
have been missed as is explored in [3]. Previously, a resampling approach known
as the Temporal BootStrap (TBS) [6] has been developed that aims to build mul-
tiple trajectories through cross sectional data in order to approximate genuine
longitudinal data. These ‘Pseudo Time-Series’ (PTS) can then be used to build
approximate temporal models for prediction. This approach has been extended
in order to cluster important stages in disease progression using Hidden Markov
Models (HMMs) [7]. However, the use of cross-sectional data alone will mean
that no genuine timestamps have been used to infer the models and so they only
capture an ordering without real temporal information.

In this paper, we explore how to minimise the expensive process of longitudi-
nal data collection by taking models that are learnt from cross-sectional studies
using pseudo temporal methods and updating with limited longitudinal data. We
do this by using the Baum-Welch algorithm to update stochastic models learnt
from pseudo time-series. Essentially, we are integrating cross-sectional and lon-
gitudinal data to increase the temporal information and the diversity of data
from a large population. Many data integration techniques address representa-
tion heterogeneity where similar data is stored in different forms, as is common
in bioinformatics data [8].

2 Methods

2.1 Generating Pseudo Time-Series

Let a dataset D be defined as a real valued matrix where m (rows) is the num-
ber of samples - here patients - and n (columns) is the number of variables
- clinical test data. We define D(i) as the ith row of matrix D. The vector
C = [c1, c2, . . . , cm] represents defined classes, where each ci ∈ {0, 1} corre-
sponds to the sample i, ci = 0 represents that sample i is a healthy case, and
ci = 1 represents that sample i is a diseased case. These classifications are based
upon the diagnoses made by experts. We define a time-series as a real valued
T (row) by n (column) matrix where each row corresponds to an observation
measured over T time points. We say that if T (i) was observed before T (j) then
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Fig. 1. Example PTS generated from TBS on Simulated Data

i < j. We define a set of pseudo time-series indices as P = {p1, p2, ...pk} where
each pi is a T length vector where T > 0. We define pij as the jth element of
pi and each pij ∈ {1, ...,m}. We define the function F (pi) = [pi1, . . . , piT ] as
creating a T by n matrix where each row of F (pi) = D(pij). A pseudo time-
series can be constructed from each pi using this operator. For example, if a
pseudo time-series index vector p1 = [3, 7, 2] then F (p1) is a matrix where the
first row is D(3), the second row is D(7) and the third row is D(2). The corre-
sponding class vector of each pseudo time-series generated by F (pi) is given by
G(pi) = [C(pi1), . . . , C(PiT )].

To summarise we have defined a set of k pseudo time-series with their as-
sociated class labels, sampled from the cross sectional data D indexed by the
elements of pi. Building pseudo time-series involves plotting trajectories through
cross-sectional data based upon distances between each point using prior knowl-
edge of healthy and disease states. These trajectories can then be used to build
temporal models such as Dynamic Bayesian Networks (DBNs) [10] and Hidden
Markov Models (HMMs) to make forecasts [11]. The temporal bootstrap involves
resampling data from a cross-sectional study and repeatedly building trajecto-
ries through the samples in order to build more robust time-series models. Each
trajectory begins at a randomly selected datum from a healthy individual and
ends at a random datum classified as diseased. The trajectory is determined by
the shortest path of Euclidean distances between these two points. The data is
first standardised to a mean μ of zero and a standard deviation σ of one as we
found that this led to better HMM models. We use the Floyd-Warshall algorithm
[12], a well established algorithm used to find the shortest path in a weighted
graph. A full description of the algorithm to generate pseudo time-series appears
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Fig. 2. Simulated Data Experimental Framework

in [6] and an example of pseudo time-series that have been generated from cross-
sectional data are shown in Figure 2. Again, this was plotted on the first two
components generated using multidimensional scaling.

2.2 The Experiments

We explore two set of experiments that both try to identify whether adding a
small number of longitudinal data samples to models learnt from cross-sectional
data (via the PTS approach) improves them: i) One on simulated data whereby
discovered models are compared to some original time-series model from where
the data has been sampled. ii) Another on real data from visual field tests where
patients who are at high-risk of developing glaucoma undertake a psychophysical
test to identify damage to sectors of their vision. Apart from the clinical test
data itself and the clinical diagnosis (glaucomatous or not), no demographic data
is included. Here no true original time-series model is known but a comparison
can be made to models learnt on the time-series and on sampled cross-sections
of the time-series. Firstly, we explore the effect of updating models of cross-
sectional data, built using PTS, with relatively small numbers of real time series
to see if the resulting models are improved. This involves the use of the Baum-
Welch re-estimation algorithm applied to a prior HMM. Essentially we want to
see if the limitations of pseudo time-series can be overcome (due to there being
no time-element) by calibrating them with real time-series. We generate time-
series of length 30 from an AutoRegressive HMM (ARHMM) to mimic typical
biomedical longitudinal data (MTS in Figure 3). We then randomly sample a
single point from these series (CS DATA) to mimic the cross-sectional sampling
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Fig. 3. VF Data Experimental Framework

of a population but reserve 50 for the calibration (Reserved MTS). We start
with 500 cross-sectional samples as this was found to be a suitably large size to
generate good pseudo time-series and models in [6] and increment by 100 up to
1500 (the size of some increasingly large biomedical cross-sectional studies). We
use the Kulbaeck-Leibler distance [13] to explore how close a model learnt from
the cross-sectional data using the temporal bootstrap (TBS) is to the original
generating model. Experiments involve bootstrapping the data [14] We then add
a number of the reserved original time-series generated by the same ARHMM to
the pseudo time-series and explore how close new calibrated models are to the
original. Increments of 10 time-series were used as these seem to differentiate
between the KL distances significantly. We also include how good the model is
when learnt solely from the time-series used to calibrate the models. We then
apply a similar set of experiments with real VF longitudinal with 91 patient
time-series (91 MTS VF DATA in Figure 4). We sample one VF test from each
patient’s time-series to generate a cross-sectional sample and generate PTS data
for learning models from (PTS). We then compare this model as well as ones
learnt from a combination of PTS and real time-series (Random 10/20 MTS) to
see how quickly we can learn models that are close to the original. This is achieved
by comparing these KL distances to the mean KL distance between 200 different
ARHMMs learnt from the same original time-series (MEAN VARIANCE). In
other words, if we can learn models from the sampled CS data that have similar
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Fig. 4. KL distance for varying cross-sectional study sample sizes with increasing num-
ber of longitudinal data for calibration.

KL distances to the general variation in learning a model from the full time-
series, then we assume that the models are as close to one learnt from a full
time-series.

3 Results

3.1 Simulated Data Results

Figure 5 shows the results for all experiments, learning PTS from cross-sectional
samples of varying sizes and either not calibrating, calibrating with 10 time-
series, or calibrating with 20 time-series. The first obvious characteristic of these
graphs is that calibrating does indeed improve the quality of the models with
KL distances that are closer to the original generating ARHMM. This is not
surprising seeing that there is no genuine ”time” in the PTS generated from the
cross-sectional data. What is surprising, is that only a relatively small number
of time-series are needed to improve these models, especially when there are lots
of samples used from the cross-sectional data. This supports the results from
previous studies that the PTS does find good-but-not-perfect models (limited
by the lack of real time-series) and that a small number of genuine time-series
can calibrate these models. This offers hope that expensive longitudinal studies
can be relatively small in size if combined with larger cross-sectional studies that
capture the general trajectories and the variability of disease progression within
a population. With calibration from 10 time-series, there is a steady decrease in
KL distance as cross-sectional sample size increases where more and more reliable
PTS are constructed. When the sample size is 1500 we see a KL distance mean of
1.70 ± 0.16. Note that when 10 time-series alone are used to learn the model we
get a mean KL distance of 2.08 ± 0.26. This shows that the PTS generated from
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the cross-sectional data improves on models learnt from the time-series only by
incorporating the variability within a larger population captured in the cross-
sectional data. With calibration from 20 time-series we see a similar story, where
increasing the cross-sectional sample size, build better PTS and results in models
that are closer to the original. For 1500 in the cross-sectional sample we see a KL
distance of 1.48 ± 0.12. Note that when 20 time-series alone are used to learn
the model we get a mean KL distance of 1.78 ± 0.15. Again, it can be seen that
the PTS improves on time-series alone but that the integration of both seems
to generate the models that best reflect the underlying model. We now explore

Fig. 5. Wilcoxon rank comparison between KL distances to original MTS model (sig-
nificant p values marked with an asterisk P<0.01)

the statistical significance of the differences between these KL distances using
the Wilcoxon Rank comparison [15]. Table 1 shows the Wilcoxon Rank statistic
comparing the KL distance between different models learnt using the different
approaches. An asterisk is used denote significant p values. First of all notice
that there are many significant values - indicating that the difference between
models learnt using the different approaches are significant. The most important
statistics are those that show the models learnt with no calibration and only 500
cross-sectional data points is significantly different to most other models (row
1), but when 1500 cross-sectional data points are used the resulting model is
much closer, being most different (though not quite significantly) to the model
learnt from 50 full time-series (row 4). By calibrating these models we see a little
improvement for 500 CS data points. However, for 1500 datapoints calibrated
with 20 time-series, there is no significant difference between the models learnt
from the full time-series with much higher p-values.

3.2 Visual Field Data Results

We now explore the effect of calibrating PTS using the real Visual Field time-
series data described earlier (Figure 6). As we have no knowledge of the true
underlying model, we firstly compare the KL distance between models that are
repeatedly learnt from the original 91 patient time-series in order to get an idea
of general variance between models and to use this as a base-line. Essentially, if
we can generate models using PTS approaches with a KL distance that is not sig-
nificantly greater than the general variance between different builds of the model
on the full data, then we can be confident that the PTS models are of a suitably



120 A. Tucker and Y. Li

Fig. 6. KL results for VF data with confidence intervals

Fig. 7. Wilcoxon rank for VF data (significant p values marked with an asterisk
P<0.01)

similar quality to those learnt from the full time-series. We then calculate the KL
distance between a model learnt from the sampled cross-section using the PTS
approach and models learnt from the original 91 time-series. We then incremen-
tally add a number of randomly selected real time-series to calibrate the PTS
model to see if this improves the KL distance. We do this in two ways: simply
concatenating the data (PTS calibrated), and also using the PTS as a prior which
is updated with real time-series - Baum Welch (BW) calibrated Bayes. Finally
we calculate the KL distance between learning models using only the calibrating
time-series to confirm that the PTS are indeed improving the resulting models.
The experiments are repeated 100 times to derive confidence intervals on the KL
distances. Figure 7 shows the results of these experiments. Notice firstly that the
KL distance between models that have been learnt on the full 91 time-series are
in the region of 80-90 with a small confidence interval denoting a relatively small
variance from one model learning to the next. The models that are learnt from
the sampled cross-section using the PTS approach are impressively close to the
time-series models but distinctly higher in KL distance (likely to be because we
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are lacking real temporal information). When 10 and 20 real time-series are used
to calibrate the model, however, we see further improvement in the KL distance
resulting in models that are demonstrably closer to the models learnt from all
91 time-series. The updated models that go beyond simply concatenating data
appear to perform the best with the lowest KL scores. Finally, models that are
learnt from using the relatively small number of calibrating time-series only are
clearly worse with much higher distance and large confidence intervals. Looking
at the Wilcoxon Rank for significance as before, the important thing to notice
in Table 2 is that nearly all of the models are indeed significantly worse than
the variation between models learnt on the full longitudinal dataset (significant
differences are marked with an asterisk) except for the PTS model calibrated us-
ing the updating approach or concatenating with 20 real time-series. This shows
that we can learn models that are as good as the natural variation between
model building on the full longitudinal dataset by building PTS and calibrating
with only 10 real longitudinal samples if we correctly balance the weighting of
the cross-sectional PTS and real time-series. We can also see that many of the
inferior models are similar in terms of their distances except for the very worst
models (learnt from only 10 time-series) which are different from the superior
models which are both PTS models that have been calibrated. To summarise,
whilst the PTS approach alone does indeed learn very good models, by updat-
ing these models with a small number of real time-series we get models that are
considerably closer to the models learnt using all the time-series data that is
available. What is more, the Baum-Welch approach to updating improves upon
a simply concatenation of data. Note that almost all models are significantly
different from the general variance form learning the model from the full 91
time-series. The only models that are not significantly different at the 1% level
are the PTS models updated with data using the Baum-Welch approach and the
PTS model that is updated with 20 time-series by concatenation.

4 Conclusions

In this paper we have explored to what degree pseudo time-series, learnt from
building trajectories through a cross-sectional study, can be ‘calibrated’ by a rel-
atively small number of real time-series data form a clinical longitudinal study.
The aim is to gain the advantage of both types of study - the population di-
versity of symptoms at all stages of a disease process from cross-sectional data;
and the inherently temporal information of a disease process from longitudinal
data. We have demonstrated that a relatively small number of disease time-series
can dramatically improve the quality of disease model if the pseudo time-series
has been constructed from a large enough cross-sectional sample. This has been
shown to be the case for simulated data based upon a probabilistic model and
real-world clinical data where the resultant models are not significantly differ-
ent to models learnt from large longitudinal studies. Future work will involve
exploring the Baum-Welch updating approach to integrating the longitudinal
and cross-sectional data on more datasets. Pseudo time-series naturally model
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multiple endpoint analysis which is an important topic in modelling disease pro-
gression [16]. Future work will explore the explicit understanding of these in
terms of identifying subcategories of disease which we have already started to
explore [7].
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Abstract. Surgery is one of the riskiest and most important medical
acts that is performed today. The desires to improve patient outcomes,
surgeon training, and also to reduce the costs of surgery, have motivated
surgeons to equip their Operating Rooms with sensors that describe the
surgical intervention. The richness and complexity of the data that is
collected calls for new machine learning methods to support pre-, peri-
and post-surgery (before, during and after).

This paper introduces a new method for the prediction of the next
task that the surgeon is going to perform during the surgery (peri).
Our method bases its prediction on the optimal matching of the current
surgery to a set of pre-recorded surgeries.

We assess our method on a set of neurosurgeries (lumbar disc hernia-
tion removal) and show that our method outperforms the state of the art
by providing a prediction (of the next task that is going to be performed
by the surgeon) more than 85% of the time with a 95% accuracy.

1 Introduction

More than half a million surgeries are performed every day worldwide [1], which
makes surgery one of the most important component of global health care.

This has motivated the growing interest in Computer Assisted Surgery (CAS)
tools. More and more Operating Rooms (ORs) are getting equipped systems with
sensing devices that can capture the surgeon’s activities and environment. For
example, using cameras in pituitary surgery, both the phases of the surgery [2]
and the low-level surgical tasks [3] can be detected and recorded automatically.
The task performed by the surgeon can also be automatically inferred by com-
bining RFID chips on instruments (for identification) with accelerometers [4].
The collected information is very precise and rich, because it corresponds to the
low-level actions and tools that are performed and used by the surgeon. Because
it is so precise, the data is however extremely challenging to analyze. For ex-
ample, two surgeons performing the same surgery on the same patient might
exhibit a very different course of specific actions, while being surgically very
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similar: they might use the same technique, have the same patient outcome, etc.
However, from the low-level point of view (the sequence of low-level tasks like
cut, suture, etc.), these surgeries will look very different from each other.

Extracting useful high-level knowledge from this low-level data has been one
of the research themes targeted by the field of Surgical Process Modeling (SPM)
[5,6], which aims at understanding surgeries to improve the quality of care. The
above-mentioned sensors capture the surgical tasks performed in real-time, which
opens the door to using artificial intelligence methods to provide real-time in-
formation to the surgical team.

This paper seeks the prediction of the surgeon’s subsequent actions, using low-
level information only. Such a prediction system is critical for OR management: it
will provide useful real-time information to the surgical team (nurses, anesthetist,
junior surgeon), while allowing the surgeon to focus on more demanding tasks.
Because predicting the next surgical task is central, such a prediction system
will also be a keystone to the development of many other systems. Learning to
predict the future from past observations is one of the key components that make
it possible to bring value to the massive data stores that have been collected in
medicine [7].

In this paper, we focus on predicting the next surgical actions from the low-
level information that can be captured during the surgery (e.g., [3,8,9]). We use
the series of surgical activities performed by the surgeon to represent the course
of the surgery. We capture the activity of both hands for three different elements:
used instrument, performed action and targeted anatomical structure [10]. Learn-
ing to predict the next activity of the surgeon from such low-level information is
extremely challenging, because the next surgical action depends upon high-level
information (phase of the surgery, technique used, patient-specific information,
so-far reaction of the patient to the surgery, etc.), while a surgery is represented
by a series of actions like “cut,scalpel,skin”.

Intuitively, our approach matches the on-going surgery to every surgery of a
reference set of surgeries, and use the next actions that have been performed in
the reference set of surgeries to draw a prediction about the next action that will
be performed in the current surgery. Our approach includes the three following
features:

1. Optimal registration of a partial surgery: We propose a method to
optimally register the on-going surgery (partial surgery) to any complete
pre-recorded surgery. Our approach is based on the Dynamic Time Warping
similarity measure [11], which is consistent with surgical processes [12].

2. Voting for high-confidence prediction: Using the optimally registered
reference set of surgeries, we use voting to draw a high-confidence prediction
about the next action that going to be performed by the surgeon.

3. Detecting when to predict with high-confidence: Using the agreement
rate among multiple predictors, we are able to detect when to perform a
prediction and when it is not possible to draw an accurate prediction.

Our framework is assessed using clinical data of lumbar disc herniation surg-
eries. Dr. L. Riffaud recorded 24 surgeries performed by multiple surgeons as
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part of a stay at the Neurosurgery Department of the Leipzig University Hos-
pital, Germany. We show that our method outperforms the state of the art by
providing a prediction more than 85% of the times with a 95% accuracy.

This paper is organized as follows. In Section 2, we present our solution for
high-confidence prediction of the next surgical activity that is going to be per-
formed. In Section 3, we conduct experiments that demonstrate the quality and
performance of our approach compared to the state of the art. Finally, we con-
clude this work and describe future research in Section 4.

2 High-Confidence Prediction of the Next Surgical
Activity

We present our proposed approach in this section. We start by presenting our
method for optimal sub-sequence matching in Section 2.1. We then present how
we use this method to draw high-confidence predictions about the next surgical
action in Section 2.2.

2.1 Optimal Sub-Sequence Matching

Let S = {S1, · · · , SN } be the reference set of N sequences (surgeries), S =
〈s1, · · · , sl〉 be one sequence of this set (a complete surgery), and S� = 〈s�

1, · · · , s�
k〉

be a partial sequence (the ongoing surgery). Let us denote S1,l′ a sub sequence
〈s1, · · · , sl′〉 of S. Our objective is to find the sub-sequence S′ = S1,l′ so that the
cost of optimally registering the partial sequence S� onto the subsequence S′ of
the reference sequence S is minimal.

Finding the cost of an optimal registration of one sequence onto another has
been studied by the literature. The Dynamic Time Warping (DTW) similarity
measure [11] makes it possible to find the optimal alignment of two sequences
(and thus register them) in Θ(l1 · l2) operations (with l1 and l2 the respective
lengths of the realigned sequences). The consistency of this measure has been
demonstrated for surgical processes in [12,13].

In this section, we 1) introduce a new objective function for finding the sub-
sequence S′ that best matches S�, and 2) introduce a new algorithm, based on
DTW, that can find S′ in Θ(k · l) operations only.

Objective Function. Our goal is to find the matching point l′ in S that min-
imizes the optimal alignment between S� and the sub-sequence S1,l′ :

match(S�, S) = arg min
1�l′�l

DTW(S�, S1,l′) (1)

Figure 1 presents the intuition about our objective function, compared to DTW’s
one. Figure 2 presents the trend of this objective function versus the value taken
by l′ on an example.
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Efficient Algorithm. An exhaustive search among all the possible matching
points for l′ will take Θ( l·(l+1)

2 · k) = Θ(l2 · k) operations. Such a cubic com-
plexity with the length of the matched sequences is incompatible with real-time
matching, because a typical surgery will often have more than 10,000 elements
long.

We now show how to modify the Dynamic Time Warping (DTW) algorithm to
obtain an exact solution in Θ(l · k) operations without sacrificing the soundness
of the process. Note that with 10,000 elements, the difference in the complexity
corresponds to an algorithm running 4 orders of magnitude faster than the naive
solution. Our solution is presented in Algorithm 1, where we adapted the orig-
inal DTW algorithm to identify the optimal matchPoint (l′) during sequences
registration. In this algorithm, we kept the core of DTW and we added a con-
dition (i.e., the if statement) allowing to store the optimal matchPoint during
the computation of the matrix storing the partial costs.

Note that although this algorithm can be further optimized depending on δ
(i.e., the distance function between elements of the sequences), we chose here
to give the algorithm for the general case. Furthermore, this adaptation of the
algorithm did no alter the properties of optimality of DTW.

2.2 A Voting Approach to Draw High-Confidence Predictions

Our method uses the proposed optimal sub-sequence matching to draw predic-
tions about the next surgical activity that will be performed. We will use the
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Algorithm 1. Optimal sub-sequence matching
Require: S� = 〈s�

1, · · · , s�
k〉

Require: S = 〈s1, · · · , sl〉
Let δ be a similarity between the elements of the sequences
Let m[k, l] be a matrix storing partial costs
Let l′ ← 1 be the matching point to find

m[1, 1] ← δ(s�
1, s1)

for i ← 2 to k do {m[i, 1] ← m[i − 1, 1] + δ(s�
i , s1)}

for j ← 2 to l do {m[1, j] ← m[1, j − 1] + δ(s�
1, sj)}

for j ← 2 to l do
for i ← 2 to k do {m[i, j] ← δ(s�

i , sj)+min(m[i−1, j], m[i, j −1], m[i−1, j −1])}

if m[k, j] < m[k, l′] then l′ ← j
end for
return l′

optimal sub-sequence matching from the on-going surgery S� to every sequence
Si of S. We can then use this information to draw a probability distribution p̂next
over the next possible state of the current surgery. More formally, the maximum
likelihood estimate p̂next for the next activity to be s given the previous activities
S� is:

p̂next(s|S�) = |{S(match(S�, S) + 1) = s}S∈S|
|S| (2)

Finally, we draw a prediction from the maximum a posteriori estimate of p̂next
using a majority vote [14], i.e., select s for which p̂next(s|S�) � 0.5. In order to
ensure and confer high-confidence to the system, we do not draw a prediction if
no s obtains a majority or in case of ties. Note that p̂next(s|S�) can be seen as an
agreement rate on the prediction: a high value indicates an important agreement
amongst the recorded surgeries about the next action that is going to be per-
formed and conversely. The threshold on the agreement rate (0.5 in this paper)
can be tuned according to need for a system performing very accurate predic-
tions but in limited number or a large number of predictions with an increased
probability of errors. We have developed a web application 1 to allow the reader
to try this prediction system easily. An open-source standalone implementation
of the method is accessible at the same URL.

3 Experiments

3.1 Clinical Data

Figure 3 presents the dataset. The framework is evaluated using clinical data
composed of 24 lumbar disc herniation surgeries recorded at the Neurosurgery
Department of the Leipzig University Hospital, Germany. Surgeries contain on
average 680 actions. The surgeries involved 10 male and 14 female patients, with
1 http://germain-forestier.info/src/aime2015/ (Accessed: 30 March 2015)

http://germain-forestier.info/src/aime2015/
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a median age of 52 years. These lumbar disc surgeries are divided into three main
steps: (1) approach of the disc, (2) discectomy and (3) closure. The herniated disc
is approached via a posterior intermyolamar route. The patients were operated
on by five junior and five senior surgeons. Senior surgeons have performed at
least a hundred removals of lumbar disc herniation. All the junior surgeons have
passed more than two years of their residency program but have only performed
a few removals of lumbar disc herniation. In this paper, we focused on the closure
phase, because it allows us to ensure that the main surgeon is the one operating
(for a junior surgery, his or her senior sometimes takes over the surgery).

Junior
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S4
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S6

S7

S8

S9

S10

S11

S12

Senior

S13

S14
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S18

S19
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S21
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S24

(install) (skin) (retractors)
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(remove) (muscle) (retractors)

(remove) (skin) (retractors)

(coagulate) (skin) (bipolar-forceps)

Fig. 3. The dataset of 24 surgeries used for the experiments and the legend for the six
most frequent actions

3.2 Methodology

We compare three configurations: using only the senior surgeries, using only the
junior surgeries and using all surgeries. Our aim is to observe the influence of
the available surgeries (training data) on the quality of the predictions that are
drawn. A leave-one-out cross-validation approach was used for each configura-
tion: we select one surgery out of the set of surgeries, and use it as the on-going
intervention (this surgery is then removed from the set of reference surgeries).
The left-out surgery is used to test our predictions, as if it was progressively dis-
covered. Predictions are made every 5% of the progression of the intervention.
We can then compare every prediction with the actual activity of the surgery.
Every surgery is in turn considered as the on-going intervention.

We evaluate our system using the precision P (i.e., number of good predictions
/ total number of predictions), the recall R (i.e., number of predictions / total
number of expected predictions). We also use the F-measure F (harmonic mean
between prediction and recall) to provide an overall evaluation. We compare
the results of our method to the one of the Euclidean state-of-the-art method.
We use the exact same process, but replace the optimal sub-sequence matching
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with uniform scaling [15]. Uniform scaling performs a linear transformation that
increases or decreases sequences by a scale factor so that they have the same
length.

3.3 Results

Figure 4 presents the general results of the F-measure comparing the two meth-
ods and the three configurations. We can see that our approach outperforms the
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Fig. 4. Results on the three configurations (Junior+Senior, Junior, Senior) for the two
methods (DTW in white, Euclidean in gray)

state-of-the-art Euclidean approach, regardless of the considered configuration.
The compact dispersion of the results for the senior case (compared the junior
case) suggests that seniors have a more homogeneous behavior than junior sur-
geons, which is consistent with previous studies comparing junior and senior
practices [12]. This result also illustrates the influence of the set of available
recordings in the quality of the prediction. Even though mixing all the surgeries
together provides very good results, the best results are obtained for senior sur-
geons, whose surgical practice is usually more standardized and homogeneous.
This supports our intuition that the more dedicated the training data is to the
operating surgeon, the more accurate the predictions will be.

Table 1 details the prediction results for every one of the 24 surgeries (using
the 23 remaining surgeries as the training set). A sparkline (e.g.,
) presents, for each sequence, the evolution of the agreement rate among the pre-
dictions over the course of the surgery. The gray rectangle represents the interval
(0.5, 1] for which a majority is obtained. The blue dots represent the cases where
our system did not provide a prediction (because no majority was obtained),
while the red dots represent the inaccurate predictions. The precision of our
system is very high: no mistakes are committed for more than half. Overall, our
systems exhibits an average precision of 95%: our predictions do not eventuate
only 5% of the times.



130 G. Forestier et al.

Table 1. Detailed results for every surgery; results with F � .9 are shown in boldface
Junior

Surg. P R F Agreement

S1 1.00 0.94 0.97
S2 0.94 0.89 0.91
S3 0.85 0.72 0.78
S4 1.00 0.94 0.97
S5 0.94 0.94 0.94
S6 1.00 0.94 0.97
S7 0.88 0.94 0.91
S8 0.94 0.94 0.94
S9 0.88 0.89 0.88
S10 1.00 0.83 0.91
S11 1.00 1.00 1.00
S12 0.93 0.78 0.85

Senior
Surg. P R F Agreement

S13 1.00 0.89 0.94
S14 0.94 0.94 0.94
S15 1.00 0.83 0.91
S16 1.00 0.72 0.84
S17 1.00 0.83 0.91
S18 1.00 0.89 0.94
S19 1.00 0.94 0.97
S20 0.93 0.83 0.88
S21 1.00 0.94 0.97
S22 0.94 0.94 0.94
S23 1.00 1.00 1.00
S24 0.75 0.89 0.81

Moreover, our system provides a prediction 89% of the times (recall). This
means that for the vast majority of cases, an agreement can be reached and
a decision made. Furthermore, the consistency of our voting procedure is con-
firmed: for all the cases where the MAP (maximum a posteriori) estimate was
below the majority threshold, and for which we thus did not provide a prediction
(i.e., blue dots in Table 1 – Agreement column), the MAP estimate was actu-
ally wrong. This confirms the relevance of our approach, by showing that we
actually do not provide a prediction when no reliable choice can be made from
the training set. This corresponds to the case where not enough similarity can
be found between the on-going surgery and the reference set, which can be the
case if specific activities are required during the surgery. The highest number of
errors are committed in S24 with a sequence of four wrong predictions in a row.
This corresponds to the green activity in Figure 3, where the surgeon installs
the retractors on the skin without stopping, while all the other surgeries exhibit
several pauses. Finally, every prediction is made in less than 200 ms, which is
compatible with real-time prediction in the OR.

Note that the current system is dependent of the heterogeneity of the se-
quences inside the reference database. If the reference sequences are highly het-
erogeneous, the system could have difficulties to perform the partial matching.
As the size of the available reference set is limited, we are currently matching
all the sequences of the reference database with the target sequence. However, a
threshold on DTW score could be used to select only the most similar sequences
to perform the prediction.

4 Conclusion

We have presented a method for the prediction of the next surgical task that is
going to be performed during the surgery. Our contributions include:
1. definition of the objective function for the registration of a partial sequence

to a complete reference sequence.
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2. an efficient algorithm, based on DTW, to optimally minimize the above-
mentioned objective function.

3. a prediction system that combines our optimal sub-sequence matching with
MAP estimation and filtering.

The experiments have shown that our method outperforms the state of the art
and provides a prediction more than 85% of the times with a 95% accuracy.

Because the prediction of surgical tasks is central to computer assisted surgery,
this work naturally opens up a number of clinical applications. We have men-
tioned in the introduction how this information can help ensuring a smooth
running of the surgery. Another application concerns the training of junior sur-
geons, where our system could be integrated in a simulation environment in order
to provide help and feedback to the junior surgeon [16]. Our system could, on
demand, provide a warning to the surgeon about his or her deviation from the
standard practice of his or her colleagues. The agreement rate would then inform
about the importance of the deviation. In future work, we want to validate this
method on a more important dataset (> 300 surgeries) and use our recent work
on Dynamic Time Warping [17] to improve the predictions.

Supplementary Materials

Prediction package: Java package containing the source code for the proposed
method. (Java ARchive file) – http://germain-forestier.info/src/aime2015/
source-code-aime-2015.jar (Accessed: 30 March 2015)
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Abstract. Electronic Medical Records (EMRs) provide a wealth of data
that can be used to generate predictive models for diseases. Quite some
studies have been performed that use EMRs to generate such models for
specific diseases, but most of them are based on more traditional tech-
niques used in medical domain, such as logistic regression. This paper
studies the benefit of using advanced data mining techniques for Col-
orectal Cancer (CRC). CRC is the second most common cancer in the
EU and is known to be a disease with very a-specific predictors, making
it difficult to generate good predictive models. In addition, the EMR
data itself has its own challenges, including the sparsity, the differences
in which physicians code the data, the temporal nature of the data, and
the imbalance in the data. Results show that state-of-the-art data mining
techniques, including temporal data mining, are able to generate better
predictive models than currently available in the literature.

Keywords: Colorectal cancer · Data mining · Machine learning

1 Introduction

It is well known that more and more data about the medical state and history of
patients is stored in electronic medical records (EMRs). In a variety of countries
(such as the Netherlands, in which the present study is performed), the general
practitioner (GP) acts as a proxy to secondary care and receives and oversees all
information about a patient from relevant sources. A variety of studies have been
performed using this type of GP EMRs, e.g. [7,11]. Analysis of this data may con-
tribute to an early detection of diseases and more effective treatments. Conven-
tional methods used in the medical domain are however unable to take full advan-
tage of this data as they are directed in a top-down manner. Conversely, machine
learning (ML) methods may allow for more data exploitation (e.g. [10]).
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In this paper, we try to explore whether advanced ML approaches can be
used for the prediction of colorectal cancer (CRC). CRC is a disease for which
early diagnosis has shown to be difficult due to its a-specific symptoms but also
of crucial importance as the life expectancy greatly reduces if diagnosis takes
place in a late stage of the disease [5]. Several predictive models have been
generated in this domain using EMR data whereby the models by Hippisley-
Cox & Coupland [7] and Marshall et al. [11] are the most well-known. However,
they (in part) make use of datasets enriched with specific data regarding known
predictors for CRC. We have access to an anonymized GP dataset of over 200.000
patients, in which no data enrichment has taken place. Using this dataset we
generate predictive models using random forests [3] (RF), SVM [15] and the
simpler CART algorithm [4]. In addition, we use a sophisticated approach (based
on [2]) to generate and exploit temporal patterns to see whether this benefits the
accuracy of the predictions. Given the variety in the quality of the datasets across
studies (which makes it difficult to directly compare results), we compare the
outcome with an application of the previously generated models on our dataset.
Finally, we investigate whether new predictors are identified.

This paper is organised as follows: In Section 2, we discuss the data and
how it is pre-processed. We treat our methodology in Section 3. The results are
presented in Section 4. We conclude with a discussion in Section 5.

2 Dataset Description and Preparation

For this study, anonymized EMRs from two GP database systems were made
available from the Utrecht region in the Netherlands. The total number of pa-
tients in the dataset amounted to 219.447. Data is available regarding a patient’s
age, gender, details of GP consults (> 5.5 million), drug prescriptions (> 6.6 mil-
lion), specialist referrals (> 0.7 million), comorbidity (> 66.000), and lab test
outcomes (> 7.6 million). Each consult is associated with an ICPC (Interna-
tional Classification of Primary Care) code, a standard describing symptoms
and diseases in patients. Similarly, drug prescription records make use of the
ATC (Anatomic Therapeutical Chemical) classification system. The comorbid-
ity data is a list of chronic conditions a patient currently has, e.g. hypertension
or even pregnancy. The period covered in the dataset lies between 01-07-2006
and 31-12-2011.

For conventional data mining algorithms, a single instance is typically rep-
resented as a one-dimensional fixed size input vector. In our case, an instance
equals a single patient. It is not possible to represent the data described above
as a fixed-size input vector ‘as is’; number of prescriptions, consults, etc. differ
too much for this among patients. In the paragraphs below, we describe the data
preparation.

Obtaining the Target Value. The presence or absence of CRC in a patient is
investigated using a patient’s consulting history. The ICPC code for CRC is D75.
The data is divided in two sets: the set of patients which have been diagnosed
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with CRC (i.e. their GP has classified a consult with a D75 ICPC code at least
once), and the set of patients which have never been diagnosed with CRC. This
makes for a highly imbalanced classification task, namely 808 CRC cases among
219.447 patients (0.37%). These numbers meet the expectation of specialists,
and are consistent with Dutch national health studies (e.g. [14]).

Subsampling the Time Period. After consultation with specialists (Dutch
GPs and gastro-enterologists), the choice was made to look at six-month periods
per patient. For CRC cases, the period before the first recorded diagnosis of D75
was chosen. For non-CRC cases, a period was randomly chosen between 01-07-
2006 and 31-12-2011. Any patient for which this was not possible, was purged.
This occurs if a patient is registered with the GP shorter than six months, or
when a CRC diagnosis occurred in the first six months of the 2006-2011 period.
This resulted in 654 CRC cases among 202.126 patients (0.32%).

Selection by Age. The data is further subsampled by age (≥ 30 only). This
split was chosen largely to be in line with related research [7,11]. After pruning
patients with invalid time periods and ages, the dataset contained 651 CRC cases
among 127.304 patients (0.51%).

Extracting Standard Attributes. Attributes are abstracted from the data
by counting the occurrences of events. All rows but the last in Table 1 sum-
marise this strategy. Note that this table partially overlaps with the table in [8]
(indicated by *), of which the research presently described is a continuation.

HB, cell volume, and blood in the stool measurements are known CRC pre-
dictors [11]). These values stem from the lab result data. The reason for not
currently utilising additional lab results is because of the sparseness of the lab
result records; minimum and maximum threshold values are often not recorded,
and the units of the values are ambiguously defined (e.g. mL, mmol, g, etc.).

Discovering Temporal Patterns. The final row of Table 1 requires some
extra attention. The other attributes ignore a potentially important aspect of
the data: its temporality. Thus, a temporal pattern mining approach based on
is used Batal et al. [2]. The general idea of this approach is described below.

We can view each timestamped record in the dataset as an event occurring
on a timeline. For example, if a patient consults the GP on 28-01-2009 with
abdominal pain (ICPC D01), a ‘consult event’ will be generated stating that
the patient exhibited ICPC D01 on 28-01-2009. An event sequence is the entire
sequence of events for a specific patient.

A pattern is a set of events which may occur in patients. Pairs of events are
mutually related to each other using the (s)uccession or (c)o-occuring relations.
Consider a pattern with events ICPC D01, ICPC D12, and ATC A06, with
relations ICPC D01 (s) ICPC D12; ICPC D01 (s) ATC A06; ICPC D12 (c)
ATC 06. This pattern expresses a sequence in which a patient has abdominal
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Table 1. List of attributes extracted. Overlap with [8] indicated by asterisks (*)

Attribute Value Description
*age Integer The age of a patient.
*gender M/F The gender of a patient.

*ICPC A01, ..., ICPC Z29 Integer
720 attributes, each representing the number of times a
consult ended up in a classification of ICPC i for a patient.

*ATC A01, ..., ATC V0* Integer
86 attributes, each representing the number of times
medication with code ATC i was prescribed for a patient.

*ref kno, ..., ref wvk Integer
94 attributes, each representing the number of times a
patient was referred to a specialist of the category ref i.

comor angina pectoris, ...,
comor pregnancy

Integer
33 attributes, each representing whether or not a patient
is currently in a certain (medical) condition comor i.

HB inside thresh, HB
outside thresh

Integer
Number of times a patient’s haemoglobin value was
inside/outside the desired range.

cell volume normal, cell
volume abnormal

Integer
Number of times a patient’s cell volume value was
inside/outside the desired range.

blood in stool, no blood in
stool

Integer
Number of times blood was found / was not found in a
patient’s stool.

temporal pattern P1, ..., Pn Binary
Indicates whether or not a patient’s medical history
contains a certain temporal pattern Pi.

pain (D01), succeeded by a co-occurrence of constipation (D12) and a laxative
prescription (A06). If a patient history includes the pattern above (e.g. ICPC
D01 on 28-01-2009, ICPC D12 on 30-01-2009, ATC A06 on 30-01-2009), the
pattern is said to cover the patient.

The mining algorithm is based on the apriori algorithm [1]. As with standard
apriori, the records are scanned first to create frequent patterns of size 1, 1 -
patterns. These patterns are used to generate successively larger patterns, i.e.
k -patterns are used to obtain frequent k+1 -patterns. Generating a k+1 -pattern
is, however, more elaborate than for standard apriori, because the generated
candidate patterns need to accommodate for multiple possible (s) and (c) rela-
tions. This results in more k+1 -patterns being tested for frequency than with
standard apriori, increasing the complexity. An entire explanation of the algo-
rithm is beyond the scope of this paper. An in-depth description of the algorithm
including many optimisations is available in [2]. To maximise the likelihood of
finding predictive patterns, the algorithm is run on CRC and no CRC cases sep-
arately. The resulting patterns for both cases are then assembled into a single
list. Each pattern discovered using the described method can now be used as an
attribute. The attribute is binary, indicating the absence (0) or presence (1) of
the pattern in the patient’s medical history.

3 Methodology

Our experiments serve four main purposes, namely to investigate

1. whether or not the dataset is able to predict the occurrence of CRC at all;

2. the potential advantage of using advanced ML techniques;
3. the potential added value of including temporal information;

4. the predictors found by the algorithms in relationship to known predictors,
in order to validate or disprove the generated models.
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These four purposes are achieved by selecting five subsets, and applying four
ML algorithms to them in a 5-fold cross validation fashion. The first three pur-
poses are investigated quantitatively, latter purpose more qualitatively.

Creating Subsets. Subsets are made to investigate the dataset’s predictive
capability. First, as a benchmark, we investigate a gender/age-only subset. This
is compared to non-temporal and temporal subsets, and a combination of both.
Results of generating this temporal subset are presented in Section 4 prior to
discussing the results of the model generation. Finally, we produce a knowledge-
driven subset, consisting of the 31 known predictors as described in [11].1 The
resulting subsets are summarised in Table 2.

Table 2. The attributes contained within each subset

Subset Description
non-temporal 941 non-temporal attributes + age/gender.
temporal n temporal patterns + age/gender.
all 941 + n + age/gender.
knowledge-driven 31 attributes as described in [11] + age/gender.
age/gender Benchmark; age and gender only.

Learning Algorithms. Marshall et al. [11] obtain a high performance (area
under ROC curve of 0.829) using the classification method logistic regression
(LR) for predicting CRC. We compare this to the transparent CART decision
tree algorithm, and two less transparent algorithms, namely RF and SVMs.

Existing implementations in the Python Scikit-Learn package were used for
each of the algorithms. After extensive tuning, parameters were chosen as fol-
lows. For LR, the regularisation parameter L2 was chosen. For CART, we selected
the Gini impurity measure as a splitting criterion, a maximum tree depth of 5,
and the minimum number of samples at a leaf node equal to 50. Changing the
splitting criterion did not alter results, whereas increasing the tree depth and re-
ducing the minimum number of samples resulted in tremendous overfitting. For
RF, identical settings as for CART were chosen for the same reasons, in conjunc-
tion with a forest size of 100. Further increasing the forest size did not alter the
performance, whereas we did notice a decrease in performance upon reduction
of the forest size. Finally, for SVM we set RBF as the kernel type. Attempts
with a polynomial kernel type resulted in either worse results or unreasonable
computation time, depending on the degree of the polynomial.

In an attempt to consolidate the quantitative results, we extract the predictors
(averaged over all folds of the cross validation) from the LR and RF algorithms.
Analysing these in a qualitative way may shed a different light on the quantita-
tive results, or may provide additional insights. The same is done for the decision
tree resulting from the CART algorithm.

1 These consist of ICPC codes B80, 81, 82; D01, 02, 06, 08, 11, 12, 15, 16, 18, 24,
93; K93, 94; T07, 08, 82, 89, 90, 92; ATC codes G04; A06, 07; B03; and multiple
variations of haemoglobin, cell volume, and blood in stool measurements.
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4 Results

Temporal Data Mining. The temporal data mining algorithm was run with
a minimum support of 0.1. This resulted in the discovery of 94 patterns: 29
1 -patterns, 51 2 -patterns, and 14 3 -patterns. Three example patterns are pre-
sented in Table 3. These patterns are at this point only discovered - no conclusion
is made regarding their predictive value for the occurrence of CRC. The reason
for also including 1-patterns in our investigation is simple: single events may
already be of great importance for GPs. It is unfair to give the temporal subset
a disadvantage by ignoring potential predictors such as blood in the stool.

During experimentation, various support values were attempted, but only for
an extremely low minimum support (< 0.025) did the algorithm find patterns
for more than three states. However, such patterns would be very specific to the
dataset, increasing the likelihood of overfitting were they to be used.

The 94 resulting temporal patterns are dominated by ATC (i.e. drug pre-
scription) states. One cause may be that the prescriptions are well recorded in
the dataset, a well known fact according to the specialists. In addition, recur-
ring prescriptions for chronic diseases are relatively common, so it should be no
surprise the algorithm finds such patterns.

Table 3. Three example temporal patterns of various sizes

Pattern Meaning
ICPC D16 Presence of rectal bleeding (= ICPC D16).

ATC A06 (c) ICPC D12
Presence of a prescription of laxatives (= ATC A06) co-occurring
with constipation (= ICPC D12).

ICPC T90 (s) ICPC T90
(s) ICPC T90

Presence of diabetes (= ICPC T90) occurring in succession.

Quantitative Analysis. For each algorithm applied to each of the five sub-
sets, the AUC (area under the ROC curve) and 95% confidence interval (CI; as
described in [6]) was recorded. The results of the runs are shown in Table 4.

We observe performances better than random for each subset-algorithm com-
bination. This confirms the first purpose highlighted in Section 3. The bench-
mark performance is relatively high, a common occurrence for medical prediction
tasks. Particularly the age attribute is known to be a good predictor for CRC.
Additionally, the most complete part of the dataset is the age and gender of a
patient. Other potential predictors (e.g. blood in the stool, or abdominal pain)
may therefore be suppressed, since they occur less consistently in the data.

For the second purpose, we compared the various algorithms. The results show
that RF performs significantly better than LR in the non-temporal, temporal,
and knowledge-driven subsets (shown in bold). SVM and CART do not perform
significantly better than LR. Thus, RF can be an improvement over LR for large
(non-temporal and all) or knowledge-driven subsets.

For the third purpose, we compared the non-temporal and temporal subsets.
The results improve using the temporal compared to the non-temporal subset.
This is the case amongst all algorithms, except RF. Furthermore, the temporal
subset provides us with the best overall performance (using LR, shown in italics),
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barring the biased knowledge-driven subset. The ROC curves resulting from
applying CART to the temporal and non-temporal subsets are shown in Figure 1.
This selection is made both to avoid clutter and to highlight the results of mining
temporal data. It is evident that the temporal subset outperforms the non-
temporal subset. Thus, the temporal information is of added value for prediction
in this case. IF we view the temporal and knowledge-driven subsets as a kind of
feature selection, their performances may lead us to believe that other feature
selection methods are potentially helpful for the algorithms. However, performing
such methods on the subsets did not alter their performances (results not shown).

Regarding computational efficiency, the temporal and non-temporal subset
contain 94 and 941 attributes, respectively. This makes the learning process for
the temporal subset much faster, while at the same time resulting in a better
performance using all algorithms, with the exception of RF.

Table 4. AUCs and 95% CIs for all algorithm-subset combinations, established using
5-fold cross validation. The subsets are non-temporal (NT), temporal (T), all (A),
knowledge-driven (KD), and the age/gender benchmark (B).

Subset LR RF SVM CART
NT 0.792 (0.771 − 0.813) 0.883 (0.866 − 0.900) 0.804 (0.784 − 0.824) 0.819 (0.799 − 0.839)
T 0.893 (0.877 − 0.909) 0.882 (0.865 − 0.899) 0.861 (0.843 − 0.879) 0.863 (0.845 − 0.881)
A 0.796 (0.775 − 0.817) 0.881 (0.864 − 0.898) 0.832 (0.813 − 0.851) 0.818 (0.798 − 0.838)
KD 0.854 (0.836 − 0.872) 0.896 (0.880 − 0.912) 0.867 (0.849 − 0.885) 0.860 (0.842 − 0.878)
B 0.844 (0.825 − 0.863) 0.838 (0.819 − 0.857) 0.862 (0.844 − 0.880) 0.828 (0.808 − 0.848)
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Fig. 1. ROC curves applied to several subsets of the data. To avoid clutter, only the
curves for CART applied to the non-temporal and temporal subsets are shown.

Qualitative Analysis. We now investigate whether the resulting predictors
for each algorithm are meaningful or likely incidental (the fourth purpose of the
experiments). We highlight the all subset in this section since it is the only one
which can show potentially any of the described attributes.

Linear Regression. The first column in Table 5 shows the top 5 predictors for the
all subset using LR. The temporal patterns mostly indicate drugs for acid-related
disorders (ATC A02), usually used for the treatment of abdominal complaints or
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pain together with non-steroidal anti-inflammatory drugs. Hypertension (second
on list) occurs as a top 10 predictor resulting from applying LR and RF to the
non-temporal and all subsets. Similar results were also observed in [9], in which
it is noted this may be related to the metabolic syndrome. Rectal bleeding (third
on list) is a predictor corresponding to Marshall et al.’s known predictors [11].
The orthopaedic referral is likely incidental.

Table 5. Predictors for the all subset for LR and RF. ATC codes are: A02 = drugs
for acid-related disorders; B01 = antithrombotic agents; C10 = lipid modifying agents.

LR RF
Pattern: ATC A02 (s) ATC C10 Psoriasis comorbidity
ICPC K86 (hypertension) ATC J01 (antibacterials)
ICPC D16 (rectal bleeding) Pattern: ATC A02 (s) ATC A02
Orthopaedic specialist referral Pattern: ATC A02 (s) ATC C10
Pattern: ATC B01 (s) ATC A02 ICPC S29 (skin complaint)

Random Forest. The second column in Table 5 shows the best predictors for RF.
The first and second (psoriasis, a skin disease; and ATC J01) are likely incidental.
The relevance of the third and fourth is unclear, as in the previous paragraph. The
final predictor, ICPC S29, may be related to psoriasis. The uncertainty in these
predictors is likely due to the low number of CRC patients. This causes each tree in
the forest to be specialized for a few dozen CRC patients only, whom are similar to
each other with respect to disorders unrelated to CRC such as psoriasis.

Decision Tree. Figure 2 shows a partial decision tree generated with CART using
the all subset. Each node occurs in the list of predictors by Marshall et al. [11].
Of particular interest is rectal bleeding, also occurring as an LR predictor.

In summary, the models generated by CART show predominantly known pre-
dictors, as opposed to the predictors found by LR and RF. This pattern holds
for all subsets, with the obvious exception of the knowledge-driven subset and
the benchmark. Furthermore, symptoms related to the metabolic syndrome were
observed as CRC predictors, as in [9].

rectal
bleeding

> 2

change in
bowel

movements = 0
... anaemia

> 0 0.0674

Fig. 2. A single traversable path of the decision tree generated by the CART algorithm
using the all subset. The leaf node indicates the probability for a patient to have CRC.

5 Discussion

Current methods of detecting colorectal cancer in its early stages are sub-optimal.
In an attempt to improve the detection rate, we generated risk models which
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1. are able to accurately predict the occurrence of CRC in patients;
2. in doing so, can be (in the case of RF) more effective compared to traditional

models in related research for larger amounts of data;
3. include temporal aspects of the data which improve performance (except in

the case of RF);
4. are largely validated through the resulting predictors, particularly CART.

This indicates that a transparent risk model is a competitive choice for in-
corporation in the current CRC diagnosis chain.

The present study may have resulted in the discovery of a new predictor,
metabolic syndrome. This result needs to be validated in other datasets. Finding
new predictors or correlations between events using data mining is not unheard
of. For example, negative interaction among the drugs pravastatin and paroxetine
was found in [13]. We attempted to analyse the data using temporal pattern
mining based on Batal et al. [2]. Our results are consistent with that study and
that of others (e.g. [12]), namely that temporal attributes can provide additional
insights. However, the dataset used was different in that the data of Batal et al.
was more tailored towards the target value to be predicted, and it was smaller
in size. Thus, our study acts as a validation for the method, suggesting it is both
robust and scalable. Finally, we move beyond the models proposed in [8] as we
take temporal aspects into account and utilize more state-of-the-art algorithms.

For future work, we are working towards semantic integration of the dataset
with medical ontologies (e.g. SNOMED) to improve the models while allowing
for more insight. As an example how this could work, a collection of ICPC codes
may all be classified as a new abstract attribute, ‘infection’. In addition, we aim
to include all lab results as opposed to the limited selection we presently used.
Finally, we aim to enrich the current dataset with genetic and nutritional data.
Ideally, the described work and the above future goals will accumulate into a
predictive model implemented in the diagnosis cycle of actual GP practices.
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Abstract. Electronic health records (EHRs) play an essential role in patient 
management and guideline-based care.  However, EHRs often do not encode 
therapy protocols directly, and instead only catalog the individual drug agents 
patients receive.  In this paper, we present an automated approach for protocol 
identification using EHR data. We introduce a novel sequence alignment  
method based on the Needleman-Wunsch algorithm that models variation in 
treatment gaps. Using data on 178 breast cancer patients that included manually 
annotated chemotherapy protocols, our method successfully matched 93% of 
regimens based on the top score and had 98% accuracy using the top two scored 
regimens.  These results indicate that our sequence alignment approach can 
accurately find chemotherapy plans in patient event logs while measuring 
temporal variation in treatment administration.   

Keywords: Clinical guidelines · Plan recognition · Practice variation · 
Sequence alignment · Electronic health records · Cancer care 

1 Introduction  

The widespread adoption of electronic health records (EHRs) offers unprecedented 
opportunities to examine real-world treatment practices and outcomes. Many EHR 
systems, however, lack the internal ability to capture and monitor treatment plans, and 
may catalog the drug agents received by patients without encoding regimens directly.  
There is a need for robust computational methods to identify plan choice, adherence, 
and outcomes using EHR data, which can support research on quality of care, clinical 
practice variation and comparative effectiveness. 

In this paper, we present a method for identifying cancer chemotherapy plans, which 
consist of patterns of single and multiple drug agents administered to patients in cyclical 
patterns known as treatment cycles.  Physicians generally follow these chemotherapy 
protocols since they ensure standardized, evidence-based care with potentially toxic 
drugs.  However, practice variations may result from delayed or dropped cycles.   
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A major open question in cancer care is determining which regimens are used in the 
current clinical practice and whether regimen variation affects efficacy.  To address this 
challenge, we propose an autonomous treatment regimen identification method using 
known chemotherapy protocols.  The approach models patient treatment histories and 
recommended treatment regimens as temporal sequences that encode the time interval of 
elapsed time between sequential events.  Patient histories are compared to the treatment 
regimens using the proposed sequence alignment algorithm, which assigns a similarity 
score between the patient and protocol sequence.  We present our method and evaluate it 
against a standard sequence alignment approach using institutional EHR data on 
chemotherapy administration. 

2 Related Work 

The use of sequence alignment methods to identify treatment regimens is a relatively 
new field of research.  Lee et al. uses a local sequence alignment to detect HIV regimens 
of two sequential drug combinations [1], and a global alignment method without gaps to 
match patients to chemotherapy protocols with 68% accuracy [2].  Bourfa and 
Dankelman [3] use multi-sequence alignment to determine consensus procedural 
workflows in surgical activity logs, specifically for laparoscopy videos, and compare 
specific cases against the established consensus.  Clinical workflow methods, such as [4, 
5], have augmented classical edit distance to deal with temporal constraints.   

3 Methods 

Patient event logs were extracted, on November 1, 2014, from the EHR of 
Dartmouth-Hitchcock Medical Center, which was deployed on April 2, 2011. We 
selected all female patients who had invasive breast cancer diagnosed by the tumor 
registrar one year prior to November 1, 2014 and who had received NCCN (National 
Comprehensive Cancer Network, www.nccn.org) recommended chemotherapy agents 
for breast cancer based on medication administration records.  We found 178 patients 
who met these criteria.   

By reviewing the NCCN guidelines for breast cancer from 2011 through 2014, the 
author AD, who is a physician and has experience encoding protocols, identified 44 
unique protocols.  He manually matched the treatment sequences for the 178 patients 
to one of the 44 protocols. 115 patients received clearly identifiable NCCN 
recommended protocols while the rest received incomplete treatments or 
combinations of agents not recommended by NCCN guidelines. The patient and 
regimen data are encoded into event sequences, whereby chemotherapy agents are 
represented as single letter codes, with transition times between drug events appended 
to the letter codes as part of the proposed temporal extension for sequence alignment.  
Drugs given concurrently are cascaded sequentially, followed by the transition time.  

Needleman-Wunsch Algorithm  

The Needleman-Wunsch algorithm (NW) is a global sequence alignment algorithm 
(NW) [18].  The method guarantees the optimal alignment for a given scoring schema, 
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which quantifies similarity for all possible event pairings.  The alignment can include 
event gaps, which carry a scoring penalty; the alignment score is the sum of scores for 
aligned events between the sequences.  We use a scoring scheme that assigns exact 
matching events a score of 1 and mismatching events a score of -1; gaps are penalized 
0.5.  More complex and continuous scoring schemes can also be used.  Multiple drugs 
administered concomitantly, such as TC, are treated as single events; partial matches of 
the constituent agents are treated as mismatches; therefore, TC and T receive a score of -
1.  This scoring choice signifies that missing agents in drug combinations indicate 
different treatment recommendations. 

NW ignores timing between events and aligns sequences encoded without timing. 
For the NW method, we encoded treatment sequences that had the same series of 
treatment events but different intra-event distances as a single type of sequence since 
NW cannot distinguish between sequences with different intra-event interval lengths.  

Interval-Encoded Needleman-Wunsch Algorithm    
The Interval-encoded Needleman-Wunsch Algorithm  (IENW) algorithm uses 
temporally-ordered events and the interval time between events to incorporate timing 
information into NW without modifying the algorithm itself; instead, temporal 
information is handled using a novel scoring scheme.  We introduce the idea of 
temporal concepts or temporal events whereby a drug or drug combination followed 
by its’ associated transition time are defined to be a single temporal event.  For 
example, we encode four bi-weekly cycles of concurrent Docetaxel (T) and 
Cyclophosphamide (C) as TC.14 TC.14 TC.14 TC.14, which contains a single 
temporal event, TC.14.  Aligning the sequence to a hypothetical patient sequence of 
TC.21 TC.21 TC.21 TC.21, the algorithm scores TC.14 and TC.21.  By contrast, the 
NW algorithm ignores the timing and scores TC and TC directly.  Since all 
medication administration events in the data set are time stamped with dates, we have 
chosen to measure the time distance between events at the granularity of days. 

The IENW uses the static NW scoring scheme and a user-defined temporal penalty 
that accounts for temporal variations.  For events A.tA and B.tB where A and B are 
drug events and tA and tB are their respective transition times, we define the temporal 
scoring function, St:  

 

where S(A, B) is the static similarity score between events A and B used in the traditional 
NW algorithm, TP is a heuristic representing the maximum temporal penalty that can be 
imposed on the score for temporal discrepancies, we set Tp to 0.3.  In cases where drug 
events match, a temporal penalty dependent on the percentage difference between the 
timing of the events in question, is applied.  IENW requires the scoring scheme to hold 
scores for every event-timing combination that can be encountered in sequences; for 
event X and transition times [0, N], the scoring scheme must hold scores for X.0, X.1 
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through X.N.  For K events, the IENW holds scores for K(N + 1) events while the static-
NW scoring scheme holds scores for K events.    

4 Experiments and Results 

For the 115 patients that were manually matched to recommended protocols, the NW 
and IENW were used to score the patients against protocols; the scores were 
normalized by dividing the raw score by the number of events in the protocol 
sequences. Results against the manual annotations show that the NW and IENW 
correctly identify a patient’s protocol with 93% accuracy using the top-scoring 
protocol as the prediction, and 98% using the two matches as the prediction.  Using 
Lee’s [2] gapless global sequence alignment algorithm has a 54% accuracy. 

5 Discussion 

Our proposed IENW method identifies the treatments of breast cancer patients based 
on known protocols with high accuracy.  Although the accuracies of the IENW and 
NW are the same, the standard NW algorithm does not compare sequences using 
inter-event timings, and thus could not distinguish the correct regimens in 24 cases, 
which we rated as a tie. By contrast, IENW treats such protocols as distinct regimens 
and can successfully match patients to the exact protocol.  The patient histories 
misclassified by both NW and IENW did not complete the drug cycles at the end of 
the regimens, so they were matched to similar, shorter protocols.  For patients that 
were correctly classified by the IENW, the range of scores was 5 to 100, the mean 
score was 77 and the median score was 89. 

The IENW approach has several limitations.  It cannot support continuous or an 
infinite number of transition times.  As we derive timing between drugs using 
encounter dates, we only have discrete times available.  Another shortcoming of the 
IENW is that it always uses the timing appended to an event to compute the temporal 
penalty; however, when gaps are introduced, the total timing across the gaps should 
also be used in computing the penalty.  Future work will present an algorithm that 
overcomes this problem. 

Identifying treatment plans based on medical events has been an active area of 
research in artificial intelligence in medicine for the past two decades.  Tu et. al. [7] 
proposed generated therapy advice using a patient’s treatment information. Probabilistic-
topic modeling [8, 9, 10] and process mining approaches [9, 10] can abstract patterns 
from events logs and summarize clinical pathways but cannot match clinical pathways to 
recommended chemotherapy protocols.  Bhatia and Levy [11] create a chemotherapy-
plan detection method for EHR data that was found to perform poorly on complex 
patterns.  Therapy-plan recognition for data containing intervals has also been studied 
extensively [12, 13].  Other work has also been done [14, 15].  Our approach is distinct 
from prior work in using a novel temporal sequence alignment method that measures 
variation from recommended treatment protocols based on timing and completeness of 
drug administration. 
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6 Conclusions 

Automated chemotherapy-protocol identification is an important challenge as 
adherence to clinical guidelines ensures standardized and optimal-care for patients.  
In the clinical setting, the specific regimen patients receive is not always recorded in 
their medical record or may be mis-recorded.  Abstracting the regimen from the 
patient’s event log manually can be time-consuming and challenging.  However, this 
information is pivotal when deciding what treatments patients actually receive in 
clinical practice.  We have shown that using an interval-encoded sequence alignment 
as an approach for identifying chemotherapy regimens can provide high accuracy.   

References 

1. Lee, W.N., Das, A.K.: Local alignment tool for clinical history: temporal semantic search 
of clinical databases. In: AMIA Annu. Symp. Proc., pp. 437–441 (2010) 

2. Lee, W.N.: Evaluating clinical practice variation using a knowledge-based temporal  
sequence alignment framework. Ph.D. Thesis. Stanford University: U.S.  

3. Bouarfa, L., Dankelman, J.: Workflow mining and outlier detection from clinical activity 
logs. J. Biomed. Inform. 45(6), 1185–1190 (2012) 

4. Combi, C., Gozzi, M., Oliboni, B., Juarez, J., Marin, R.: Temporal similarity measures for 
querying clinical workflows. Artificial Intelligence in Medicine 46, 37–54 (2009) 

5. Montani, S., Leonardi, G.: Retrieval and clustering for supporting business process 
adjustment and analysis. Information Systems 40, 128–141 (2014) 

6. Needleman, S.B., Wunsch, C.D.: A general method applicable to the search for similarities 
in the amino acid sequence of two proteins. Journal of Molecular Biology 48(3), 443–453 
(1970) 

7. Tu, S.W., Musen, M.A.: Episodic refinement of episodic skeletal-plan refinement. 
International Journal of Human–Computer Studies 48, 475–497 (1998) 

8. Huang, Z., Dong, W., Ji, L., Gan, C., Lu, X., Duan, H.: Discovery of clinical pathway 
patterns from event logs using probabilistic topic models. J. Biomed. Inform. 47, 39–57 
(2014) 

9. Huang, Z., Lu, X., Duan, H.: On mining clinical pathway patterns from medical behaviors. 
Artif. Intell. Med. 56, 35–50 (2012) 

10. Van der Aalst, W., Weijters, T., Maruster, L.: Workflow Mining Discovering Process 
Models from Event Logs. IEEE Trans. Knowl. Data Eng. 16(9), 1128–1142 (2004) 

11. Hares, B., Levy, M.: Automated plan-recognition of chemotherapy protocols. In: AMIA 
Annu. Symp. Proc., pp. 108–114 (2011) 

12. Batal, I., Fradkin, D., Harrison, J., Moerchen, F., Hauskrecht, M.: Mining Recent 
Temporal Patterns for Event Detection in Multivariate Time Series Data. In: Proceedings 
of Knowledge Discovery and Data Mining (KDD), Beijing, China (2012b) 

13. Sacchi, L., Larizza, C., Combi, C., Bellazi, R.: Data mining with temporal abstractions: 
learning rules from time series. Data Mining and Knowledge Discovery (15) (2007) 

14. Combi, C., Franceschet, M., Peron, A.: Representing and Reasoning about Temporal 
Granularities. Journal of Logic and Computation 14(1), 51–77 (2004) 

15. Juárez, J.M., Guil, F., Palma, J.T., Marín, R.: Temporal similarity by measuring 
possibilistic uncertainty in CBR. Fuzzy Sets and Systems 160(2), 214–230 (2009) 



An Evaluation Framework for the Comparison

of Fine-Grained Predictive Models
in Health Care

Ward R.J. van Breda1(�), Mark Hoogendoorn1, A.E. Eiben1,
and Matthias Berking2

1 VU University Amsterdam, Department of Computer Science De Boelelaan 1081,
1081 HV Amsterdam, The Netherlands,

{w.r.j.van.breda,m.hoogendoorn,a.e.eiben}@vu.nl
2 Friedrich-Alexander University Erlangen-Nuremberg, Germany

matthias.berking@fau.de

Abstract. Within the domain of health care, more andmore fine-grained
models are observed that predict the development of specific health (or
disease-related) states over time. This is due to the increased use of sen-
sors, allowing for continuousassessment, leading toa sharp increase of data.
These specific models are oftenmuchmore complex than high-level predic-
tivemodels that e.g. give a general risk score for a disease,making the evalu-
ation of thesemodels far fromtrivial. In thispaper,wepresent an evaluation
framework which is able to score fine-grained temporal models that aim at
predicting multiple health states, considering their capability to describe
data, their capability to predict, the quality of the models parameters, and
the model complexity.

1 Introduction

Predictive modeling is of utmost importance in health care and has potential to
be the basis for prevention strategies, especially, early and highly personalized
interventions. Predictive models can vary greatly in their level of granularity,
ranging from relatively coarse-grained models, that e.g. provide a general risk
disease score, to highly fine-grained ones that predict detailed developments of
disease and/or disease-relevant states over time. The latter is received more and
more attention due to the improvements in measurement capabilities.

The evaluation of fine-grained models is unfortunately far from trivial as they
often are of a temporal nature, predict multiple states, have parameters with
which the model can be personalized, et cetera. In order to make informed deci-
sions during model development, or when comparing models, there is a need to
understand how model quality can be evaluated in a rigorous way.

In this paper, we present an evaluation framework for fine-grained predic-
tive models. The framework considers the following aspects: (1) the descriptive
capability; (2) predictive capability; (3) parameter sensitivity, and (4) model
complexity. The weight of each of these criteria can be set according to the
characteristics of the specific disease or health aspects under consideration.

c© Springer International Publishing Switzerland 2015
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2 Evaluation Framework

Scope of Framework. The framework we describe is meant for domains with
temporal data over a number of attributes a1, . . . , am for a number of patients
b1, . . . , bn. Attributes represent an aspect of the health state of a patient, and
we denote the domain of ai by Ai. At any give time t, the state of a patient b is
a vector s(b, t) ∈ A1 × . . .×Am. To designate the specific value of an attribute
we use the notation s(b, t, i) ∈ Ai.

We assume a dataset that contains a state for each patient for a number of
time instances t1, . . . , tend. These measured data are contained in the matrix Z,
where at any give time tj (j = 1, . . . , end) the observed state of patient b is a
vector z(b, tj) ∈ A1 × . . .×Am.

Furthermore, we consider models composed from rules for state transition
and assume one rule for each of the given attributes that describes the value of
ai(t + 1) based on ai(t) and possibly some other attributes. Formally, we have
ri : A1 × . . . × Am → Ai. Obviously, a transition rule for attribute i may not
need all other attributes, only a few of them; in the extreme case only ai itself.

A model M is then a composed entity that can predict the consecutive states
of any give patient. Thus, M : A1 × . . .×Am → A1 × . . .×Am and given a state
s(b, t) of patient b at time t we can denote the predicted state at time t+ 1 by
M(s(b, t)). Each model is equipped with parameters, a model instance is a model
for which a value has been assigned to each parameter denoted as Mp where
p ∈ P and P is the set of possible parameter value vectors. To employ a model
M for predicting a full sequence of states for a patient b it needs to be applied
to the first observed state z(b, t1) and then iteratively to the outcomes. To avoid
an unnecessarily heavy notation, we define these predicted states interactively
as follows. Given a patient b and a model instance Mp, the predicted state at
the start is the observed state

sMp(b, 1) = z(b, 1)
and for all t = 1, . . . , end− 1

sMp(b, t+ 1) = Mp(sMp(b, t))
The goal of the model instance is to minimize the difference between the pre-
dicted and observed states. The error of a model M for a patient b over the full
observation period is then

e(b,Mp) =
tend∑
t=t1

(D(z(b, t), sMp(b, t))

where D is some application specific measure of difference between two states.
Furthermore, we define e(b,Mp, i) defines the error the model makes on an

attribute i. Throughout this paper, the Mean Squared Error (MSE) is assumed
to be the error measure.

Descriptive Capability. To express the quality of a model M for a given
patient b we consider the error e(b,M, ai) on each attribute ai. This implies a
multi-objective optimization (MOO) problem, where each objective corresponds
to one attribute. In the sequel we assume that we have and use a multi-objective
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optimization algorithm that searches in the space of model instances Mp based
on a training set. For examples of MOO algorithms, see [2], [3]. Given a patient b,
the output of one run of the algorithm is a set of non dominated model instances,
where dominance is defined in the usual manner: Mp dominates Mp′ , if for each
attribute ai the error e(b,Mp, i) is lower or equal than e(b,Mp′ , i) and there is
at least one attribute aj where the error e(b,Mp, j) is lower than e(b,Mp′ , j).
Because each model instance corresponds to one point in the space of model
parameter vectors, the set non-dominated model instances forms a Pareto front
in this vector space.1

Due to the typical stochastic nature of the algorithms to find such assign-
ments it is assumed that multiple runs of the algorithm are performed per pa-
tient. Each run r delivers a Pareto front of q non-dominated model instances
{Mp1,r , ...,Mpq,r} and each model instance Mpi,r has a corresponding m-dimen-
sional error vector 〈e(b,Mpi,r , 1), ..., e(b,Mpi,r ,m)〉, where m is the number of
attributes. Each of these q vectors can be plotted using an attainment surface
[1]. Given such an attainment surface its dominated hypervolume can be calcu-
lated, which is the volume above each attainment surface, related to an error
reference point, set to 1 for each objective, based on the assumption that all
error values are scaled to an interval of [0,1]. For more details, see [1].

We use the notation nhM (b, r) to denote the dominated hypervolume for run r
of the MOO algorithm to optimize model M for patient b. Executing rmax runs
of the MOO algorithm, we obtain rmax attainment surfaces and rmax values
of nhM (b, r). Taken all runs into account we now can define model quality by
averaging the values of the non-dominated hypervolumes:

nhM (b) =
rmax∑
r=1

nhM (b,r)
rmax

Each patient has its own unique value, and we therefore end up with a vector of
n values: 〈nhM (b1), ..., nhM (bn)〉. The final score of the criterion is then defined
as multiplication of the mean μnhM with 1 minus the standard deviation σnhM

of the values in this vector since a high mean is good in combination with a
small standard deviation:

descriptive scoreM = μnhM (1− σnhM )

Predictive Capability. Next to a good descriptive capability, we also want
the model to perform well on the test set, i.e. have a good predictive capabil-
ity. Hereto, we define two measurements: (1) we define the absolute predictive
performance on the test set, and (2) we quantify the relationship between how
well the model performs on the training and test set, we would prefer these to
go hand-in-hand and call this the relative predictive performance. Concerning
absolute predictive performance, for a model M we calculate the mean μeM (j)

and the standard deviation σeM (j) over the set of errors belonging to attribute
j for the q model instances per run and rmax runs, for all patients (i.e. 1 to n),
resulting in a set size of q · rmax ·n errors. We then take the average of the mean

1 The dimensionality of this vector space depends on the number of model parameters.
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and standard deviation over all m attributes: μeM and σeM . Then, the absolute
predictive performance score becomes:

absolute pred scoreM = (1− μeM )(1− σeM )
To measure the relation between the errors on training and test set, for the q

model instances per run and rmax runs we end up with a total of q · rmax model
instances with specific parameter vectors per patient b. For each attribute j
we determine the correlation between the error of each of the q · rmax model
instances on the training and the test set for each individual patient (whereby
the training set is the first period of data and the test set the second, later,
period): etrain(b,Mpi,r , j) and etest(b,Mp1,r , j). Hereto, we use the correlation
(note training and test to tr and te respectively) for a specific model M:

corM (b, j) =

q∑

i=1

rmax∑

r=1

(
etr(b,Mpi,r

,j)−etr(b,Mpi
,j)

)(
ete(b,Mpi,r

,j)−ete(b,Mpi
,j)

)

√
q∑

i=1

rmax∑

r=1

(
etr(b,Mpi,r

,j)−etr(b,Mpi
,j)

)2

√
q∑

i=1

rmax∑

r=1

(
ete(b,Mpi,r

,j)−ete(b,Mpi
,j)

)2

Then, we calculate the average μcorM across the set of all correlations of all
patients (i.e. 1 to n) and criteria (i.e. 1 to m): 〈corM (b1, a1), ..., corM (bn, a1), ...,
corM (bn, am)〉 as well as the standard deviation (σcorM )2:

relative pred scoreM = max(μcorM , 0)(1− σcorM )
Given weights w1 and w2 a final evaluation score for model M is calculated:

predictive scoreM = w1 · absolute pred scoreM + w2 · relative pred scoreM

Parameter Sensitivity. The parameter sensitivity is the most complex metric.
In the current version we keep it as simple as possible. We want to avoid mean-
ingless parameters, that do not have any influence on the performance of the
model. Therefore we look at the relationship between parameters and the vari-
ous evaluation objectives. Assuming we define pi,r,b(u) as the value for parameter
u for model instance i from during run r of patient b, we define correlation be-
tween a parameter and the resulting error on an attribute j for model M as
follows:

corM (b, j, k) =

q∑

i=1

rmax∑

r=1
(etr(b,Mpi,r,b

,j)−etr(b,Mp,j))(pi,r,b(k))−pb(k))
√

q∑

i=1

rmax∑

r=1
(etr(b,Mpi,r,b

,j)−etr(b,Mp,j))
2

√
q∑

i=1

rmax∑

r=1
(pi,r,b(k))−pb(k))

2

If a parameter always has a correlation close to zero (for different evaluation
criteria and patients) this is considered bad. Thus, we look for the maximum of
the absolute value of the correlation found in the set of all patients and criteria,
which gives an indication whether a parameter has a use (i.e correlation) in at
least one patient/model instance combination. We define a correlation as useless
(or weak) if it falls under a boundary of 0.35 [4].

usefulM,p(k) =

{
1 maxb∈[1,n],j∈[1,m](|corM (b, j, k)|) ≥ 0.35
0 otherwise

2 Note that with respect to the mean a cutoff point of 0 is used (via the max operator)
as we consider all correlations below 0 equally bad.
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Finally, we calculate the fraction of useless parameters in a model as its score
for the parameter sensitivity (where |P | is the number of elements in the param-
eter vector and is the highest parameter number of the model):

sensitivity scoreM =

|P |∑

k=1
(usefulM,p(k))

|P |

Model Complexity. The model complexity counts the number of states and
parameters:

complexity scoreM = 1− (|AM |+|PM |)
maxmo∈Models(|Amo|+|Pmo|)

The score is scaled according to the maximum complexity of the models that
are subject to evaluation.

3 Discussion

This paper has introduced a framework which is able to evaluate fine-grained
temporal predictive models for health care. Hereto, several criteria have been
introduced which can be combined by taking a weighted sum of the different
scores, thereby selecting weights depending on the importance of the criterion
for the case at hand. Initial experiments suggest that the framework is able to
generate important insights in the properties of the models.

For future work we want to test and refine the framework by further in-
vestigating the usefulness and performance of the different criteria and related
metrics. Furthermore, we want to use the framework as a fitness function for
automatically generating predictive dynamic models using genetic programming
techniques.
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Abstract. Even with the advance of next-generation sequencing, microarray 
technology still has its place in molecular biology. There is a large body of 
information available through a growing number of studies in public 
repositories like NCBI GEO and ArrayExpress. Software is now developed to 
allow for cross-platform comparison. An important part of temporal 
translational research is based on stimulus response studies and includes 
searching for particular time pattern like peaks in a set of given genes across 
studies and platforms. This study explores the feasibility based on a statistical 
model and temporal abstraction using our SPOT software.  

Keywords: Temporal and spatial representation and reasoning · Translational 
research · Statistical · Logic-based · Decision support · Microarrays 

1 Introduction 

Today RNA-seq technology is readily available, but DNA microarrays still have its 
importance in assessing gene expression in molecular biology, esp. for diagnostic and 
prognostic purposes (genotyping). In many aspects microarray analysis can compete in 
terms of result with RNA-seq at a significantly lower cost. Researchers studying different 
model-systems or organisms have compared the two technologies (microarrays and 
RNA-Seq) and reached the conclusion that when the objective is to evaluate the 
differential expression the results offered by both types of methods are comparable (see, 
e.g., [1]). Currently, microarray studies are still by far the majority of data accessible 
online, for instance, the US National Center for Biotechnology Information Gene 
Expression Omnibus (NCBI GEO) has data of more than 1.2 Mio samples, ArrayExpress 
from the European Molecular Biology Laboratory has more than 1.5 Mio assays. 
Therefore, we will focus on that technology. A growing number of those are stimulus 
response studies based on time series data. Peaks in gene profiles (identified, e.g., by a 
significant change from one time point to the next) in temporal microarray studies can 
represent a biological effect that is reversed over time. In temporal translational research 
a researcher typically obtains a fold change profile and tries to retrieve similar profiles in 
a set of genes or gene products in microarray databases or clinical databases (that more 
frequently include microarray data, whole-genome sequencing, or other next-generation 
sequencing data).  
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Standard query languages like SQL are not well suited for this kind of queries 
because they do not support a sufficient time model. A very flexible approach is 
Knowledge-based Temporal Abstraction, which has been implemented in a number of 
proprietary systems [2]. We use for temporal modeling knowledge-based temporal 
abstraction that allows for the conversion of quantitative data to an interval-based 
qualitative representation that can utilize Allen’s approach of temporal relationships 
[3]. We developed SPOT [4] to make KBTA more readily available for translational 
research. 

2 Challenges Comparing Temporal Microarray Studies 

Assume a researcher conducted a temporal study where she discovered peaks in a set 
of genes might be found in the same pathway. She now wants to see if finding the 
same effect in related studies can extend her hypothesis. Although different studies 
address similar questions a comparative search through the database is impeded by 
the use of heterogeneous microarray platforms and analysis methods. Researchers 
who perform high throughput gene expression assays often deposit their data in public 
databases, although the heterogeneity of platforms leads to challenges for the 
combination and search of these data sets. However, the quality and comparability of 
data from different studies has improved over time and will continue to improve. 
Older publications have suggested that some of the variability in cross-platform 
studies was due to annotation problems that made it difficult to reconcile which genes 
were measured by specific probes (see, e.g., [5]).  

These issues have been resolved recently (e.g., [6]), but only for future applications. 
Some issues can be overcome by carefully selecting high quality datasets, as has been 
done for select problems on the INMEX website (http://www.inmex.ca). A challenge 
here is cross platform normalization where nine different methods are currently available, 
and no rigorous comparison exists. Furthermore, software for the selected method must 
be obtained and incorporated into each data analysis workflow. Several packages and 
tools are currently available, for instance the virtualArray software package in 
Bioconductor (http://www.bioconductor.org/) can combine raw data sets using almost 
any chip types based on current annotations from NCBI GEO. No such tool is currently 
available for temporal studies. We chose a different approach based on the inherent 
information of time oriented data sets. 

3 Methodology 

An overview over the current SPOT architecture is depicted in figure Error! 
Reference source not found.. The researcher (user) can define biological patterns, 
e.g., peaks, and then search for studies or experiments with that concept in the 
microarray research subset database.  

To represent those patterns, we use knowledge-based temporal abstraction, i.e. 
transforming the time-stamped data points into an interval-based representation. Each 
interval represents a specific trend (gradient abstraction), e.g., “increasing”, 
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“decreasing”, or “stable”, defined by statistical significance. A “peak” can be defined 
as an increasing interval immediately followed by a decreasing one. Thus peaks can 
be found even if not all experiments use the same time points. If as in our example a 
researcher tries to extend the finding in a local dataset by searching for similar public 
datasets "similarity" would mean that a peak could be found in a specified time 
interval, i.e., first 24 hours. The entire interval data file can be loaded into Protégé, 
and in the SWRL Tab more complex temporal patterns can be created using Allen’s 
time logic and executed. 

 

 

Fig. 1. The SPOT design 

Here are the steps to determine a trend for an interval: 
1. We select the normalized dataset according to the normalization chosen by 

the experimenter. 
2. All gene expression data are averaged for each time point and gene. 
3. Each time point average is standardized by dividing by the baseline mean 

(average at time point 0) – only for experiments with baseline. This is for 
graphical representation purposes. 

4. As a first approach, we assume that biological significance is measured by 
statistical significance. This is typically not always the case and poses a 
problem, but most researchers take the same approach. In particular, if the 
expression values for one gene at two consecutive time points show a 
significant difference then the interval is considered “increasing” or 
“decreasing” depending on the difference of means, otherwise constant. 
 

The significance does not change if the expression values are not divided by the 
baseline mean, but if so, the starting value is always 1, which aligns and adjusts the 
curves for easy graphical comparison and assessment by the researcher.  

One key advantage of using temporal abstractions is that the transformation from 
the expression values at the time points of the experiment into the interval space 
makes it independent of the particular time points that the experimenter chose for 
his/her study. For example, if one experiment has time points at 2, 4, 6, and 12 hours 
with a peak at time 4 and another at 3, 6, 9, and 24 hours with peak at 6, a peak in 
between time 4 or 6 still will be found in both experiments because the categorization 
into a limited number of trends makes the data independent of a particular set of time 
points. This becomes more apparent if more complex time patterns are used. Based on 
our above stated assumptions the levels “increasing” or “decreasing” immediately 
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translate into the presence of a biological signal is present. We now can compare 
across different microarray platforms, i.e., chips from the same or different 
manufacturer using the same or different technology, if they have the same genes 
assuming that the same biological signal is expressed on each microarray independent 
of the used technology. This should be the case because it only depends on statistical 
significance not actual values. The here-described approach should not be confused 
by meta-analysis of non-temporal data (see for instance [6]). 

A major challenge in this model is that the p-value depends on the actual sample 
size of the study. For instance, if there are more samples (chips) in study A than in 
study B and both studies have the same expression patterns, then you’ll find more 
likely significant p-values in study A than in B simply because of the sample size. A 
standard way to deal with challenges of this kind is to use the moderated t-statistics 
[7]. The moderated t-statistic for a particular gene is the ratio of the M-value to its 
standard error. (The M-value is the log2-fold change, or sometimes the log2-
expression level for that gene.) This has the same interpretation as an ordinary t-
statistic only standard errors being moderated across genes, borrowing information 
from the ensemble of genes to aiding with inference about each individual gene. 
Another major challenge for similar time course gene expression studies across 
different platforms is probe mapping. Here the MicroArray Quality Consortium (FDA 
supported) evaluated the concordance of measurements across seven platforms [8]. 
The dataset collected has been validated by alternative quantitative gene expression 
platforms for humans. One finding is that data from different platforms can be 
compared under certain precautions by mapping probes to the RefSeq or AceView 
databases. The third phase of the MAQC project (MAQC-III), also called Sequencing 
Quality Control (SEQC), aims at assessing the technical performance of next-
generation sequencing platforms. 

4 Implementation and Application to Microarray Data  

SPOT supports statistical packages (R/S-Plus®) and knowledge representation 
standards using the open source Semantic Web tool Protégé-OWL [9]. The 
implementation uses open source and standardized tools: the Web Ontology Lan-
guage (OWL; http://www.w3.org/TR/owl-features), the Semantic Web Rule Language 
(SWRL; http://www.daml.org/2003/11/swrl), Protégé plug-ins; http://protege.stanford.edu/, 
and open source statistical software (R; http://www.r-project.org/). Ontologies are used 
in OWL to formally specify meaning of annotations by providing a vocabulary of 
patterns. Combining existing ones the researcher can form new patterns. SWRL 
allows users to write rules that can be expressed in terms of OWL concepts and that 
can reason about OWL individuals. In the microarray application, we use a temporal 
ontology implementing the valid time model. 

R is an interactive environment for data analysis. The Protégé OWL plug-in allows to 
easily building ontologies that are backed by OWL code. A Java program interfaces R 
and Protégé. All statistical and GEO access functionality is implemented in R and 
Bioconductor using the Bioconductor package GEOmetadb to access GEO. 
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The platform SPOT connects the user through a web interface hosted on a Fedora 
Linux account and utilizing R and a MySQL database. The web application supports 
multiple user accounts using PHP, database technology and JavaScript. The user can 
interrupt the search process any time, to later return to the position where she left off.  
We evaluated our approach on a set of 644 temporal GDS with 171 different platforms 
from NCBI GEO. Preliminary results indicate that if you choose gene ensembles large 
enough the approach has significant potential. 

5 Discussion and Future Aspects 

The reported research shows that SPOT is a feasible approach to use open source and 
standards based software. Currently, concept intervals are passed from OWL/SWRL 
through a Java interface. The next step is of connection using the Protégé APIs for 
easy access to an online rule editor (see e.g. [10]).  
The here-described methodology can directly be applied to temporal RNA-seq data as 
well because it uses only the statistical features of the biological signal. RNA-seq data 
can be found recently and more and more extensively in public repositories, e.g., 
NCBI GEO. It is exploratory in nature and not intended for modelling (see e.g. [11]). 
 
Acknowledgments. We would like to thank the following individuals without whose support 
this study would not have been possible: 
Dr. Amar Das (Dartmouth), Martin O’Connor, Tania Tudorache, 
Dr. Mark Musen (Stanford U),  
Dr. Mary Winn (VAI), Vincent K. Sam, Lakshmi Mammidi, Yuka Kutsumi (GVSU) 

References 

1. Rudy, J., Valafar, F.: Empirical comparison of cross-platform normalization methods for 
gene expression data. Bmc Bioinformatics 12(1), 467 (2011) 

2. Shahar, Y., Musen, M.A.: Knowledge-based temporal abstraction in clinical domains. 
Artif. Intell. Med. 8(3), 267–298 (1996) 

3. Allen, J.F.: Towards a general theory of action and time. Artif. Intell. 23(2), 123–154 
(1984) 

4. Tusch, G., Bretl, C., O’Connor, M., Das, A.: SPOT – towards temporal data mining in 
medicine and bioinformatics. In: AMIA Annu. Symp. Proc., p. 1157 (2008) 

5. Morris, J.S., Wu, C., Coombes, K.R., Baggerly, K.A., Wang, J., Zhang, L.: Alternative 
probeset definitions for combining microarray data across studies using different versions 
of affymetrix oligonucleotide arrays. In: Meta-Analysis in Genetics, pp. 1–214. Chapman-
Hall, New York (2006) 

6. Ramasamy, A., Mondry, A., Holmes, C.C., Altman, D.G.: Key Issues in Conducting a 
Meta-Analysis of Gene Expression Microarray Datasets. PLoS Med. 5(9), e184 (2008) 

7. Smyth, G.: Linear models and empirical Bayes methods for assessing differential 
expression in microarray experiments. Statistical Applications in Genetics and Molecular 
Biology 3, Article 3 (2004) 



158 G. Tusch et al. 

8. MAQC Consortium: The MicroArray Quality Control (MAQC) project shows inter- and 
intraplatform reproducibility of gene expression measurements Nat. Biotechnol. 24(9), 
1151–1161 (2006) 

9. O’Connor, M.J., Shankar, R.D., Parrish, D.B., Das, A.K.: Knowledge-Data Integration for 
Temporal Reasoning in a Clinical Trial System. Int. J. Med. Inform. 78(1), S77-S85 (2009) 

10. Orlando, J.P., Rivolli, A., Hassanpour, S., O’Connor, M.J., Das, A.K., Moreira, D.A.: 
SWRL Rule Editor - A Web Application as Rich as Desktop Business Rule Editors. In: 
ICEIS (2) pp. 258–263 (2012) 

11. Sacchi, L., Larizza, C., Magni, P., Bellazzi, R.: Precedence Temporal Networks to 
represent temporal relationships in gene expression data. Journal of Biomedical 
Informatics 40(6), 761–774 (2007) 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Uncertainty and Bayesian Networks 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Risk Assessment for Primary Coronary Heart Disease
Event Using Dynamic Bayesian Networks

Kalia Orphanou1(�), Athena Stassopoulou2, and Elpida Keravnou3

1 Department of Computer Science, University of Cyprus, Nicosia, Cyprus
korfan01@cs.ucy.ac.cy

2 Department of Computer Science, University of Nicosia, Nicosia, Cyprus
stassopoulou.a@unic.ac.cy

3 Department of Electrical and Computer Engineering and Computer Science, Cyprus
University of Technology, Limassol, Cyprus

Rector@cut.ac.cy

Abstract. Coronary heart disease (CHD) is the leading cause of mortality world-
wide. Primary prevention of CHD denotes limiting a first CHD event in individuals
who have not been formally diagnosed with the disease. This paper demonstrates
how the integration of a Dynamic Bayesian network (DBN) and temporal abstrac-
tions (TAs) can be used for assessing the risk of a primary CHD event. More specif-
ically, we introduce basic TAs into the DBN nodes and apply the extended model
to a longitudinal CHD dataset for risk assesment. The obtained results demonstrate
the effectiveness of our proposed approach.

Keywords: Temporal abstraction · Temporal reasoning · Dynamic bayesian
networks · Risk assessment · Primary coronary heart disease

1 Introduction

Coronary heart disease (CHD) is the most common cause of death in many countries.
CHD is generally caused by atherosclerosis and often develops over years. The princi-
ple goal of this paper is to estimate the risk of CHD in middle-aged men, without an
established CHD.

A number of models have been introduced in the literature for CHD risk assess-
ment [8, 4]. However, the novelty of our proposed approach is the usage of patients’
medical history in order to assess the risk of a potential CHD event. Our methodology
employs the development of an extended Dynamic Bayesian network which is the inte-
gration of a regular DBN with basic temporal abstractions. Temporal abstraction (TA) is
a heuristic process which interprets time point data into interval-based concepts based
on background knowledge. The derived high-level abstract concepts have been shown to
be helpful in various clinical tasks and domains such as summarizing and managing pa-
tient data. Dynamic Bayesian networks (DBNs) [6] are temporal extensions of Bayesian
networks, which are graphical models representing explicitly probabilistic relationships
among variables. DBNs have been applied in many clinical domains for various tasks
such as prognosis and diagnosis. A detailed survey on TA and DBN applied to medicine
and the benefits of their potential integration can be found in our recent work in [7].

c© Springer International Publishing Switzerland 2015
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The paper is organized as follows: In Sect. 2, we describe the methods used for
the development and deployment of an extension of a DBN model and our evaluation
dataset. In Sect. 3, we give an extensive discussion of the undertaken experiments and
their results. Finally, conclusions and future work are presented in Sect. 4.

2 DBN Model Overview

The benchmark dataset used for this study is the longitudinal STULONG dataset 1

which includes middle-age men who were monitored for about 24 years. By selecting a
temporal range of 21 years, patients whose total observation period is less than 21 years
are neglected from this study. The target group is further reduced by removing records
of patients who had a history of CHD event, since in this study we are going to focus on
the primary prevention of coronary heart disease. The key features which are the risk
factors of CHD are selected based on expert domain knowledge. The incorporation of
the key features in the network are described in the next two subsections.

2.1 Basic Temporal Abstractions

Temporal abstraction (TA) techniques are divided into two categories: basic and com-
plex TAs. In this study we are concerned with basic TA techniques such as: state, trend
and persistene. The chosen time interval period for the derived abstractions is three
years. This period is selected since at least two examinations are needed in order to
have any abstractions. It is noted that the finer granularity of the dataset is one year,
however, most cases do not have examinations on an annual basis.

The state abstractions determine the state (value) of a parameter over a time period
based on categories predefined by clinical experts. All state TAs are displayed in Table 1.
Trend abstractions of a feature are generated by observing the changes between their

Table 1. State TAs variables and their values. Variable code is the variable name in the DBN
model

Variable Variable Code Value = 1 Value = 2 Value =3
Smoking Smoking Non Smoker Current Smoker

Hypertension Medicines medBP Taken Not taken
Dyslipidemia Medicines medCH Taken Not taken

Hypertension HT No Hypertension Well Controlled Poorly Controlled
Dyslipidemia Dyslipidemia Absent Present

Obesity Obesity Absent Present
Age AGE Normal High Very High
Diet DIET Following a Diet Not Following a Diet

Exercise Exercise Exercising Not Exercising

values during an interval period. In our approach, we used a combination of trends

1 The data resource is on: http://euromise.vse.cz/challenge2004/ [Date accessed: 26 March
2015]
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and state abstractions such as: i) ‘Abnormal’ (A) when the variable state is abnormal
and increasing over time or remaining steady, ii) ‘AbnormalDecreasing’ (AD) when
the variable state is abnormal and decreasing, iii) ‘NormalIncreasing’ (NI) when the
variable state is normal and increasing and iv) ‘Normal’ (N) when the variable state is
normal and decreasing or remaining steady. It should be noted that, contrary to the rest
of the variables, HDL is considered as a CHD risk factor when its levels are low, thus
its trend values are: ‘Abnormal’ (A), ‘AbnormalIncreasing’ (AI), ‘NormalDecreasing’
(ND) and ‘Normal’ (N). The resulting trend abstractions are displayed in Table 2.

Table 2. Trend TAs variables and their values. Variable code is the variable name in the DBN
model

Variable Name Variable Code Value = 1 Value = 2 Value = 3 Value =4
Low-density lipoprotein cholesterol LDL A AD NI N

Triglycerides TRIG A AD NI N
High-density lipoprotein cholesterol HDL A AI ND N

Total Cholesterol TCH A AD NI N

Persistence TA techniques derive maximal intervals showing the temporal persis-
tence of the state of a parameter. The resulting persistence TAs are displayed in Table 3.

Table 3. Persistence TAs variables and their values. Variable code is the variable name in the
DBN model

Variable Name Variable Code Value = 1 Value = 2
Diabetes Diabetes Present Absent

Family History FH Present Absent
History of Hypertension HHT Present Absent

2.2 Constructing the Dynamic Bayesian Network

The most popular temporal extension of a Bayesian network is the Dynamic Bayesian
network (DBN) which represents the change of variable states at different time points.
A node in a DBN represents a temporal process and its possible states. Arcs repre-
sent the local or transitional dependencies among variables. The construction of the
extended DBN consists of building the network structure and learning the parameters
of the network.

The network structure, as displayed in Fig. 1, is designed by incorporating prior
information elicited from medical experts. The derived basic temporal abstractions de-
scribed in Sect. 2.1 form the nodes of our DBN. The model consists of 17 variables, out
of which 15 are observed and two are hidden.2 Hidden variables are: the class attribute
Pred Event, representing the risk of a primary CHD at t = 6, and the Dyslipidemia

2 The model presented in this paper was created and tested using the SMILE inference engine
and GeNIe available at: https://dslpitt.org/genie/ [Date accessed: 26 March 2015]
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node. The Pred Event variable is represented outside of the temporal network and it is
only connected to its parents in the last time-slice of the unrolled network [2].

The first time slice (t = 0) in the network represents the time period starting from
the patients’ entry examination and ending three years after the entry examination. All
of the network parameters are learned from data using the expectation-maximization
(EM) algorithm [5]. For performing risk assessment, the DBN is unrolled for seven
time slices t = [0, ...,6] in order to represent the observation period of 21 years. It then
derives the belief in the class variable Pred Event given the evidence at the last time
slice (t = 5).

Fig. 1. The structure of the extended DBN model representing the basic temporal abstractions.
An arc labeled as 1 between the variables denotes an influence that takes one time step.

3 Experimental Results and Analysis

In this section, we present the experiments performed in order to apply our methodology
and evaluate the performance of our extended DBN model for predicting the risk of a
primary event. For the evaluation of the performance of our model, we split the dataset
into two-third training (70%) and one-third testing (30%) datasets.

One important problem in the data mining field is how to deal with imbalanced
datasets [1]. The imbalance problem is usually addressed using resampling methods
such as random oversampling and undersampling. In the current dataset, individuals
who did not suffer a primary CHD event during the last three years of their monitor-
ing period are many more than those who suffered with a CHD event. In our training
dataset, we apply the clustering oversampling technique [1] to overcome the imbalanced
probem.

We have used various metrics commonly applied to imbalanced datasets to evaluate
the performance of our model, namely: Specificity, Sensitivity (Recall), Precision and
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F1score. Table 4 shows the obtained results after applying clustering oversampling and
normalizing [3]. Results prove the good prognostic performance of our model.

Table 4. The evaluation results for our model

Evaluation Metrics Clustering Oversampling Dataset
Specificity 0.73

Sensitivity (Recall) 0.75
Precision 0.74
F1score 0.74

4 Conclusions and Future Work

In this paper, we applied our proposed integration of temporal abstractions with Dy-
namic Bayesian networks for primary CHD risk assessment using a longitudinal dataset.
Our system has successfully handled class imbalance in the training and evaluation
stages. The high performance accuracy of our model proves the effectiveness of our
proposed methodology in estimating the risk of primary CHD. Our results provide a
promising direction for future work. We are currently investigating the introduction of
complex temporal abstractions to the extended DBN model in order to achieve greater
functionality.
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Abstract. Mathematical models are prevalent in modern medicine. However,
reasoning with realistic biomedical models is computationally demanding as pa-
rameters are typically subject to nonlinear relations, dynamic behavior, and un-
certainty. This paper addresses this problem by proposing a new framework based
on constraint programming for a sound propagation of uncertainty from model
parameters to results. We apply our approach to an important problem in the obe-
sity research field, the estimation of free-living energy intake in humans. Com-
plementary to alternative solutions, our approach is able to correctly characterize
the provided estimates given the uncertainty inherent to the model parameters.

1 Introduction

Uncertainty and nonlinearity play a major role in modeling most real-world continu-
ous systems. In this work we use a probabilistic constraint approach that combines a
stochastic representation of uncertainty on the parameter values with a reliable con-
straint framework robust to nonlinearity. The approach computes conditional probabil-
ity distributions of the model parameters, given the uncertainty and the constraints.

The potential of our approach to support clinical practice is illustrated in a real world
problem from the obesity research field. The impact of obesity on health is widely
documented and the main cause for the “obesity pandemics” is the energy unbalance
caused by an increased calorie intake associated to a lower energy expenditure.

Many biomedical models use the energy balance approach to simulate individual
body weight dynamics. Change of body weight over time is modeled as the rate of
energy stored (or lost), which is a function of the energy intake (from food) and the
energy expended. The inability to rigorously assess the energy intake hinders the suc-
cess and adherence to individual weight control interventions. The correct evaluation of
such interventions will be highly dependent on the precision of energy intake estimates
and the assessment of the uncertainty inherent to those estimates. We show how the
probabilistic constraint framework can be used in clinical practice to characterize such
uncertainty given the uncertainty of the underlying biomedical model.

2 Energy Intake Problem

The mathematical models that predict weight change in humans are usually based on
the energy balance equation,R = I−E, where R is the energy stored or lost (kcal/d), I
is the energy intake (kcal/d) and E is the energy expended (kcal/d). Several models have

c© Springer International Publishing Switzerland 2015
J.H. Holmes et al. (Eds.): AIME 2015, LNAI 9105, pp. 166–171, 2015.
DOI: 10.1007/978-3-319-19551-3_21
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been applied to provide estimates of individual energy intake [10]. Our paper focus on
the EI model [6] that computes the energy intake based on the differential equation:

cf
dF

dt
+ cl

dFF

dt
= I − (DIT + PA+RMR+ SPA) (1)

The left hand side of eq. (1) represents the change in body’s energy stores (R) and is
modeled through the weighted sum of the changes in Fat mass (F ) and Fat Free mass
(FF ). Differently from other models, that express the relationship between F and FF
using a logarithmic model FF log (F ) [9], or linear model [16], the EI model uses a 4th-
order polynomial FF poly (F, a, h) to estimate FF as a function of F , the age of the
subject a, and its height h. The rate of energy expended (E) is the total energy spent in
several physiological processes: Diet Induced Thermogenesis (DIT ); Physical Activity
(PA); Resting Metabolic Rate (RMR); Spontaneous Physical Activity (SPA).

3 Constraint Programming

Continuous constraint programming [13,7] has been widely used to model safe rea-
soning in applications where uncertainty on parameter values is modeled by intervals
including all their possibilities. A Continuous Constraint Satisfaction Problem (CCSP)
is a triple 〈X,D,C〉 where X is a tuple of n real variables 〈x1, · · · , xn〉, D is a Carte-
sian product of intervals D(x1)×· · ·×D(xn) (a box), where each D(xi) is the domain
of xi and C is a set of numerical constraints (equations or inequalities) on subsets of the
variables in X . A solution of the CCSP is a value assignment to all variables satisfying
all the constraints in C. The feasible space F is the set of all CCSP solutions within D.

Continuous constraint reasoning relies on branch-and-prune algorithms [12] to ob-
tain sets of boxes that cover the feasible space F . These algorithms begin with an initial
crude cover of the feasible space (D) which is recursively refined by interleaving prun-
ing and branching steps until a stopping criterion is satisfied. The branching step splits
a box from the covering into sub-boxes (usually two). The pruning step either elimi-
nates a box from the covering or reduces it into a smaller (or equal) box maintaining all
the exact solutions. Pruning is achieved through an algorithm that combines constraint
propagation and consistency techniques based on interval analysis methods [14].

The direct application of classical constraint programming to biomedical models suf-
fers from two major pitfalls: system dynamics modeled through differential equations
cannot be represented and integrated within the constraint model; the interval represen-
tation of uncertainty is inadequate to distinguish between consistent scenarios.

Differential Equations. The behavior of many systems is naturally modeled by a sys-
tem of Ordinary Differential Equations (ODEs). A parametric ODE system, with pa-
rameters p, represented as y′ = f(p, y, t), is a restriction on the sequence of values
that y can take over t. A solution within interval T , is any function that satisfies the
equation for all values of t ∈ T . An Initial Value Problem (IVP) is characterized by an
ODE system together with the initial condition y(t0) = y0 and its solution is the unique
function that is a solution of the ODE system and satisfies the initial condition.

Several extensions to constraint programming [5,3,4] were proposed for handling
differential equations based on interval methods for solving IVPs [14] which verify
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the existence of unique solutions and produce guaranteed error bounds for the solution
trajectory along an interval T . They use interval arithmetic to compute safe enclosures
for the trajectory, explicitly keeping the error term within safe bounds.

In this paper we use an approach similar to [5]. The idea is to consider an IVP as a
function Φ where the first argument are the parameters p, the second argument is the
initial condition to be verified at time point t0 (third argument) and the last argument is
a time point t ∈ T . A relation between the values at two time points t0 and t1 along the
trajectory is represented by the equation y(t1) = Φ (p, y(t0), t0, t1). Using variables
x0 and x1 to represent respectively y(t0) and y(t1), the equation is integrated into the
CCSP as a constraint x1 = Φ (p, x0, t0, t1) with specialized constraint propagators to
safely prune both variable domains based on a validated solver for IVPs [15].

Probabilistic Constraint Programming. An extension of the classical constraint pro-
gramming paradigm is used to support probabilistic reasoning. Probabilistic constraint
programming [2] associates a probabilistic space to the classical CCSP by defining an
appropriate density function. A probabilistic constraint space is a pair 〈〈X,D,C〉 , f〉,
where 〈X,D,C〉 is a CCSP and f a p.d.f. defined in Ω ⊇ D such that:

´
Ω f(x)dx = 1.

The constraints C can be viewed as an event H whose probability can be computed by
integrating f over its feasible space. The probabilistic constraint framework relies on
continuous constraint reasoning to get a box cover of the region of integration H and
compute the overall integral by summing up the contributions of each box in the cover.

Monte Carlo methods [11] are used to estimate the integrals at each box. The success
of this technique relies on the reduction of the sampling space where a pure Monte Carlo
method is not only hard to tune but also impractical in small error settings.

4 Probabilistic Constraints for Solving the EI Problem

Let t be the number of days since the beginning of treatment of a given subject, F (t)
the fat mass at time t, w (t) the weight observed at time t, and I the subject’s energy
intake, which is assumed to be a constant parameter between consecutive observations
[6]. The energy balance equation and total body mass are related through the model:

F ′ (t) = g (I, F (t) , t) w (t) = FF (a, h, F (t)) + F (t) (2)

where g is obtained by solving equation (1) with respect to F ′ (t).
Let i ∈ {0, . . . , n} denote the i’th observation since beginning of treatment, occurred

at time ti, and let Fi and wi be respectively the fat mass and the weight of the patient
at time ti (with t0 = 0). The EI model may be formalized as a CCSP

〈
X, IR2n+1, C

〉

with a set of variables X = {F0}
⋃n

i=1 {Fi, Ii} representing the fat mass Fi at each
observation and the energy intake Ii between consecutive observations (at ti−1 and ti),
and a set of constraints C = {b0}

⋃n
i=1 {ai, bi} enforcing eqs. (2):

ai ≡ [Fi = Φ (Ii, Fi−1, ti−1, ti)] bi ≡
[
wi = FFM (a, h, Fi) + εi + Fi

]

where uncertainty inherent to FF estimation is integrated by considering that the true
value of FF is the model given FFM plus an error term εi ∼ N (μ = 0, σε). Addi-
tionally, bounding constraints are considered for each observation: 3σε ≤ εi ≤ 3σε.
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If we assume that the FF model errors over the n + 1 distinct observations are
independent, then each solution has an associated probability density value given by the
joint p.d.f.

∏n
i=0 fi (εi) where fi is the normal distribution associated with the error εi.

A more realistic alternative to errors independence, explicitly represents the deviation
between error εi and the previous error εi−1 as a normally distributed random variable
δi ∼ N (μ = 0, σδ), resulting in the joint p.d.f.

∏n
i=0 fi (εi)

∏n
i=1 hi (εi − εi−1) where

fi and hi are the normal distributions associated with the errors εi and δi respectively.

Method. We developed an incremental method to efficiently solve the problem. It starts
by computing the probability distribution of F0 given the initial weight w0 subject to
the constraint b0 and the bounding constraints for ε0. This distribution, P� (F0), is dis-
cretized on a grid over D (F0) computed through probabilistic constraint programming.
Given a sampled point Ḟ0, value ε̇0 is determined by the constraint b0, and its p.d.f. value
is f(Ḟ0) = f0 (ε̇0). Similarly, the joint probability P� (F1, I1), is computed through
probabilistic constraint programming by considering the constraints associated with ob-
servation 1, the observed weight w1, and P� (F0). Given a sampled point (Ḟ1, İ1), the
values Ḟ0 and ε̇1 are determined by constraints a1 and b1, and assuming errors indepen-
dence, its p.d.f. is f0 (ε̇0) f1 (ε̇1). However, we replace the computation of f0 (ε̇0) with
the value of the probability P�(Ḟ0) computed in the previous step providing an approx-
imation that converges to the correct value when the number of grid subdivisions goes to
infinity: f(Ḟ1, İ1) ≈ P�(Ḟ0)f1 (ε̇1). If the alternative p.d.f. is used, the approximation
is: f(Ḟ1, İ1) ≈ P�(Ḟ0)f1(ε̇1)h1(εi − εi−1). Finally, the P� (F1, I1) is marginalized
to obtain P� (F1), and the process is iterated for the remaining observations.

5 Experimental Results

This section demonstrates how the approach may be applied to complement EI model
predictions with measures of confidence. The algorithm was implemented in C++ and
used for obtaining the probability distribution approximations P� (Fi, Ii) of a 45 years
old woman over the course of the 24-week trial (CALERIE Study phase I [8]). The
runtime was about 2 minutes per observation on an Intel Core i7 @ 2.4 GHz.

Fat Free mass is estimated using two distinct models: FF poly[6], and FF log[9].
Both models were initially fit to a set of 7278 North American women resulting in
the standard deviation of the error, σpoly

ε = 3.35 and σlog
ε = 5.04. This data set was

collected during NHANES surveys (1994 to 2004) and is available online [1]. We con-
sidered both assumptions regarding independence of the error. Due to space reasons we
only show the results of the FF poly model assuming a correlated error with σδ = 0.5.

Joint Probability Distributions. Figure 1(left) plots the results regarding the first ob-
servation showing the correlation between the uncertainty on F and I . Experiments
with the error independence assumption clarify its negative repercussion on the pre-
dicted distribution of I . Experiments with the FF log model revealed that the improved
accuracy of FF poly model (σpoly

ε < σlog
ε ) does not seem to impact the estimation of I .

Marginal Probability Distributions with Confidence Intervals. Figure 1(right) shows
the estimated Ii over time. Each box depicts the most probable value (marked in the center
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Fig. 1. Joint probabilities on the 1st observation (left). Confidence intervals for I over time (right)

of the box), the union hull of the 50% most probable values (rectangle), and the union hull
of the 82% most probable values (whiskers). Additionally, the plot overlays the estimates
obtained from the algorithm published by the author of the EI model.

6 Conclusions

The standard practice for characterizing confidence on the predictions resulting from
a complex model is to perform controlled experiments to assess its fitness statistically.
However, controlled experiments are not always practical or have associated high costs.
Contrary to the empirical, black-box approach, this paper proposes to characterize the
uncertainty on the model estimates by propagating the errors stemming from each of its
parts. The approach extends constraint programming to integrate probabilistic reasoning
and dynamic behavior, offering a mathematically sound and efficient alternative.

The application field of the presented approach is quite broad: it targets models which
are themselves composed of other (sub)models, for which there is a known characteri-
zation of the error. The selected EI model is a fairly complex model including dynamic
behavior and nonlinear relations, and integrates various (sub)models with associated
uncertainty. The experimental section illustrated how different choices for one of these
(sub)models, the FF model, impacts the error of the complete EI model, providing
valuable information that can be integrated in a decision making support tool.
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Abstract. We propose a novel Bayesian network tool to model the prob-
abilistic relations between a set of type 2 diabetes risk factors. The tool
can be used for probabilistic reasoning and for imputation of missing
values among risk factors.

The Bayesian network is learnt from a joint training set of three Eu-
ropean population studies. Tested on an independent patient set, the
network is shown to be competitive with both a standard imputation
tool and a widely used risk score for type 2 diabetes, providing in addi-
tion a richer description of the interdependencies between diabetes risk
factors.

Keywords: Bayesian networks · Type 2 diabetes · Probabilistic
reasoning · Missing values imputation

1 Introduction

Complex diseases, such as type 2 diabetes (T2D), arise from the interaction of
several physiological, lifestyle and environmental risk factors. Complete informa-
tion on all risk factors, however, is often not available or expensive to acquire.
Bayesian networks can be used for reasoning even in the presence of missing
information and for providing probabilistic estimates of missing values.

A Bayesian network (BN [7]) is a probabilistic graphical model which rep-
resents the joint probability distribution of a set of random variables with two
components: a direct acyclic graph (DAG), where each node corresponds to a
variable and each edge to a conditional dependence between variables, and a
probability distribution of each node given its parents in the DAG.

c© Springer International Publishing Switzerland 2015
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In this paper, we propose a Bayesian network tool for reasoning and inference
in type 2 diabetes in the presence of missing risk factors. The network structure
and distributions parameters are learned from a joint dataset of three population
studies. On an independent test set, the Bayesian network is shown to be effective
in estimating the probability distribution of missing values and competitive with
a state-of-the-art risk score in detecting the T2D condition.

2 Datasets

The datasets exploited in this paper come from the Botnia Prospective Study
(BPS [5]), the Prevalence, Prediction and Prevention of Diabetes Botnia study
(PPP [3]) and the Variability of Insulin with Visceral Adiposity study (VIVA
[8]). All three studies comprise a screen visit for a population of non-diabetic
subjects and a second, follow-up visit 5 to 15 years later. The number of subjects
involved in each study is 3331 for BPS, 2000 for PPP and 2476 for VIVA.

All studies include anthropometric data, information on co-morbidities, lifestyle
habits, fasting blood test measures and an Oral Glucose Tolerance Test (OGTT).
The latter is required for a complete diagnosis of Type 2 Diabetes, defined as fast-
ing plasma glucose ≥ 6.9 mmol/l or glucose at 120 minutes of the OGTT ≥ 11.1
mmol/l.

3 Data Pre-Processing

The three datasets are initially processed by identifying all common T2D risk
factors with overall missingness below 30% and by aligning their definitions and
unit of measures. The risk factors we select as variables are gender (SEX), ed-
ucation (EDU), current profession (PROF), ethnicity (ETHN), current smoker
(C SMK), history of habitudinal smoke (H SMK), physical demanding work
(PHY W), physical activity in leisure time (PHY F), history of cardio-vascular
event (H CVD), stroke (H STR) or high blood glucose (H HBG), body mass
index (BMI), waist circumference (WAIST), systolic (SBP) and diastolic blood
pressure (DBP), use of anti-hypertensive (AHT M) and lipid-lowering medica-
tion (LLO M), cholesterol (CHOL), triglycerides (TRIG), high-density lipopro-
tein (HDL), fasting insulin (INS0), fasting glucose (GL0), metabolic syndrome
(MS) and 120-min OGTT glucose (GL120).

A test set is then obtained by sampling 10% of the patients at random from
each of the three datasets, stratifying for gender, age, BMI and incident T2D at
the follow-up visit. Defining a record the observation of all variables for a patient
in one of the two visits, we obtain a training set by merging all the 13237 records
for the patients not in the test set. Missing values in the training set are then
imputed with the k-Nearest Neighbour (kNN) algorithm, with k = 10 and using
the Heterogeneous Euclidean Overlap Metric as a measure of distance between
records [1]. After imputation, continuous variables are quantized according to
meaningful clinical thresholds, when available in the literature, or according to
tertiles across all records in the follow-up visit otherwise.



174 F. Sambo et al.

4 Bayesian Network Learning

The most probable Bayesian network structure given a dataset without missing
values can be obtained by searching the space of all possible DAGs for the one
with the maximum likelihood, computed as the Bayesian Dirichlet equivalent
score with uniform priors (BDeu, [2]). To search for the best BN structure given
the training data we exploit the Max-Min Hill-Climbing algorithm (MMHC [9]).
We further limit the search space by dividing the set of variables in layers and
by allowing each node to only have children in the same or subsequent layers.

The probability distribution of each node given its parents is then estimated
based just on data from the follow-up visit: the rationale of this choice is to learn
the probabilities from a medical visit investigating the presence of T2D, for a
patient with a former non-diabetic profile.

5 Network Performance

We assessed the reasoning and inference accuracy of the Bayesian network in the
hypothetical scenario of a citizen using a questionnaire-based self screening tool
at home: in this case, the unobserved variables are SBP, DBP, TRIG, CHOL,
HDL, GL0, INS0, MS and GL120. For one patient at a time from the test set, we
exploit the Junction Tree [7] inference algorithm to query the network for the
marginal probability distribution of the unobserved variables, both providing
some evidence on the values of the observed variables (posterior distribution)
and without any evidence (prior distribution).

We first assess the ability of the network in providing correct probability
estimates for unobserved variables. Given the actual value of each unobserved
variable in each test subject, we measure the error as one minus the probability
assigned to that value by the network. For a variable of cardinality c, we further
normalize the error dividing it by (1− 1/c): this is meant to make it equal to 1
in case the estimate is a uniform probability distribution, which corresponds to
a completely random assignment of values to the variable.

Figure 1 reports the median, first and third quartile of the normalized er-
ror measure across all test subjects, for all unobserved variables and for both
the prior (squares) and posterior (dots) probability estimates. The dotted line
indicates the uniform random estimate, identically equal to 1 thanks to the
normalization of the error measure. From the figure one can observe that the es-
timated posterior probabilities across the test set are always significantly better
than both the random estimates (Wilcoxon sign-rank test, all p-values < 10−17)
and the prior probabilities (all p-values < 10−9).

We then assess the ability of the Bayesian network in imputing missing values
in the test set, comparing the imputation obtained by both the prior and pos-
terior probability estimates with the one obtained by the k-Nearest Neighbour
algorithm, with k = 10. Table 1 reports the imputation accuracy, as fraction of
correctly imputed missing values, for all unobserved variables and all subjects in
the test set. In all but one case, the best accuracy is obtained by the posterior
probability estimate (bold values).
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Fig. 1. Median (dot/square), first and third quartile (whiskers) of the normalized error
for prior (squares) and posterior (dots) probabilities estimated by the Bayesian network.
The dashed line indicates the error of the uniform random estimate.

Table 1. Imputation accuracy obtained by the Bayesian network using prior and pos-
terior probabilities and by the k-Nearest Neighbour algorithm

SBP DBP TRIG CHOL HDL GL0 INS0 MS GL120

prior probabilities 0.630 0.551 0.813 0.803 0.701 0.640 0.278 0.559 0.839
kNN 0.704 0.629 0.785 0.806 0.685 0.643 0.360 0.794 0.837
posterior probabilities 0.735 0.632 0.813 0.803 0.701 0.655 0.571 0.817 0.839

Finally, we assess the performance of the Bayesian network in detecting T2D,
defined as in Section 2, in the aforementioned scenario. This allows us to fairly
compare our tool with one of the most widely used questionnaire-based T2D
risk score, the FINDRISC score [4]. Given the observed variables, by the rules of
probability calculus the posterior probability of a patient being type 2 diabetic
is: pT2D = p(GL0=high) + p(GL120=high) − p(GL0=high∧GL120=high).

We compare our probability estimates with a variant of the FINDRISC score
computed from the quantized variables measured in our datasets. The area under
the the ROC curve obtained from the probability estimates results 0.79, slightly
higher than the one of the FINDRISC score, 0.77, but not significantly different
(DeLong’s test p-value 0.26).

6 Conclusions and Future Directions

In this paper, we presented a Bayesian network tool for reasoning and imputation
in type 2 diabetes in the presence of missing values. The network structure and
probability distributions are learnt from a training set, obtained by merging
three European population studies, and the network performance is assessed on
an independent test set, sampled from the original joint set.

We introduced the scenario of a citizen querying the network with a
questionnaire-based self screening tool and showed that, in such a scenario, our
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BN outperforms the k-Nearest Neighbour algorithm in imputing missing val-
ues in almost all cases. The network was also shown to be competitive with
the widely adopted FINDRISC risk score in detecting the T2D condition. In
addition, the Bayesian network provides a rich description of each unobserved
variable, in terms of a probability distribution across all its possible values, and
an accessible representation of the interdependencies between risk factors. Com-
pared to other Bayesian tools for reasoning in type 2 diabetes ([6,10]), our model
includes a wider set of risk factors, providing a richer description of the patients
and possibly leading to the definition of more personalized interventions.

All computations have been carried out with the R package bnstruct1 and
the analysis pipeline is sufficiently general to be easily applied to other complex
diseases. The tool has been developed as part of the activities of the European
FP7 project MOSAIC (MOdels and Simulation techniques for discovering dIA-
betes influence faCtors, Grant N. 600914). The tool will be further validated on
several external datasets, in order to assess its generalization ability on different
populations.
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Abstract. Causal discovery is an increasingly popular method for data
analysis in the field of medical research. In this paper we consider two
challenges in causal discovery that occur very often when working with
medical data: a mixture of discrete and continuous variables and a sub-
stantial amount of missing values. To the best of our knowledge there
are no methods that can handle both challenges at the same time. In
this paper we develop a new method that can handle these challenges
based on the assumption that data is missing completely at random and
that variables obey a non-paranormal distribution. We demonstrate the
validity of our approach for causal discovery for empiric data from a mon-
etary incentive delay task. Our results may help to better understand the
etiology of attention deficit-hyperactivity disorder (ADHD).

Keywords: Causal discovery · Missing data · Mixture of discrete and
continuous data · ADHD

1 Introduction

In recent years, the use of causal discovery in the field of medical research has be-
come increasingly popular. Existing algorithms deal reasonably well with models
that contain only discrete variables or only Gaussian variables, while real-world
data often contains mixture variables, where continuous variables are not Gaus-
sian. To tackle the problem of mixture variables, several approaches have been
developed, including partial correlation tests [7], Mercer kernels [2], and neu-
ral networks [8]. Existing algorithms for causal discovery mainly start from the
assumption that the data is complete, whereas in practice, medical data sets
often have missing values. For example, some tests are often performed only
for part of the patients, the quality of some data is poor, participants drop out
etc. Several methods have been proposed to deal with missing values for causal
discovery, including imputation methods, expectation maximization algorithms,
and importance sampling [6,9]. However, these methods usually rely on the as-
sumption that data is either discrete or continuous Gaussian. To the best of our

c© Springer International Publishing Switzerland 2015
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knowledge there are no methods that can handle both a mixture of discrete and
continuous variables as well as missing values for directed graphical models. An
ad hoc solution would be to apply standard methods and ignore all missing val-
ues. However, when the percentage of missing values is significant one can end
up with the insufficient data to learn a causal structure.

We propose a method that can handle missing values and mixture variables
based on the ideas for undirected graphical models presented in [12,1]. As a
prototypical example we apply our algorithm to a data set of patients with
Attention-deficit/hyperactivity disorder (ADHD). The data set is ideal for our
purposes because it provides all characteristics of a typical medical data set:
it describes relationships between various possible factors of the disease such
as genes, age, gender, and different types of symptoms and behavioral charac-
teristics. Moreover, it has a mixture of discrete and continuous variables and
approximately 10% of missing data.

The rest of the paper is organized as follows. Section 2 explains the proposed
method. Section 3 presents the results for ADHD data. Section 4 provides our
conclusion and future work.

2 Proposed Method

In this section we propose a causal discovery algorithm that can deal with both
a mixture of discrete and continuous variables and missing data. In the first
two steps of this algorithm we estimate the correlation matrix for mixed data
with missing values, based on the ideas proposed in [12,1]. In the third step,
we use this correlation matrix as an input into a causal discovery algorithm to
infer the causal structure. We use the BCCD algorithm for this purpose, one
of the state-of-the-art algorithms in causal discovery. Claassen and Heskes [3]
showed that BCCD outperforms reference algorithms in the field, such as FCI
and Conservative PC. Moreover, BCCD provides an indication of the reliability
of the causal links that makes it easier to interpret the results and compare
alternative models. We rely on the assumption that data is missing completely
at random and that variables obey a non-paranormal distribution.

Step 1 Mixture of discrete and continuous variables
To deal with mixed data we propose to use a Gaussian copula. For each
variable Xi we estimate the rescaled empirical distribution

F̂i(x) =
1

n+ 1

n∑

i=1

I{Xi < x}, (1)

and then transform the data into Gaussian normal scores X̂i = Φ̂−1
i (F̂ (Xi)).

In this step missing values are ignored.
Step 2 Correlation matrix with missing data

New variables now have a Gaussian distribution, so we can use Pearson
correlation to estimate dependencies between variables. Since our data has
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missing values, we propose to first use the expectation maximization algo-
rithm to estimate the correlation matrix, since this algorithm provides an
unbiased estimate of parameters and their standard error [4].

Step 3 Apply BCCD
Having the correlation matrix we can use it in the BCCD algorithm to
estimate the causal structure of the graph. A more detailed description can
be found in [3,10]. The core part of the algorithm BCCD is the estimation
of the reliability of the causal relations, based on the marginal likelihood of
data given graphical structure p(D|G). We approximate the logarithm of the
marginal likelihood log(p(D|G)) using the Bayesian Information Criterion
(BIC), which depends on the correlation matrix computed in Step 2:

BICscore(D|G) = M

n∑

i=1

−1

2
log

|Σ|
| ΣPai |

− logM

2
Dim[G] , (2)

where n is the number of variables, M is the sample size, Dim[G] is the
number of parameters in the model corresponding to graph G, Pai are the
parents of node Xi, and ΣPai is a correlation matrix between the parents of
variable Xi. Having all the causal relations, BCCD ranks them in decreasing
order of reliability and uses logical deduction with transitivity and acyclicity
to derive additional causal statements. If there is a conflict, it picks the
causal statement that has a higher reliability.

3 ADHD Data

In a future paper we will analyze the performance of our method on simulated
data, where we know the ground truth. Here we describe an application of our
algorithm to the ADHD data set that was collected as a part of the NeuroIMAGE
study [11]. This study investigated the brain response during reward anticipation
and receipt with a monetary incentive delay (MID) task in a large sample of
adolescents and young adults with ADHD, their unaffected siblings and healthy
controls. The brain activation was measured in ventral striatum (VS) and orbital-
frontal cortex (OFC) brain areas during the anticipation of the reward cue and
feedback after reward cue. During the experiments the difference in reaction
time was measured when there was and there was no reward cue (Reaction time
difference). The data set contained 189 probands with ADHD, 104 unaffected
siblings, and 116 age-matched controls. Since the presence of the unaffected
siblings can blur the effect of the genes, we did not include them in our study
and consider only ADHD patients and healthy controls.

The goal of our study is to identify the endophenotypic model [5] that ex-
plains the relationships between genes, brain functioning, behaviors, and disease
symptoms. To apply causal discovery to this data set, we selected 12 variables
that represent genes, brain functioning in different regions of the brain, symp-
toms, and general factors. We included the prior knowledge that no variable in
the network can cause gender, and the endophenotypic assumption from [5] that
symptoms are the consequence of the brain functioning problems.



180 E. Sokolova et al.

Fig. 1. The causal graph representing causal relationships between variables for the
ADHD data set. The graph represents a PAG, where edge directions are marked with
“ − ” and “ >” for invariant edge directions and with “◦” for non-invariant edge
directions. The reliability of an edge between two variables is depicted with a percentage
value near each edge.

A causal network learned from the data is presented in Figure 1. This figure
includes only edges with a reliability of a direct causal link higher than 50%. The
graph built by BCCD shows an effect of genes on brain functioning, the effect of
brain functioning and general factors on disease symptoms, and an interaction
between these symptoms. The relationships between variables found by BCCD
are in line with several other studies in ADHD that considered mainly pairs
of variables [13]. An additional advantage of this study is that interactions are
visualized in a single graph that makes it easy to interpret the results.

4 Conclusions and Discussion

The contribution of this paper is the presentation of an algorithm for causal
discovery and application of it to real-world data describing ADHD. The results
of the algorithm were corroborated by medical experts and literature. As any
statistical approach, methods for causal discovery have to rely on assumptions.
In this paper we relaxed standard assumptions on, for example, Gaussianity and
the absence of missing values. By doing this we open up the application of causal
discovery to a much wider class of data sets. However, we obviously rely on some
other assumptions such as data being missing completely at random, monotonic
interactions between variables, and absence no cycles. As future work we would
like to consider data sets with more complex interactions between variables and
relax in particular the assumption that data is missing completely at random.
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Abstract. Cardiovasculardisease (CVD) is oneof thekey causes fordeath
worldwide. We consider the problem of modeling an imaging biomarker,
CoronaryArteryCalcification (CAC)measured by computed tomography,
based on behavioral data. We employ the formalism of Dynamic Bayesian
Network (DBN) and learn a DBN from these data. Our learned DBN pro-
vides insights about the associations of specific risk factors with CAC lev-
els. Exhaustive empirical results demonstrate that the proposed learning
method yields reasonable performance during cross-validation.

1 Introduction

Cardiovascular disease (CVD) is one of the key causes of death worldwide. It is
well known that successful and established lifestyle intervention and modifica-
tion can result in prevention of the development of cardiovascular risk factors.
In this work-in-progress, we consider a clinical study, Coronary Artery Risk
Development in Young Adults (CARDIA), to model the development of Coro-
nary Artery Calcification (CAC) amounts, a measure of subclinical Coronary
Artery Disease [1]. For modeling this risk factor development in adults, we em-
ploy the use of temporal-probabilistic models called Dynamic Bayesian Networks
(DBNs) [3]. We employ standard optimization scoring metrics [3] – Bayesian
Information Criterion (BIC), Bayesian Dirichlet metric (BDe) and mutual in-
formation (MI) – for learning these temporal models. We combine the different
probabilistic networks resulting from different metrics and evaluate their predic-
tive ability through cross-validation.

One aspect of our work is that in order to learn these DBNs, we consider non-
clinical data. We use only basic socio-demographic information and health be-
haviour information for predicting the incidence of CAC-levels as the individual
ages from early to middle adult life. Our results indicate that these behavioral
features are reasonably predictive of the occurrence of increased CAC-levels.
They allow us to potentially identify potential life-style and behavioral changes
that can minimize cardiovascular risks. In addition, the interpretative nature of
the learned probabilistic model allows us to easily present the learned models to
domain experts (physicians) who could potentially interact with the model and
modify/refine the learned model based on their experience/expertise.

c© Springer International Publishing Switzerland 2015
J.H. Holmes et al. (Eds.): AIME 2015, LNAI 9105, pp. 182–187, 2015.
DOI: 10.1007/978-3-319-19551-3_24
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2 Background

One of the questions that the CARDIA study tries to address is to identify
the risk factors in early life that have influence on the development of clini-
cal CVD in later life. It is a longitudinal population study started in 1985-86
and performed in 4 study centers in the US and includes 7 subsequent eval-
uations (years 2, 5, 7, 10, 15, 20, 25). It includes various clinical and physical
measurements and in-depth questionnaires about sociodemographic background,
behavior, psychosocial issues, medical and family history, smoking, diet, exercise
and drinking habits. We consider the demographic and socio-economic features
to predict the CAC-level as a binary prediction task. Specifically, we consider
these features (with their number of categories in the following parentheses) –
participant’s education level(9), full time(3)/part time(3) work, occupation(8),
income(6), marriage status(8), number of children(3), alcohol usage(3), tobacco
usage(3) and physical activities(6) during the last year – to model the develop-
ment of CAC level (High(CAC > 0)/Low(CAC = 0)) in each year of study.1

3 Proposed Approach

The first issue with this study is that there are several missing values. Prepro-
cessing is required for matching the solutions for missing values across study
centers. While the participant retention rate is relatively high (91%, 86%, 81%,
79%, 74%, 72%, and 72%, respectively for each evaluation), there are still at
least 10 percent of the data are missing from the records. When a subject is
absent from a certain subsequent test, we fill in the missing values using the
values from his/her previous measurement. For the missing entries due to other
unknown reasons, we treat them as a special class.

Another issue is the evolution of the evaluation measurements and the survey
design. Some of the questions related to a certain aspect of the sociodemographic
background may be divided into multiple questions or combined into one ques-
tion in the follow up evaluations. For example, since year 15, the question related
to the participant’s marriage status has an option as “living with someone in a
marriage-like relationship” which is a separate question from year 0 to year 10.

Given these challenges, we employed a purely probabilistic formalism of dy-
namic Bayesian networks (DBNs) that extend Bayesian networks (BNs) to tem-
poral setting. They employ a factorized representation that decreases the dimen-
sion from exponential in the total number of features to exponential in the sizes
of parent sets. They also handle the longitudinal data by using a BN fragment
to represent the probabilistic transition between adjacent time slots which al-
lows both intra-time-slice and inter-time-slice arcs. Finally, cyclic dependencies
in time are allowed. For instance, treatment of a disease in the current time can
influence the incidence of the disease in the next time which in turn can influence
the treatment in the next time step.

1 For detailed information about the features, please refer to CARDIA online resource
at http://www.cardia.dopm.uab.edu/exam-materials2/data-collection-forms.

http://www.cardia.dopm.uab.edu/exam-materials2/data-collection-forms
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In most literature, the probabilistic influence relationships of the DBN (par-
ticularly the temporal influences) are pre-specified and only the parameters are
learned. However, since we are interested in determining how the CAC-levels
evolve as a function of 10 other risk factors, we instead learn the influences
by adapting standard BN structure learning algorithms. The most popular ap-
proaches for learning BNs are to employ a greedy local search such as hill climb-
ing based on certain decomposable local score functions. We consider three dif-
ferent scoring functions – Bayesian Dirichlet (BDe) scores, Bayesian information
criterion (BIC) and Mutual Information Test (MIT).Before discussing the scor-
ing functions, we present the high-level overview of our framework in Figure.1.

Fig. 1. Flow Chart of the Proposed Model. The blue arrows denote the flow of data
and the grey arrows denote the flow of the model.

After preprocessing, we run three hill-climbing algorithms using the three
different scoring metrics. First, we transfer the multi-series dynamic data into a
training set by extracting every pair of sequential study measurements of every
patient as a training instance. After this step, we got 5114 (|subjects|) ∗5 (|paired
time slices|) instances in total. Using these training instances, we learn three
models using the three metrics. We also combine these models by using the union
of all the edges to construct a new unified model2. The goal is to introduce more
dependencies and evaluate if a more complex model is indeed more accurate.
For this new unified model, we learn the parameters and perform 5-fold cross-
validation for evaluation.

Returning to the scoring function, the first row of Table.1 presents the general
form of the decomposable penalized log-likelihood (DPLL) [4] for a BN B given
the data D. Dil is the instantiation of Xi in data point Dl , and PAil is the
instantiation of Xi’s parent nodes in Dl. So the general form of DPLL is the sum
of individual variable scores which equal to the loglikelihood of the data given the
local structure minus a penalty term for the local structure. Note that BIC and
BDe mainly differ in the penalty term. The penalty term for BIC is presented in
the second row where qi is the number of possible values of PAi, ri is the number
of possible values for Xi and N is number of examples (5114×5). Hence the BIC
penalty is linear in the number of independent parameters and logarthmic in the

2 When the combination induces intra-slice cycles, we randomly remove one edge.
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number of instances. BDe penalty is presented in third row where Dijk is the
number of times Xi = k and PAi = j in D, and αij =

∑
k αijk with αijk = α

qiri
in order to assign equal scores to different Bayesian network structures that
encode the same independence assumptions. Ignoring the details, the key is that
the complexity of BIC score is independent of the data distribution, and only
depend on the arity of random variables and the arcs among them while the BDe
score is dependent on the data and controlled by the hyperparameters αijk. For
more details, we refer to [3]. Instead of calculating the log-likelihood, MIT score
(Table.1 last row) uses mutual information to evaluate the goodness-of-fit [5].
I(Xi, PAi) is the mutual information betweenXi and its parents. χα,liσi(j)

is chi-
square distribution at significance level 1− α. We refer to [5] for more details.

Table 1. The different scoring functions

DPLL(B,D)
DPLL(B,D) =

∑n
i [
∑N

l logP (Dil|PAil)− Penalty(Xi,B,D)]

PenaltyBIC(Xi,B,D) = qi(ri−1)
2

logN

PenaltyBDe(Xi,B,D) =
∑qi

j

∑ri
k log

P (Dijk|Dij)

P (Dijk|Dij ,αij)

DPMI(B,D) SMIT (B,D) =
∑

i,PAi �=∅ 2N ∗ I(Xi, PAi)−∑
i,PAi �=∅

∑qi
j χα,liσi(j)

4 Experiments

For the DBN DPLL-structure learning, we extended the BDAGL package of
Murphy et al. [2] to allow learning from multi-series dynamic data and to
support learning with BIC score function. We also adapted DPMI-structure
learning by exploiting the GlobalMIT package which was used to model multi-
series data from gene expression [5]. The learned DBN structure is shown in

Fig. 2. Combined DBN model. The blue arcs
are learned by DPLL-BDe; reds by DPLL-BIC;
greens by DPMI; black dash lines are self-links
are learned by all three.

Figure.2. Note that all three score
metrics learned the self-link for
every variable. This shows that
many socio-demographic factors
are influenced by previous behav-
ior(5 years backward). Observe
that both BIC and BDe learned
the inter-slice dependency between
“Smoke” and “CAC” level. Both
BIC and MI returned a tempo-
ral correlation between “Exercise”
and “CAC”, which indicates that
previous health behaviors have
strong influence on the risk of CAC
in current time.
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Then we combined the structure from the different learning approaches into a
comprehensive model for learning parameters. We applied this DBN to test data
and predict the CAC score based on the variables in the current and previous
time steps. As CAC score from previous time-steps is highly predictive of future
values, we hid the CAC-scores in the test set for fair evaluation.

We calculated the accuracy, AUC-ROC as well as F measure3 to evaluate the
independent and mixed models learned by different score functions. The results
are shown in Table.2. As the table shows, the model learned by BDe score has
the best performance while the MI the worst. We also performed t-test on the
five folds results, which shows the BDe is significantly better than MI with P-
values at 0.0014(AUC), 0.0247(Accuracy) and 5.7784×10−6(F). In order to rule
out the possibility that the better performance of BDe is resulted from the non-
temporal information which MI does not have, we also experimented on BNs with
intra-slice arcs only as well as DBNs with inter-slice arcs only. And the results
showed that the difference between them is not statistically significant at 5%
significance level, in other word, the temporal information is as important as the
non-temporal information in predicting the CAC level. Compared to BDe alone,
the combined model has deteriorated performance. This is probably because
the combined model has more arcs which exponentially increases the parameter
space and the limited amount of training data cannot guarantee the accurate
training for such high dimension model (possibly overfitting).

Table 2. Model Evaluation Results

MI BIC BDe MI+BIC MI+BDe BIC+BDe MI+BIC+BDe Inter-s Intra-s
Accuracy 0.5774 0.6558 0.6805 0.6482 0.6715 0.6701 0.6600 0.5774 0.5853
AUC-ROC 0.4870 0.6979 0.7139 0.6473 0.6809 0.7092 0.6581 0.6013 0.6489
F measure 0 0.5417 0.6144 0.4640 0.5632 0.5880 0.5244 0.0005 0.0501

Future Work: While our work generatively models all the variables across
the different years, extending this work to predict CAC-levels discriminatively
remains an interesting direction. Considering more risk factors and more sophis-
ticated algorithms which allows learning temporal influence jumping through
multiple time slices is another direction. The end goal is the development of
interventions that can reduce the risk of CVDs in young adults.
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Abstract. Hierarchical Naïve Bayes (HNB) is a multivariate classification algo-
rithm that can be used to forecast the probability of a specific disease by analys-
ing a set of Single Nucleotide Polymorphisms (SNPs). In this paper we present 
the implementation of HNB using a parallel approach based on the Map-
Reduce paradigm built natively on the Hadoop framework, relying on the Ama-
zon Cloud Infrastructure. We tested our approach on two GWAS datasets aimed 
at identifying the genetic bases of Type 1 (T1D) and Type 2 Diabetes (T2D). 
Both datasets include individual level data of 1,900 cases and 1,500 controls 
with ~ 420,000 SNPs. For T2D the best results were obtained using the com-
plete set of SNPs, whereas for T1D the best performances were reached using 
few SNPs selected through standard univariate association tests. Our cloud-
based implementation allows running genome wide simulations cutting down 
computational time and overall infrastructure costs. 

Keywords: Map reduce · Cloud computing · Data mining algorithm ·  
Genome-wide association studies 

1 Introduction 

In the last few years, the term “Big Data” has been extensively used in the field of 
genomics; as a matter of fact, thanks to the novel high throughput sequencing tech-
niques, huge amounts of data can be quickly generated from a single individual. 
However, due to the high computational capacity required to process this type of data, 
the majority of the analytical approaches are still based on the use of feature selection 
techniques aimed at reducing the problem dimensionality allowing to perform data 
mining analyses on a much smaller set of attributes. This approach is often not appro-
priate, in particular when studying complex traits diseases, since their clinical expres-
sion can be considered as the consequence of multiple causes, meaning that every 
measured variable may give an even small contribution to the overall impact on the 
phenotype. Recently, we proposed a multivariate classification algorithm to deal with 



 Running Genome Wide Data Analysis Using a Parallel Approach on a Cloud Platform 189 

complex–trait diseases, called Hierarchical Naïve Bayes (HNB) [1]. The HNB is able 
to forecast the individual-level probability of a specific disease, based on the analysis 
of a set of Single Nucleotide Polymorphisms (SNPs). To test the usefulness of ex-
ploiting genetic information collected from the whole genome, we decided to apply 
the HNB to the analysis of two Genome Wide Association Studies (GWAS) datasets, 
each characterized by more than 400K SNPs.  

In this paper we describe the parallel approach we developed for HBN implemen-
tation. With this approach it has been possible to distribute the computational load 
among a cluster of machines, greatly reducing the overall time needed for the analy-
sis. Since the IT infrastructures needed to run parallel computation are very expen-
sive, we exploited the services offered by a cloud computing platform. 

2 Methods  

2.1 Classification Algorithm  

The Hierarchical Naïve Bayes (HNB) is an extension of the traditional Naïve Bayes 
classifier. HNB uses a multivariate approach thanks to its hierarchical structure that 
introduces a further abstraction level. The individual SNPs are not used as independ-
ent predictors, but they are grouped into blocks according to their structural correla-
tion. To this end, SNPs with strong structural correlation (r2>0.8) and localized at a 
maximum pairwise distance of 500kb are grouped into blocks. The idea behind this 
approach is that variables belonging to the same block can be considered as replicates 
generated by the same information source. The SNPs are thus modeled as random 
variables having the same probability distribution, whose parameters are sample-
related and thus called individual parameters. Individual parameters related to sub-
jects belonging to the same class (e.g. cases or controls) are seen, in turn, as random 
variables having the same distribution, whose parameters (hyperparameters) are popu-
lation-related. Therefore, the algorithm is made up of a training phase and a test 
phase. The estimation of the hyperparameters corresponding to each class and block is 
performed during the training phase, while during the test phase each block provides a 
contribution to the marginal likelihood (and thus to the posterior probability) of the 
subjects under analysis. 

2.2 Parallel Algorithm Implementation 

Our implementation of HNB algorithm is based on the Map-Reduce paradigm [2], a 
well-known programming model that allows distributing the computation on different 
cores of a network of machines. According to this approach, the data have to be split into 
fragments of more or less equivalent size, each passed as an input to a software object 
named Mapper. Many Mappers can run simultaneously on different machines since there 
are no dependencies among them. Input files are seen as key-value pairs and, for each of 
them, the Mappers can generate one or more key-value pairs as output. After an aggrega-
tion phase, each of the newly generated keys, with all its associated values, is passed as 
input to other software objects, named Reducers, which operate the final processing.  
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The distribution of the tasks among the cluster is operated by a special and unique node 
named master, instead all the other cores, the ones who actually make the computation, 
are called slaves. 

The parallel implementation of HNB is a sequence of three steps, each one carried 
out through a sequence of Map-Reduce tasks (Figure 1). Since the 10-fold cross-
validation was adopted as the model validation strategy, the program is designed to 
first partition the input data into 10 parts of approximately equivalent size. This op-
eration has been implemented through 2 Map-Reduce tasks.  

 

Fig. 1. Flowchart showing the main steps of the program, with focus on the parallelization of 
the cross validation step 

Since both training and testing steps need variables aggregated on the basis of a 
block definition, a preparation step was introduced, composed of a single Map Re-
duce task. The newly generated dataset was then used as input of the HNB algorithm. 
In order to maximize parallelism the program has been designed to perform simulta-
neous calculations for all the folds. To parallelize the training steps, the first task exe-
cuted during this phase is the generation of the training sets, obtained by merging all 
the possible combination of nine out of ten folds. All the parameters are then estimat-
ed in parallel through a Map-Reduce task that properly exploits the key-value mecha-
nism to also keep track of the folds association. The following steps are the test task, 
focused on the computation of the posterior probabilities for each example, and the 
evaluation task, during which the classification performances of the model are as-
sessed for each fold. Finally, an aggregation step is performed to compute the averag-
es and the confidence intervals of all the statistics previously calculated on the single 
folds. 

For the implementation of the program described above, we used the Hadoop 
framework [3], one of the most common implementations of the Map-Reduce para-
digm. It consists of a set of Java libraries, produced by the Apache Software Founda-
tion, that deal with the distribution and management of the individual map and reduce 
tasks, providing mechanisms for balancing the workload among all the cluster nodes. 
Therefore, our work was focused on the definition of the single Map-Reduce steps 
and on the implementation of the single map and reduce functions in Java.  

Data Partitioning Preparation Results
HNB Cross 
validation

Train

Test Aggregation
Training sets 
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Train

Train
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Test

Evaluation

Evaluation
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2.3 Program Deploying 

As regards the computational resources, we exploited the Amazon Web Services 
(AWS), a cloud computing platform that allows the user to get computation resources 
on demand with high performance and high IT security standards. Both input data and 
source code were uploaded on a bucket of the Amazon Simple Storage Service (S3). 
Exploiting the Amazon Elastic Map-Reduce service (EMR), it has been possible to 
build on demand a custom Hadoop cluster in few minutes. In this way, it has been 
possible to deploy the algorithm on an un-expensive parallel computational infrastruc-
ture without the need of owning a physical cluster of machines.  

3 Results 

Fig. 2. Results for T1D and T2D in terms of MCC, filtering the datasets with different  
p-values 

We tested our approach on two real GWAS datasets generated by the Wellcome 
Trust Case Control Consortium (WTCCC) and aimed at identifying the genetic bases 
of Type 1 Diabetes (T1D) and Type 2 Diabetes (T2D) respectively. Both datasets 
were represented by individual level data regarding approximately 1,900 cases and 
1,500 controls, characterized by 420,000 SNPs (for details about data quality control 
the reader is referred to [1]). The mean Matthews correlation coefficient (MCC) esti-
mated over the 10 test sets was 0.312 (95% CI = 0.286, 0.338) for the T1D and 0.171 
(95% CI = 0.125, 0.217) for the T2D dataset. These results were compared to the ones 
obtained by running the same analyses after filtering the whole genome set of SNPs 
according to different significance thresholds, from p < 10-6 to p < 0.01, based on 
standard univariate association tests performed on each training set (Figure 2). Results 
from the analysis of T1D data show that the best classification performances are 
reached using few SNPs passing p < 10-6 (MCC = 0.347, 95% CI = 0.315 - 0.379). 
On the opposite, results from T2D data show that the highest MCC is obtained by 
considering the complete set of SNPs, even if very close performances can be reached 
by considering the SNPs passing p < 0.01 (MCC = 0.166, 95% CI = 0.124-0.208). 
The program was tested both on a local computer and on the AWS cloud platform.  
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As regards the first solution, a laptop with a 2.2 GHz Intel Core i7 processor and 8 
GB of RAM was used, which took nearly 13 hours to complete a single simulation. 
On the AWS platform, 2 instance types were used. In particular, for the master we 
chose the m1.small instance (1 virtual CPU and 1.7 GB of RAM) and for the slave we 
chose the m3.xlarge instance (4 virtual CPU and 15 GB of RAM). Two different sim-
ulations were evaluated, using a different number of slave cores: 2 and 5. With 2 
slaves, the cluster took 5.5 hours, for a total cost of 4.53$, while with 5 slaves it took 
2.5 hours, for an overall cost of 5.42$. 

4 Discussion 

In this work we have shown the possibility of running analysis on complete SNP set 
coming from whole genome studies using a parallel implementation of the HNB clas-
sification algorithm. From the biological point of view, results highlighted a different 
behavior in the two analyzed datasets. In the case of the T1D dataset the results seem 
to worsen by adding variables showing weak univariate statistical association, where-
as for T2D the overall classification performance improve if all the variables are in-
cluded in the model. These results suggest that adding more variables may increase 
the discriminative power of classification models for complex-trait diseases but it can 
also add more noise, especially when the majority of the information is contained in 
few variables, as in the case of T1D.  

From a technological perspective, our implementation based on a distributed ap-
proach shows the feasibility of analyzing this type of data using all the information 
available and thus without the necessity of a pre-processing step for feature selection. 
Moreover we showed how the need for computational resources can be easily fulfilled 
by a cloud computing platform. Relying on a cloud solution allows users to run com-
plete analysis in a short time, on a secure and not expensive infrastructure and without 
the need of buying a physical cluster of machines. 

Acknowledgements. This study makes use of data generated by the WTCCC. A full list of the 
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Abstract. Adverse drug events (ADEs) are a major concern and point
of emphasis for the medical profession, government, and society in gen-
eral. When methods extract ADEs from observational data, there is a ne-
cessity to evaluate these methods. More precisely, it is important to know
what is already known in the literature. Consequently, we employ a novel
relation extraction technique based on a recently developed probabilistic
logic learning algorithm that exploits human advice. We demonstrate on
a standard adverse drug events data base that the proposed approach can
successfully extract existing adverse drug events from limited amount of
training data and compares favorably with state-of-the-art probabilistic
logic learning methods.

1 Introduction

Adverse drug events (ADE) are one of the major causes of death in the world. For
instance, nearly 11% of hospital admissions of older adults in US are attributed
to ADEs [5]. Consequently there has been an increase in focus and application of
statistical learning algorithms for detecting ADEs from data such as Electronic
Health Records (EHRs) and clinical studies [16]. While there is a plethora of
research on detecting them from clinical data, there are not many methods that
can validate the output of these algorithms except for manually scanning through
the ADEs. In this case, the burden is on the expert to evaluate these extracted
ADEs by knowing all the ones published in the literature.

We explore the use of published medical abstracts to serve as ground truth
for evaluation and present a method for effectively extracting the ADEs from
published abstracts. To this effect, we adapt and apply a recently successful
machine learning algorithm [15] that uses a human expert (say a physician) as
more than a “mere labeler”, i.e., the human expert in our system is not restricted
to merely specify which of the drug event pairs are true ADEs. Instead, the
human expert would “teach” the systemmuch like a human student by specifying
patterns that he/she would look for in the papers. These patterns are employed
as advice by the learning system that seamlessly integrates this advice with
training examples to learn a robust classifier.

c© Springer International Publishing Switzerland 2015
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More precisely, given a set of ADE pairs (drug-event pairs), we build upon
an NLP pipeline [12] to rank the ADE pairs based on the proof found in the
literature. Our system first searches for PubMed abstracts that are relevant to
the current set of ADE pairs. For each ADE pair, these abstracts are then parsed
through a standard NLP parser (we use Stanford NLP parser [3], [10]) and the
linguistic features such as parse trees, dependency graphs, word lemmas and n-
grams etc. are generated. These features are then used as input to a relational
classifier for learning to detect ADEs from text. The specific relational classifier
that we use for this purpose is called Relational Functional Gradient-Boosting
(RFGB) classifier [14]. The advantage of employing this classifier over standard
machine learning classifiers such as decision-trees [11], SVMs [2] and boosting [17]
is that RFGB does not assume a flat-feature vector representation for learning.
This is important in our current setting as it is unreasonable to expect the same
number of abstracts for each ADE pair. More importantly, it is not correct to
expect the same type of parse trees and dependency graphs for each article (as
each set of authors can have a different style). The presence of this diverse set
(and number) of features necessitates the use of a classifier that can leverage a
richer representation that is more natural to model the underlying data. Needless
to say, relational representations have been successful in modeling the true nature
of the data and we adapt the state-of-the-art relational learning algorithm.

While powerful, standard learning will not suffice for the challenging task of
extracting ADEs as we will show empirically. The key reason is that we do not
have sufficient number of training examples to learn a robust classifier. Also,
the number of linguistic features can be exponential in the number of examples
and hence learning a classifier in this hugely imbalanced space can possibly
yield sub-optimal results. To alleviate this imbalance and guide the learner to a
robust prediction model, we explore the use of human guidance as advice to the
algorithm. This advice could be in terms of specific patterns in text. For instance
it is natural to say something like, “if the phrase no evidence is present between
the drug and event in the sentence then it is more likely that the given ADE is
not a true ADE”. The learning algorithm can then identify the appropriate set
of features (from the dependency graph) and make the ADE pair more likely to
be a negative example. As we have shown in non-textual domains [15], this type
of advice is robust both to noisy training examples as well as for a small number
of training examples. We adapt and extend the previous work for textual data.

To summarize, we make several key contributions: first is that we develop a ro-
bustmethod that can automatically learn a classifier for detectingADEs from text.
This goes beyondcurrent state-of-the-artmethods that employahand-crafted clas-
sifier such as conditional random fields (CRF) [6]. Second, we lessen the burden on
human experts by allowing them to provide some generalized advice instead of the
mundane task of manually labeling a huge number of learning examples. Also, it
removes the burden of designing a specific classifier such as CRF or a SVM for the
task. Effectively, our expert is required to be a domain expert (who understands
medical texts) instead ofmachine learning expert who needs to carefully design the
underlyingmodel and set the parameters. Finally, we evaluate the learningmethod
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on a corpus of available ADEs and empirically demonstrate the superiority of the
proposed approach over the alternatives.

The rest of the paper is organized as follows: we present the background on the
learning algorithms (with advice) next. We follow this with a discussion on how
these algorithms are adapted to our specific task. We then present the empirical
evaluations before concluding by outlining areas for future research.

2 Prior Work on Learning Relational Models

We now present our prior work on relational classifiers that we build upon in
this work. We first present Relational Functional Gradient Boosting (RFGB) [14]
and its extension to handle expert knowledge [15].

2.1 RFGB

Before outlining the algorithms that we employ, we will present them in the
standard machine learning setting. Gradient ascent is the standard technique for
learning the parameters of a model and typically starts with initial parameters θ0
and computes the gradient (Δ1) of an objective function w.r.t. θ0. The gradient
term is then added to the parameters θ0 and the gradient ascent is performed for
the new parameter value θ1 = θ0+Δ1 and repeated till convergence. Friedman [4]
proposed an alternate approach where the objective function is represented using
a regression function ψ over the examples x and the gradients are performed with
respect to ψ(x). Similar to parametric gradient descent, the final function after n
iterations of functional gradient-descent is the sum of the gradients, i.e., ψn(x) =
ψ0(x)+Δ1(x) + · · · + Δn(x). Each gradient term (Δm) is a regression function
over the training examples (E) and the gradients at the mth iteration can be
represented as 〈xi, Δm(xi)〉 where xi ∈ E.

Rather than directly using 〈xi, Δm(xi)〉 as the gradient function (memoriza-
tion), functional gradient descent generalizes by fitting a regression function

ψ̂m (generally regression trees) to the gradients Δm. The ψ̂m function uses
the features of the example x to fit a regression function to Δm(x). For ex-
ample, to predict the relationship between an example drug-effect pair in a
sentence, the dependency paths and the words connecting the drug-effect pair
would be the features used to learn the regression function. The final model
ψm = ψ0 + ψ̂1 + · · · + ψ̂m is a sum over these regression trees. Functional-
gradient ascent is also known as functional-gradient boosting (FGB) due to this
sequential nature of learning models based on the previous iteration.

But standard FGB assumes the examples have a flat feature representation.
However, as mentioned earlier, each sentence can have structured features such as
dependency path structure and parse trees leading to different number of features
for every example in a flat representation. Relational models can handle data by
using first-order logic representation. E.g., “prep of” dependency between words
“cause” and “MI” can be represented as prep of(cause, MI).

FGB has been extended to relational models [14], [8], [9], [13] to simultane-
ously learn the structure and parameters of these models. Relational examples
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are groundings/instantiations (e.g. drug-event(aspirin, headache)) of the predi-
cates/relations (e.g. drug-event) to be learned. The ψ function is represented by
relational regression trees (RRT)[1] which uses the structured data as input in
the trees. A standard objective function used in RFGB is the log-likelihood and
the probability of an example is represented as a sigmoid over the ψ function
[14]. They showed that the functional gradient of likelihood w.r.t. ψ is

∂logP (X = x)

∂ψ(xi)
= I(yi = 1)− P (yi = 1;xi, Pa(xi)) (1)

which is the difference between the true distribution (I is the indicator function)
and the current predicted distribution. A sample relational regression tree for
target(X) is shown in Figure 1.

Fig. 1. Relational regression tree for a target predicate of interest, such as target(X)
where p(X) and q(X, Y) are the features used. w1 is the weight returned for target(x),
if p(x) is true and q(x, Y) is true for some value of Y. X and Y are variables and can
be instantiated with values such as “aspirin”,“headache” etc.

2.2 Relational Advice

While effective, the above method requires a large number of manually annotated
examples. This translates to requiring a human to manually annotate every men-
tion of a positive ADE pair and possibly several negatives. This is unreasonable
and limits the human expert to be a mere labeler. It would be more practical for
the human to provide some sort of advice. An example could be to “extract all
positive ADEs even at the cost of some false positives”. This is a cost-sensitive
advice and we have explored this in the context of RFGB [18]. While effective,
this advice is restricted to a trade-off between false positives and false negatives.

Human experts are capable of specifying richer advice. For instance, it is more
reasonable to specify that if the same sentence has an event word and a drug
with a word cause somewhere in their path, then it is more likely that it is an
adverse event. We have recently developed a formulation based on RFGB that
can handle such advice [15].

Our gradients contain an extra term compared to RFGB.

Δ(xi) = α · (I(yi = 1)− P (yi = 1;ψ)) + (1− α) · [nt(xi)− nf (xi)]



Extracting Adverse Drug Events from Text Using Human Advice 199

where nt is number of advice rules that prefer the example xi to be true and
nf that prefer it to be false. Hence, the gradient consists of two parts: (I − P )
which is the gradient from the data and (nt − nf ) which is the gradient with
respect to the advice.

Fig. 2. Advice-based RFGB

Figure 2 presents the advice-based RFGB approach. Intuitively when the ex-
ample label is preferred in more advice models than the avoided target, nt(xi)−
nf (xi) is set to be positive. This will result in pushing the gradient of these
examples in the positive direction (towards +∞). Conversely when the exam-
ple label should be avoided in more advice models, nt(xi) − nf(xi) is set to be
negative which will result in pushing the gradient of this example in the nega-
tive direction (towards −∞). Examples where the advice does not apply or has
equally contradictory advice, nt(xi)−nf (xi) is 0. Hence, this approach can also
handle conflicting advice for the same example.

Consider the adverse drug event prediction task using the dependency paths
from sentences. A sample advice in our formalism is:

object(”cause”, event)∧ agent(”cause”, drug)→ adverse(drug, event)

where adverse is the preferred label for this advice1.

3 Proposed Approach

Our approach aims to predict whether there is evidence in the medical literature
that a drug is known to cause a particular event. As there are very few examples
that we are provided with compared to the number of features, our system
incorporates domain knowledge that could be employed to identify text patterns
in sentences that suggest an event is caused by a given drug. As mentioned
previously, such a system can be used by other ADE predictors to evaluate
whether they have identified a previously known drug and event. This would

1 ∧ is used to represent AND in logic.
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Fig. 3. Our proposed approach first finds medical abstracts that contain the drug and
effect. Features are constructed by running them through the Stanford NLP parser.
This data, along with the expert advice, is input to the learning algorithm.

allow a knowledge-base of known ADEs that is constantly updated with the
latest medical knowledge.

Figure 3 shows the process of training a model to predict ADEs. The first step
of this process starts with searching PubMed, the standard database of medical
publications, for abstracts that contain names for both the drug as well as the
event. A sample query that we use is “Angioedema Renal Failure”. We collect
the first 50 abstracts for our deeper analysis. Previous empirical analysis [12]
showed that 50 publications were sufficient and going beyond 50 to 75 or 100
did not statistically improve the results. While PubMed contains many articles
of varying degrees of quality, we restrict the search to only articles that have
been verified by PubMed (MEDLINE). If a drug and event have more than 50
results, then only the top 50 are extracted.

The abstracts for these drug and events are then passed to the Stanford NLP
parser that generates facts (relational features) that represent the known medical
knowledge for these drug and events. The specific features that we extract are
parse trees, dependency paths, word lemmas and bag-of-word features. These are
the standard features used in NLP literature and hence we employ them as well.
The key reason for considering a relational representation is that the chances of
two parse trees and/or dependency paths to look similar is minimal. Instead of
carefully standardizing the features, relational models allow for learning using
their natural representations. To summarize, for every ADE pair, the top 50
abstracts are parsed through the NLP parser and the corresponding features are
then given as training data to the next step – the relational learning algorithm.

The learning algorithm has two sources of input: the training data and the
expert domain knowledge. The training data is generated from a database (de-
scribed in Section 4) of drug and event pairs that are either known to or known
not to be ADEs. The second source of input is the expert domain knowledge.
This knowledge should capture the terminology by which medical experts ex-
press whether or not a drug and effect are related. For instance, “drug A causes
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event B” or “drug A is caused by event B” are two sample sentences that could
have been used in abstracts. These are then used as advice to express that a
drug causes a particular event. This knowledge is key to overcome the few train-
ing examples from which to learn. Note that soliciting advice is less costly than
labeling more examples. We use 10 similar statements. For the purposes of this
work, we as English speakers, served as the domain expert and wrote these rules.
These rules were then used as advice by the learning algorithm for learning a
set of relational regression trees that will serve as the model.

Once the learning phase is complete, the model can then be queried for in-
ferring unseen ADEs from published, medical literature. This will become the
test phase of our approach. Given, a new set of ADEs, the method automati-
cally searches PubMed, constructs the NLP features and queries the model. The
model in turn returns P (ade(drug, event)|evidence) i.e., it returns the posterior
probability of the drug-event pair being an ADE given the scientific evidence.
Since all the evidence is observed, performing inference requires simply query-
ing all the relational regression trees, summing up their regression values and
returning the posterior estimates.

We must mention a few salient features of the proposed system (1) As more
medical papers are published, the evidence of a drug causing an event can change
and the system can automatically update its prediction resulting in an efficient
refinement of medically known ADEs. (2) The nature of the formulation allows
for contradicting and imprecise advice from domain experts. This allows for mul-
tiple experts to provide their inputs and our algorithm can automatically learn
which of these are valid and which are not. (3) The use of richer advice enables
for potentially weighing the different medical literature as well. For instance, it
is possible to specify that “Journal X is more prestigious than Journal Y and
hence trust it more than Y”. This type of advice can also allow for specifying
that more recent findings can potentially be more correct than older ones.

In summary, we have outlined a powerful system that allows for seamless
human advice taking learning system that can automatically infer if a given
drug-event pair has evidence in the literature to be an ADE.

4 Experiments

Our experimental results focus on three key questions:

Q1: How effective is the ADE extraction from text?
Q2: Can domain experts provide useful knowledge to extract evidence about

ADEs from medical abstracts?
Q3: How effective is our method in incorporating advice into learned model?

Methods Considered: We compare our method (called Adv-RFGB in the
results) to three different baseline approaches. Both approaches,MLN-Boost and
RDN-Boost, learn only from the data without considering the expert knowledge.
The third baseline that we considered is Alchemy2, the state-of-the-art structure

2 alchemy.cs.washington.edu
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learning package for learning relational probabilistic models. The goal of this
comparison is to establish the value of the expert knowledge (i.e., answer Q2).

Experimental Setup: The drug and event pairs come from Observational Med-
ical Outcomes Partnership 3 2010 ground truth, a manually curated database.
To facilitate evaluation and comparison of methods and databases, OMOP es-
tablished a common data model so that disparate databases could be represented
uniformly. This included definitions for ten ADE-associated health outcomes of
interest (HOIs) and drug exposure eras for ten widely-used classes of drugs.

Since this OMOP data includes very few positive examples (10 to be precise),
we investigated other positive examples found in the literature to increase the
training set. Our final dataset that we built contains 39 positive and 1482 nega-
tive examples (i.e.,39×38, the cross-product of all drug-effect pairs and obtained
the ones that are not true ADE). The abstracts that we collected for the drug
and event pairs contained 5198 sentences. Note that some drug and event pairs
were not mentioned in any abstracts. In all experiments, we performed 4-fold
cross validation. We compare both area under the curve for ROC and PR curves.

Fig. 4. Experimental results for predicting ADEs

Results: The results are presented in figure 4. The first three graphs present
the results of using only data and employing standard relational learning meth-
ods. As can be seen, our proposed method that also employs “human advice”
outperforms the three baselines that do not incorporate advice - (RDN-Boost,
MLN-Boost, and Alchemy). This highlights the high value that the expert knowl-
edge can have when learning with few training examples and thus answers Q2.
Q1 and Q3 can also be answered affirmatively in that our proposed method is
effectively learning with a high degree of accuracy to predict from the text ab-
stracts. It is also clear that the advice is effectively incorporated when compared
to merely using the data for learning and inference.

We investigated the differences between our predictions and the OMOP ground
truth to understand whether our method was truly effective. One key example
where our method predicted an ADE pair to be positive, but OMOP labeled it as
a negative ADE pair was: Bisphosphonate causes Acute Renal Failure. Our

3 http://omop.org/

http://omop.org/


Extracting Adverse Drug Events from Text Using Human Advice 203

method predicted it as an ADE with a high (98.5%) probability. We attempted to
validate our prediction and were able to find evidence in the literature to support
our prediction.As an example, PubMed article (PMID 11887832)contains the sen-
tence:

Bisphosphonates have several important toxicities: acute renal failure,
worsening renal function, reduced bone mineralization, and osteomalacia.

This suggests that our method (1) is able to find some evidence to support its
prediction and (2) is capable of incorporating novel medical findings.

5 Discussion

Extracting ADEs from medical text has been an active area for recent re-
search [7], [12]. Kang et al.’s method relied on a dictionary system to identify the
drugs and effects in the sentence and a knowledge graph to semantically iden-
tify if any relationship was present between drug and effect. We allow human
advice to guide our learning algorithm as opposed to using previously defined
knowledge-bases. Natarajan et al. first use a human expert to define a full model
that can just be queried and not learned. They use the expert advice as a prior
and then refine that model according to the data. In comparison, we learn from
human advice and training data jointly to learn a more robust model in the pres-
ence of noisy evidence. Our proposed approach builds upon a recently successful
probabilistic learning algorithm that exploits domain knowledge. We adapted
an NLP pipeline that allows for this learning method to search for PubMed
abstracts, construct appropriate NLP features and learn a model by seamlessly
taking human advice. Our experimental evaluation on the standard OMOP data
set showed that this approach effectively and efficiently exploits human advice.

There are several possible directions for future work. In this work, we as-
sume ADE pairs but extending this to multiple drugs and multiple events is
not difficult and we plan to pursue this next. Also, we only consider abstracts
but considering the full text of articles remains an interesting direction. As we
have shown even with only abstracts, there is an imbalance in the number of
examples vs the number of features. This dimensional disparity can potentially
grow exponentially with full text. Extending our learning algorithms to handle
this huge dimension is another direction. Finally, understanding if it is possible
to unearth novel ADEs by “reading between lines” of text articles remains an
exciting and potentially game-changing future direction of research.
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Abstract. We investigate general sentiments and information dissem-
ination concerning electronic cigarettes or e-cigs using Twitter. E-cigs
are relatively new products, and hence, not much research has been con-
ducted in this area using large-scale social media data. However, the fact
that e-cigs contain potentially dangerous substances makes them an in-
teresting subject to study. In this paper, we propose novel features for
e-cigs sentiment classification and create sentiment dictionaries relevant
to e-cigs. We combine the proposed features with traditional features
(i.e., bag-of-words and SentiStrength features) and use them in conjunc-
tion with supervised machine learning classifiers. The feature combina-
tion proves to be more effective than the traditional features for e-cigs
sentiment classification. We also found that Twitter users are mainly
concerned with sharing information (33%) and promoting e-cigs (22%).
Although a low percentage of users share opinions, the majority of these
users have positive opinions about e-cigs (11% positive, 3% negative).

Keywords: E-cigs · Sentiment analysis · Social networking sites ·
Twitter

1 Introduction

Much has been written concerning the effects of tobacco smoking on people’s
health. Research has shown that smoking is harmful to almost every organ in
the human body and can cause people’s deaths [1,2]. In particular, tobacco smok-
ing results in more than 480,000 deaths every year in the United States [1,2,3].
Smoking is associated with many diseases such as cardiovascular and respiratory
diseases, and cancer. Quitting smoking can help reduce the risk of such diseases
and could boost people’s lifespan. Electronic nicotine delivery systems (ENDS)
such as electronic cigarettes or e-cigs have been recently introduced as an al-
ternative way to using tobacco products. E-cigs provide a nicotine-containing
aerosol to users by heating glycerol, nicotine, and flavoring agents [4].

It is not fully known yet if e-cigs are safer than tobacco cigarettes or if they
are simply a way to develop addiction to nicotine, and hence, a gateway leading

c© Springer International Publishing Switzerland 2015
J.H. Holmes et al. (Eds.): AIME 2015, LNAI 9105, pp. 205–215, 2015.
DOI: 10.1007/978-3-319-19551-3_27
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non-smokers into smoking tobacco habits. However, recent progress has been
made to reveal the negative effects of e-cigs on human health. For example, it
has been shown that glycerol can produce mouth and throat irritation and dry
cough [5]. Furthermore, despite that nicotine can help people feel calmer and
more relaxed by reducing stress and anxiety, it has paradoxical effects, acting
as a depressant [6]. Nicotine also has a negative impact on insulin resistance,
which raises the risk of developing diabetes and heart diseases [7]. Despite these
potentially negative effects of e-cigs on health, e-cigs have become a popular
product in recent years. Their increasing popularity is in part due to the social
context in which they occur (e.g., among friends), their availability in attractive
flavors, and the perception of youth that e-cigs are safer than other nicotine
products. The Centers for Disease Control and Prevention perform surveillance
to monitor trends in the health of populations. National surveys such as National
Youth Tobacco Survey and Youth Risk Behavior Surveys have recently begun to
assess new and evolving health risk behaviors. However, trending behaviors are
not comprised in such surveys, consequently resulting in the delay in recognizing
the problem and its impact on the population health. Social networking sites
appear to have embraced the attention in a unique way, being used as a tool
for personal expression and freedom. Technological advancements allow online
users to instantaneously share their experiences, sentiments and beliefs via blogs,
micro-blogs (e.g., Twitter), discussion boards, etc., with peers and the public.
Such social networking sites provide researchers a great opportunity to utilize
alternate ways to analyze trending behaviors and sentiments shared by users.

In this study, we employ natural language processing and text-mining tech-
niques to analyze the sentiment polarities expressed by Twitter users towards
e-cigs and investigate how information is disseminated about these relatively
new products. Twitter is now in the top 10 most visited Internet sites, which
makes it an attractive platform to analyze sentiments and information spread.

2 Related Work

Sentiment analysis has been an actively researched area due to its importance
in mining, analyzing and summarizing user opinions from online sites such as
product review sites, forums, Facebook, and Twitter [8,9]. Sentiment analysis
focuses on identifying the polarity (positive/negative) of a piece of text (often
tied to a particular target). Here, we survey several sentiment analysis works.

Pang et al. [10] used supervised learning techniques on lexical features (e.g.,
unigrams, bigrams, part-of-speech tags) for sentiment analysis of movie reviews.
Previous approaches based on lexicon rules exist that aim at aggregating sen-
timents for an entity [9,11]. Sentiment analysis has also been recently used in
online health communities (OHCs). For example, Biyani et al. [12] performed
sentiment classification of posts in a Cancer Survivors’ Network to discover sen-
timent change patterns in its members and to detect factors affecting the change.

E-cigs have recently become the subject of several studies. For example, Bullen
et al. [13] explored the effectiveness of e-cigs compared to nicotine patches in
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helping smokers to quit. The authors found no significant difference between e-
cigs over nicotine patches. Popova and Ling [14] analyzed the correlation between
e-cig usages among tobacco smokers and quit attempts. They found no substan-
tiated evidence that e-cigs lead to smoking cessation. Mysĺın et al. [15] analyzed
sentiments towards tobacco products from Twitter. They found that they are
generally positive and are correlated with social image, personal experience, and
recently popular products like hookah and e-cigs.

In contrast, our work is significantly different from the previous works. In
this paper, we aim to study “the voice of population” concerning e-cigs by using
Twitter data. Specifically, we seek to identify the general sentiments and infor-
mation dissemination related to e-cigs, by implementing a supervised approach.
For our task, we created domain-dependent sentiment dictionaries and designed
new features based on polarity measures, user information and tweet structure.

3 Materials and Methods

Data Source and Analysis. For our study, we used Twitter data. We collected
105,605 tweets between March and April 2014 (using Twitter API), based on
the following words: e-cigs, electronic cigarette, vapor, vaping, e-juice, e-liquid
and personal vaporizer. We refer to these words as keywords throughout the
paper. From the dataset, we manually annotated 1200 random tweets with the
categories: advertising, informational, opinion (positive and negative) and other.
The advertising category contains tweets shared with a commercial purpose,
whereas the informational type refers to the ones providing general information.
The opinion class was subdivided into positive and negative based on the overall
sentiment about e-cigs. The other category consists of neutral or irrelevant tweets
that could not be associated with any category above. Table 1 shows categories’
names, the number of tweets in each category, the username and examples of
tweets from each class. The keywords are encoded with bold.

Table 1. Examples of tweets from each category and categories distribution

Category #Tweets Username Tweet content

Advertising 356 TheVapeBook Great deals on Starter Kits. Save 10% - Clearomizers on Sale too!
http://t.co/AMANIrXzte #ecig

Informational 339 Forest Smoking E-cigs now banned on all Dublin buses:
“The news will come as a breath of fresh air for commuters”

Positive opinion 81 SonnHardesty Oh how I enjoy the pleasure of vaping.

Negative opinion 54 ksquarl E-CIGS ARE THE STUPIDEST THING I HAVE EXPERIENCED
IN MY 15 YEARS OF EXISTENCE

Other 370 Ernesto Calva Vaping at the movies with the crew #BTC #betyoucandoitlikeme

Domain-Dependent Sentiment Dictionaries. Many previously proposed
sentiment analysis approaches made use of dictionaries that contain words
considered positive or negative in a general context (i.e. domain-independent
dictionaries). However, our analysis indicated that many words that express a
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sentiment in a general context become neutral when used in the e-cigs context.
Hence, using domain-independent dictionaries in our experiments may introduce
noise. For example, the word victory is generally considered positive, but used
in the e-cigs context, it does not express any sentiment. Considering this word
to be positive will bring the tweet “Victory has the best flavors.” closer to the
positive class, although victory has no sentiment attached to it.

We built e-cigs dictionaries based on the tweets’ contexts and the syntactical
relationships obtained using Stanford Lexicalized Parser (SLP) [16]. We consid-
ered two steps: 1) extract opinion words associated with keywords by leveraging
direct and indirect dependencies; 2) extract opinion words from hashtags (i.e.,
words/phrases prefixed with the character “#”).

For the first step, we started with an empty set D. Words that are linked to
keywords in a tweet via direct dependencies are added to D. Each tweet is repre-
sented as a dependency tree using SLP, based on the grammatical relationships
between the words. From the resulting tree, we used the following direct relations:
nsubj (nominal subject), acomp(adjectival complement), dobj (direct object), xcomp
(open causal complement), ccomp (clausal complement), prep about (words linked
through the preposition about), prep in (preposition in), prep of (preposition of).
For example, the tweet “I enjoy the pleasure of vaping.” contains two direct depen-
dencies: [enjoy - pleasure]dobj and [pleasure - vaping]prep of . We add “pleasure” to
D due to its linkage with the keyword “vaping.” Next, we used direct dependen-
cies to find indirect dependencies between keywords and other words. Specifically,
for each tweet, we identified two or (possibly) more direct dependencies that are
linked by aword, such that at least one dependency contains a keyword.From these
direct dependencies, we extracted all words that were not already in D. For the
above example, from the direct dependencies [enjoy - pleasure]dobj and [pleasure
- vaping]prep of , linked by “pleasure,” we inferred the indirect dependency [enjoy
- vaping] and added “enjoy” to D. After extracting all the words using the above
procedure (i.e., the compilation ofD), we determined the polarity of eachword inD
using SentiStrength [17]. For eachword, SentiStrength returns two scores: positive
and negative. A wordwas added to a dictionary (positive or negative) based on the
maximum absolute value between the scores; in case of equality, the word was con-
sidered neutral and was not added to the dictionaries. For example, “victory” has
the SentiStrength scores 1 and -1 and is considered neutral, although it appears
in domain-independent dictionaries. We ended this first step by using a domain-
independent dictionary, developed by Hu and Liu [8]. Specifically, we added all
word forms. For example, for the word love, different forms were added from the
domain-independent dictionaries: loved, loveliness, lovely, lover, loves.

For the second step, we collected all the hashtags from the dataset and em-
ployed SentiStrength and the domain-independent dictionary to create positive
and negative dictionaries. Finally, we concatenated the sentiment dictionaries
obtained from both steps and acquired a positive dictionary of 260 words and a
negative dictionary with 353 words. The dictionaries are available upon request.
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Feature Engineering. We designed novel features and used them in conjunc-
tion with traditional sentiment features to improve the performance of sentiment
classifiers targeted to e-cigarettes. These features, described in Table 2, are com-
piled based on polarity measures, user information and tweet structure.

Next, we provide some intuition that led to the design of several features
as well as some implementation details. The features noOfPositiveWords
and noOfNegativeWords were designed considering the negations, i.e., nega-
tions preceding the sentiment in a window of 2 words reverse the sentiment’s
polarity. For the feature checkIfHasECigSenti, we checked if there was a gram-
matical dependency between a keyword and sentiment words in a tweet. The
intuition behind this feature is to identify if the sentiment is related to e-cigs.

Table 2. Features’ description

FEATURES DESCRIPTION

SENTIMENT FEATURES

TRADITIONAL FEATURES

noOfPositiveWords Number of positive words.
noOfNegativeWords Number of negative words.
noOfPositiveEmoticons Number of positive emoticons.
noOfNegativeEmoticons Number of negative emoticons.
SentiStrength – positive Positive SentiStrength score.
SentiStrength – negative Negative SentiStrength score.

+NEWLY DESIGNED

checkIfHasECigSenti Checks for opinions about e-cigs.
personalECigSenti Checks if the opinion is personal.

+USER INFORMATION
userHasKeyword Checks if the username contains

e-cigs’ specific words.
noOfRetweetsOverAVG Checks if the user has more

retweets than the average.

+TWEET STRUCTURE
hasQuestion Checks the presence of questions.
noOfWords Number of words in a tweet.
noOfKeywords Number of e-cigs’ related words.
hasLink Checks if a tweet has a link.
hasHashtag Checks if a tweet has hashtags.
hasNumbersAndQuantities Checks the presence of product

details (e.g., price, discounts).
hasRepeatingCharacters Checks for repeating characters.
hasSlangWords Checks slang words’ presence.
oneSentenceAndLink Checks if a tweet contains

a sentence and link.

Further, to identify user’s
opinions towards e-cigarettes,
we created personalECigSenti
feature. Specifically, we used
dependency trees and checked
if the subject of a sentence
with a sentiment inside is
a keyword or a first-person
singular/plural pronoun; e.g.,
“I love vaping” and “E-cigs
smell good.” The sentiments
shared in these tweets are
those of the writer, and can
express a personal opinion,
based on his/her experience.
On the contrary, a tweet such
as “You love vaping” does
not show the writer’s opin-
ion i.e., no personal sentiment
is attached, but it reflects
his/her opinion that someone
else could possibly love e-cigs.

Features based on user in-
formation proved to be effec-
tive for our task. According to
statistics from the labeled data, 85 out of 356 advertising tweets were posted by
a user whose username contains a keyword. Therefore, the username can be a
good indicator of advertising tweets and we seize this aspect through the user-
HasKeyword feature. Also, the statistics based on all 105,605 tweets show that
many tweets represent retweets. Hence, we extracted information about highly
re-tweeted users, encoded in the feature noOfRetweetsOverAVG.

Intuitively, the features based on the tweet structure can also be effective,
because each category of tweets can have a specific structure. The informational
tweets usually contain general-interest information and hyperlinks to further
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information; advertising tweets usually contain products’ details and, often, ex-
ternal links. The opinion tweets are generally more informal than informational
or advertising tweets, e.g., they contain slang words or repeating characters.

4 Experimental Setting

Our experiments are designed around the following questions:

1. How do models trained only on the proposed features perform compared with
other models for sentiment analysis such as those trained on bag-of-words and
SentiStrength? Does the combination of bag-of-words, SentiStrength features
and our features result in better performance compared with that obtained
using each feature type individually?

2. What are the most informative categories of features for our task?

3. How can we characterize the entire dataset of 105,605 tweets in terms of
informational, advertising, and opinion tweets, when automatically labeling
them using our best classifiers?

To answer the first question, we compared the performance of classifiers trained
using our features with that of classifiers trained using bag-of-words (in a 10-fold
cross-validation setting) and with SentiStrength [17] and report Precision, Recall
and F1-score. SentiStrength [17] is an algorithm specifically designed to calcu-
late sentiment strength of short informal texts in online social media. We experi-
mented with four classifiers: Support Vector Machine (SVM), Näıve Bayes (NB),
Random Forest (RF) and Decision Trees (DT). Although we show results only
for SVM, NB and RF due to space constraints, DT followed the same trends in
performance as the other studied classifiers. For bag-of-words, we removed stop-
words, except pronouns, which were useful for our task. We used binary features,
i.e., the presence/absence of a word from the vocabulary. Using SentiStrength,
we identify tweet’s polarity using positive and negative scores. We tested two
multiplier values: 1.5 (SentiStrength’s default) and 1 (equally weighting positive
and negative scores) and obtained higher performance using the latter value.
Therefore, a tweet was assigned to the class with the maximum absolute score
and in case of equality, the tweet was neutral. Last, we combined all features
and compared their performance with that of individual features, specifically,
the proposed features, SentiStrength features and bag-of-words features.

To answer the second question, we incrementally added feature categories,
starting with the traditional sentiment features. From the spectrum of these
experiments, we show the classifiers’ performance after the addition of a feature
category, that yields an improvement in performance (from the smallest to the
largest increase over the preceding setting).

To answer the third question, we employed our best performing classifiers
trained on the combination of features to label the entire dataset and computed
statistics with respect to each class.
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5 Results

Classifiers’ performance using various types of features. Table 3 shows
the results obtained using our features in comparison with those obtained by
bag-of-words and with their combination.

Table 3. Results obtained with our approach, bag-of-words and the combined method

SVM Näıve Bayes Random Forest

Categories Metrics Our Bow Bow+our Our Bow Bow+our Our Bow Bow+our
approach approach approach approach approach approach

Precision 0.627 0.671 0.778 0.628 0.644 0.700 0.612 0.654 0.715
Informational Recall 0.587 0.723 0.809 0.606 0.682 0.761 0.652 0.717 0.817

F1-score 0.603 0.693 0.792 0.614 0.660 0.728 0.628 0.680 0.760

Precision 0.606 0.840 0.845 0.663 0.883 0.898 0.687 0.841 0.833
Advertising Recall 0.691 0.772 0.822 0.659 0.661 0.715 0.703 0.717 0.749

F1-score 0.642 0.803 0.832 0.659 0.753 0.795 0.692 0.772 0.787

Precision 0.663 0.371 0.634 0.460 0.340 0.473 0.501 0.383 0.578
Positive Recall 0.315 0.267 0.545 0.551 0.359 0.622 0.360 0.191 0.419
opinion F1-score 0.410 0.303 0.552 0.493 0.336 0.528 0.403 0.250 0.456

Precision 0.740 0.536 0.688 0.441 0.340 0.409 0.439 0.500 0.425
Negative Recall 0.281 0.333 0.514 0.508 0.500 0.578 0.388 0.173 0.210
opinion F1-score 0.368 0.366 0.558 0.446 0.378 0.460 0.382 0.242 0.257

Precision 0.671 0.615 0.767 0.676 0.562 0.694 0.682 0.584 0.689
Other Recall 0.752 0.707 0.819 0.670 0.640 0.693 0.693 0.740 0.765

F1-score 0.705 0.652 0.787 0.669 0.590 0.689 0.681 0.648 0.718

As can be seen from the table, our features outperform bag-of-words for the
positive, negative and other classes, for all studied classifiers. Note that the num-
ber of our features is much smaller compared with the bag-of-words size (e.g.,
19 vs. 3437, respectively). Although bag-of-words exceeds our approach for the
advertising and informational classes, the combination of our features with bag-
of-words performs best for all categories, regardless of the classifier used. For
example, the combination of features used as input to the SVM classifier has the
highest performance for all classes. Precisely, it improves substantially, reaching
almost a doubled performance compared with bag-of-words on the positive and
negative classes. We conclude that each feature type from the combination cap-
tures some aspect of a tweet and hence, is important for the overall classification.

Comparison of SentiStrength with our Approach. We computed the re-
sults obtained by SentiStrength and found that our approach performs better
in terms of F1-score (i.e., SentiStrength achieves 0.251 for the positive class and
0.232 for the negative class). SentiStrength has better recall (i.e., 0.580 for pos-
itive; 0.666 for negative), but it achieves a low precision (lower than 20%, i.e.,
0.160 for positive; 0.140 for negative), while our approach obtains a precision
higher than 60% for both positive and negative classes. These results can be jus-
tified by the fact that SentiStrength does not follow sentiments towards specific
entities, focusing mainly on the overall sentiment of a tweet. We conclude that
our proposed features are fairly good indicators of sentiments toward e-cigs.

Classifiers’ Performance after Adding Different Categories of Features.
Table 4 shows the performance achieved after we incrementally add each feature
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category from our approach, starting with traditional sentiment features. The re-
ported results are computed employing 10 folds cross-validation and SVM.

Table 4. F1-scores obtained by sequentially adding the categories of features

FEATURES Informational Advertising Positive Negative Other

SENTIMENT FEATURES

TRADITIONAL FEATURES 0.000 0.484 0.208 0.080 0.258

+NEWLY DESIGNED 0.041 0.447 0.367 0.324 0.231

+USER INFORMATION 0.055 0.377 0.376 0.324 0.517

+TWEET STRUCTURE 0.589 0.634 0.380 0.372 0.710

Our features are grouped in the following categories: sentiment features com-
prised of traditional features (noOfPositiveWords, noOfNegativeWords, noOf-
PositiveEmoticons, noOfNegativeEmoticons) and new features tightened to
e-cigs (personalECigSenti, checkIfHasECigSenti); features extracted from user
information (userHasKeyword, noOfRetweetsOverAVG) and tweet structure
(hasQuestion, noOfWords, noOfKeywords, hasRepeatingCharacters, hasNumber-
sAndQuantities, hasLink, oneSentenceAndLink, hasSlangWords, hasHashtag).

As can be seen in the table, the traditional sentiment features provide rele-
vant knowledge for advertising, positive and other classes. Combined with tra-
ditional features, newly designed features perform very well, significantly raising
the opinion classes’ performance. Specifically, after adding newly designed fea-
tures (checkIfhasECigSenti, personalECigSenti), the performance increased for
the positive class with more than 0.1 and for the negative class with more than
0.3. Adding user information shows better results for almost all classes, over the
setting that does not use this information. Features from the tweet structure re-
sult in the highest increase in performance over the previous setting, mainly for
the informational, advertising and other classes. More precisely, after combining
this feature category with those previously used, the performance increased with
almost 0.5 for the informational class, 0.3 for advertising and 0.2 for other. This
feature type brings also a slight boost in performance for the opinion classes.

Twitter Data Characterization. We automatically labeled the entire set of
tweets employing the combination of our features, SentiStrength and bag-of-
words and the SVM classifier trained on the labeled dataset. Our dataset contains
tweets that are not entirely written in English, e.g., “vaping aja atuh beroh...”
and “『【最短でお届け!!】FUMI E-JUICE ブルをる[天].” A closer analysis of
the predicted labels for non-English tweets showed that they were assigned to
the other category, although they may express sentiments. In future, it would be
interesting to process them using machine translation. We computed statistics
from the predicted labels and found that the majority of tweets are spread with
informational purpose (almost 33% of tweets). Since e-cigs are relatively new
products, online users post many informational tweets or links to pages that con-
tain information about e-cigs, making it a trending subject. The second larger
category (almost 28%) comprises the tweets that do not express sentiments, in-
formation or advertising (i.e., the other category), followed by the advertising
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category that represents almost 26% of the collected data. The tweets that ex-
press an opinion represent a small fraction of data. We found that users are more
likely to share positive opinions/experiences (11%) than negative (3%).

Fig. 1. Information spread network

Further, we detected the
influential spreaders related
to e-cigs from our data. To
this end, we built a network
which leverages tweets’ rela-
tionships. Specifically, a node
represents a tweet and an
edge links two tweets if one
is a retweet for the other.
Each node is represented giv-
ing its importance: the big-
ger the node (i.e., its degree),
the more important the cor-
responding tweet is. We show
the network in Figure 1.

As can be seen from the fig-
ure, there are two important nodes in the network (marked with bigger circles),
which implies that there are two highly re-tweeted tweets and many other that
are not so important, although they still have a fair amount of re-tweets. We
identified the two most important tweets and the users who posted them origi-
nally. The first user was a regular user who posted substantial information about
e-cigs. Specifically, the highest re-tweeted tweet (marked with “1” in figure) in
the network provided a link to reviews. Because e-cigs are relatively new prod-
ucts, people are mainly interested in others’ experiences, opinions or concerns.
Not only they read the information, but they also share it further. The second
highly re-tweeted tweet (marked with “2” in figure) was posted by a company for
promotion. The tweet contains a link to information about company’s products.
An analysis of all tweets that receive a high number of re-tweets in our data
show that highly shared tweets inside the network belong to our predominant
categories (informational and advertising).

6 Discussion and Conclusion
In this paper, we proposed a supervised approach to identifying sentiments and
information dissemination concerning e-cigs from Twitter data. Based on the
results obtained using only a small portion of data (1200 labeled tweets), we see
that our best setting (the combination of our features with bag-of-words, used as
input to an SVM classifier) offers a clearer perspective on the e-cigs domain than
other traditional sentiment analysis methods (SentiStrength and bag-of-words).
That is, our approach identifies ≈80% of advertising, informational and other
tweets, whereas the opinion tweets can be identified in a proportion of 55%.

We expanded our experiments to a more general case (i.e., all the collected
dataset) and found that the majority of Twitter users share information concern-
ing e-cigs or spread advertising tweets. Because e-cigarettes are relatively new



214 A.K. Godea et al.

products, users are mainly interested in sharing/finding meaningful information,
while the producer companies are interested in promotion. Although opinions are
shared in a small proportion, the general sentiments related to e-cigs tend to be
positive. We also found that user information and the way a tweet is structured
can be effectively used to automatically discover a tweet’s purpose.

This study proposed an effective way of leveraging information posted in on-
line social media to study public opinions and information dissemination related
to e-cigarettes. Our method can facilitate the identification of trending behaviors
concerning e-cigs, being able to use both current and past information from so-
cial networking sites. This approach can be used by various agencies to improve
features of e-cigs or marketing strategy, based on public opinion. It is also a
general-enough method, which can be easily adapted to study other entities. As
future work, it would be interesting to study the type of information posted with
respect to e-cigs, that is, if the posted information is in support for using e-cigs,
or, quite on the contrary, this refers to the information that suggest the negative
effects on human health. We further plan to extend our models, to analyze other
entities that are legal, but potentially dangerous, such as energy drinks.

Acknowledgments. The authors would like to thank Kishore Neppalli for helping
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Abstract. More and more health consumers discuss healthcare topics with 
peers in online health social websites. These health social websites empower 
consumers to actively participate in their own healthcare and promotes commu-
nication between people. However, it is difficult for consumers to find infor-
mation efficiently from hundreds of thousands of discussion threads. Finding 
similar users for consumers enables them to see what their peers are doing or 
experiencing thus enables automated selection of “relevant” information. In this 
work, we proposed two different methods for computing user similarity in 
healthcare social media using content and structural information respectively. 
Experiment results showed that the method using structural information from a 
heterogeneous healthcare information network performed better than content 
similarity in finding active similar users.  However, when the users are not as 
active or contributing relatively fewer messages in social media, content simi-
larity performed better in identifying these users. 

1 Introduction 

Numerous studies showed that the Internet has become a significant source of health 
information for many people [1]. The increasing demands for healthcare information 
have boosted the emergence of online health social websites. Health consumers dis-
cuss medical conditions and treatments with peer consumers on these websites. More 
importantly, they share personal experiences and provide social support for others.  

Although the Internet provides easily accessible sources of health information, con-
sumers still find it difficult to search relevant health information [2]. Consumers usually 
cannot fully understand their conditions, or use different language frommedial terminol-
ogies [3]. These problems lead to poor query formation, and hinder effective information 
searching. In order to help consumers to improve the health information searching expe-
rience, many researchers studied consumers’ health-searching behavior [3, 4], and pro-
vided possible solutions such as recommending queries to consumers [5] and designing 
specialized search engine for medical information [6]. 

Finding similar users in health social websites could be a solution. A primary im-
pact of social networking on healthcare is that it enables consumers to see what their 
peers are doing or experiencing, thus enables automated selection of “relevant” in-
formation [7]. If we find similar users and recommend them to consumers, we could 
help to accelerate this selection process. In addition, finding similar users for health 
consumers can facilitate their connection with peers who are interested in common 
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healthcare topics, thus encourage social networking activities. Unfortunately, measur-
ing similarity between users from healthcare social media is not a trivial task.  

Content similarity is the most common approach of measuring similarity. It could 
be used to calculate two users’ similarity based on their threads. However, there are 
still some challenges. On one hand, many users participated in very few discussion 
threads. Even though these users may provide useful information for a target user, it 
could be difficult to find them out of thousands of users. On the other hand, some 
active users contribute much more content and their discussions are in-depth and cov-
er multiple aspects of the concerned healthcare topics. But the complex concerns of 
these users cannot be easily represented by simple keyword vectors.  

Structural similarity is another approach. A health social website can be considered 
as a huge health information network, and the similarity problem can be treated as 
measuring the similarity of two ego-centered networks. Most existing studies assume 
information networks to be homogeneous, where nodes are objects of the same entity 
type and links are relationships from the same relation type. However, most real-
world networks are heterogeneous, where nodes and links are of different types [8]. 
Healthcare information network is one typical heterogeneous network. A heterogene-
ous information network contains massive nodes and links carrying much richer in-
formation than homogeneous network does. Finding similar pairs of objects from 
heterogeneous networks may uncover underlying patterns from different perspective. 

In this paper, we introduced two approaches for measuring user similarity in 
healthcare social media using content and structural information respectively. We also 
described the process of constructing a heterogeneous health information network. 

2 Related Works 

Many studies have been reported for measuring user similarity using different meth-
ods for different purposes. Generally, methods for similarity analysis fall into two 
categories: content-based approaches and structural analysis approaches. 

Content-based similarity has its roots in Information Retrieval (IR). Extensive 
studies of similarity of documents have been done [9]. Many recommendation sys-
tems utilize the similarity between users to predict users’ ratings of items. User-based 
collaborative filtering algorithm [10] usually first finds similar uses for a target user, 
then uses the ratings of the similar users to estimate the target user’s interests for cer-
tain items. A common method is calculating similarity of users’ profiles, which could 
be item ratings, browsing logs, clicks, queries and so on. Cosine similarity and Pear-
son’s correlation are popular similarity measures in collaborative filtering [10-12].  

Structural similarity is exploited frequently in information network studies. The 
problem can be considered as the proximity between any two nodes in a network. 
Some approaches adopted local similarity measures, based on the idea that two nodes 
are likely to be similar if they share a large number of neighbors in the network. The 
Friend-of-Friend algorithm, which is adopted by many popular online social websites 
such as Facebook.com, is based on the intuition that “if many of my friends consider 
Alice a friend, perhaps Alice could be my friend too” [13]. The most basic 
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implementation of this idea is to compute the number of common neighbors [14]. 
Jaccard’s coefficient and Adamic/Adar index are alternative similar measures based 
on common neighbors [15]. The structural features of a node can be represented by its 
ego-centered network and the similarity problem can be also viewed as calculating the 
similarity of two ego-centered networks. Xiang et al. proposed a metric of similarity 
between two subgraphs in a network. The idea is that two subgraphs having more 
connections or being simultaneously closely connected to other subgraphs are likely 
to have higher proximity to each other [16]. Hsu et al used the structural features of 
each user  to recommend users with common interests in a social network [17]. Most 
existing similarity measures are explored in homogeneous networks. However, most 
information networks in real world are heterogeneous rather than homogeneous.  

3 Method 

3.1 Content-Based Similarity 

In our study, we are concerned with similar consumers who are interested in common 
health-related topics. In an online health social website, users participate in discus-
sions on topics of interest. Therefore, the messages authored by a user can best repre-
sent his/her interests. Thus the problem of user similarity can be transformed into the 
problem of text similarity. Cosine similarity is a popular measurement for document 
similarity. A given document can be represented by a term vector that contains all the 
terms appear in the document. Cosine similarity measures the similarity of two docu-
ments by calculating the cosine of the angle between their word vectors. In this study, 
for each user, the messages authored by this user can be characterized by a term vec-
tor, and the value of each dimension in this vector corresponds to the frequency of 
each term in the messages. By calculating the cosine of two term vectors, we can 
measure how similar two set of messages are. The problem is formulated as follow. 

Given a set of users   , , … ,  and a collection of messages   , , … , , user  is the author of the messages  . Each user  can be 
represented by a term vector , , … , , which are all terms in  .  is 
the TF-IDF value of the term in . In order to measure the similarity of  and , 
we adopt the cosine similarity to calculate the similarity between vector  and :  ,   ·     

Nevertheless, content similarity has some shortcomings. Since content-based ap-
proach measures the similarity using textual content, the quality of the content is critical. 
However, consumer-contributed content from online social websites are mainly com-
posed of noisy narrative content, and the poor quality of the content may impact the per-
formance. Another challenge is that active users’ interests cannot be easily represented 
by simple term vectors. Unlike traditional documents that are usually focused on a spe-
cific topic, an active user’s messages could cover diverse topics. In that case, simple term 
vectors would not be able to best represent the user’s complex interests. Therefore, we 
propose another approach based on structural information.  
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3.2 Structural Similarity (Profile Similarity) 

An online health social community can be abstracted as a heterogeneous network. The 
nodes contain users, named entities appearing in threads such as drugs, diseases, and 
ADRs. The edges consist of user-interact with-user, drug-treat-disease, drug-cause-
ADR, and so on. The structure information of the network could be utilized for calcu-
lating the similarity of nodes. Here we first give a definition of information network. 

An Information Network is an un-directed graph , ; ,  with an entity 
type mapping: :  and a link type mapping: ∅: . Vertex ∈  is an 
entity, while edge  ,  ∈  represents a relationship between   and  , 
where  , ∈ . Type ∈ , , … ,  is an entity type, and  ∈ . All 
vertexes ∪ … ∪  can be partitioned into n mutually exclusive subsets. 
Relation  ∈ , , … ,  is a type of relationship, and  ∅ ∈ . All 
es ∪ … ∪   can be partitioned into m mutually exclusive subsets. In a 
weighted network,  denotes the weights of  ,  ∈ . 

Most current studies consider information networks as homogeneous, that is, 1for  , , … ,  and  1 for  ∪ … ∪ . However, most 
information networks are heterogeneous in real world. A Heterogeneous Information 
Network is a specific type of Information Network, and it contains  1  types 
of entities and  1  types of relationships. 

Given the above definition, we propose a Profile similarity approach to measure 
similarity between consumers in a heterogeneous healthcare information network. 
The Profile  of a user node  is defined as a vector of weights between  and its 
neighbor nodes within distance d:  , , … ,   
where  , , … , , 

Where ∈  , , … ,  denotes different types of relationships in the network, 

and  is the weight of the edge between node  and node . In this study, 

we consider all links equally important, so we let 1 if there is a link be-

tween the two nodes, otherwise, we let 0. If two consumers talked about 

same entities in threads, it would be likely that they have very similar profile. Based 
on the Profile definition, the similarity of two users can be measured as follows: ,  ·   ·     ·    

where  is the weight assigned to the type . Since different types of links convey 
different semantic meanings, the profile is organized into several separate vectors based 
on the relationship types. Two consumers may have similar profiles because they talked 
about the same drug, or because they are interested in the same disease. In another word, 
consumers can be similar in different ways. By taking into account the heterogeneity of 
the network, we could provide personalized recommendation to consumers. For example, 



220 L. Jiang and C.C. Yang 

 

if consumers prefer to find similar users that are interested in same drugs, then we could 
set a higher weight for the user-interested in-drug relation. 

Fig. 1 shows a toy example of two users’ profiles in distance 1. There are four 
types of nodes in the network: user, drug, disease, and ADR. For a user, there could 
be three types of relationships: user-drug, user-disease, and user-ADR. According to 
the Profile algorithm, if we assign the same weight to the three types of relationships, 
then the similarity between user1 and user2 should be (0.5+1+0)/3=0.5. 

 

 

Fig. 1. Example of Profile Similarity 

4 Experiment 

4.1 Dataset 

We collected the dataset from a popular online health social website MedHelp1. In 
MedHelp, there are hundreds of Medical Support Communities, each of which  
focuses on a specific type of medical condition. We collected all threads from 8 
communities, including heart disease, depression, lung cancer, breast cancer, skin 
cancer, gastric cancer, stomach cancer, and dental health. Then we randomly extract 
200 threads with more than one participant from each community and combine them 
into a dataset. The dataset contains a total of 1327 threads, because some communities 
do not contain as many as 200 threads with more than on participant. Each thread 
contains several messages. There are a total of 6654 messages in the dataset. Then we 
construct a heterogeneous health information network from the dataset. 
 
 
 
 
 

                                                           
1 http://www.medhelp.org/ 
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4.2 Heterogeneous Information Network 

Nodes  
In our study, we are interested in extracting consumers, drugs, diseases, and ADRs 
(Adverse Drug Reactions). We adopted external dictionaries to identify these entities. 
Recognizing consumers, namely healthcare social website users, is straightforward. 
However, we need to rely on dictionaries to identify drugs, diseases and ADRs. 

For drugs, we used DrugBank2 to build dictionary. DrugBank is a comprehensive 
online database containing 7685 drug entries [18]. For disease, we extracted all con-
cepts with related string names under the semantic type “Disease or Syndrome” from 
UMLS3 Metathesaurus to build a dictionary for diseases. For ADRs, we extracted 
dictionary from SIDER (Side Effect Resource)4, which contains information of rec-
orded adverse drug reactions of marketed medicines [19]. However, the situation for 
ADRs is more complicated. Consumers usually reach a consensus of names for drugs 
or diseases. Nevertheless, consumers often use a variety of expressions for ADRs. For 
instance, if a consumer experienced hair loss after taking a drug, he/she might de-
scribe it as “hair loss”, “hair falling”, or “baldness”.  On the other hand, because of 
the language gap between consumers and health professionals, there is a mismatch 
between expressions used by consumers and professional vocabularies. Take “hair 
loss” as example, the professional vocabulary for “hair loss” is “alopecia” in SIDER, 
which it is too professional for most consumers that they may not even know it. They 
are more likely to use “hair loss” instead of “alopecia”. Therefore, we propose to use 
Consumer Health Vocabulary (CHV) to address this problem. Zeng et al. developed 
the open access and collaborative (OAC) CHV [20]. It was developed by identifying 
Consumer-Friendly Display (CFD) names and map CFD names to professional vo-
cabulary. Compared with professional terms, the CHV terms are more likely to be 
used by consumers, and these terms can be used for expanding the professional terms.  

Links  
Co-occurrence analysis is the most direct way for extracting relations. The basic idea 
is that if two entities co-occur with each other, it implies an underlying relationship 
between them. An online thread could contain more than one message, and we pro-
pose to use message as analysis unit to extract entities as nodes and relations as links 
to construct the network. The reason we chose message over a whole thread is that 
topic digression usually occurs in thread. Especially in a long thread with tens of mes-
sages, messages posted by different users might be about totally different diseases or 
drugs. Under this circumstance, using co-occurrence analysis for relation extraction 
from the whole thread would generate a large number of false links. A message is 
usually focused on a single topic, so the entities in one message are more likely to be 
related to each other. For node frequency and link frequency, multiple appearances in 
one message only accounted for one occurrence. Notice that the relations extracted in 
non-directed. Table 1 gives some general information of the constructed network.  

                                                           
2 http://www.drugbank.ca/ 
3 http://www.nlm.nih.gov/research/umls/ 
4 http://sideeffects.embl.de/ 
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As we can see, the network is quite sparse. We then applied the proposed similarity 
analysis methods to this network. 

Table 1. Network Information 

# Nodes # Links Avg. Degree Density Diameter 

5130 69487 13.564 0.005 10 

4.3 Ground Truth 

Our study is motivated to find similar users from online health social websites. Some 
consumers with similar interests might have already interacted with each other, while 
some others have never talked to each other and they might not even know the exist-
ence of each other. We should be able to measure not only the explicit similarity be-
tween consumers, but more importantly, the implicit similarity. In order to set up the 
ground truth, two human annotators were recruited to go through all the messages and 
determine whether a given pair of consumers is similar to each other. 

In the dataset, a large portion of users only posted one message. For these users, we 
could not obtain enough textual content or network structural content for the similari-
ty analysis. So, we pruned the network and only retain user nodes with frequency 
higher than 5. The pruned network contains a total of 153 user nodes, and the user 
node frequency falls in 5, 191 . Intuitively, the more messages a user posted, the 
more content would be available for the content-based similarity. In addition, the user 
would also have more connections to other nodes in the network. Based on this idea, 
we could speculate that similarity analysis methods might have different performance 
for active user and inactive users. Therefore, we put all 153 users into three groups 
with node frequency  10 , 10 50 , and 50  respectively. 
Then we randomly selected 5 users from each group and we got 15 users in total. For 
each of the 15 users, we randomly select 25 users from the other 152 users, and we 
have 375 pairs of users. The two human annotators then read through the 375 pairs of 
users’ messages independently, and determine if each pair has similar interests.  

We used the weighted Kappa [21] measure to compute the inter-rater agreement. 
Weighted Kappa measure is a statistical measure for computing the agreement be-
tween two annotators. It has a maximum value of 1 which indicates a perfect agree-
ment and a value of 0 when the agreement is not better than by chance. In general, a 
weighted kappa measure value larger than 0.8 is considered to be a very good agree-
ment. In our experiment, the weighted Kappa measure was 0.95, which means that the 
two annotators reached a very good agreement and the ground truth was reliable. 

4.4 Evaluation Measurement 

In this experiment, we use F1 score to measure the performance. For each target user 
of the 15 users, similarity analysis algorithms were used to calculate the similarity 
scores between the target user and the randomly selected 25 users. Then we got a list 
of users ranking in a descending order of the similarity scores. We consider the Top k 
(1 ≤ k ≤ 25) users are similar to the target user and use them for recommendation.  
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If one user in Top k is considered as similar to the target user by the ground truth, 
then we have a True Positive (TP). On the other hand, if one user is determined as 
dissimilar with the target user but is included in Top k, then we have a False Positive 
(FP). If one user is considered as dissimilar with the target user and is not in the Top 
k, then it is a True Negative (TN). Finally, if one user is considered as similar user to 
the target user but it is not ranked in Top k, then we have a False Negative (FN). 
Based on the definition, we can calculate the following: 

              1  

4.5 Results and Discussion 

For each target user of the 15 users, 25 users were randomly selected to set up the 
ground truth. According to the ground truth, an average of 5.27 out of 25 users is 
similar to a target user. Therefore, we set k=1, 2, 3, 4, 5 for Top k and calculate the 
average F1 score from Top 1 to Top 5 for each proposed algorithm. There were three 
groups of users, and each group contained 5 users. We used the average F1 score of 
users in each group for evaluation. Table 2 gives the detailed average F1 score for 
each group of users. We compared the performance of content-based method and the 
structural-based algorithms. In this experiment, we tested the performance of Profile 
algorithm within distance 1,2,3.  

Table 2. F1 Score 

User Frequency Top K Content-based Profile ( ) Profile ( ) Profile ( ) 

<10 

1 0.34 0.26 0.34 0.00 
2 0.57 0.43 0.40 0.00 
3 0.74 0.45 0.47 0.07 
4 0.78 0.44 0.55 0.18 
5 0.73 0.45 0.62 0.19 

Avg. 0.63 0.41 0.48 0.09 

10-50 

1 0.32 0.19 0.19 0.19 
2 0.44 0.39 0.39 0.27 
3 0.49 0.48 0.48 0.28 
4 0.55 0.65 0.47 0.29 
5 0.53 0.66 0.50 0.29 

Avg. 0.47 0.47 0.40 0.26 

>50 

1 0.07 0.28 0.04 0.04 
2 0.14 0.39 0.16 0.14 
3 0.20 0.48 0.29 0.17 
4 0.31 0.56 0.35 0.16 
5 0.44 0.62 0.31 0.19 

Avg. 0.23 0.46 0.23 0.14 

 
The first noticeable pattern in the results is that when the distance  increases, the per-

formance of Profile algorithm reduces except for users with less than 10 messages. The 
Profile algorithm measures similarity based on users’ neighbors. Theoretically, when the 
distance  increases, more nodes would be considered as the central node’s neighbors. 
Therefore, more noise could be added into the calculation. However, for users who post-
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ed less than 10 messages, there might be only a very small set of neighbors, which makes 
it hard to find similar users. In this case, increasing  could be likely to bring in relevant 
nodes rather than noisy ones. But as  increases and exceeds certain threshold, more 
noise could be brought in. In this experiment, 2 performed better for inactive users, 
and 1 performed better for active users.      

Another interesting trend could be observed between the two methods in different 
user groups. Content-based method achieve an average F1 score higher than 0.6 when 
users participate in a very small set of threads. As users get more active,  
content-based approach’s ability in identifying similar users reduces. The F1 score of 
content-based method for users who posted more than 50 messages is as low as 0.23. 
Contrarily, the performance of Profile algorithm ( 1) increases as users get more 
active.  

The trend can be explained by the different underlying basic idea of each method. 
Content-based method calculates similarity between two users based on the threads 
authored by each user. Active users usually participate in a great number of threads, 
and theses threads could be about a diversity of topics. On the contrary, inactive users 
who only posted a few threads are likely to be interested in only one or two topics. 
Therefore, inactive users have more focused interests, while active users’ interests are 
diluted by being spread over a large number of threads. In this case, content-based 
similarity could yield better results for inactive users. On the other hand, structural 
approach measures similarity based on users’ structural context such as users’ neigh-
bors. Active users are connected to much more entities than inactive users. Thus, the 
sub-graph of an active user bears richer structural information than that of an inactive 
user. Therefore, structural approach performs better for active users. 

From practical perspective, recommending active users to a target consumer could 
be more meaningful than recommending inactive users. Because our ultimate goal is 
to help consumers find similar users so as to stimulate information propagation and 
social networking, recommending active users would serve the goal better. If we 
made a recommendation to a consumer and he/she found that the suggested similar 
user just posted one message and never showed up again, this recommendation would 
hardly make sense. The results showed that the proposed Profile algorithm with 1, which is only considering a user’s direct neighbors, performed the best for 
finding active similar users. 

5 Conclusions 

In this paper, we proposed methods of measuring similarity based on both content and 
structural information. For the structural similarity, we consider an information network 
as heterogeneous. Experiments were conducted to compare the performance of different 
similarity analysis methods, the results showed that structural-based approaches  
performed better than content-based method in finding active similar users for health 
consumers. For future study, we may focus on developing new methods for structural 
similarity in heterogeneous information networks. 
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Abstract. This paper proposes a new approach for indexing biomedical docu-
ments based on the combination of a Possibilistic Network and a Vector Space 
Model. This later carries out partial matching between documents and biomedi-
cal vocabularies. The main contribution of the proposed approach is to combine 
the cosine similarity and the two measures of possibility and necessity to en-
hance the estimation of the similarity between a document and a given concept. 
The possibility estimates the extent to which a document is not similar to the 
concept. The necessity allows the confirmation that the document is similar to 
the concept. Experiments were carried out on the OSHUMED corpora and 
showed encouraging results. 

Keywords: Indexing · Biomedical documents · Possibilistic network · Vector 
space model · Partial matching 

1 Introduction 

In order to improve the performance of an information retrieval system, it is essential 
to develop an automatic indexing system that is able to have as output the most repre-
sentative index of a document. To improve estimation of the similarity between a 
document and a given concept, a new approach for indexing biomedical documents is 
proposed in this paper. The proposed approach combines a Possibilistic Network (PN) 
and a Vector Space Model (VSM) [1] and exploits controlled vocabularies. These 
later are the Medical Subject Headings thesaurus (MeSH) [2] and the Systematized 
Nomenclature of Medicine Clinical Terms (SNOMED CT). Each concept of the con-
trolled vocabularies is related to a set of terms and each term is composed of one or 
several words. The advantages of combining a PN and a VSM are: (i) the VSM  
exploits the weight of a word in the controlled resource, which improves the estima-
tion of the relevance of the concepts [3, 4]. In fact, if the weights of the words of a 
term in the document are similar to their weights in the controlled resource, then it 
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improves the similarity between the term and the document; (ii) the VSM allows to 
reduce the relevance of a term that has not all its words occurring in the document and 
finally (iii) the PN allows the use of two measures (the possibility and the necessity) 
to estimate the relevance of a concept. These two measures improve the ranking of 
relevant concepts as in [5]. In fact, the Possibility Theory [6] is a powerful method for 
dealing with imprecision and uncertainty and has been efficiently applied in different 
fields including the measure of similarity [7] and information retrieval [8]. The en-
couraging results obtained in [8] motivated us to propose an approach based on a PN 
that outperformed several proposed approaches in the field of concept extraction from 
biomedical documents.  

The paper is organized as follows: Section 2 describes the steps of the proposed 
model. Section 3, details the experiments, the obtained results and the discussion. 
Finally, Section 4 concludes the paper and presents some future work. 

2 Indexing Approach 

This section describes our approach which is composed of 4 steps: (1) Pre-treatment: this 
step is the same as in [5], (2) Concept extraction, (3) Filtering and (4) Final ranking. 

2.1 Concepts Extraction 

The concepts extraction step begins with the extraction of the terms related to con-
cepts by using a Possibilistic Network and a Vector Space Model.  

Extracting Terms Using a Possibilistic Network. Terms are extracted using a Pos-
sibilistic Network. The architecture of this later is as follows: Tj: is a term of a con-
cept belonging to controlled vocabularies. Wk: is a word belonging to the document to 
be indexed or to a term. Di: is the document to be indexed. The evaluation of a term is 
carried out through the propagation of the information given by the term in the net-
work when it is instantiated. The links are activated by this instantiation from the term 
to the document and evaluated through two measures. The first is the possibility of the 
document being indexed given a term (Equation 1). The second is the necessity of the 
document given a term (Equation 2). Terms are then ranked according the sum of 
Equation 1 and Equation 2. The sorted terms are considered as the Set 1. One can find 
more details about the architecture of the PN and computing (1) and (2) in [5]. 
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Extracting Terms Using a Vector Space Model. The score of a term corresponds to 
the similarity between a document Di and a term Tj, which is computed using the co-
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sine similarity (Equation 3). To do that, two weights are computed: (1) Weight of 
Word in the Document (WWDoc) and (2) Weight of Word in a Term (WWT). These 
two weights are detailed in [4]. Terms are ranked according Equation 3.The sorted 
terms are considered as the Set 2. To compute Equation 3 we consider that Tj is a set 
of p words.  

 

  (3) 

 
 
The score of a concept. The ranked Set 1 is merged with the ranked Set 2 by deleting 
the doubloons. A new score SF (Equation 4) is computed for candidates terms. The 
score of a concept is the maximum score of its terms (Equation 5). The term having 
the maximum score is the Representative Term. 
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T(Cf ) represents the set of terms of a concept Cf   and a is a coefficient and its value 
belongs to ]0,1]. We consider that a=1 if the words of terms are in the same phrase at 
least once, and a<1 if not (a  is experimentally tuned).  

2.2 Filtering and Final Ranking 

The aim of this step is to keep only relevant concepts among those with their Repre-
sentative Terms having a subset of their words not occurring in the document. In fact, 
we classified the non-extraction of these relevant concepts as a category of indexing 
errors in a previous work [9]. This step exploits the semantic relations and co-
occurencies between concepts provided by the UMLS and performed such as in [5]. 
The details of the method can be found in [5]. The output of this step is a set of con-
cepts. These later are re-ranked according to the score of the Equation 5 to obtain the 
final index. 

3 Experimental Evaluations and Results 

To test our approach a subset of the OHSUMED collection1 selected randomly and 
composed of 120,000 MEDLINE citations was used. Each selected citation is com-
posed by a title and an abstract. In all the experiments, only the first fifteen concepts 

                                                           
1http://trec.nist.gov/data/t9_filtering.html 
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were kept in the final index. In fact, the average number of concepts in the manual 
indexes in OSHUMED is 15 [3].  

To highlight the effectiveness of our indexing approach, the performance of this 
later was compared to the performance of other approaches (Table 1) by computing 
the Main Average Precision (MAP), the F-score (Fs) and the precision at rank 5 
(P@5), at rank 10 (P@10) and at rank 15 (P@15). MaxMatcher+ [10] was considered 
as the baseline against which the tested approaches were compared. The choice of 
MaxMatcher+ as a baseline is based on the fact that it is among the most recent tools 
developed for extracting concepts from biomedical documents. In addition, to show 
the statistically significant improvements, the paired-sample T-tests was computed 
between means of each ranking obtained by each experimented approach and the 
baseline. The difference between two given rankings is significant if p<0.05 (noted*), 
very significant if p<0.01 (noted**) and extremely significant if p<0.001 (noted***). 

Table 1. Comparison of the combination of PN and VSM (PN & VSM) with other approaches 

 MAP 
(±∆%) 

Fs 
(±∆%) 

P@5 
(±∆%) 

P@10 
(±∆%) 

P@15 
(±∆%) 

MaMatcher+ 
[10] 

0.455 0.585 0.771 0.651 0.459 

AMTex 
[11] 

0.393 
(-13.62) 

0.502 
(-14.18) 

0.691 
(-10.37) 

0.551 
(-15.36) 

0.407 
(-11.32) 

PoNeDI 
[5] 

0.575 
(+26.37)* 

0.693 
(+18.46) 

0.965 
(+25.16) 

0.809 
(+24.27)* 

0.565 
(+23.09)* 

PN &VSM 
     0.688 
(+51.12)*** 

0.803 
(+36.75) 

0.985 
(+27.75) 

0.945 
(+45.16)** 

0.673 
(+46.62)** 

 
When analysing Table 1, one can deduce that the combination of PN and VSM (PN 

&VSM) outperforms all the tested approaches. In addition, only our approach is ex-
tremely statistically significant compared to the baseline (p=2.44 ×10-6, df=64.75, t=6.08, 
M=3.20). These results confirm what was expected. In fact, using the possibility  
modelled by the necessity degree and the cosine similarity contributes to improve the 
extraction and the ranking of relevant concepts. The significant results achieved by our 
approach can be explained by two reasons: the first is the effectiveness of the contribu-
tion and the second is the limitations of the other existing approaches. In fact, as it is 
mentioned in the introduction, the advantages of using VSM for extracting terms don’t 
characterise the PN, which allowed to out perform PoNeDI. In addition, MaxMatcher+ 
performs a partial matching between documents and a controlled vocabulary without a 
filtering step. Thus, irrelevant concepts having a subset of their words in the document 
may be extracted which decreases precision. All improvement rates of AMTex are nega-
tives. In fact, AMTex exploits the C/NC-value, which is based on learning linguistic 
rules that depend on the corpus and the controlled vocabulary. This leads to decrease the 
performance of the indexing system when another corpus or/and several controlled vo-
cabularies are used. The C/NC-value is also based on an exact matching that allows ex-
tracting only terms that are present in the document. The supervised approaches for 
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controlled indexing were not tested. This is explained by the fact that these approaches 
are not suitable for controlled indexing due to the complexity of training a system for 
huge numbers of classes (around 24,000 classes with MeSH) [3]. The results of our ap-
proach depend also on parameters such as the parameter a  that must be well-tuned to 
allow good results. 

4 Conclusion 

In this paper, a new approach for indexing biomedical documents was proposed. The 
main contribution is to combine the Possibilistic Network and the Vector Space 
Model to extract concepts, which improves estimation of the similarity between a 
document and a given concept. The experiments clearly showed the interest of our 
indexing approach, which may be extended by a step of disambiguation of indexing 
terms having more than one concept. The performance of an information retrieval 
system that integrates the proposed approach may also be evaluated and compared to 
other existing systems.  
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Abstract. In this paper, we tackle the issue related to the retrieval of
the best evidence that fits with a PICO (Population, Intervention, Com-
parison and Outcome) question. We propose a new document ranking
algorithm that relies on semantic based query expansion bounded by the
local search context to better discard irrelevant documents. Experiments
using a standard dataset including 423 PICO questions and more than
1, 2 million of documents, show that our aproach is promising.
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1 Introduction

Evidence-Based Medicine (EBM) has been defined as the conscientious, explicit
and appropriate use of systematic research findings, in consultation with the
patient, with the aim of optimizing the healthcare decision-making process of
medical professionals [8]. One major issue faced by the professionals during the
daily practice of EBM is the complexity of expressing precise, context-specific
clinical queries that better facilitate the identification of the relevant evidence.
These works rely heavily on a prior automatic annotation of PICO facets in both
queries and documents. Unlikely, our approach (1) relaxes the condition of PICO
facet identification in the documents, and (2) abstracts the word-based question
formulation by highlighting the overall semantic picture of each question facet.
Moreover, each question facet is separately expanded using concepts extracted
from top ranked documents issued from the initial retrieval.
The remainder of the paper is structured as follows. In section 2, we first give an
overview of related work. Section 3 details our approah for PICO question elici-
tation and answering. In section 4, we describe the experimental setup and then
present and discuss the results obtained using a standard clinical information
retrieval dataset. Section 5 concludes the paper.

2 Related Work

While some previous work [1,4,11] tackled the issue of PICO element detection,
as a prior stage before retrieving relevant documents, other studies, close to our

c© Springer International Publishing Switzerland 2015
J.H. Holmes et al. (Eds.): AIME 2015, LNAI 9105, pp. 232–237, 2015.
DOI: 10.1007/978-3-319-19551-3_30
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work [3,2,5] focused on the design of retrieval techniques and models that ex-
ploit the PICO facets in order to compute the relevance score of documents.
To achieve this goal, Boudin et al. [3,2] automatically detected PICO elements
in the documents and then revised the basic version of the IR language model
[9]. More precisely, the authors revised the word-document weighting schema by
taking into account both the distribution of PICO elements in the different pas-
sages of the documents and the distributions of the words in the different PICO
parts. The experimental evaluation held on a collection of 1.5 million documents
and 423 queries showed that the proposed model yields an improvement of 28%
in mean average precision over state-of-the-art baselines. Demner-Fushman and
Lin [5] also proposed an unified framework for both detecting and using the de-
tected PICO elements in the relevance document scoring function SEBM . The
latter is based on the linear combination of partial relevance scores of the docu-
ments considering the three facets of EBM, namely, PICO (SPICO), strenght of
evidence (SSoE) and task type (Stask). For instance, the PICO score relies on a
linear combination of P, I, C and O facet scores considering the word overlap be-
tween the document and the question. Experiments carried out on 24 real-world
clinical questions show that the approach outperforms a traditional PubMed
search.

3 A Semantic Graph-based Approach for Answering
PICO Questions

We describe in Figure 2 the general algorithm (main and function) for expanding
the PICO query and ranking the best evidence to be returned as an answer to
the clinician.

– (Main) Steps 1-12 : Given a word-based PICO query Q, the related annota-
tion QPICO, the subqueries QP , QIC and QO and the list of Nd top ranked
documents D∗

N included in a document collection C, the algorithm builds
first the semantic sub-graphsGP , GIC and GO after (1) extracting, using our
concept extraction method [6] build upon Metamap1, the active concepts,
respectively Concepts(QP ), Concepts(QIC) and Concepts(QO); each active
concept has an importance score Score(c) that highlights the likelihood
of similarity between the concept preferred entry and the query words,
(2) building the associated graphs GP , GIC and GO by appending to the
active concepts the corresponding hypernyms through terminology function
HypG processed on medical terminology T until reaching the first com-
mon concept. Each returned active concept c is considered at relative level 0.

– (Main) Steps 13-15 : for each sub-graph GP , GIC and GO, we build the
set of Nc concepts to be used for query expansion by applying function
Expand(Gx) considering Maxlevel which denotes the maximum level used
for query expansion beginning from level 0.

1 http://metamap.nlm.nih.gov

http://metamap.nlm.nih.gov
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1. Main: Document ranking

Input: Q,QPICO, T,Nd, Nc,MaxLevel
Output: GP , GIC , GO, D

∗
N

1: # Initial search
2: D∗

N ← TopD(Q,Nd, C);
3: # Query Graph Building
4: QP ← Substr(Q,P );
5: QIC ← Substr(Q, IC);
6: QO ← Substr(Q,O);
7: Concepts(QP ) ← Extract(QP , T );
8: GP ← HypG(Concepts(QP ), T );
9: Concepts(QIC) ← Extract(QIC, T );
10: GIC ← HypG(Concepts(QIC), T );
11: Concepts(QO) ← Extract(QO, T );
12: GO ← HypG(Concepts(QO), T );
13: Qe

P ← Expand(GP );
14: Qe

IC ← Expand(GIC);
15: Qe

O ← Expand(GO);
16: Words(Qe) ← Words(Q) ∪

Entries(Qe
P ) ∪ Entries(Qe

IC) ∪
Entries(Qe

O);
17: # Final search
18: D∗

N ← TopD(Qe, Nd, C);

2. Function: Expand

Input: Gx

Output: Cexpand
1: # Query expansion
2: # Process the top ranked documents
3: for all d ∈ D∗

N do
4: # Extraction of document concepts

5: Cexpand ← Extract(d,Gx);
6: level ← 0;
7: # Score Propagation

8: for all c ∈ Cexpand AND level <
Maxlevel do

9: for all csub ∈ Hypo(c,Gx) do
10: Score(csub) ← (Score(csub) +

Lev(csub) ∗ Score(c));
11: Score(csub) ←

Normalized(Score(csub));

12: level ← level + 1;
13: end for
14: end for
15: end for
16: Cexpand ← TopC(Gx, Nc);
17: return Cexpand;

Fig. 1. The document retrieval process

– (Expand) Steps 1-17: To build the set of candidate concepts Cexpand, we
consider each document d in D∗

N and then (1) extract the set of common
weighted concepts with Gx (where x ∈ {P, IC,O}) using the same concept
extraction method [6]; (2) apply a score propagation algorithm that prop-
agates the scores of the active concepts of each query sub-graph Gx from
level 0 to level Maxlevel by iteratively summing the scores of the hyponym
concepts through sub-graph Gx, Hypo(c,Gx). The basic underlying idea is
to leverage the importance and the specificity of the concepts by assigning
the normalized scores Normalized(Score(c)) obtained step by step from less
specific concepts to most specific ones, considering their level Lev(c). The
final score of a concept reflects its importance in the whole top ranked doc-
uments in terms of high specificity and matching degree with documents
D∗

N . This fits with our intuition that favors the selection of most specific
concepts that better match the search context gathered from the top ranked
documents.

– (Main) Steps 16-18 : The returned set of Nc top weighted concepts Cexpand
extracted from each sub-graph Gx, are used to expand respectively the sub-
queries QP , QIC and QO (resulting in Qe

P , Q
e
IC and Qe

O respectively) by
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adding to the intial word-based query Q the words belonging to their pre-
ferred entries (Entries(Qe

P ), Entries(Qe
IC) and Entries(Qe

O) respectively)
within terminology T . The final expanded query Qe is processed and allows
selecting the final list of documents D∗

N to be returned as an answer to the
initial PICO query Q.

4 Experimental Evaluation

4.1 Experimental Setup

We used the CLIREC dataset which has been built with the specific aim of
evaluating clinical information retrieval [3]. Some statistical characteristics of
the collection are depicted in Table 1.We used the MeSH terminology which has
been widely accepted as the main controlled vocabulary used to index biomedical
citations [10]. Each node of the terminology represents a concept node referred
to using a preferred entry.

Table 1. CLIREC test collection statistics

Number of documents 1.212.040 abstracts from PubMed

Average document length 246 words

Number of queries 423

Average number of query keywords 4.3 words

Average PICO query length 18.7 words

Average Number of relevant documents per query 19

For the purpose of evaluating and comparing retrieval effectiveness, we used
under version 4.0 of the Terrier search engine2: 1) The Mean Average Precision
(MAP) measure which is the mean of the AP measure over a set of queries; it is
used to provide a single, overall measure of search performance. The performance
measures have been computed using the standard TREC-eval tool3; 2) We used
two state-of-the-art information retrieval models, namely the Okapi probabilistic
model (BM25) [7] and the language model (LM) [9]. The Okapi model was
parameterized as recommended in the literature: k1 = 1.2, k3 = 7 and b = 0.75.
For the LM, the Dirichlet smoothing method with µ = 1000 was used.

4.2 Results

We compared the retrieval effectiveness based on MAP of our semantic graph-
based document ranking algorithm GQE with respect to the state-of-the-art
ranking models BM25 and LM. Table 2 presents the obtained results in terms of
the MAP measure and relevant retrieved documents as well as the corresponding
pourcents of improvement and significance t values of the statistical t-test. We
can see that our model (GQE) significantly overpasses word-based document

2 http://www.terrier.org
3 http//trec.nist.gov/trec eval

http://www.terrier.org
http//trec.nist.gov/trec_eval
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Table 2. Comparison of the semantic graph-based query expansion impact on the
retrieval effectiveness. %Chg: Student test significance over the MAP measure *: 0.01 <
t ≤ 0.05 ; **: 0.001 < t ≤ 0.01 ; ***: t ≤ 0.001.

Model MAP %Change t Rel. Ret % Change

BM25 0.1073 +25.44% ** 4783 +15.28%
LM 0.1052 +27.94% ** 4685 +17.69%

GQE 0.1346 - - 5514 -

ranking approaches (BM25, LM) from 25, 44% to 27, 94%. From these results,
we can highlight that our semantic approach allows achieving better results
than state-of-the-art word-based IR models that do not specifically take into
account the PICO framework; this yields a credit to our intuition behind question
elicitation on the basis of the semantic hidden behind each question facet.

5 Conclusion

In this paper, we presented a novel approach to answer PICO clinical queries. The
key underlying idea is to enhance each query facet with the most representative
terminological concepts on the basis of a local search context. Moreover, we
apply a score propagation algorithm that allows selecting the concepts with
higher matching degree over the whole search context and across the different
query facets. Experiments on a standard data set highlight that the proposed
approach significantly overpasses state-of-the-art IR models. In future, we plan
to integrate a weighting facet schema in the document ranking model in order
to consider the differences in the importance of the question facets with respect
to document relevance.

References

1. Boudin, F., Nie, J.-Y., Bartlett, J., Grad, R., Pluye, P., Dawes, M.: Combining
classifiers for robust pico element detection. BMCMedical Informatics and Decision
Making 10(1), 29 (2010)

2. Boudin, F., Nie, J.Y., Dawes, M.: Clinical information retrieval using document
and PICO structure. In: NAACL HLT, pp. 822–830 (2010)

3. Boudin, F., Nie, J.-Y., Dawes, M.: Positional language models for clinical informa-
tion retrieval. In: EMNLP, pp. 108–115 (2010)

4. Chung, G.Y.: Sentence retrieval for abstracts of randomized controlled trials. BMC
Med. Inform. Decis. Mak. 9, 10 (2009)

5. Demner-Fushman, D., Lin, J.: Answering clinical questions with knowledge-based
and statistical techniques. Comput. Linguist. 33(1), 63–103 (2007)

6. Dinh, D., Tamine, L.: Towards a context sensitive approach to searching informa-
tion based on domain specific knowledge sources. Web Semantics: Science, Services
and Agents on the World Wide Web 12 (2012)

7. Robertson, S., Jones, K.S.: Relevance weighting of search terms. Journal of the
American Society on Informtion Science and Technology 27(3) (1976)



Answering PICO Clinical Questions: A Semantic Graph-Based Approach 237

8. Sackett, D.L., Rosenberg, W.M.C., Gray, J.A.M., Haynes, R.B., Richardson, W.S.:
Evidence based medicine: what it is and what it isn’t. BMJ 312(7023), 71–72 (1996)

9. Song, F., Croft, W.B.: A general language model for information retrieval. In: ACM
SIGIR, pp. 279–280 (1999)

10. Stokes, N., Cavedon, Y., Zobel, J.: Exploring criteria for succesful query expansion
in the genomic domain. Information Retrieval 12, 17–50 (2009)

11. Zhao, J., Yen Kan, M., Procter, P.M., Zubaidah, S., Yip, W.K., Li, G.M.: Improv-
ing search for evidence-based practice using information extraction. BMC Medical
Informatics and Decision Making 10(29) (2010)



Semantic Analysis and Automatic Corpus Construction
for Entailment Recognition in Medical Texts

Asma Ben Abacha(�), Duy Dinh, and Yassine Mrabet

Luxembourg Institute of Science and Technology (LIST), Luxembourg, Luxembourg
{asma.benabacha,duy.dinh,yassine.mrabet}@list.lu

Abstract. Textual Entailment Recognition (RTE) consists in detecting inference
relationships between natural language sentences. It has a wide range of appli-
cations such as machine translation, question answering or text summarization.
Significant interest has been brought to RTE with several challenges. However,
most of current approaches are dedicated to open domains. The major challenge
facing RTE in specialized domains is the lack of relevant training corpora and re-
sources. In this paper we present an automatic corpus construction approach for
RTE in the medical domain. We also quantify the impact of using (open-)domain
RDF datasets on supervised learning based RTE. We evaluate the relevance of
our corpus construction method by comparing the results obtained by an efficient
memory based learning algorithm on PASCAL RTE corpora and on our automat-
ically constructed corpus. The results show an accuracy increase of +6 to +28%
and an improvement of +8 to +23% in terms of F-measure. We also found that
semantic annotations from large open-domain datasets increased F1 score by 6%,
while smaller medical RDF datasets actually decreased the overall performance.
We discuss these findings and give some pointers to future investigations.

1 Background

Textual Entailment (TE) can be described as a directional relation expressing the fact
that “the meaning of a text snippet is contained in the meaning of a second piece of
text” [4]. The entailing and entailed texts are called text (T) and hypothesis (H). The first
PASCAL Recognizing Textual Entailment Challenge (2004-2005) defined the task of
Recognizing Textual Entailment (RTE) as deciding, given two text fragments, whether
or not the meaning of one text (H) can be inferred (entailed) from the other one (T) [3].

RTE is an important component in Natural Language Understanding. It opens rel-
evant tracks and perspectives for several applications such as Information Extraction,
Machine Translation, Question Answering or Document Summarization. For instance,
[5] argue that RTE can enable QA systems to identify correct answers with greater pre-
cision than keyword or pattern based methods. They showed that TE accuracy can be
increased up to 20% overall when filtering or ranking the answers of a QA system.

While open-domain TE has been extensively addressed in the literature, RTE has
been less addressed for more restricted and specialized fields such as the biomedical
domain. [10] proposed a method to expand existing open-domain TE corpora. They
extracted a large set of TE pairs from Wikipedia and used a semi-supervised machine
learning method to make the extracted dataset homogeneous with the existing corpora.

c© Springer International Publishing Switzerland 2015
J.H. Holmes et al. (Eds.): AIME 2015, LNAI 9105, pp. 238–242, 2015.
DOI: 10.1007/978-3-319-19551-3_31
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Other efforts tackled the automatic generation of training corpora for a specific lan-
guage. For instance, [7] proposed a method to create a Greek Textual Entailment Cor-
pus that can be exploited for training or evaluating a system for RTE from Greek texts.
As far as we know there are no training corpora for RTE in the medical domain.

Our first contribution is an automatic corpus construction method for RTE in the
biomedical domain. In a second contribution, we analyze the impact of semantic anno-
tations referring to (open-)domain RDF datasets on the RTE task. More precisely, we
study the impact of annotations from DBpedia, SNOMED-CT and NCI. Our experi-
ments showed the relevance of the automatically constructed corpus as the results were
significantly better than those obtained with the training corpora from PASCAL RTE
1, 2 and 3. They also show the positive impact of semantic annotations with significant
performance shifts when using large open-domain datasets and medical datasets.

The remainder of the paper is organized as follows: Section 2 presents the semantic
features that we propose for the RTE task. In section 3 we present the supervised learn-
ing algorithm used in our experiments and the full set of features. Section 4 presents
our methodology to automatically construct a learning corpus. Section 6 describes our
experimental evaluation and a discussion of the obtained results. Finally, section 7 gives
the conclusions and lines for future work.

2 Learning Algorithm and Baseline Features

In order to evaluate our corpus construction method and the semantic annotation fea-
tures, we build a baseline approach based on the Tilburg memory-based learning classi-
fier (TiMBL)1. TiMBL is a descendant of the k-nearest neighbour approach. It is based
on analogical reasoning: the behaviour of new instances is predicted by extrapolating
from the similarity between (old) stored representations and the new instances. Given
that the training stage is done without abstraction but by simply storing training in-
stances in memory, it is considerably faster than other machine learning algorithms.

In order to select the most relevant features, we first removed stop words and per-
formed word stemming using the Porter algorithm for all (T, H) pairs. We then tested
several knowledge-based and lexical features on 4 different Memory-based Learning
algorithms implemented in Timbl, using the data from the RTE-3 challenge as learning
data. These tests led to the selection of the following features for each (T, H) pair:

– JC: [6] combined both edge-counts as well as information content values using the
WordNet ‘is-a’ hierarchy to compute the similarity between two words. The final
similarity between T and H is the average of each couple of most similar words.

– WO: [8] defined the word overlap as the proportion of words that appear in both
sentences normalized by the sentence’s length. We compute the word overlap be-
tween T and H and normalize by the length of T.

– NE: NegEx has been proposed by [2] for finding terms used in negative senses. It
relies on trigger terms, pseudo-trigger terms, and termination terms for identifying
negation scope in either T and H respectively.

– BS: The best similarity between all tested similarity measures.

1 http://ilk.uvt.nl/timbl/

http://ilk.uvt.nl/timbl/
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Several Memory-based Learning algorithms are available in TIMBL. We used the
above set of features and the train and test corpora from the PASCAL RTE-3 workshop
to select the most efficient algorithm, which was IB1 [1] with an accuracy of 64.12%.

3 Semantic Annotations

Using semantic knowledge bases provides a semantic level of abstraction above the
“words” level. We considered the annotation with both open-domain and medical on-
tologies represented in RDF, namely DBpedia, SNOMED-CT and NCI. SNOMED-CT
is known as the most comprehensive clinical healthcare terminology. NCI is a rec-
ognized standard for biomedical coding. DBpedia is an knowledge base constructed
from Wikipedia infoboxes. This is particularly suitable to text annotation as specialized
ontologies do not represent general concepts (e.g. “challenge” has been annotated as
<Histamine challenge> in NCI because it does not contain the general concept).

All semantic annotations were obtained automatically using KODA, an unsuper-
vised ontology-based annotator which relies only on indexation and ontology-level co-
occurrences to annotate the target texts [9]. Another interesting feature of KODA is that
it can provide semantic interpretation of words according to the semantic context. For
instance, in the sentence “To make a comprehensive evaluation of the efficiency of erad-
ication therapy in patients with coronary heart disease (CHD) ..”, the word “Eradica-
tion” has been annotated by the DBpedia entity <Eradication of infectious diseases>.

The main features derived from these annotations are the number of common entities
between the text T and the hypothesis H. Three features are defined to represent the
number of common entities according to the point of view of each ontology (i.e. one
feature per ontology). We will refer to these features as DBP, SCT, NCI, referring to the
respective number of DBpedia/SnomedCT/NCI concepts in common between T and H.
We study and discuss the impact of these features w.r.t. the baseline in section 6.

4 Automatic Corpus Construction

As shown by Google statistics on “search trends”, the most searched diseases on Google
(2004-to-present) are Heart diseases, Lyme disease and Celiac disease2. Following this
observation, we collected 200 MEDLINE abstracts on heart diseases as the first part
of our corpus. For the second part of the corpus we collect 200 MEDLINE abstracts
on Depression. This last choice is motivated by the fact that articles about psychiatric
diseases (e.g. symptoms of Depression) could include general terms that are not spe-
cific to the medical domain (e.g. Loss of interest in activities or hobbies, persistent sad
or anxious feelings), which makes the comparison with open-domain corpora/systems
more reliable. The 400 MEDLINE abstracts were obtained from a PubMed search with
keywords relevant to each disease.

We created automatically 4 corpora of textual entailment (TE) examples by pairing
the title (T), the first sentence of the abstract (I; for introduction) and the last sentence
(C; for conclusion). We considered the following 4 hypotheses/scenarios:

2 http://www.google.com/trends/explore#q=disease\&mpt=q

http://www.google.com/trends/explore#q=disease&mpt=q
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– TI: the title T implies the first sentence of the abstract I (T → I)
– IT: the first sentence of the abstract I implies the title T (I → T)
– TC: the title T implies the last sentence of the abstract C (T → C)
– CT: the last sentence of the abstract C implies the title T (C → T)

In order to test these hypotheses, we trained our classifier on the PASCAL-3-Dev
corpus then tested it on the 4 candidate TE corpora. The best results were obtained with
the IT pairs for both diseases (44.65% and 46.01% accuracy). From these empirical
observations we selected the 400 IT pairs (the first sentence of the abstract I implies
the title T ) as positive examples. We extract negative examples from the same corpus
of 400 MEDLINE abstracts. We collect two types of data: (i) pairs of consecutive sen-
tences and (ii) pairs of sentences linked by contrast connectives such as even though,
in contrast, etc. [5]. We selected also sentences linked by connectives such as: besides,
furthermore, moreover, in addition. We do not consider all the available negative exam-
ples to guarantee a balanced number of negative and positive examples. We randomly
selected 500 negative pairs. Finally we apply a semantic filter using DBpedia annota-
tions. All positive pairs were annotated automatically with DBpedia using KODA. We
then kept only the (T,H) pairs sharing at least one DBpedia concept. This process led to
the selection of 175 positive pairs from the initial 400 pairs.

5 Evaluation
The goal of this investigation is (i) to evaluate our method for the automatic construc-
tion of a medical corpus for RTE, (ii) to test the benefits of domain-related corpora
vs. open-domain corpora and (iii) test the impact of the semantic features. We con-
structed a test corpus from MEDLINE abstracts. We targeted two different diseases to
test the portability of our method to other subfields of the medical domain: Lyme Dis-
ease and Celiac Disease (i.e. the second and third most “important” diseases according
to Google’s search trends). Starting from PubMed query results, we extracted automat-
ically title/first sentence pairs and consecutive-sentence pairs, the ratio of each kinf of
pairs is 50%. Finally, we selected manually 120 positive and negative pairs as a test
benchmark. We calculate the precision - P, recall - R, F-measure and the accuracy - A.

Table 1. Results of the baseline classifier with the automatically-constructed medical corpus.
MM1: Classification with only the baseline features. MM2: Classification with DBpedia annota-
tions. MM3: Classification with SNOMED-CT. MM4: Classification with NCI.

P R F A
MM1 0.6400 0.8205 0.7191 0.7917
MM2 0.8400 0.7241 0.7778 0.8000
MM3 0.7800 0.6842 0.7290 0.7583
MM4 0.8200 0.7193 0.7664 0.7917

The baseline classifier and baseline features obtained 68% F-measure and 74% ac-
curacy when trained with the Pascal RTE 3 corpus, 51% F-measure and 46% accuracy
with Pascal RTE 2 and 44% F-measure and 65% accuracy with Pascal RTE 1. The
same baseline classifier obtained the best performance of 77% F-measure and 80% ac-
curacy with our automatically-built training corpus (resp. increase of 9% F1 and 6%
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Acc. when compared to the best Pascal corpus), cf. table 1. This is a very positive re-
sult since no manual interventions were made to enhance our training corpus. Also,
a higher performance could be reached with a better balance between the number of
positive pairs and negative pairs (currently 175/400). Our results also show that DBpe-
dia annotations outperformed both Snomed-CT and NCI. All knowledge bases had a
positive impact on precision and a negative impact on recall. DBpedia annotations led
to the best results (77% F-measure and 80% accuracy) due to their wide coverage for
common terms.

6 Conclusion

We described an RTE approach dedicated to specialized domains for the construction
of training RTE corpora and tested it on medical texts. The results confirm the relevance
and enhanced performance of supervised learning approaches on domain-specific cor-
pora instead of open-domain corpora. We also tested the impact of annotations refer-
ring to knowledge bases such as DBpedia, SNOMED CT and NCI. The ablation study
showed that semantic features enhance significantly the F1 score and have a slight pos-
itive impact on accuracy. More particularly DBpedia led to significantly higher results
than Snomed-CT and NCI. Perspectives of our work include the evaluation of semantic
annotations with different supervised learning algorithms and additional corpora.
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Abstract. Social media provide the possibility for people to freely com-
municate. These discussion are rich with subjectivity and emotions, which
is due to the anonymity of contributors.We propose to work on health fora
in French and on subjective entities (e.g. emotions, feelings, uncertainties).
Our specific interest is to study how the polarity of emotions is influenced
by negation, uncertainty, modifiers and discoursive markers, and how the
global polarity of sentences is constructed. We design a rule-based system
andevaluateisagainstmanuallybuiltreferencedata. Inter-annotatoragree-
ment isbetween0.50and0.66.Anevaluationof theautomatic systemshows
between 40 and 56% precision.

1 Introduction

Social media dedicated to health topics provide the possibility for patients to
freely communicate on their health conditions, drugs, procedures, medical doc-
tors, etc. This communication is prone for expressing emotions, feelings [9],
and more generally the subjectivity of patients, which is certainly due to their
anonymity and to the topics discussed. Forum discussions may thus provide new
insights on life and well being of patients. Health fora contain two main types
of entities: conceptual (e.g. medical problems, drugs, procedures) and subjec-
tive (e.g. emotions, opinions, uncertainties). We propose to study the latter in
order to observe how emotions interact among them, how they are influenced
by negation and uncertainties, and how the global emotional polarity of sen-
tences is constructed. Among the related studies, we can find those dedicated
to the acquisition of emotion lexica in different languages [20,2]; to the emotion
categorization [14,13,19]; to their relation with events and entities [3,18]; and
to the exploitation of emotions in various NLP applications [4,5,15,11]. Besides,
some NLP studies combine emotions with negation [17], while in logic studies
researchers analyze logical impact of modifiers, uncertainty and negation [21,7].

2 Material and Material

Corpora. Two kinds of corpora in French are used: QA (993,383 occ.) and
Forum (1,763,022 occ.) corpora. QA corpus is built from MaSanteNet website1,

1 www.masantenet.com

c© Springer International Publishing Switzerland 2015
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and contains questions submitted by patients and answers provided by medical
professionals. Forum corpus also provides discussion threads, in which questions
submitted by patients are usually answered by other patients with more personal
experience. This corpus is built from Doctissimo2 website.

Resources. Resources exploited for the detection of subjectivity and emotions
cover different types of markers:

– Emotions (n=1,144) [2]. Lexicon entries are associated with over 30 emotions
(e.g. sadness, disgust, joy, shame). Emotions are grouped in three categories:
sadness is a negative emotion, joy is positive, astonishment is neutral.

– Uncertainty (n=101) is expressed with various linguistic units (e.g. suppose,
appear, suspect, possibility, hypothesis, likely, doubtful, maybe), and indicates
that given information is not fully certain and is to be taken with caution.

– Negation (n=20) can be expressed with various markers (e.g. no, absence,
negative, impossible, without), and indicates that given information is absent.

– Modifiers or intensifiers (n=17) include markers such as little, very little,
extremely, or truly. Two kinds of modifiers are distinguished: modif-p which
increases the degree, and modif-m which decreases the degree.

Our work addresses the interaction between these various markers and discourse
connectors, in order to compute the global emotion polarity of sentences.

Reference Data for the Evaluation of Global Polarity. Reference data are
created by a manual annotation of sentences by two annotators (500 in QA and
80 in Forum corpora). The objective is to define the global emotion polarity of
sentences. Possible categories are positive, negative and neutral.

2.1 Semantic Annotation of Corpora

Reaccenting the Corpora. Forum corpora often miss accented characters,
which may have negative impact on the annotation. Hence, we generate reac-
cented version of corpora through a comparison with the reference lexicon.
Semantic Annotation. Semantic annotation consists of detection of various
markers from the resources, and of non-lexical emotion marks: smileys or emoti-
cons (=), ;-), :-/, XD), mark of laugh (lol, mdr, haha, hihi), emotional punc-
tuation (!!!??, !!!!!!!!!!, words with duplicated letters (maaaaaaal (paaaaaaain),
nooooooon (noooooooo)) These non-lexical emotion marks are also typed accord-
ing to whether they denote positive (e.g., =), mdr, looool), negative (e.g., :-(,
:-/) or neutral (e.g., ???!!?, ohhhhh) emotions.

2.2 Rule-Based System for Computing the Global Emotion Polarity

Context and Rules. Emotions are the processed units. These units are studied
in windows of maximum seven words on the left and on the right [8]. The window
size can be reduced when strong (?, ., !) or medium (:, ;, (), []) punctuation,
or discourse connectors (e.g. car (because), mais (but)) are found. Within this

2 forum.doctissimo.fr/sante/douleur-dos

forum.doctissimo.fr/sante/douleur-dos
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window, we detect negation, uncertainty and modifier markers, and apply four
rules that manage the scope of markers and their semantics:

1. Negation. If negation (e.g. ne...pas (no), rien (nothing), aucun (any)) is found,
then the polarity of emotion is inversed (positive and neutral → negative,
negative → positive). Maximal size of the negation window is five tokens.

2. Modifiers. If modifier is found, then the emotion polarity is amplified or
attenuated according to modifiers. Modifiers can combine with negation and
uncertainty. Maximal size of the modifier window is three tokens. When
several modifiers are found, all of them influence the unity processed.

3. Uncertainty. If uncertainty is found within a maximal window of seven to-
kens, then the emotion polarity is attenuated.

4. Connector. If discoursive connector (e.g. car (because), donc (hence), mais
(but), cependant (however)) is detected, then the emotion polarity is either
amplified or attenuated according to connectors.

Combination of Markers. Different markers can co-occur within emotion
contexts. Their combination requires specific principles and additional rules:

1. negation + modif-p. When negation is followed by modif-p modifier, this
attenuates the polarity of negation.

2. modif-p + modif-p. When modifier modif-p is followed by modifier modif-p,
this leads to a doubled increase of the emotion polarity.

3. modif-p + modif-m. When modifier modif-p is followed by modif-m, modif-p
amplifies modif-m, which leads to a double attenuation of the polarity.

Occurrence of connectors within right or left context of emotions reduces the
scope of other markers. Still, the impact of connectors varies according to their
own scope and to the size of window they operate within [10]:

– mais (but) and cependant (nevertheless/yet) introduce separation between the
text that precedes and the text follows the connector;

– car (because) strengthens preceding information by the following information;

– et (and) means enumeration of emotions;

– donc (hence) gives more importance to information that follows.

Computing the Global Emotion Polarity. Markers occurring in contexts
of emotions modify their intensity and polarity. The starting point is the initial
intensity associated with each emotion polarity [16,17]: +0.5 for positive emo-
tions, -0.5 for negative emotions, and 0 for neutral emotions. Modifiers modify
these initial values with +0.1 if they increase the intensity, -0.1 if they decrease
the intensity, and -0.05 if they bring uncertainty. Negation inverses the polarity.
If several polarities have the same score S, we apply the following principles:

– if Spos = Sneg ⇒ global polarity is neutral;

– if Spos = Sneu ⇒ global polarity is positive;

– if Sneg = Sneu ⇒ global polarity is negative.
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Table 1. Evaluation against the two annotators and the common dataset

Annotators Corpus BL E1 E2 E3 E4

A1
QA 39.92 42.07 41.64 41.21 40.78

Forum 41.08 44.65 41.08 40.00 40.00

A2
QA 49.79 55.80 55.80 54.94 54.51

Forum 42.86 42.86 42.86 38.19 41.82

common
QA 44.06 46.54 46.04 46.04 45.55

Forum 45.10 41.18 43.14 40.00 42.00

2.3 Evaluation

Evaluation of global emotion polarity is done against the reference data prepared
by manual annotation. Evaluation is performed with the precision measure in
order to assess the correctness of the output of the system.

3 Discussion of Results and Future Work

Inter-Annotator Agreement. Inter-annotator agreement between annotators
is computed with the Cohen kappa [6]: 0.63 agreement in QA corpus, and 0.58 in
forum corpus, which corresponds to good and moderate agreement, respectively
[12]. We can observe that annotators show poorer agreement with neutral polar-
ity, for which there is an hesitation to assign neutral polarity or to consider that
there is no polarity to be assigned. The two other polarities are more consensual.

Evaluation of the Rule-Based System. Precision values of the rule-based
system are indicated in Table 1. Several versions of the system are evaluated:

– BL: the baseline version corresponds to original annotations, on which the
global emotion polarity is computed, but without the application of rules;

– E1: the proposed rules are applied and the global polarity is computed;
– E2: the corpus is reaccented on which the proposed rules are applied and
the global polarity is computed;

– E3: the global polarity corresponds to the last emotion, which shows to be
suitable for processing of emotions in Chinese sentences [10];

– E4: the global polarity corresponds to the last emotion and is computed on
the reaccented corpus.

Automatically computed results are compared with the reference annotations
provided by each annotator and with the common set containing common an-
notations. The best results (up to 56% precision) are obtained with the rule-
based system we propose E1, which main advantage is to manage semantics of
emotions, negation, modifiers, uncertainty and discourse connectors, and their
interactions. These results are comparable with the published work [17,3]. With
our system, we can gain up to 6% by comparison with our baseline. Besides,
reaccenting of corpus is suitable for the task, while the last emotion uttered
does not correspond to the global emotion polarity of sentences in French.
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We have several direction for future work: producing larger reference set with
consensual annotations; better adaptation of method and resources to forum
discussions; exploitation of syntactic analysis for computing the scope of markers.
The system can be applied to other fora and genres (e.g. novels, political texts).
Besides, a fine-grained interaction between the operators used in our work can
be defined [21,1,7]. These operators can also be transformed in order to be used
by a supervised machine-learning system. Supervised approaches have shown to
be efficient in the processing of this kind of material [14]. In this way, we expect
to improve global performance of our system and to obtain more precise results.
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Abstract. This paper reports ongoing researches on automatic symptom
recognition towards diagnosis of rare diseases and knowledge acquisition on
this subject. We describe a hybrid approach combining sequential pattern
mining and natural language processing techniques in order to automate
the discovery of symptoms from textual content.More precisely, ourweakly
supervised approach uses linguistic knowledge to enhance an incremental
pattern mining process, in order to filter and make a relevant use of the
discovered patterns.

Keywords: Biomedical knowledge acquisition · Symptoms and rare
diseases · Text mining · Incremental sequential data mining · Biomedical
natural language processing

1 Introduction

A disease which affects less than 1 over 2,000 people is called a rare disease (RD):
RDs are often disabling and life-threatening and, for most of these, there is no
available cure. The Orphanet initiative maintains a reference portal providing
services for knowledge sharing among the RD community. The related database
includes expert-authored and peer-reviewed syntheses describing current knowl-
edge about each RD. These syntheses result from a manual and time-consuming
monitoring of literature made by specialists of RDs.

The work introduced in this paper aims at automating the update of the Or-
phanet knowledge by automatically identifying new symptoms associated to RDs.
Symptoms have been rarely studied for themselves within biomedical information
extraction (IE) literature but are often included in more general categories such as
“clinical concepts”, “medical problems” or “phenotypic information”. In thiswork,
we use the term “symptoms” to refer indifferently to functional and clinical signs of
a disease.A very few studies consider linguistic contexts of symptoms towards their

c© Springer International Publishing Switzerland 2015
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automatic recognition. Some tackled symptom recognition with manually devel-
oped annotation rules [4] whereas others like [8] used a statistical approach (CRFs)
to process clinical records. More recently, [7] automatically identified phenotypic
information using the HPO ontology in order to recognize already known symp-
toms and enhance online search facilities. Most of existing studies process clinical
reports or narrative corpora [6], whereas ourwork aims at scientificmonitoring and
analyses abstracts from research articles.

The overview of literature put forward two main difficulties: first, few works
have tackled the problem of mining symptoms from texts and therefore existing
resources are limited and incomplete; second, a given symptom can be expressed
by multiple and diverse textual expressions which makes its automatic extraction
very complex [5]. The contribution of this paper is to address these problems,
designing a hybrid approach that combines data mining and natural language
processing (NLP). On the one hand, we use an incremental process of frequent
sequential data mining in order to automatically discover regularities (patterns)
over textual expression of symptoms. The extracted patterns are then used for
symptom recognition, each step of the incremental process allowing to discover
more numerous symptoms. On the other hand, NLP techniques are involved to
enhance the mining process and select relevant patterns, dealing with the well-
known limitation of pattern mining techniques which produce very large, and
hard to use, sets of patterns. It is worth noting that our method is fully auto-
mated and weakly supervised: to boot the process, the corpora are automatically
annotated using public resources and the patterns are not validated manually.

Section 2 presents our hybrid approach. In Section 3, we give some preliminary
results with their analysis and some possible technical improvements. Finally,
Section 4 summarizes our contributions and provides perspectives.

2 Discovery of New Symptoms through Data Mining
and Natural Language Processing

The proposed method relies on an iterative process where each loop runs three
steps (see Figure 1). A corpus of medical texts is required as input, and the
output is an annotated version of these texts where symptoms are tagged. As
a first step, the texts of the initial corpus are annotated with the current list
of already known diseases and symptoms. Then the annotated texts are mined
to extract frequent sequential patterns which contain at least one symptom.
During the third step, the most relevant patterns are selected thanks to a quality
measure. Selected patterns are applied to the corpus providing new potential
symptoms which enhance the resources for the first step of the next iteration.
Then, this allows new patterns to be discovered, and so on.

Tagging of the Corpus. Two existing resources are used to annotate abstracts
during the preprocessing step:
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Fig. 1. Overall approach

1. OrphaData1 provides a comprehensive, high-quality dataset related to rare
diseases and orphan drugs. This resource allows to retrieve all the names of
rare diseases and their aliases.

2. HPO2 encapsulates a simple hierarchy of phenotypic anomalies. It does not
provide a complete list of symptoms but this is a solid base to bootstrap the
pattern mining phase.

These resources have been chosen for their specificity, rather than mostly
used thesaurus (like UMLS Unified Medical Language System or MeSH Medical
Subject Headings) that prove to be too large and generic for our objectives.

The corpus and the lists of terms coming from OrphaData and HPO are
preprocessed using TreeTagger3: texts are tokenized, and each token is lemma-
tised and POS tagged. Each term (possibly composed of several tokens) coming
from the external resources is matched against the corpus by comparing its to-
kens with those from the corpus. Terms coming from HPO are often generic (e.g.
“weakness”) and may be supplemented in medical texts with adjectives or object
complements (e.g. “severe weakness of the tongue”). Thus, once a term matches,
it can be expanded using the POS tags associated to surrounding terms.

Linguistic Pattern Mining. Sequential pattern mining was first introduced
by [1] in the data mining field and was adapted to textual Information Extraction
for instance by [2]. It is a matter of locating, in a set of sequences, sub-sequences
(not necessarily contiguous) having a frequency above a given threshold. This
mining process is applied to a base containing ordered sequences of itemsets
where each sequence corresponds to a text unit (here sentences) and each itemset
is a collection of features describing one word of a sequence. The goal is then to
discover frequent sub-sequences of itemsets (called patterns).

1 http://www.orphadata.org/
2 http://www.human-phenotype-ontology.org/
3 http://www.cis.uni-muenchen.de/∼schmid/tools/TreeTagger/

http://www.orphadata.org/
http://www.human-phenotype-ontology.org/
http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/
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Fig. 2. Three iterations applied on one abstract

In this work, we use the SDMC4 extractor [2]: this tool provides several con-
straints (e.g. patterns length and gap between itemsets) to guide the search for
useful patterns [3] and allows to get a condensed representation of the patterns
without loss of information (“closed patterns”). Depending on the frequency
threshold fixed, a very large number of sequential patterns may be extracted
and it is necessary to filter them. To avoid a manual filtering, we use a qual-
ity measure relying on the following principle : if the number of occurrences of
a pattern is by far larger than the number of occurrences from which it was
discovered, this pattern probably involves too much noise.

Finding New Symptoms. Once the sequential patterns are extracted and
filtered, these ones can be used to find new symptoms. Since they are recurrent
structures announcing symptoms, they are matched against the corpus in or-
der to detect symptoms (already known symptoms as well as new ones). New
symptoms can improve the previous annotations and may allow to extract new
sequential patterns, and so on.

3 Preliminary Results

Experimental Corpus and Parameters. The initial corpus is composed of
150 raw abstracts collected from PubMed5. Sentences are used as sequences for
the pattern mining process, which is set as follows: a frequency threshold of
0, 25%, at least one symptom annotation included in each sequential pattern,
a minimal length of 3 itemsets, and a gap fixed to 0 (patterns of contiguous
elements). To filter irrelevant patterns the quality threshold is set to 2 during
the first loop. This threshold is decreased of 10% at each loop to avoid a snowball
effect.

Abstract-Example and Qualitative Analysis by an Expert. Figure 2 de-
picts an example of an abstract processed using our method. Bold annotations
correspond to symptoms manually asserted by an expert, and squared annota-
tions to symptoms that have been automatically recognized (a different style

4 http://sdmc.greyc.fr
5 www.ncbi.nlm.nih.gov/pubmed

http://sdmc.greyc.fr
www.ncbi.nlm.nih.gov/pubmed
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of square is used for each loop). Here, the expert marked five symptoms which
were all recognized by our extractor, meaning that our method may have a good
recall. Nevertheless, some annotations remain imperfect. Different kind of errors
arise: firstly, the symptoms accumulation of glycogen in the lysosome and defi-
ciency of the lysosomal acid alpha-glucosidase enzyme were tagged as a single
annotation (3); secondly, two other annotations (2) (4) do not refer to symptoms
but to inheritance expressions; thirdly, another false positive appears during the
second loop (6).

On-Going Improvements. Most of the erroneous annotations could be re-
solved by inserting deeper linguistic knowledge at different stages of the method.
The first problem (3) could be quite easily avoided by adding specific linguistic
rules to detect causality expressions (e.g. due to or leading to). We also plan to
develop similar rules to better annotate complex expressions of symptoms like
enumerations. Furthermore, the integration of a syntactic analysis (particularly
verbal and nominal groups segmentation) could fix wrong delimitations of en-
tities (e.g. (7) compared to the expert choice). Finally, we noticed that many
of the false positives annotated within the corpus were due to patterns having
similar characteristics that can be classified and processed accordingly. For ex-
ample, some errors come from too generic patterns like the ones containing only
POS tags items and being quite short (a length of 3 itemsets).

4 Conclusions and Future Work

The outcomes of this research concern both the rare diseases and the IE domains:
on one hand, we tackle automatic recognition of symptoms associated to RDs
which is a problem poorly studied until now; on the other hand, our work ex-
plores a hybrid approach combining data mining and NLP techniques, following
recent trends in the IE research community. It is worth noting that our system is
weakly supervised, completely automatic and does not imply any manual oper-
ations from RD experts. The first experiments emphasize good results regarding
the development cost and the (still basic) linguistic knowledge involved. The
remaining extraction problems could be avoided by adding more sophisticated
NLP techniques: a syntactic analysis of the corpus in order to better determine
the symptoms’ frontiers; the addition of linguistic constraints within the pattern
mining process; the definition of linguistic rules to define and filter out categories
of patterns that involve erroneous detections.

Acknowledgments. This research was supported by the Hybride project (ANR-11-
BS02-002).



254 J.-P. Métivier et al.

References

1. Agrawal, R., Srikant, R.: Mining sequential patterns. In: Proc. of the 11th Inter-
national Conference on Data Engineering (1995)
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Abstract. The identification of head-and-neck radiotherapy patients who will 
probably undergo the parotid gland shrinkage would help to plan adaptive ther-
apy for them. The goal of this paper is to build predictive models to be included 
in a Decision Support System, able to operate with a wide set of heterogeneous 
data and classify parotid shrinkage. The main idea is to combine a set of mod-
els, each of them working distinctly with a group of features regarding clinical 
data, dosimetric data, or information extracted from Computed Tomography 
images, into one or more composite models using the most informative  
variables, in order to obtain more accurate and reliable decisions. Each of these 
models is built by using Likelihood-Fuzzy Analysis, which is based on both sta-
tistics and fuzzy logic, in order to grant semantic interpretability. This solution 
presents good accuracy, sensitivity and specificity, and compared with the well-
known Fisher’s Linear Discriminant Analysis results more effective in parotids 
classification, even in case of missing values. The best models operating with 
available features are achieved, and the advantages of acquiring data from dif-
ferent sources are outlined. Other interesting findings regard the confirmation 
of already known predictors, and the individuation of others still undisclosed. 

Keywords: Fuzzy logic · Statistics · Parotid gland shrinkage · Radiotherapy 

1 Introduction 

Radiotherapy treatment (RT) in head-and-neck zone may induce the unpleasant effect 
of parotid gland shrinkage, with loss of salivary functionality, as widely evidenced 
[1]. Thus, before and during the RT, particular attention should be paid to the identifi-
cation of patients who are susceptible to be concerned with parotid shrinkage, in order 
to program for them more specific cares as adaptive RT (ART) [2]. 

In this context, artificial intelligence was used with sundry results, by modelling 
data extracted from Computed Tomography (CT) images of patients, acquired during 
the treatment, in order to learn about the evolution of the shrinkage process. Classical 
works [2] studied the correlation between dosimetric features and parotid shrinkage, 
in order to find a model for volume decrease. More recent works were proposed for 
identifying patients at risk [3-7], by searching for predictors of parotid shrinkage, 
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among features extracted from CT images, as parotid volume [3,4], Jacobian index 
[5], and parotid mean density [3], or calculated from texture analysis [6,7]. 

The goal of this paper is to detect good sets of predictors, by building predictive 
models to be included in a Decision Support System (DSS), able to classify parotid 
shrinkage, by operating with a wider set of heterogeneous data. Interoperability issues 
of data coming from different sources are not examined here, while much concern is 
given to the construction of the best models employing sets of features coming from 
single or multiple sources, depending on their availability, a particular case being the 
model built with pre-treatment features only. In more detail, different sets of features 
will be used, consisting in general information pertaining the patient, dosimetric fea-
tures set up by the therapist before the treatment start, anatomical information  
extracted from CT images taken before the treatment start, and the Jacobian index, 
extracted from CT images taken during the first two weeks of treatment. 

The main idea is to first calculate the best model for each set of features by using 
the Likelihood-Fuzzy Analysis (LFA) [8,9], and then to build composite models by 
aggregating the simpler ones, thus considering different data sources at the same time, 
in order to obtain more accurate and reliable decisions. LFA is based on both statistics 
and fuzzy logic, and was chosen because it enables to handle data affected by uncer-
tainty and including missing values, to build a classifier operating on the most infor-
mative among the available features, to present a confidence measure of results, and 
to grant semantic interpretability of the model, made of linguistic variables and if-then 
rules, which clearly and logically justify each prediction. The approach will be as-
sessed in terms of accuracy, sensitivity and specificity in parotid classification, and 
compared with the well-known Fisher’s Linear Discriminant Analysis (LDA). 

The rest of the paper is structured as follows. In Section 2, the dataset is first pre-
sented. Then, the LFA approach for extracting simple predictive models as well as the 
method for composing them into a more complex one are described. Results are  
reported and discussed in Section 3, while Section 4 concludes the work. 

2 Materials and Methods 

2.1 Dataset 

Available data regarding 40 parotid glands of 20 patients treated with intensity-
modulated RT (IMRT) for nasopharyngeal cancer are pooled. For each patient, four 
sources of data are considered, whose features are specified as follows. 

I) General Information. The age of the patient (Age) is extracted, since it was 
proved [2] to be a useful feature for the required model. 

II) Dosimetric Information. The mean dose planned on parotid (Dmean), and the values 
of dose–volume histogram at planning (V10, V15, V20, V30, V40), corresponding to the 
percentage of parotid volume receiving at least 10, 15, 20, 30 or 40 Gy of dose, are used. 
Some instances are not available, thus, the dataset is incomplete. 

III) Initial Clinical/Anatomical State. The following features are extracted from CT 
images acquired before the treatment (CT0): the planning target volume of high dose 
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tumour (PTVhd), the absolute values of volume overlap between parotid gland and 
high dose tumour (OVpghd) and between the parotid gland and the lymph node chain 
(OVpglc), their respective relative values in percentage (OVpghd% and OVpglc%), 
and body thickness (TH) measured as the half-thickness at the level of vertebra C2. 

IV) Evolution of Parotid Gland During the Early Phase of Treatment. The mean 
Jacobian index (Jac) is the determinant of the gradient matrix of the deformation field 
estimated from CT images acquired during the first and second week of treatment 
(CT1 and CT2). Jac quantifies the mean shrinkage or expansion of the single voxel, 
as global index to describe the early volume variation of the gland. 

Parotid volume is measured from CT images taken before and after the treatment 
by using a dedicated algorithm [10]. The normalized relative difference between these 
values is assigned to a class, which can be significantly decreasing volume (DV) or 
approximately constant volume (CV). The method presented in [7] allows to divide 
samples into 30 belonging to the class DV, and 10 belonging to the class CV. 

The sets of input variables corresponding to the features extracted from different 
sources are indicated with Fi, with i=1,...,4. Therefore, F1={Age}, F2={Dmean, V10, 
V15, V20, V30, V40}, F3={PTVhd, OVpghd, OVpglc, OVpghd%, OVpglc%, TH}, and 
F4={Jac}. The output class variable to predict is Y∈{DV, CV}. 

2.2 Building a Fuzzy Model by Likelihood-Fuzzy Analysis 

In this section, the procedure based on LFA and used to build a fuzzy model starting 
from a training dataset is explained. 

The training dataset is constituted of N samples, each one corresponding to a pat-
tern of values xj=[xj

(1),...,xj
(H)], j=1,...,N, where H is the number of variables X(h) de-

scribing the features of the sample. A lack of knowledge about the data appears when 
some values xj

(h) are missing. Each sample is also associated to a class yj∈{c1,...,cC}.  
The knowledge extraction process consists in the fuzzy partition of each variable 

X(h) and in the construction of a rule base formulated according to the if-then structure. 
The fuzzy partition of a variable X defines of a set of T membership functions 

(MFs) μt(x) of the fuzzy sets Ft, with t∈{1,...,T} and T>1. Fuzzy sets are interpretable 
as terms of a linguistic variable if they satisfy some properties [11], i.e. normality, 
unimodality, continuity, distinguishability, coverage, and proper order. For this aim, 
T‒1 sigmoid functions St(x)=(1+exp(atx+bt))

-1 are used with some constraints for at 
and bt, to build the T MFs as follows, where t∈{2,...,T‒1} if T>2: 

  . (1) 

The fuzzy rule base is constituted by the complete set of rules r{t_1,…,t_H}, with 
{t1,...,tH}∈{1,...,T1}×...×{1,...,TH}, made as follows: 
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where the weight W{t_1,...,t_H} associated with the rule with respect to the others and the 
probability of the class k stated by the rule can be expressed as follows: 

  ,  . (3) 

The number T of fuzzy sets as well as at and bt, with t∈{1,...,T‒1} have to be found 
to define the fuzzy partition for each variable X(h), while the parameters w{t_1,…,t_H}-k 
have to be found to define the rule base. 

In order to optimize all the parameters of the knowledge base, non-parametric like-
lihood functions, calculated from data even in case of some missing values, are ap-
proximated by a linear combination of membership functions: 

  . (4) 

In order to minimize the error of the approximation, at_h and bt_h, with 
th∈{1,...,Th‒1}, λt_h-k, with th∈{1,...,Th} and k∈{1,...,C}, and the number of fuzzy sets 
Th, are optimized all at once, separately for each variable X(h). Then, the fuzzy parti-
tions (1) are defined by at_h and bt_h, while the rule base (2) is defined by computing: 

  . (5) 

The final model is made of the linguistically interpretable fuzzy partitions (1) and 
the transparent rule base (2), with the parameters optimized as shown above. When an 
unknown sample x=[x(1),…,x(H)] has to be classified, the firing strength of each rule is 
calculated by using the product T-norm of membership grades, the activation of the 
class k in this rule is computed by product implication, and the total activation of a 
class Ak is computed by weighted S-norm and Centre Of Area defuzzification. As 
demonstrated in [9], Ak(x) approximates the probability of each class, given x, p(ck|x). 

In case of some missing value x(h) in the sample to be classified, it is not possible to 
calculate the corresponding value of the membership functions μt_h(x

(h)). Therefore, 
the value of the membership function is substituted with the value P(ck)/λt_h-k of the 
constant “don’t care” membership function μdcth(k). Doing this, the model results 
equivalent to that built without the missing variable, and p(ck|x) is still approximated. 

2.3 Model Composition 

The procedure for composing n different simple models M1, …, Mn, like (2), making 
use of n disjoint sets of variables, in a composite model MComp ≔ M1 ⨂ ... ⨂ Mn, 
comprising all the H1+…+Hn variables, is described here. In detail, the number of 
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rules of the combined model is obtained by multiplying the number of rules of sim-
pler models. In other words, all combinations of one rule for each model are made, 
and for each combination, a rule rComp

{t_1,...,t_(H1+...+Hn)} is obtained. The antecedent part 
is obtained by combining antecedent parts of different rules by using and connectives:  

  , (6) 

with a ⨂ant b ≔ a and b, whereas the consequent part is calculated by combining 
different consequent weights as follows: 

  , (7) 

with a ⨂cons-k b ≔ a⋅b/P(ck). 
The combined model is equal to that extracted from data, using all the variables 

considered by the simpler models. Therefore, the class activation still approximates 
the class probabilities. However, the extraction of knowledge by LFA method, mak-
ing use of combined models, allows to extract simple models from single variables or 
small groups of variables, and obtain the model comprising all the desired variables 
without extracting it again from the dataset. 

3 Results and Discussion 

The results reported and discussed here are obtained by applying the proposed  
approach for the construction of predictive models for parotid shrinkage. Different 
labelled datasets are considered, corresponding to the different sets of variables de-
scribed in Section 2.1. LFA is applied by using a number of fuzzy sets Th=2 for all 
variables, in order to avoid overfitting, since the dataset is made of a small number of 
samples. The leave-one-out cross-validation technique is applied to repetitively divide 
data into training set (39 samples) and test set (1 sample). 

Different models are presented first in Section 3.1, each one considering no more 
than one source of data. Then, these models are merged, to fit the best models to be 
used when different data sources are available. It is straightforward to hypothesize 
that general information like age (F1) is the first available. Moreover, the hypothesis 
is made here that if CT images during the therapy (F4) are available, then also the CT 
images before the treatment (F3) can be used. Therefore, in Section 3.2, the composite 
models built by using the following sets of variables are reported: {F1+F2}, {F1+F3}, 
and {F1+F2+F3}, which refer to information that can be available before the treatment 
start, while those of Section 3.3, i.e. {F1+F3+F4} and {F1+F2+F3+F4}, comprise in-
formation available only after the treatment start. In Section 3.4, a discussion is given. 

Fuzzy partitions of the most informative variables are reported in Fig. 1, while in 
Table 1, the performance values of all models considered in the following are re-
ported in terms of accuracy, sensitivity and specificity. A comparison with the accu-
racy obtained by LDA approach is quoted as well. 
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Fig. 1. Fuzzy partitions of the most informative variables: (a) Age, (b) TH, (c) Jac 

Table 1. Classification results in accuracy (acc), sensitivity (sens) and specificity (spec) of the 
LFA and LDA with leave-one-out cross-validation. Each LFA model, indicated by the 
corresponding Equation, uses the most informative variables extracted from different data 
sources 

Data 
source 

Model 
variables 

LFA 
model 

LFA 
acc 

LDA 
acc 

LFA 
sens 

LFA 
spec 

FØ or F2 None (8) 0.750 0.750 1.00 0.0 
F1 or {F1+F2} {Age} (9) 0.800 0.700 0.93 0.4 
F3 {TH} (10) 0.800 0.750 0.90 0.5 
F4 {Jac} (11) 0.800 0.800 0.90 0.5 
{F1+F3} or 
{F1+F2+F3} 

{Age, TH} (9) ⨂ (10) 0.850 0.750 0.90 0.7 

{F1+F3} or 
{F1+F2+F3} 

{Age, TH, 
OVpghd} 

 0.875 0.725 0.93 0.7 

{F2+F3} or 
{F1+F2+F3} 

{V20, TH}  0.850 0.625* 0.97 0.5 

{F1+F2+F3} {Age, TH, V15}  0.875 0.650* 0.97 0.6 
{F1+F2+F3} {Age, TH, V20}  0.875 0.675* 0.97 0.6 
{F1+F3+F4} or 
{F1+F2+F3+F4} 

{Age, TH, Jac} 
(9) ⨂ (10) ⨂ (11) 

0.90 0.825 0.97 0.7 

* 4 samples comprising missing values of dosimetric data are accounted as wrongly classified here. 

3.1 Simple Models from Single Data Sources 

FØ Model. In case no information is available about the sample to be classified, the 
preferable model to use is the 0-rules one, considering only class prior probabilities: 

  (8) 

Its accuracy is equal to the greatest prior probability, therefore 0.75 in this case. 

F1 Model. In case only general information is available, the model built on F1 makes 
use of only the variable Age. In Fig. 1(a), the fuzzy partition obtained for the variable 
Age is shown, and the simple rule base found is made of two rules as follows: 
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  (9) 

F2 Models. In case only dosimetric information is available, all the models built with 
one or two variables of F2 present an accuracy not higher than FØ model. Therefore, 
no model is presented here, and (8) is the preferable model in this case. 

F3 Models. In case only CT images taken before the treatment are available, among 
the models built with one variable of F3, the best one results that using the variable 
TH. All the other models, built with all couples of variables, present an accuracy not 
higher, therefore this is the preferable model with this set of features. In Fig. 1(b), the 
fuzzy partition obtained for the variable TH is represented, and the simple rule base 
found for this single variable is as follows: 

  (10) 

F4 Model. In case only CT images taken during the treatment are available, the model 
built on F4 makes use of only the variable Jac. In Fig. 1(c), the fuzzy partition ob-
tained for the variable Jac is represented, and the simple rule base found is as follows: 

  (11) 

3.2 Composite Models from Heterogeneous Data Available Before Treatment 

{F1+F2} Model. In case general and dosimetric information is available, all the mod-
els built with one or two variables of F1 and F2 present an accuracy not higher than 
that of the model (9). Therefore, (9) is again the preferable model. It is worth noting 
that combining models (9) ⨂ (8), the result is (9) itself. 

{F1+F3} Model. In case general information and CT images taken before the treat-
ment are available, the best model built with one or two variables of F1 and F3 corre-
sponds to the combination of models (9) ⨂ (10), which uses Age and TH. A slight 
improvement of performances can be obtained by adding the variable OVpghd. 

{F1+F2+F3} Model. In case general information, dosimetric information, and CT 
images taken before the treatment are available, one of the best models built with one 
or two variables of F1, F2 and F3 corresponds to the combination of models (9) ⨂ (8) ⨂ (10), i.e. (9) ⨂ (10). The same performances can be obtained with the variables 
{V20,TH}, whereas a slight improvement can be achieved with some triplets of vari-
ables: {Age,TH,OVpghd} (already found before), {Age,TH,V15}, and {Age,TH,V20}. 

3.3 Composite Models from Heterogeneous Data Available During Treatment 

{F1+F3+F4} Model. In case general information and CT images taken before and 
during the treatment are available, the best model built with one, two or three  
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variables of F1, F3 and F4 corresponds to the combination of models (9) ⨂ (10) ⨂ 
(11), which uses Age, TH and Jac. 

{F1+F2+F3+F4} Model. In case general information, dosimetric information, and CT 
images taken before and during the treatment are available, the best model built with 
one, two or three variables of F1, F2, F3 and F4 corresponds to the combination of 
models (9) ⨂ (8) ⨂ (10) ⨂ (11), i.e. (9) ⨂ (10) ⨂ (11) already found above. 

3.4 Discussion 

In this section, some observations about the obtained results are given, going through 
those concerning performances, models, and predictors of parotid gland shrinkage. 

The comparison between LFA and LDA performances shows that LFA overcomes 
LDA in most of the considered cases. A univariate paired t-test shows that the prob-
ability that these differences happened by chance is 1.1⋅10-12, thus proving that LFA 
errors are significantly lower than LDA. Moreover, even if an unbalanced dataset is 
used, sensitivity and specificity of the best models result acceptable. 

The models not reported and comprising variables as V15 and V20, with missing 
values in the training dataset, are built using all available values of variables of inter-
est. As shown in Section 2.3, samples with missing values can also be classified by all 
LFA models, whose accuracy results particularly higher than LDA in this case. 

All of the extracted models result interpretable, and their complexity increases with 
the number of involved variables. It can also be seen that in models with only one 
variable, rule weights can be avoided. Therefore, in order to operate with heterogene-
ous data, the proposed DSS is structured by simple models, to be employed when 
single data sources are available, and to be composed when more sources are gath-
ered. This allows to enhance readability of combined models, with respect to more 
complex ones using the whole set of available features and reaching similar accuracy. 

Some predictors of parotid shrinkage can be individuated by analysing the best models 
listed above. In particular, among the features used in this work, those already individu-
ated by previous works [2-4] as good predictors, which are the Age of the patient, body 
thickness (TH) and the mean Jacobian index of the deformation field (Jac), are confirmed 
here. Particular interest should be paid to Age and TH, and to the corresponding model 
(9) ⨂ (10), since they allow to well predict parotid shrinkage before the treatment start. 
Moreover, the interpretability of the models allows a simple qualitative description of the 
influence of features on shrinkage phenomenon. In particular, it can be deduced from 
simple models (9)-(11) and from Fig. 1, that the probability of class DV (significant 
shrinkage) increases for young patients (Age under 61/67 years), with high TH (over 6/7), 
and low Jac (under 1). 

The reason why young patients are more susceptible of parotid shrinkage has been 
hypothesized before [2], while risk increase with initial body thickness TH can be 
explained by considering that risk increases with initial parotid volume V [7], and 
supposing a correlation between TH and V. Jac under 1 denotes an early decrease of 
voxels volume, therefore it is trivial to expect that it predicts final parotid shrinkage. 

Some other features are individuated, however their predictive power should be 
confirmed by using a more numerous dataset. In particular, some features regarding 
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the dose–volume histogram at planning (V15 and V20), partially confirming previous 
results [12], and the overlapping between parotid gland and high-dose tumour 
(OVpghd), as could be expected, result useful in some measure. They seem not able to 
constitute an accurate model alone, but some of them can help improving perform-
ances of other models. 

Different sources of information revealed respective advantages. General information 
(F1) is the simplest to be obtained, and a good model can be constructed involving the 
variable Age. Dosimetric information (F2) can also be obtained without invasive examina-
tion, however its usefulness cannot be confirmed by the analysis of this data set. Initial 
clinical and anatomical features extracted from CT0 (F3), taking into account the difficulty 
of their acquisition, revealed their proficiency in improving the model accuracy before the 
treatment start. In particular, TH resulted a good predictor, however other features could 
be extracted from CT0 and their usefulness should be examined. Features extracted from 
CT1 and CT2 (F4), taken during the early phase of treatment, surely can further improve 
the model, but these are available only after the therapy has begun. Here the usefulness of 
using only Jac is clear, however other predictors can be extracted as well [6,7]. 

Summarizing the results, the overall DSS should work as follows: if nothing is 
known, prior probabilities are assigned to possible classes as in (8), and the user is 
asked to insert first general information and then CT information. If the Age of the 
patient is known, then (9) can be used for class prediction. Before the treatment start, 
CT0 image information would increase accuracy by using TH and enabling to com-
bine models (9) ⨂ (10). Integrating another variable like OVpghd (also extracted from 
CT0) or V15 or V20 (if dosimetric data are available), accuracy slightly increases, but 
also model complexity increases, therefore this can be avoided if interpretability is a 
main objective. Finally, if the treatment is started and information from CT images of 
the first weeks is available, the combined model (9) ⨂ (10) ⨂ (11) can be used, 
which ensures the highest accuracy. 

4 Conclusion 

In this work, a new approach based on fuzzy logic was applied to predict whether a pa-
rotid gland will be interested with significant shrinkage in patients under RT treatment. It 
essentially combines a set of interpretable models, built by using LFA and working dis-
tinctly with sets of features regarding clinical data, dosimetric data, or information ex-
tracted from CT images, into one or more composite models using the most informative 
variables, in order to obtain more accurate predictions, even in case of missing values. 
This approach was compared with LDA, resulting more effective in parotid classifica-
tion, with good accuracy, sensitivity and specificity. 

From a clinical perspective, the advantages of acquiring data from different sources 
were outlined, the best models operating with available sources are achieved (among 
them, the models operating before treatment), and some features (Age, TH, and Jac) 
were revealed as good predictors, according to previous works. The usefulness of 
other known predictors (V15 and V20) and of another one individuated here (OVpghd) 
needs confirmation and expert discussion. However, some new and more significant 
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findings are expected by applying the approach to a larger dataset, available in the 
next future, including more samples and more pre-treatment and CT-based features. 
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Večna pot 113, Ljubljana, Slovenia

aleksander.sadikov@fri.uni-lj.si,
2 Dept. of Neuroscience, Neurology, Uppsala University, Uppsala, Sweden

3 Computer Engineering, Dalarna University, Borlänge, Sweden

Abstract. Parkinson’s disease (PD) is currently incurable, however the
proper treatment can ease the symptoms and significantly improve the
quality of patient’s life. Since PD is a chronic disease, its efficient mon-
itoring and management is very important. The objective of this paper
is to investigate the feasibility of using the features and methodology of
a spirography device, originally designed to measure early Parkinson’s
disease (PD) symptoms, for assessing motor symptoms of advanced PD
patients suffering from motor fluctuations. More specifically, the aim is
to objectively assess motor symptoms related to bradykinesias (slowness
of movements occurring as a result of under-medication) and dyskinesias
(involuntary movements occurring as a result of over-medication). The
work combines spirography data and clinical assessments from a lon-
gitudinal clinical study in Sweden with the features and pre-processing
methodology of a Slovenian spirography application. The target outcome
was to learn to predict the “cause” of upper limb motor dysfunctions as
assessed by a clinician who observed animated spirals in a web interface.
Using the machine learning methods with feature descriptions from the
Slovenian application resulted in 86% classification accuracy and over
90% AUC, demonstrating the usefulness of this approach for objective
monitoring of PD patients.

Keywords: Parkinson’s disease · Movement disorder · Spirography ·
Spirography features · Objective monitoring

1 Introduction and Problem Statement

Parkinson’s disease (PD) is a chronic neurological disorder associated with a
number of motor and non-motor symptoms. Major motor symptoms include
bradykinesia (slowness of movements), tremor and rigidity. While currently in-
curable, proper treatment can significantly ease the symptoms. As the disease
progresses, however, patients start to experience motor fluctuations which ad-
versely impact the quality of their life. Therefore, the treatment approaches
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should be individualized in order to alleviate unwanted symptoms which occur
as a result of insufficient levels of medication (Off state) and abrupt, involuntary
movements (also known as dyskinesias) which occur as a result of excessive lev-
els of medication. To this end, careful and objective monitoring of the disease,
is of paramount importance. As the patients usually see the neurologist only
few times per year (sometimes also just once per year), the neurologist often
has only a very vague picture of their condition in-between the visits and has
problems with prescribing the optimal drug dosage. Currently, patients monitor
their long-term condition by keeping a simple diary. The entries in the diary,
however, are subjective opinions of the patients and are not something measur-
able. Clinical scales like the Unified Parkinson’s Disease Rating Scale (UPDRS)
are not suitable for long-term and remote follow-up of the symptoms since they
are relatively time-consuming [1], may need to be filled out at a clinical visit,
require considerable clinical experience [2] and some of their items have poor
inter-clinician reliability [3].

The digitalised spirography is a quantitative method for detection and evalu-
ation of different types of tremors and other movement disorders. The system is
usually composed of a computer with a specialised software, a graphic tablet or
a touch-screen measurement device (e.g. a smartphone), and a stylus [14,4]. The
patient is required to draw a spiral (or sometimes several spirals). The digitalised
spirography enables us to store the exact timestamp of each point of the spiral
in a two-dimensional area and thus provides an objective measurement. These
systems allow extraction of detailed upper limb motor features from the spiral
drawing tasks by analysing spatial and temporal artefacts of the spirals.

Our long-term goal is to develop a system for objective monitoring of PD pa-
tients that would also be able to automatically detect any significant changes in
the patient’s condition and report these changes to the neurologist. The spirals
drawn have to be described mathematically by various features (some described
in Table 3 later in the paper) for the machine learning algorithms to be able to
analyse them automatically. This paper presents preliminary results and its main
objective is to analyze whether the descriptive features and methodology devel-
oped for ParkinsonCheck application for early detection of signs of Parkin-
sonian or Essential tremor [11,12] can be applied more generally. The specific
application in this paper — which is different from ParkinsonCheck’s objec-
tive — is differentiation between states of bradykinesia (insufficient medication)
and dyskinesia (overmedication) which is important for drug dosage adjustment,
using spirography data collected in a Swedish study [5]. If this is the case, this
would validate the ParkinsonCheck’s features for spiral description on a more
general level as well as confirm the usefulness of spirography for this particular
task.

The data and the differences with the data for which the features were origi-
nally constructed are described in the next section. Section 2 also describes the
complete experimental setup, including used features and testing methodology.
Section 3 presents the results, and Section 4 analyses and discusses the results.
At the end we give some conclusions and ideas for further work.
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2 Experimental Setup

2.1 Subjects

In this study, a retrospective analysis was conducted on spirography data of
65 patients with advanced idiopathic PD from eight different clinics in Sweden,
recruited from January 2006 until August 2010 [6]. The patients were either
treated with levodopa/carbidopa gel intestinal infusion or were candidates for
receiving this treatment. There were 43 males and 22 females with median (±
inter-quartile range) age of 65±11 years and total UPDRS of 49±20.5. UPDRS
is a widely used scale for clinical assessment of Parkinson’s disease and consists
of four parts: I: mentation, behaviour and mood, II: activities of daily living,
III: motor examination, and IV: complications of therapy. All questions have
five response options 0–normal, 1–slight, 2–mild, 3–moderate, and 4–severe. The
sum over the answers to the questions gives the UPDRS rating of a patient. [16]

2.2 Spirography Data Collection

During the course of the clinical study, the patients used a touch screen telemetry
device in their home environments [5]. On each test occasion, they were asked to
trace a pre-drawn Archimedian spiral using the dominant hand. The pre-drawn
spiral was shown on the screen of the device and the patients were instructed
to use an ergonomic pen stylus to trace it from the center and out, as accu-
rately and fast as possible, supporting neither hand nor arm. The patients were
instructed to place the device on a table and to be seated in a chair. The raw
data consisted of x-y coordinates and time-stamps of the pen tip, digitized at a
sample rate of 10 Hz. In total, the database consisted of 10,272 test occasions
having approximately 30,816 (3 * 10,272) spirals. Some example spiral drawings
are shown in Figure 1.

2.3 Clinical Assessment of Motor Impairments

A clinician used a web interface that animated the spiral drawings, allowing
him to observe different kinematic features during the drawing process and to
rate task performance of the patients [7]. The interface initially retrieved spiral
data from the database tables and then animated the drawing in real-time that
is with the same speed as the patients initially drew the spirals. The interface
randomly selected 3 test occasions per patient from the database and animated
the 3 spirals that were drawn on that particular occasion. A number of motor
features were assessed by the clinician including ‘impairment’ on a scale from
1 (normal) to 10 (extremely severe), ‘speed’, ‘irregularity’, and ‘hesitation’ on
a scale from 0 (normal) to 4 (extremely severe). The motor features were con-
sidered specific for the type of upper limb motor movements found in patients
with motor fluctuations. Finally, ‘cause’ of the said dysfunctions was marked on
a 3-category scale including Tremor, Bradykinesia and Dyskinesia. In case the
clinician could not decide which category of ‘cause’ to select, he had the option
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to skip the rating. There were 38 cases rated as bradykinesia, 119 as dyskinesia,
1 as tremor and 22 were skipped by the rater. Only the cases that were rated a
bradykinesia and dyskinesia were included in the subsequent analysis.

Fig. 1. Three example spiral drawings and ratings as given by the clinician. The values
are for cause (0=none, 2=bradykinesia, 3=dyskinesia), impairment, speed, irregularity,
and hesitation, respectively.

2.4 Differences with the Dataset from ParkinsonCheck

The two datasets, the ParkinsonCheck and the Swedish one used in this study,
were collected for a different purpose. ParkinsonCheck is an application for
early detection of signs of Parkinsonian or Essential tremor (ET, the most com-
mon differential diagnosis of PD) and for differentiation between these two types
of tremor, while the Swedish data is collected during a longitudinal study aimed
at monitoring the advanced PD patients.

As straightforward as spirography looks, the two datasets that is Swedish
and Slovenian (ParkinsonCheck) were collected with different data collections
schemes. The following are the main discrepancies between the two schemes:

– A different equipment (smartphones or tablets vs specialized device) was
used for drawing the spirals using a very different sampling rate (> 50 Hz
vs 10 Hz);

– The spirals were drawn with a stylus instead of with fingers alone (different
motoric skills involved);

– Different direction of drawing (counter-clockwise vs clockwise);
– Completely unsupervised data collection (patients were on their own) and

without safeguards for detecting the center of the screen and direction of
drawing;

– In the Swedish study, patients were asked to repeat the spiral test (tracing
the pre-drawn spiral template on the screen) 3 times per test occasion using
dominant hand, while ParkinsonCheck data consists of four drawings with
repetitions: with and without the template visible, both performed with both
hands;
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– The Swedish patients were specifically instructed to complete the spiral
drawing test in approximately 10 seconds per drawing, while no such in-
struction was given for ParkinsonCheck data.

As the two datasets differ in so many aspects, it is interesting to investigate the
extent of symptom information resolution of the previously developed features
and symptom scoring methodology of ParkinsonCheck applied on the Swedish
dataset.

2.5 Features and Pre-processing

The starting point of the data analysis phase was the raw data gathered with
the Swedish telemetry device. A spiral drawn by a patient was described as a
sequence of triples, (t, x, y), where t denotes the time (in ms) and x, y denote a
Cartesian coordinate of a point of the spiral. We used raw data to calculate the
features from the ParkinsonCheck application, also precisely matching all the
pre-processing involved. The exact calculation including the pre-processing such
as smoothing and normalisation are too extensive to describe here in any detail
and are given in [10]. For each of the three spirals (repetitions), the constructed
features included: root mean squared error (RMSE) between the patient’s spiral
and the optimal spiral, computed in polar coordinates, radial and tangential
speed of drawing, the percentage of the spiral length when the patient is drawing
towards the centre, and the parameters of oscillations. The meaning of the most
important features is briefly described in the next section. These features were
aggregated over the three repetitions using operators such as min, max, average
and range over all three spirals.

Using these features, a learning example is composed of only aggregated fea-
tures over all three repetitions, and a ‘cause’ class as appraised by the clinician.
The learning situation was thus identical to that the neurologist had when ini-
tially classifying the examples. Only cases rated as bradykinesia or dyskinesia
were included for the learning problem, giving the majority class of roughly 76%.
Each case (learning example) represents a test occasion.

2.6 Machine Learning Methods

We tested four machine learning methods using Orange machine learning suite
[15]: logistic regression (LR), näıve Bayes classification (NB), support vector
machines (SVM), and random forests (RF). The first two are linear and their
classification models are simple to understand, whereas the second two can ex-
tract also nonlinear patterns. All continuous attributes were first automatically
discretized with the entropy-based discretization [13].

The methods were evaluated with a 10-times repeated tenfold cross-validation
procedure with stratified sampling, for the following reasons: (a) using cross-
validation will result in less biased estimates, (b) repeating cross-validation pro-
cedure on different splits will result in a smaller variance on an accuracy estimate,
and (c) stratified sampling decreases the differences between class distributions
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in the learning and testing sets. To prevent overfitting, the discretization was
first applied only on the learning data and then the same thresholds were used
on the testing data. To compare the qualities of learned models, we used the
following measures: classification accuracy (CA), area under the curve (AUC),
and Brier score, which is the quadratic loss of the probability estimates.

3 Results

Table 1 summarizes the results for various machine learning algorithms for dif-
ferentiating between the state of bradykinesia and the state of dyskinesia. There
is no significant difference between the algorithms, they differentiate between
the two states almost equally well. In the continuation, we will therefore focus
on logistic regression (LR) as its model is relatively easy to understand as com-
pared to other algorithms. Comprehensibility, while not being an unconditional
requirement, is a welcome feature, especially so with new methodology still being
validated. The confusion matrix for logistic regression model is given in Table 2.

Table 1. The results for logistic regression (LR), random forests (RF), support vector
machines (SVM), and näıve Bayes classifier (NB)

Majority LR RF SVM NB

CA 0.758 0.846 0.864 0.841 0.853

Brier 0.367 0.221 0.195 0.232 0.314

AUC 0.500 0.914 0.925 0.896 0.848

Table 2. The confusion matrix for logistic regression model. The results are averaged
over all repetitions of 10-fold cross-validation.

Bradykinesia (predicted) Dyskinesia (predicted)

Bradykinesia (clinician) 23.2 14.8

Dyskinesia (clinician) 9.4 109.6

Table 3 contains ten most important features for the logistic regression model.
The three most important features (avgP.min) all describe variability in speed
(radial, tangential, and absolute) of drawing over the whole range of the spiral.
The minimum over all three spiral drawings is taken. The features plrErrComCnt
(avg and max) describe the level of curvature or smoothness of the spirals. The
percentage of time the patient draws towards the centre is also quite important
(percNeg feature) as well as the general misfit of the drawing as compared to
the ideal spiral in polar coordinates (plrErrFit). The number of times the spiral
crosses itself (rot.avgP) is also important — it is a good measure of severe
fluctuations during drawing.
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Table 3. The coefficients of the logistic regression with pre-discretization of attributes.
Only ten most influential attributes (as measured by beta value range) are given.

Attribute Importance General description

radSp.avgP.min 1.13 radial speed variability

tangSp.avgP.min 1.02 tangential speed variability

absSp.avgP.min 0.78 absolute speed variability

plrErrComCnt.avg 0.70 level of curvature/smoothness of the spiral

radSp.percNeg005.min 0.69 percentage of time the patient drew towards the centre

plrErrComCnt.max 0.67 level of curvature/smoothness of the spiral

plrErrFit.avg 0.65 general misfit from the ideal spiral (template)

tangSp.avgP.rng 0.65 tangential speed variability

tangSp.avgP.max 0.63 tangential speed variability

rot.avgP.min 0.62 number of times the spiral crosses itself

4 Discussion

The main observation is that all the algorithms are clearly better than the major-
ity classifier. This indicates that the features of the Slovenian ParkinsonCheck
application contain relevant symptom information for objective assessment of PD
motor symptoms when applied to data collected by a telemetry device used in
a three years Swedish clinical study. Even though the features were designed
for early detection of PD and ET symptoms, the findings indicate that a set of
them can be used for recognizing upper limb motor movements specific to Off
episodes and peak-dose dyskinesias, which are prominent in advanced patients
experiencing motor fluctuations.

In order to cover cases from all the patients involved in the Swedish study
and to make it possible for the clinicians to rate the spirals, a sample of spirals
from the whole database has been drawn by randomly selecting 3 test occasions
per patient [7]. The results presented in this paper are preliminary since the web
interface is currently being used by other clinicians.

However, we could not assess whether the features are useful for detecting
tremor using the Swedish dataset. This is because the patients in the Swedish
study did not have action tremor hence the rater identified ‘cause’ in only 1
out of 260 cases as tremor. The spatial and temporal characteristics of this case
were different from those cases with ‘cause’ rated as bradykinesia and dyskinesia.
Therefore, in the future it would be interesting to investigate the feasibility of
the features for capturing the whole spectrum of Off symptoms including both
bradykinesia and tremor as well as dyskinesias.

The results presented in this paper were obtained using only the aggregated
features over all three spiral drawings. While experimenting, we also fitted mod-
els using the non-aggregated features, and the observed classification accuracies
were up to 90% (with increases in other metrics as well). However, we decided
to present the results only for aggregated features as we currently do not have
a good explanation why any given spiral (first, second, or third attempt) would



274 A. Sadikov et al.

be more important than the others. It does indicate, though, that there is more
information that can be extracted from this data. From the confusion matrix
presented in Table 2, we can conclude that there were more misclassifications
for bradykinesia class than dyskinesia. This can probably be because of the
unbalanced data design where majority of the spirals (76%) were rated as dysk-
inesia. This is something that we are looking into while continuing this research.
Moreover, it has to be noted that both possible misclassifications carry equal
weight as both conditions are unpleasant for the patient and both need to be
properly addressed.

In contrast to other technology-based symptom assessment strategies which
are mainly based on the use of wearable sensors [8], spirography has been used
mainly for assessing the severity of the symptoms. To our knowledge, only [9]
have tackled the problem of assessing motor fluctuations using spirography tasks.
However, they have mainly focused on quantifying the severity of dyskinesias
only, by limiting data processing on frequency bands relevant to dyskinesias,
and with no reference to Off symptoms. In contrast, our approach is designed
to capture movement patterns exhibited by patients being in Off (bradykinesia)
and dyskinesia motor states.

5 Conclusions and Future Work

The present study demonstrates that a lot of information about the PD pa-
tient’s condition can be extracted from his or her spirographic data. The main
conclusion is that it is feasible to apply ParkinsonCheck’s features and pre-
processing methodology to quite a different set of spirographic data. The features
can thus be thought of as quite general for the description of the spiral drawings.

In the long term this result suggests that spirography could be used as a valid
method for objective monitoring of PD patients, especially combined with other
tests that could detect those conditions that were currently misclassified. The
latter could be improved with new features as well, however, we suspect that
tests complementary to spirography will have a more significant impact.

The obvious future work is to look into the misclassified cases and try to
either improve the model or get an understanding of why the misclassifications
occurred. It would be interesting for a clinician to review the misclassified cases,
perhaps changing his opinion or pointing the reasons for the misclassification.
This could lead to potential new features for describing the spirals. Or it could
hint at the lack of information in the spirals for this particular problem. Another
helpful avenue of work is to visualise the most important characteristics of the
spirals for each difficult case – this would make the clinicians’ assessment much
easier.

In the future, the plan is to collect more ratings on animated spirals from
more clinicians. This would allow us to investigate the feasibility of time-space
reconstruction of the spirals to clinicians and to investigate how the machine
learning approach would adjust itself to individual ratings of multiple raters.
The long-term plan is also to include multiple objective motor function mea-
surements with different sensors including wearable sensors, eye tracking and
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upper limb touch screen tests (tapping and spirography) as well as video record-
ing the patients while performing the tests and executing standardized motor
tasks. This would allow us to investigate the relationship of the objective mea-
sures and blinded video ratings as well as their relationship to plasma levodopa
concentration.
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Attribute Visualisation for Computer-Aided Diagnosis: A Case Study. In: Proceed-
ings of the IEEE International Conference on Healthcare Informatics, pp. 294–299
(2014)

13. Fayyad, U.M., Irani, K.B.: Multi-interval discretization of continuous-valued at-
tributes for classification learning. In: Proceedings of the 13th International Joint
Conference on Artificial Intelligence, pp. 1022–1029 (1993)

14. Elble, R.J., Sinha, R., Higgins, C.: Quantification of tremor with a digitizing tablet.
Journal of Neuroscience Methods 32, 193–198 (1990)
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Abstract. Resuscitation and stabilization are key issues in Intensive
Care Burn Units and early survival predictions help to decide the best
clinical action during these phases. Current survival scores of burns focus
on clinical variables such as age or the body surface area. However, the
evolution of other parameters (e.g. diuresis or fluid balance) during the
first days is also valuable knowledge. In this work we suggest a method-
ology and we propose a Temporal Data Mining algorithm to estimate the
survival condition from the patient’s evolution. Experiments conducted
on 480 patients show the improvement of survival prediction.

1 Introduction

Intensive Care Burn Units (ICBU) are specialized units in which the main
pathologies treated are inhalation injuries and severe burn injuries. Early mor-
tality prediction after admission is essential before an aggressive or conservative
therapy can be recommended. Severity scores are simple but useful tools for
physicians when evaluating the state of the patient. Scoring systems aim to use
the most predictive pre-morbid and injury factors to yield an expected likeli-
hood of death for a given patient [14]. Baux and prognostic burn index (PBI)
scores provide a mortality rate by summing age and percentage of total burn
surface area (%TBSA) [2], while the abbreviated burns severity index (ABSI)
also considers the gender and presence of inhalation injury [15].

Nevertheless, the evolution of other parameters during the resuscitation phase
(first 2 days) and during the stabilization phase (3 following days) can also
be important. The initial evaluation and resuscitation of patients with large
burns that require inpatient care can only be loosely guided by formulas and
rules. The inherent inaccuracy of formulas requires continuous re-evaluation and
adjustment of infusions based on resuscitation targets. Incomings, diuresis, fluid
balance, acid base balance (pH, bicarbonate, base excess) and others help to
define objectives and to assess the evolution and treatment response.

c© Springer International Publishing Switzerland 2015
J.H. Holmes et al. (Eds.): AIME 2015, LNAI 9105, pp. 277–286, 2015.
DOI: 10.1007/978-3-319-19551-3_36
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In the ICBU, patient’s evolution is registered but not considered in scores for
mortality prediction. We believe this could be a relevant improvement for cur-
rent knowledge. This knowledge can be discovered with Temporal Data Mining
(TDM). TDM has the capability of mining activities, inferring associations of
contextual and temporal proximity, some of which may also indicate a cause-
effect association.

In this work, we face three main challenges: a) to provide the physicians
with insight knowledge of the patient’s evolution, b) to extract a manageable
amount of knowledge, and c) to generate understandable models that could be
interpreted by the expert. To this end, we have conducted different experiments
within a 4-step knowledge discovery process.

The rest of the paper is organized as follows. Section 2 describes the methods
for discovering sequential patterns and for classification. Section 3 describes the
case study and the data preprocessing. Section 4 shows the results and discusses
the methods. Finally, we provide the conclusions and future works.

2 Methods

2.1 Background Work

Some related work on the use of patterns as predictors can be found in the
literature. There is a good experience in using association rules with algorithms
such as CBA or CMAR [10], but these patterns do not consider the evolution of
the variables. Other authors use temporal abstraction techniques [7], where the
original data is abstracted into interval sequences and then association rules are
discovered, or focus on measures for selecting patterns, such as the relative risk or
a coverage measure [9]. In [19] sequences are used to classify good and bad plans
in production systems. In [5], the authors propose an optimization technique to
weight the patterns. In the clinical domain, univariate frequent episodes of SOFA
subscores during the first days after admission were identified in [16]. Then,
the authors selected a reduced number of patterns using Akaike’s Information
Criterion to build a logistic regression model for predicting the survivability
of patients suffering from multiorganic failure. Later, in [17] the same authors
showed that the use of univariate patterns as predictors is at least as effective
as clinical scores.

Regarding the ICBU, few works have dealt with the problem of survival pre-
diction using machine learning or intelligent data analysis [8]. As far as we know,
none of them consider patient’s evolution.

2.2 4-Step Knowledge Discovery Process

In order to build models for predicting mortality in ICBU, we define a 4-step
knowledge discovery process. The first two steps focus on the pre-processing of
the database and use a pattern discovery technique to show the patients’ evolu-
tion. Then, we propose a post-processing of the patterns in order to reduce the



Using Multivariate Sequential Patterns to Improve Survival Prediction 279

Fig. 1. 4-step knowledge discovery process

number of patterns discovered. Finally, in order to obtain interpretable models,
the remaining patterns are used to build classification models in the form of
rules and decision trees.

Step 0: Discretization of Temporal Attributes. The first step focuses on
the discretization of all temporal attributes for three reasons: (1) we avoid the
variability in splitting points of continuous attributes calculated in every branch
of the decision tree, (2) the patterns are easy to interpret by the clinicians since
they contains their usual language, and (3) we increase the legibility of the
patterns due to the reduced number of variables.

In order to discretize, on the one hand, we can use a measurement like entropy,
based on information gain with respect the class. On the other hand, an expert
can provide a qualitative abstraction. The latter can introduce a bias, and even
the predictive capacity of the variable may decrease. In our case, we adopted
an expert driven discretization approach since the formulae for transforming the
original data also allows us to normalize the data, and hence, to have a fairer
pattern comparison regardless other patient’s variables.

Step 1: Mining Multivariate Sequential Patterns. In this paper we focus
on in the extraction of frequent sequences from a set of patient’s sequences. In
order to define the problem, we introduce the following concepts:

Definition 1. Let Σ = {te1, te2, . . . , ten} be a set of items and let O and T
two attributes, where dom(O) and dom(T ) denotes the domain of O and T ,
respectively. A transactional dataset D is a set composed by r transactions, D =
{D[0], D[1], . . . , D[r]}, where D[i] is a 3-tuple (o, t, E), with o ∈ dom(O), t ∈
dom(T ), and E ⊆ Σ.

The O-attribute represents a real world entity. Each o ∈ O is a sequence of
the dataset composed of a set of attributes. T describes the temporal context
associated with the transactions. Table 2 shows an example of a dataset formed
by 4 objects, where each object is associated with an enumeration of transactions.

Definition 2. Let D be a set of transactional data formed by a set of r 3-tuple
(o, t, E). If we assume that |dom(O)| = n,D can be divided into n disjoint subsets,
each one associated with a particular object. Therefore, each oi is associated with
its corresponding subset denoted byDoi and formed by ri tuples,Doi = {(t, Eoi)},
where

∑n
i=0 ri = r. Each Doi corresponds to an input sequence formed by a set of

events Soi = {eoi1 , eoi2 , . . . , eoim}, where eoij = (te, t) = (tet). The union of the whole
set of sequences generates the set of sequencesDS related toD.



280 I.J. Casanova et al.

Fig. 2. Ordered transactional dataset

Definition 3. From the DS set we can define the support of a sequence Si as
support(Si) = fr(Si)

|O| , where fr(Si) denotes the frequency of the sequence. A
sequence Si is frequent if and only if support(Si) > σ, where σ is the minimum
support defined by the expert of the domain.

In the right part of Figure 2 we can see the set of sequences DS associated
with the set D with different sizes. For example, the 3-frequent sequence "(B F)
(A):2" means that the items "(B F)" are found together twice before the itemset
that only contains "(A)".

Regarding the algorithms for mining sequential patterns, there are three pio-
neer proposals: GSP algorithm with the Apriori strategy [1], SPADE algorithm
with the Equivalence Classes strategy [18], and PrefixSpan with Pattern Growth
strategy [12]. A number of algorithms based on the three above-mentioned pro-
posals have focused on improving the efficiency by using different search strate-
gies or data structures.

In this article we use the FasPIP algorithm[6]. FaSPIP is based on the Equiv-
alence Classes Strategy and it is able to mine both points and intervals. Besides,
FaSPIP uses a novel candidate generation algorithm based on boundary points
and efficient methods to avoid the generation of useless candidates and to check
their frequency.

Step 2: Post-processing. The pattern explosion phenomenon is one important
drawback of using patterns as predictors for classifiers. If the support is low, the
number of frequent patterns increases sharply. This problem becomes extremely
limiting when we work with large databases. One interesting approach used to
solve this problem consists of searching for patterns with specific properties such
as closed patterns [11] or maximal patterns [3].

Definition 4. A frequent sequence Si is a closed sequence if there is no another
frequent supersequence with the same support.
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Definition 5. A frequent sequence Si is a maximal sequence if there is no an-
other frequent supersequence of it.

Clearly, the collection of frequent closed sequences is smaller than the collec-
tion of all frequent sequences. And the collection of frequent maximal sequences
is smaller than the collection of closed sequences. The search of closed patterns
provides two benefits at the same time: a reduction in the number of candidates,
and a more compact output while maintaining the maximum amount of infor-
mation [11]. However, with the maximal sequences we lose some information and
we are not able to rebuild the original database since some supports are missing.

In this article we explore the use of closed and maximal patterns instead of
the frequent ones as predictors in order to increase the discriminative capacity.

Step 3: Classification Algorithms with Interpretable Models. In the
knowledge discovery process we chose a model easy to interpret by the physician.
We opted for using two different algorithms to cover possible differences in the
database structure: one that generates a general model and one that is able to
find local models.

On the one hand, we chose a decision tree [13]. Some of the advantages of
decision trees are: they are easy to understand, they are easily converted to a set
of production rules, and they can classify both categorical and numerical data.

On the other hand, we chose a sequential covering algorithm, such a Repeated
Incremental Pruning to Produce Error Reduction, RIPPER [4]. In this case, rules
are learned one at a time, and each time a rule is learned, the tuples covered by
the rule are removed. This process is repeated until there are no more training
examples or if the quality of a rule obtained is below a user-specified threshold.

3 Case Study

The database has 480 patients registries recorded between 1992 and 2002. From
the database, we have removed all patients with missing data on the variables
selected for this study. Although it was not necessary for mining sequential
patterns, we removed them to be able to compare the results with the burn
severity scores. After this cleansing, 379 patients remain, where 79.95% (303/76)
of them survived, 69.39% (263/116) are male, and 47.23% (179/200) of them
have inhalation injuries. Table 1 depicts a summary of the static attributes of
the database.

One of the objectives of the resuscitation phase is to restore the fluids. Incom-
ings (INC) were originally given in cc, we decided to make them uniform to the
weight of the patient and to the %TBSA according to the Parkland’s formula
for resuscitation (the most used one). We have used quartiles to make four in-
tervals: [<, 2.3), [2.3, 3.66), [3.66, 5.78), [5.78, >]. The usual unit with meaning
for diuresis (DIU) is cc/kg/h, so we have divided all values between weight and
24 (every value is daily register with cumulated 24 hours). Clinical terms usually
used in adults for diuresis are oliguria under 0.5 cc/kg/h, normal diuresis within
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Table 1. Attribute summary

Attribute Min Max Mean Std. Dev
Age (years) 9 95 46.57 20.75
Weight (kg) 25 120 71.1 10.76

Length of stay (days) 5 163 26.11 25.31
Total burn surface area (%) 1 90 31.78 20.61
Deep burn surface area (%) 0 90 17.67 18.16

SAPS 6 58 20.76 9.57

0.5 and 1 cc/kg/h, and augmented diuresis over 1 cc/kg/h. Values above 1 mean
a normal functioning, but we have used the third quartile to differentiate aug-
mented from high values. Intervals defined are [0, 0.5), [0.5, 1), [1, 1.9), [1.9, >].
The fluid balance (BAL) measures the difference between the incomings and the
total fluid output (not only diuresis). A desired value would be slightly positive
balance. In this case, the therapeutic goal is fulfilled every day, and we have used
the median of the consecutive days as a way of improvement. We defined the
intervals [<, -2), [-2, 10.5), [10.5, 20.4), [20.4, 52.22), [52.22, >], being 10.5, 20.4
and 52.22 the medians of the forth, third and second day respectively.

For pH, bicarbonate and base excess, there is no standard criterion for qual-
itative discretization. A possible abstraction is the distinction of pH values in
severe acidosis [<,7.20), moderate acidosis [7.20,7.30), mild acidosis [7.30,7.35),
normal [7.35,7.45), mild alkalosis [7.45,7.50), moderate alkalosis [7.50,7.60), and
severe alkalosis [7.6, >).

The qualitative abstraction of base excess (BE) is done with respect pH and
maintaining pCO2 in 40 mmHg. Normal values of BE are between -2 and 2
mEq/L. We have used 4 intervals for different level of acidosis and alkalosis:
[<,-4), [-4,-2), [-2,2), [2,4), [4,>].

Normal levels of bicarbonate (BIC) are within [21,25] mmol/L, and we have
defined the following intervals using the interquartile difference Q3-Q1 to create
a reference around normal values: [<, 17), [17,21), [21,25), [25,29), [29, >].

4 Experiments and Discussion

We have run several experiments that mine patterns and use them as predictors
in the classifiers. In the first place, we consider only patterns as extracted from
the database with FasPIP with different supports. Then, we have explored the
number of closed patterns and maximal patterns as well as their main features.
Table 2 shows the number of patterns discovered with different support values,
the maximum length of the patterns in days, and the maximum number of events
in the patterns. If we use a high support, only very common and short patterns
are found; these patterns have less discriminative value since they appear in both
survivors and non survivors with similar support. We did not use supports below
5% since the longest pattern at 10% already span to the 5 days.

The set of closed patterns is smaller than the original one, and the set of
maximal patterns is the smallest one. In general, long patterns should be more
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prone to overfitting, but if we consider the monotonicity property, a closed pat-
tern summarizes all its subpatterns without losing information (the support).
When we chose only maximal patterns, we get the essential evolution, but we
lose information about the support. Usually, a set of long patterns (containing
more than 5 elements in our case) would have a common prefix and differ only
in a few elements, with similar discriminative capacity than their superpatterns.

Since we wanted to extract rules on both survivors and non survivors, we
also run a second experiment that extracts patterns from the subset of survivors
and from the subset of non-survivors in order to remove common behaviour or
patient’s evolution that is not discriminative. In order to get more robust rules,
we included patterns with a small degree of overlap in both classes (patterns
that are found in survivors and at most in 2% of non survivors). In Tables 2
and 3 they are called contrast patterns and robust contrast patterns respectively.
For example, with support at 15% we found 42 closed contrast patterns and 81
robust contrast patterns. As expected, the number of patterns (predictors) is
clearly reduced using the same support.

Table 2. Number of patterns and maximum length in each test

Support Type All Closed Maximal days/events
40% Full 311 289 227 3 / 4
20% Full 4295 4269 3137 4 / 6
15% Full 11525 11498 8424 4 / 7
10% Full 43193 43151 31236 5 / 8
5% Full 373051 372013 261560 5 / 9
15% Contrast 43 42 41 4 / 6
10% Contrast 16115 14828 13526 5 / 9
15% Robust 82 81 77 4 / 6
10% Robust 16154 14867 13546 5 / 9
10% Class pattern 24878 24873 18123 4 / 7

We carried out a third experiment to try to keep more discriminative patterns.
To that end, we included the class as a new transaction in day 6 in every patient
sequence. After mining the patterns, we discarded the frequent patterns that did
not contain the class as last item. Then, we remove the class and check again the
patients whose sequence contains the pattern (regardless they survive or not).
We name them class patterns in Tables 2 and 3. Contrary to what we thought,
we found even more patterns of this kind using the same support because the
class is very frequent in the database and it is found in many patterns.

In Table 3 we compare the classifiers built with static knowledge and those
built using patterns as predictors with the three previous experiments. For the
predictors, we used the patterns obtained with 10% support in order to avoid
overfitting with too specific patterns (experiments with higher support values
provided worse results, but we omitted them due to space reasons). In both
cases, we configured the classifiers with the same minimum number of elements
in each leaf or rule to 2% of the instances. In the database with static attributes,
we did not use the LOS attribute since it contains information that extends over
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Table 3. Results of the experiments with RIPPER algorithm

Sensitivity Specificity Accuracy AUC
Static attributes 91.9% 38.16% 80.47% 0.6681

Full Patterns 88.78% 19.74% 74.93% 0.54
Full Patterns (Closed) 91.09% 31.58% 79.16% 0.606

Full Patterns (Maximal) 94.06% 19.74% 79.16% 0.574
Contrast Patterns (Closed) 100% 80.26% 96.04% 0.899

Robust Contrast Patterns (Maximal) 100% 78.95% 95.78% 0.87
Class Patterns (Full) 94.72% 25% 80.74% 0.6031

the five first days after admission. The accuracy, sensitivity, specificity and AUC
are calculated with a 10-fold cross validation.

As expected, the sensitivity is very high in all the experiments, since the
proportion of survivors is about 80% in the database. The low specificity in
experiments that do not use contrast patterns may be caused by the high number
of sequential patterns and the low number of patients in the database. In general,
closed patterns keep more information than maximal ones.

The use of contrast patterns improved the specificity given by the classifier
with static data. This is due to the fact that the models are able to include rules
for a better prediction of the deceased. In the case of robust contrast patterns, the
models do not show significant difference in neither accuracy nor AUC. The use
of non-partial patterns did not improve the classifiers. This may be because the
class variable is very common and the patterns obtained were not discriminative.
RIPPER generated only 2 rules for normal, closed and maximal patterns.

In this database, a high number of redundant patterns is generated since some
of the variables are closely related, e.g. fluid balance is related to incomings and
diuresis. However, the meaning of these variables is different since incomings
are a sign related to the treatments, while diuresis is a sign of how the kidney
behaves. Although the algorithms do not include correlated patterns in the same
model, it would be interesting to do the same experiment using fewer variables.

Fig. 3. A RIPPER model using multivariate sequential patterns

Finally, we also drew our attention to the size of the models. We found that the
RIPPER models are smaller than the decision trees. The rules usually contain
only few patterns (from 3 up to 11), and they can be easily understood and
interpreted by the expert. As an example, Figure 3 depicts a model that shows
a default rule for survivors and several for deceased. The rules usually contain
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a pattern with an evolution, and several patterns negated (see "and not") that
contains events that are not observed in the patient.

In order to compare our classifier with clinical scores, we have calculated the
Brier Score for the Baux (0.12), R-Baux (0.12), and ABSI (0.14) scores of burn
patients, for SAPSII (0.14) score, and for our classifier (0.04). Our classifier
clearly outperforms the clinical scores for mortality prediction.

5 Conclusions and Future Work

In this article we propose a 4-step knowledge discovery process to build a model
for predicting mortality of patients in a database of an ICBU with 480 patients.

First, a physician-driven pre-processing was done based on temporal data dis-
cretization. The second step consisted of the discovery of multivariate sequential
patterns that describe the evolution of six variables during the first five days af-
ter the admission of patients in an ICBU. We used the novel FasPIP algorithm,
an efficient algorithm based on boundary items to mine the patterns.

The third step focused on reducing the amount of patterns to deal with the
pattern explosion problem. A novel contribution of this paper is the exploration
of the support property for pattern selection. We have shown the results with
closed and maximal multivariate sequential patterns.

As regards to classification, we chose models that make it easy for the physi-
cian to interpret the survival prediction rationale. We opted to use a sequential
covering algorithm and a decision tree. We have compared the accuracy, sensi-
tivity, specificity and AUC of these models with other state-of-art classifiers to
show their performance.

To the best of our knowledge, this is the first paper where multivariate se-
quential patterns are used as mortality predictors in ICBU or ICU.

The results of the classification tests show that our approach is comparable to
the burn severity scores used currently by physicians. Unlike these scores, based
on data at admission time, our proposal is based on data of the first five days.
We highlight the interest of physicians in this kind of patterns since they can
provide insights about the possible evolution of the variables of the patient (and
hence, the response to the treatment).

For further research we plan to include temporal information in the patterns.
In this sense, we can abstract the patterns into intervals or to include metric
information in the patterns with the relative distance between the variables.
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Abstract. It would be desirable before a surgical procedure to have a
prediction rule that could accurately estimate the probability of a pa-
tient bleeding, need for blood transfusion, and other important outcomes.
Such a prediction rule would allow optimal planning, more efficient use
of blood bank resources, and identification of high-risk patient cohort for
specific perioperative interventions. The goal of this study is to develop
an efficient and accurate algorithm that could estimate the risk of mul-
tiple outcomes simultaneously. Specifically, a heterogeneous multi-task
learning method is proposed for learning outcomes such as perioperative
bleeding, intraoperative RBC transfusion, ICU care, and ICU length of
stay. Additional outcomes not normally predicted are incorporated in
the model for transfer learning and help improve the performance of rel-
evant outcomes. Results for predicting perioperative bleeding and need
for blood transfusion for patients undergoing non-cardiac operations from
an institutional transfusion datamart show that the proposed method
significantly increases AUC and G-Mean by more than 6% and 5% re-
spectively over standard single-task learning methods.

Keywords: Multi-task Learning · Machine learning · Blood
transfusion · Health care · Regression · Classification

1 Introduction

Bleeding in patients undergoing surgical procedures is a serious and relatively
common complication that has been found to be associated with significant mor-
bidity and increased mortality [1]. Excessive bleeding, re-operation for bleeding
and intraoperative red blood cell (RBC) transfusion are common both during and
shortly after major surgical procedures. In spinal surgery for example, between
30% and 60% of patients require allogeneic blood transfusion [2]. Re-operation
for bleeding and administration of blood products are associated with postop-
erative complications including transfusion associated lung injury (TRALI) and
transfusion-associated circulatory overload (TACO) [3]. Despite the increased
risk of postoperative complications and mortality, various studies have shown
large variability in the number of units of blood products transfused among
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different centers in the US. According to the national blood collection and uti-
lization survey [4], the number of RBC units transfused annually is about 14
million. At an estimated cost of $761 per unit of RBC, this amounts to $10.5
billion in health care expenditures [4]. Methods are therefore needed to more
accurately estimate the risk of bleeding and the need for blood products during
surgical procedures.

Many studies have derived scores to assess the risk of bleeding during surgical
procedures [5,6], however, most of these methods are based on standard sta-
tistical regression techniques. These models require assumptions regarding the
functional form of the prediction function and the distribution of variables. If
any of these assumptions are incorrect, derived relationships may be misleading.
Machine learning (ML) methods on the other-hand can estimate complex rela-
tionships between the outcome and predictors with reasonable accuracy, thus
producing robust and consistent risk scores.

However, it is not sufficient to simply apply standard ML methods and hope
to improve prediction accuracy. The traditional learning in ML, where single
tasks are learned one at a time, may be counterproductive in some applications.
In particular, single task learning (STL) ignores potential sources of informa-
tion that may be available in some related tasks. Instead, the multiple tasks
can be learned simultaneously, sharing what each task learns to improve predic-
tion accuracy. This type of learning is known as multi-task learning (MTL) [7].
Specifically, MTL deals with the problem of learning multiple prediction tasks
(such as regression or classification) jointly such that information can be shared
efficiently among the tasks. A major advantage of MTL over conventional STL
is that it can achieve significantly better generalization performance, especially
when the number of labeled examples per task is very small.

MTL has gained a lot of research interest in the past decade and many methods
have been proposed [8,9,10]. Themethod has been advantageouslyapplied inmany
areas including sentiment classification, document categorization, image retrieval,
predicting future stock returns, etc. [11]. However, very few applications of MTL
can be found in healthcare. This study proposes a new regularization-basedMTL
for predicting important surgical outcomes such as perioperative bleeding (PB),
intra-operativeRBCtransfusion (Intra-RBC),Re-operation for bleeding (Re-OP),
need for ICU care, need for post-operativemechanical ventilation (Post-MV), ICU
length of stay (ICU-LOS), andhospital length of stay (LOS). In addition to predict-
ing these relevant outcomes, an important feature of the proposed method is that
some Pre-, Intra-, and Post-operative measurements such as fresh frozen plasma
(FFP) and platelet transfusions that are often of interest to clinicians are incorpo-
rated as additional tasks. These additional outcomes which will be called nuisance
tasks are outcomes that one would not normally predict, or are outcomes that only
become available after predictions of some relevant outcomes must be made. For
example predicting preoperative plasma transfusion may not be of interest for a
population with international normalization ratio (INR) greater than 1.5, but in-
formation on whether a patient was administered FFP or not might help in pre-
dicting PB or Intra-RBC. The nuisance tasks are usually available in the training
set and can be used in MTL to donate information and help the performance of
predicting the relevant tasks.
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Application of the proposed heterogeneous MTL to predict perioperative out-
comes for patients undergoing non-cardiac operations show that the method
can improve overall predictive accuracy over STL. Specifically, using 50 Monte
Carlo experiments, the AUC and G-Mean for predicting PB were significantly
increased (p-value < 10−16) by 6.10% and 6.84% respectively while the corre-
sponding values for Intra-RBC were 6.02% and 5.33%.

2 Methods

This section briefly reviews two learning tasks commonly employed in multi-task
learning: regression and classification. Regularized kernel least squares regression
is considered for regression tasks while extreme logistic regression [12] is consid-
ered for classification tasks because of its speed and scalability properties. Differ-
ent from previous studies, the considered regression and classification tasks are
represented in a unified heterogeneous multi-task framework for learning contin-
uous and discrete outputs from a common set of input variables simultaneously.

2.1 Regularized Least Squares Regression

The goal of nonparametric regression is to predict the value of a scalar response
variable yi = f(xi) ∈ Y corresponding to an input vector x = (x1, . . . , xd) ∈ X

under the assumption that the joint distribution of (X,Y) or the function f is
possibly unknown.

In kernel based regression, the input data is mapped onto a higher dimensional
feature space through a map function φ such that φ : x → φ(x) ∈ R

df . In the
higher dimensional feature space, which can be infinite, linear functions can be
constructed that represents non-linear functions in the input space. Specifically,
given a set of i.i.d training examples D = {(xi, yi), i = 1, . . . n}, the regularized
kernel least squares regression (RKLS) method finds estimates of the parameters
β that solves the optimization problem:

min
β,ε

L(β, ε) =
1

2
‖β‖2 + γ

2

n∑

i=1

ε2i

subject to : zi = βᵀφ(xi) + εi, ∀ i = 1, . . . n , (1)

where ‖·‖ is the L2-norm, εi is the error on example xi and zi = yi. The solution
to the optimization problem can be solved using Lagrange multipliers. However,
the map function φ(·) is usually not known. In [12], this problem is addressed
by explicitly mapping φ : x → φ(x) ∈ R

p(x) into a finite randomize feature
space. This significantly reduces the cost of computing the corresponding kernel
matrix.

2.2 Extreme Logistic Regression

Extreme logistic regression (ELR) is a recent algorithm introduced in [12] that
extends the extreme learning machine (ELM) theory [13] to kernel logistic re-
gression (KLR) by replacing the square error loss of ELM with the logistic loss
function.
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As in ELM, ELR replaces the expensive kernel computation of KLR with a
cheap randomized feature space kernel to obtain a simple, fast and minimally
tuned algorithm with comparative generalization performance to support vector
machines (SVM) and KLR. In addition to its good generalization performance,
a major benefit of ELR compared to ELM and SVM is that it produces class
posterior probability outcomes, whereas SVM and ELM outputs class decisions.

The constrained optimization problem of ELR as derived in [12] is given by

min
β,ε

L(β, ε) =
1

2
‖β‖2 + γ

2

n∑

i=1

wiε
2
i

subject to : zi = βᵀφ(xi) + εi, ∀ i = 1 , . . . n , (2)

where β = (β1, . . . , βp)
ᵀ are model parameters, φ is the output function that

maps the input data to a p dimensional randomized feature space φ(x) ∈
R

p, and wi = π(xi)(1 − π(xi)) are weights for each example with π(xi) =
1/ (1 + exp(−βᵀφ(xi))) the class conditional probability for each example. zi
represents a modified outcome variable given by zi = βᵀφ(xi)+

1
wi

(yi− π(xi)) .
Observe that except for the weights wi, the form of the optimization problem

for RKLS in (1) is exactly the same as that for ELR. This representation provides
a simple and unified framework for simultaneously learning of both regression
and classification tasks, i.e. heterogeneous multi-task learning.

3 Multi-Task Learning

Multi-task learning (MTL) is an approach where knowledge is transfered or
shared among related tasks. By transferring knowledge, the learned model can
generalize better on unseen data compared to learning the tasks independently.
MTL can be especially beneficial in situations where the number of training
examples per task is very small.

The goal of MTL is to find T prediction functions FT = {f1, . . . , fT} such
that ft(xt) ≈ yt in a joint manner with information shared among the tasks.
This is in contrast to traditional learning where each ft is estimated separately.
Various learning algorithms have been proposed for MTL. In neural network
methods [7], the networks share their first hidden layer, while all the remaining
layers are specific to each task. Bayesian methods [8] enforces task similarity
through a common prior probability distribution on task parameters. Recently,
much attention has been focused on the regularization-based multi-task learning
strategy [9,10], which is also the approach pursued in this work.

This paper considers the set-up where there are T related regression or classi-
fication tasks, each associated with its own list of nt training examples Dt =
{(xit, yit)} ∈ X

t × Y
t. For simplicity, it is assumed that all tasks have the

same input space, i.e X
1, . . . ,XT = X (nt = n) and each xi ∈ X = R

d is a
d-dimensional column vector of feature variables and yit ∈ R for regression tasks
while yit ∈ {0, 1} for classification tasks.
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3.1 Regularized Multi-Task Learning with RKLS and ELR

The multi-task formulation in this study is based on the regularized multi-task
learning proposed in [9]. In this approach, all similar tasks are forced to share a
common mean, i.e. the tasks specific parameter vector is taken as βt = β0 + vt.
If vt is small, then the task are “close” or similar to each other. The goal then
is to estimate all vt as well as the common mean β0 simultaneously. Based on
the approach in [9], the optimization problem for the proposed MTL method
formulated for RKLS and ELR is given by

min
β0,v,ε

L(β0,v, ε) =

T∑

t=1

n∑

i=1

wδit
i ε2it +

λ1

T

T∑

t=1

‖vt‖2 + λ2‖β0‖2

subject to : zit = βᵀ
tφ(xi) + εit ∀ i = 1, . . . n, t = 1, . . . , T , (3)

where λ1, λ2 are positive regularization parameters controlling task similarity
and δit = 1 if task t is classification and 0 otherwise.

Let β∗
0 and v∗

t be the optimal solution of problem (3), then applying the La-

grange method it can be shown that β∗
0 = λ1

Tλ2

∑T
t=1 v

∗
t . This relation suggests

that β0 can be replaced with an expression of vt in (3) to produce a heteroge-
neous MTL problem that depends only on the vt’s.

3.2 Dual Solution to Heterogeneous MTL Optimization Problem

By using a similar feature map as in [9], the dual of problem (3) is linked to
the dual of RKLS or ELR which allows easy optimization of the Lagrangian
function. Specifically, a feature map function Φ : X× {1, . . . , T } → R is defined
to connect the prediction functions ft(x) by ft(xi) = βᵀΦ(xi; t) where

Φ(xi; t) =

⎛

⎝φ(xi)
ᵀ

√
μ

,O, . . . ,O︸ ︷︷ ︸
t−1

,φ(xi)
ᵀ,O, . . . ,O︸ ︷︷ ︸

T−t

⎞

⎠
ᵀ

∈ R
pT ′×1 ,

and β = (
√
μβᵀ

0 ,v
ᵀ
1 , . . . ,v

ᵀ
T )

ᵀ ∈ R
pT ′×1 and T ′ = T +1. O denotes a row vector

of length p whose entries are all zero and μ = Tλ2

λ1
.

With these transformations, the following theorem for heterogeneous MTL is
similar to theorem 2.1 in [9].

Theorem 1. Let γ = λ1

T , μ = Tλ2

λ1
and define the randomize feature space kernel

Kts(xi, xj) = Φ(xi; t)
ᵀΦ(xj ; s), t, s = 1, . . . , T. Then the dual of problem (3) is

given by

T∑

t=1

n∑

j=1

αjsKts(xj , xi) +
1

wδit
i

αit

γ
= zit, i = 1, . . . , n, t = 1, . . . , T (4)

If α∗
it is a solution to the problem above, then the solution to problem (3) is given

by

f∗
t (xi) =

T∑

s=1

n∑

j=1

α∗
jsKts(xj , xi) (5)
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Proof. See the on-line supplementary material at
http://informatics.mayo.edu/CLIP/files/SupplementaryMaterialAIME2015.
pdf. �	
The parameter μ controls tasks similarity where small values indicates tasks are
related.

Let

φ(X) = a n× p matrix containing φ(xi)
ᵀ on its i-th row, (6)

Φ = Φ(X;T ) =

⎛

⎜⎜⎜⎝

1
μφ(X) φ(X) O · · · · · · O
1
μφ(X) O φ(X) · · · O

...
... · · · . . .

...
1
μφ(X) O · · · · · · φ(X)

⎞

⎟⎟⎟⎠ ∈ R
nT×pT ′

,

α = (α11, . . . , αn1, . . . , α12, . . . , αn2, . . . , α1T , . . . , αnT )
ᵀ ∈ R

nT×1,

Y = (y11, . . . , yn1, . . . , y12, . . . , yn2, . . . , y1T , . . . , ynT )
ᵀ,

π = (π11, . . . , πn1, . . . , π12, . . . , πn2, . . . , π1T , . . . , πnT )
ᵀ,

W = diag(wδit
i , i = 1, . . . , n, t = 1, . . . , T ) a diagonal weight matrix,

δ = diag(δit, i = 1, . . . , n, t = 1, . . . , T ),

then the expression in (4) can be written in matrix form as:

(
ΦΦᵀ +

1

γ
W−1

)
α = z (7)

where
z = δΦΦᵀα+W−1(Y− δπ) (8)

Equations (7) and (8) represents the standard iterative reweighted least squares
(IRLS) problem whose solution proceeds iteratively by updating α in (7) and
z in (8). This recursive solution is applicable only for classification tasks. Since
z = Y for regression, (7) is a simple linear system that can be solved directly.

Predictions. Given the training set X and a test example x∗, the predicted re-
sponse for a regression task is given by y∗t = Φ(x∗; t)ᵀΦ(X; t)ᵀαt, while
the class probability for a classification task is given by π∗

t = 1/(1+ exp (−Φ(x∗; t)ᵀ

Φ(X; t)ᵀαt)).
This solution in α can be computationally very expensive since the complete

training set has to be stored for prediction. The next section presents some
efficient strategies to mitigate this problem among others.

3.3 Approximate Multi-Task Learning with RKLS and ELR

The recursive training of classification tasks can be expensive for large data sets.
Each iteration involves the inversion of a nT × nT matrix which has a O(n3T 3)
computational cost. Strategies to reduce this cost have been described elsewhere
[14,15] and only the results of applying these methods are presented here.

http://informatics.mayo.edu/CLIP/files/SupplementaryMaterialAIME2015.pdf
http://informatics.mayo.edu/CLIP/files/SupplementaryMaterialAIME2015.pdf
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For the case where n 
 p, [15] transformed (7) into a much smaller pT ′× pT ′

system by writing α in terms of β. Likewise, [14] proposed a simple approxima-
tion of the logistic function which transformed the IRLS problem into a least
squares problem. Applying these transformations, a simple and fast heteroge-
neous MTL algorithm is obtained and given by

(
ΦᵀΦ+

1

γ
W̃

)
β = Φᵀz̃ (9)

where for each task t, W̃t = 4δtIpT ′ , and z̃t = 4δt(Yt − δt
2 ). IpT ′ is a pT ′ × pT ′

identity matrix.
Given a test example x∗, the predicted response for a regression task is com-

puted as y∗t = βᵀΦ(x∗; t) while class probability for a classification task is given
by π∗

t = 1/ (1 + exp (−βᵀΦ(x∗; t)))

4 Multi-Task Learning of Perioperative Outcomes

In transfusion studies, there are often many outcomes of interest such as PB,
Intra-RBC, Re-OP, need for ICU care, LOS, and mortality. Some of these out-
comes are very related (e.g ICU care, ICU-LOS, Post-MV and LOS, massive PB
and Intra-RBC) such that in principle knowledge can be borrowed or shared be-
tween models for each of these outcomes. In addition there is often not enough la-
beled examples for some of these outcomes to learn a good model independently.
Under such circumstances, it is advantageous to share information across models
for similar tasks. Tasks with sufficient training examples can provide information
to help prediction for tasks with very few training examples.

Knowledge can also be borrowed from tasks that one is not specifically inter-
ested in or may consider irrelevant. In the perioperative environment, valuable
measurements may become available only after predictions of an outcome of in-
terest must be made. For example, FFP or platelets administered 24 hours after
surgery when bleeding occurs during surgery. These measurements cannot be
used as inputs for the bleeding model because they will not be available at pre-
diction time. Equally, some measurements are available before predictions are to
be made, but one will normally not need to use them as inputs or as outcomes.

In both cases and especially in the former, if training is performed off-line,
then these measurements can be used as extra tasks in MTL to donate informa-
tion and help improve performance of the relevant tasks. These extra tasks are
referred to as nuisance tasks in this study because they are not of immediate
interest but are needed to help boost the performance of the main tasks. The
predictions made on the nuisance tasks are discarded when the MTL model is
used.

4.1 Study Population

Screening for study participation was performed using an institutional periop-
erative datamart [16] that captures data for all patients admitted to acute care
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environments. To be considered for study participation, patients must have met
the following criteria: age ≥ 18 years, noncardiac surgery, and an INR ≥ 1.5 in
the 30 days preceding surgery. Between 2008 and 2011, a total of 1,234 patients
were identified and comprised the study population.

The distributions of the main and nuisance outcomes for the entire population
are shown in Table 1. All classification tasks are binary (Yes/No). With respect
to bleeding, there was a significant difference (p-value = 1×10−8) in age between
patients who bled (mean age = 61) and those who did not (mean age = 67).
Males were more common in both groups but not statistically significant between
groups. A total of 55 predictors were considered for inclusion in the analyses (see
the on-line supplementary material).

Table 1. Distribution of Main and Nuisance Outcomes

Main Outcomes

Classification PB Intra-RBC Re-OP ICU Care Post-MV
No 811 910 1169 757 917
Yes 423 324 65 477 317

Regression ICU-LOS LOS
mean (days) 3.38 13.25

Nuisance Outcomes
Classification Pre-FFP Pre-Platelets Intra-FFP Intra-Platelets Post-RBC Post-FFP Post-Platelets

No 1095 1207 890 1058 974 1069 1123
Yes 139 27 344 176 260 165 111

4.2 Results

To investigate the improvement in performance of MTL over STL, first indepen-
dent regression or classification models are learned using RKLS or ELR described
in Sections 2.1 and 2.2 respectively. Second, a MTL model is learned to predict
each of the main outcomes: Main = { PB, Intra-RBC, Re-OP, ICU Care, Post-
MV, ICU-LOS, LOS}. Finally, the nuisance outcomes are grouped into Pre-,
Intra- and Post-operative outcomes and incorporated as extra tasks in the main
MTL model. This step produces 4 models: Main + Pre = {Main, Pre-Plasma,
Pre-Platelets}, Main + Intra = { Main, Intra-Plasma, Intra-Platelets}, Main +
Post = {Main, Post-RBC, Post-Plasma, Post-Platelets} and All = {Main, Pre,
Intra, Post}.

A five fold cross-validation training procedure was performed with p = 300
(number of random features) and γ = 0.05 for both STL and MTL. It should
be noted that these pre-selected values are the default parameters for the ELR
algorithm and may not be optimal. The task similarity parameter was also set
to 0.1.

Table 2 presents average performance measures for predicting the main out-
comes on the test sets. AUC and G-mean (

√
sensitivity + specificity ) are re-

ported for classification tasks while mean absolute error (MAE) and mean square
error (MSE) are reported for regression tasks. The results show that MTL in-
creases AUC and G-mean for PB and Intra-RBC by more than 5%. Student
t-test from 50 Monte Carlo experiments confirmed that this increase was statis-
tically significant at the 95% confidence level (p-value < 10−16). Corresponding
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Table 2. Performance of STL and MTL: p = 300, γ = 0.05, μ = 0.1

STL MTL
Outcome Main Main+Pre Main+Intra Main+Post All
Classification AUC G-mean AUC G-mean AUC G-mean AUC G-mean AUC G-mean AUC G-mean
PB 0.82 0.73 0.87 0.78 0.86 0.75 0.87 0.77 0.87 0.77 0.86 0.76
Intra-RBC 0.83 0.75 0.88 0.78 0.87 0.78 0.88 0.78 0.88 0.79 0.88 0.78
Re-OP 0.73 0.68 0.74 0.72 0.74 0.70 0.74 0.68 0.74 0.69 0.74 0.69
ICU Care 0.78 0.71 0.81 0.73 0.80 0.73 0.80 0.73 0.80 0.73 0.80 0.74
Post-MV 0.86 0.79 0.87 0.78 0.87 0.80 0.87 0.78 0.87 0.79 0.87 0.78
Regression MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE
ICU-LOS 0.79 1.16 0.63 0.80 0.62 0.76 0.64 0.81 0.63 0.80 0.62 0.78
LOS 0.80 1.08 0.65 0.69 0.64 0.68 0.66 0.70 0.65 0.70 0.65 0.70

(a) Perioperative bleeding (b) Intraoperative RBC transfusion

Fig. 1. Performance of STL and incremental addition of tasks in MTL

increase for ICU Care was also significant. Values for RE-OP and Post-MV in-
creases as well but not significant (AUC p-values: 0.4 and 0.15, G-Mean p-values:
0.3 and 0.02 respectively). PB , Intra-RBC and ICU Care appeared to be more
related while Re-Op and Post-MV appeared to be also related. These results
suggest that the tasks do not equally learn from each other.

MTL also significantly reduced MAE and MSE for all regression tasks by large
margins compared to STL (p-value < 10−16) . Optimal performance was seen
for the MTL model that includes main outcomes and pre-operative nuisance
outcomes.

It is interesting to investigate the improvement in performance when tasks
are added incrementally starting from a single task classifier. Figure 1 shows the
AUC for PB and Intra-RBC as the nuisance tasks are added sequentially based
on the order in the perioperative period when they become available. This is then
followed by inclusion of the main tasks. The single addition of Pre-FFP increases
AUC by more than 4%. Clearly, superior predictive performance for PB can be
obtained through a MTL model that includes Pre, Intra and Post-RBC nuisance
outcomes.

5 Conclusion and Future Work

A simple and accurate MTL algorithm is derived in this study based on RKLS
and ELR algorithms and applied to predict perioperative outcomes. Different
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from previous regularized MTL methods in the literature, the proposed hetero-
geneous MTL approach seamlessly combines regression and classification tasks
into a unified formula, thus facilitating knowledge transfer between tasks and
allowing for easy implementation. Results for predicting perioperative outcomes
in a blood transfusion study show that the method can improve predictive per-
formance by large margins compared to learning the task independently. An
interesting feature of the study is that, outcomes observed in the perioperative
period that one will not normally predict are used as additional tasks. This
was found to be particularly helpful in improving the performance of regression
tasks. The results suggest that additional perioperative measurements which are
usually considered irrelevant should be reported during data collection. The out-
come of this study could facilitate optimal planning and utilization of hospital
blood bank resources, and aid in identification of specific groups of patients most
suitable for administration of blood products.

A limitation of the comparison results presented in this study is that the
results may not be optimal for some methods as the tuning parameters were
preselected, however, the same training condition was applied to all methods.
The presented work can be extended in several possible directions. For example,
as indicated by the results, knowledge is not transfered equally among tasks,
thus extensions to include task clustering can investigated. Similarly, methods
to select optimal tuning parameters, especially the task relatedness parameter,
can be studied.
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Abstract. An electronic nose (eNose) is a promising device for exhaled
breath tests. Principal Component Analysis (PCA) is the most used tech-
nique for eNose sensor data analysis, and the use of probabilistic methods
is scarce. In this paper, we developed probabilistic models based on the
logistic regression framework and compared them to non-probabilistic
classification methods in a case study of predicting Acute Liver Failure
(ALF) in 16 rats in which ALF was surgically induced. Performance
measures included accuracy, AUC and Brier score. Robustness was eval-
uated by randomly selecting subsets of repeatedly measured sensor val-
ues before calculating the model variables. Internal validation for both
aspects was obtained by a leave-one-out scheme. The probabilistic meth-
ods achieved equally good performance and robustness results when ap-
propriate feature extraction techniques were applied. Since probabilistic
models allow employing sound methods for assessing calibration and un-
certainty of predictions, they are a proper choice for decision making.
Hence we recommend adopting probabilistic classifiers with their associ-
ated predictive performance in eNose data analysis.

Keywords: Electronic nose · Probabilistic classification · Internal
validation · Calibration · Discrimination

1 Introduction

In recent years, there has been an increasing interest in exhaled breath analysis as
a diagnostic tool due to its non-invasive nature and its versatility [1]. Analyzing
the spectrum of volatile organic compounds (VOCs) present in breath can give
insight into the physiological and pathological processes operative in the entire
organism in different clinical conditions [2]. Electronic nose (eNose) technology
has been proposed for real-time characterization of VOC patterns.

An eNose is a device composed of an array of gas sensors with partial speci-
ficity coupled with a pattern recognition software [3]. Each sensor reacts to dif-
ferent fractions of VOCs and the collective output of the array yields a unique

c© Springer International Publishing Switzerland 2015
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fingerprint of the gaseous mixture under study [4]. Appropriate data analysis
techniques must be applied to extract the biological information of interest [5].

eNoses are mainly used for classification purposes after training with an ap-
propriate algorithm [6]. The choice of data analysis method is crucial to the suit-
ability and effectiveness of the instrument for specific detection applications. The
most commonly used algorithms include Principal Component Analysis (PCA),
Linear Discriminant Analysis (LDA) and cluster analysis [7]. More complex clas-
sifiers, like Neural Networks (NN) and Support Vector Machine (SVM) are also
used [6]. However, the use of probabilistic classification methods is scarce.

Wlodzimirow et al. [8] first investigated exhaled breath analysis by eNose as a
non-invasive test for Acute Liver Failure (ALF) in an animal model. They used
an eNose to capture breath traces of 16 rats in which ALF was surgically induced.
They developed and validated four non-probabilistic classifiers that use the first
and second principal component from PCA of the eNose data to discriminate
exhaled breath measurements during ALF from other conditions.

In this paper, we introduce four additional probabilistic classifiers and com-
pare them to the current classifiers in terms of performance and robustness.

2 Methods

2.1 Experimental Setting

An established animal model of ALF in rats was studied in which each rat was
its own control. In order to resemble clinical ALF, complete liver ischemia (LIS)
was induced in 16 rats by means of a two-step procedure. In the first step, an
end-to-side portacaval shunt was performed (PCS); the rats were then allowed
to recover for 3 days. In the second step, complete ischemia of the liver was
performed by ligation of the hepatic artery and common bile duct. To capture
a potential confounding effect of PCS and LIS procedures, two sham operations
were performed in 3 rats.

Breath samples were collected by means of an eNose. Each measurement lasted
about 15 minutes. The eNose data consisted of the signals from its eight sensors,
stored in the on-board database and then copied into an offline database.

Our design implied that measurements were divided into the following groups:

1. healthy group: measurements in healthy rats twice a day for 3-5 days.
2. PCS group: measurements in PCS rats twice a day for 3 days.
3. LIS group: measurements in LIS rats every hour until the rat was sacrificed.
4. sham1 group: measurements in three rats after the sham PCS procedure.
5. sham2 group: measurements in three rats after the sham LIS procedure.

Due to the limited amount of data, a combined control group was formed from
the healthy, PCS and sham groups.

During the preprocessing phase, for each 15-minute measurement a delta value
was calculated as the difference between the maximum and the minimum signal
value for a sensor. For each rat, the median of the deltas in each of the two
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groups (LIS and c-p-s) was computed; these variables were named pS1-pS8. 11
rats had both a c-p-s and a LIS stage, while 2 rats which died early and 3 rats
subjected to the sham operations only had measurements in the c-p-s group.

Data analysis was conducted in the statistical environment R 3.1.0.

2.2 Classification Methods

The signals from the eNose sensors were used as predictors in binary classification
models to discriminate measurements in the LIS group from the c-p-s group.

Wlodzimirow at al. [8] had previously developed four standardnon-probabilistic
classifiers (described below). Only 14 rats were used to develop these methods, as
the other two lacked a signal from an extra CO2 sensor; since this sensor was not
used in this paper, results were updated using all 16 rats.

– PC1 threshold. A new observation is classified based on whether its first
principal component PC1 is above or below a fixed threshold. The threshold
is chosen as the value minimizing the classification error on the training set.

– Average distance. A new observation is classified as belonging to the closest
group in the sense that the average Euclidean distance in the PC1-PC2 space
to each point of the group is less than to the other group.

– k nearest neighbors (kNN). Euclidean distances in the PC1-PC2 space are
calculated and a new observation is classified as belonging to the majority
group of its k nearest neighbors. Models are implemented for k=3, 5.

We introduced four additional probabilistic classifiers:

– Logistic regression (LR). A logistic regression model is developed using the
median delta values pS1-8 as predictors. Feature selection based on the
Akaike Information Criterion is applied using a backward stepwise algorithm.

– Principal Component Analysis and logistic regression. PCA is performed on
the median delta data pS1-8. The principal components are then used as
predictors for a logistic regression model. The first PCs that explain at least
95% of the cumulative variance are included in the model. Additionally, a
model using only the first principal component PC1 as predictor is developed.

– Partial Least Squares (PLS) and logistic regression. A PLS regression model
is fitted using pS1-8. PLS components are selected choosing the number that
minimizes the root mean square error of prediction (RMSEP). The selected
PLS components are used as predictors for a logistic regression model.

For all the probabilistic classifiers, an optimal cutoff value for the predicted
probabilities is found in order to obtain a predicted class for each observation.
The value is chosen as the point on the receiver operating curve (ROC) closest
to the top-left part of the plot with perfect sensitivity and specificity.

2.3 Validation

A leave-one-out strategy was used to evaluate the performances of all the clas-
sifiers. At each iteration, one rat was used as a test set, and the remaining rats
formed the training set.
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The following performance measures were adopted [9]: accuracy, Area under
the Receiving Operator Characteristic curve (AUC), Brier score.

When the test rat had two observations (one in the LIS and one in the c-p-s
stage), a mean value of the predicted probability and of the accuracy was used
to account for the fact that those two predictions were obtained on the same
rat. Therefore, each performance index calculated on each test rat within the
leave-one-out procedure was assigned a 1 weight if the test rat had only a c-p-s
stage, and a 0.5 weight if the rat had both a c-p-s and a LIS stage. The final
global performance index was computed as a weighted mean for all the rats.

A sensitivity analysis to the preprocessing procedure was also performed. The
performances of the classifiers on the original dataset were compared to the per-
formances of the same classifiers on a dataset constructed by randomly sampling
delta values for each stage in each rat (instead of computing the median).

An iterative procedure was developed. At each iteration, for each rat one
measurement for the c-p-s stage and one for the LIS stage (if available) were
randomly sampled; a new dataset was thus created. Each classifier was developed
and validated on the new dataset. These steps were repeated 500 times.

The performances of all the classifiers were further compared to a reference
random classifier which at each iteration assigned to the observations of the
dataset a class obtained from the permutation of the true class values.

3 Results

Table 1. Classification results: performances (left) and sensitivity analysis (right)

method acc AUC Brier mean acc sd acc

LR 0.69 0.68 0.31 0.7 0.1
PCA + LR 0.78 0.86 0.12 0.7 0.09

PC1 LR 0.91 0.87 0.1 0.72 0.09
PLS + LR 0.81 0.86 0.14 0.7 0.09

PC1 threshold 0.91 - - 0.74 0.1
PCA + 3NN 0.91 - - 0.71 0.1
PCA + 5NN 0.91 - - 0.72 0.1

PCA + average 0.78 - - 0.64 0.1

The performances of the classifiers are shown in the left side of Table 1. When
comparing the two best probabilistic and non-probabilistic models (logistic re-
gression based on PC1 and PC1 threshold method), they are found to yield
the same class predictions in the leave-one-out validation process; significance
testing would therefore not lead to identifying any differences. The right side of
the table shows the mean and the standard deviation of the distributions of the
accuracies obtained in the iterative procedure for the sensitivity analysis.

The percentage of cases within the iterative procedure in which each classifier
had better accuracy performances than the permutation classifier was: 84.4%
for logistic regression, 82.6% for PCA and logistic regression, 90% for logistic
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regression based on PC1, 83.4% for PLS and logistic regression, 94.2% for PC1
threshold method, 84% for PCA and 3 nearest neighbors, 85.4% for PCA and 5
nearest neighbors, 72.4% for PCA and average distance.

4 Discussion

The non-probabilistic classification methods developed by Wlodzimirow et al. [8]
achieved very good results on the dataset. When appropriate feature extraction
techniques such as PCA and PLS were employed, the probabilistic methods
based on logistic regression performed equally well. In both cases models based
on the first principal component PC1 alone yielded the best performances. It
may be useful in further studies to apply additional evaluation approaches, such
as bootstrapping and leave-two-out cross validation.

The sensitivity analysis showed that when models were trained on datasets
where the two stages in the rats were assigned a randomly sampled measurement
instead of the median value, the accuracy performances were worse, though still
adequate. Both non-probabilistic and probabilistic models proved sufficiently
robust to the preprocessing strategy. In particular, the two models based on
PC1 which achieved the best results on the preprocessed dataset also performed
best within the sensitivity analysis.

While not harming overall performance and robustness, relying on a proba-
bilistic approach for the detection of ALF provided deeper insight in the inherent
uncertainty associated to the prediction, thereby adhering to the Murphy’s con-
sistency principle [10]. Performance measures such as the Brier score and the
AUC could be employed in tandem to evaluate calibration and discrimination of
the models, which were overlooked by the other classifiers, in order to facilitate
decision making about individual cases.
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Abstract. To ensure timely use of new results from medical research
in daily medical practice, evidence-based medical guidelines must be up-
dated using the latest medical articles as evidences. Finding such new
relevant medical evidence manually is time consuming and labor inten-
sive. Traditional information retrieval methods can improve the efficiency
of finding evidence from the medical literature, but they usually require
a large training corpus for determining relevance. This means that both
the manual approach and traditional IR approaches are not suitable for
automatically finding new medical evidence in realtime. This paper pro-
pose the use of a semantic distance measure to automatically find rele-
vant new evidence to support guideline updates. The advantage of using
our semantic distance measure is that this relevance measure can be
easily obtained from a search engine (e.g., PubMed), rather then gather-
ing a large corpus for analysis. We have conducted several experiments
that use our semantic distance measure to find new relevant evidence for
guideline updates. We selected two versions of the Dutch Breast Cancer
Guidelines (2004 and 2012), and we checked if the new evidence items in
the 2012 version could be found by using our method. The experiment
shows that our method can not only find at least some evidence for 10
out of the 16 guideline statements in our experiment (i.e. a reasonable
recall), but it also returns reasonably small numbers of evidence candi-
dates (i.e. a good precision) with an acceptable real-time performance
(an average of approximately 10 minutes for each guideline statement).

1 Introduction

Based on the latest scientific research results, evidence-based medical guidelines1

are developed to guide daily medical practice and to provide better medical prac-
tice. The scientific publications selected in the guideline are named as evidence
to support the guideline conclusions. Ideally, a guideline should be updated im-
mediately after new relevant evidence is published, so that the updated guideline
can serve medical practice using latest medical research evidence[10]. However,
the update of the guideline is often lagging behind medical scientific publications

1 For brevity, we will simply speak of ”guidelines”
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for two reasons. The first reason is the sheer volume of medical publications. Not
only the number of medical articles and the size of medical information are very
large, but they are also updated very frequently. For example, PubMed2 is a
bibliographic database of citations and abstracts. Just in the PubMed, there are
more than 24 million citations for biomedical literature from MEDLINE3, life
science journals, and online books. Just in 2013, more than 700,000 articles were
added (amount to almost 2000 new entries each day of the year). The second
reason is that updating a guideline is laborious and time-consuming. The up-
date of guidelines usually abides by a strict schedule and takes an average of
2 years from the beginning of update to its finishing[6]. The long duration of
the update process may cause the situation that a guideline might be out of
date by the time it has been published. Indeed, in an evaluation of the need
for updating systematic reviews, [11] found that almost one quarter of system-
atic reviews are likely out-of-date at two years post-publication. In the National
Guideline Clearinghouse, guidelines are required to have been re-examined every
three years, but [3] concluded that for their purposes that a three monthly liter-
ature search would be needed. So how to find new relevant evidences in realtime
to support the guideline update becomes an important issue.

In order to solve those disadvantages, some approaches have been proposed
that use information retrieval or machine learning technology to find relevant
new evidence. Reinders et al.[9] describe a system to find relevant new evidence
for guideline updates. The approach is based on MeSH terms and their TF-IDF
weights, which results in the following disadvantages: i)the use of MeSH terms
terms means that if a guideline statement does not use any MeSH term, there
is no way to measure the relevance, ii)the use of TF-IDF weights means that
the system has to gather all relevant sources, which is time-consuming, iii)the
number of returned relevant articles is sometimes too large (sometimes over a
few million), so that it is impossible for an expert to check if an evidence is really
useful for the guideline update.

Similar to Reinders’ method, Iruetaguena et al.[6] also developed an approach
to find new evidences. That method is also based on gathering all relevant articles
by searching the PubMed website, and then uses the Rosenfeld-Shiffman filtering
algorithm to select the relevant articles. The experiment of that approach shows
that the recall is excellent, but the precision is very low (10,000 articles contain
only 7 goal articles) [9].

In this paper, we propose a method that uses a semantic distance measure to
automatically find relevant new evidence to support guideline updates. The ad-
vantage of using semantic distance is that the relevance measure can be achieved
via the co-occurrence of terms in a biomedical article, which can be easily ob-
tained via a biomedical search engine such as PubMed, instead of gathering a
large corpus for the analysis. We have conducted several experiments in finding
new relevant evidence for guideline updates.

The contributions of this paper are: i)we propose a semantic distance mea-
sure for ranking terms which have been used in PubMed, ii)we show how this

2 http://www.ncbi.nlm.nih.gov/pubmed
3 http://www.nlm.nih.gov/bsd/pmresources.html

http://www.ncbi.nlm.nih.gov/pubmed
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semantic distance measure can be used for finding relevant evidence in PubMed
for updating a guideline, iii)we present several strategies based on this semantic
distance to direct the search for such new evidences, iv) we report on the exper-
iments and evaluation of our method for finding new and relevant evidences.

This paper is organized as follows: Section 2 presents the basic structure of
guidelines and the procedure of guideline update. Section 3 proposes an approach
based on semantic distance measure over terms, and describes several strategies
which uses the semantic distance measure for finding new and relevant evidences
for guidelines. Section 4 discusses several experiments of our method on the
update of guidelines. Section 5 discusses future work and make the conclusions.

2 Guidelines and Guideline Updates

Evidence-based medical guidelines are based on published scientific research find-
ings. Those findings are usually found in medical publications such as those in
PubMed. Selected articles are evaluated by an expert for their research qual-
ity, and are graded for the degree to which they contribute evidence using a
classification system[8].

A classification of research results in level of evidence is proposed in [8,7] and
consists of the following five classes: Type A1: Systematic reviews(i.e. research
on the effects of diagnostics on clinical outcomes in a prospectively monitored,
well-defined patient group), or that comprise at least several A2 quality trials
whose results are consistent; Type A2: High-quality randomised comparative
clinical trials (randomised, double-blind controlled trials) of sufficient size and
consistency; Type B: Randomised clinical trials of moderate quality or insuf-
ficient size, or other comparative trials (non-randomised, comparative cohort
study, patient control study); Type C: Non-comparative trials, and Type D:
Opinions of experts.

Based on this classification of evidence, we can classify the conclusions in
the guidelines (sometimes called guideline items) with an evidence level. The
following evidence levels on guideline items, are proposed in [7]: Level 1: Based
on 1 systematic review (type A1) or at least 2 independent A2 reviews; Level 2:
Based on at least 2 independent type B reviews; Level 3: Based on 1 type A2 or
B research, or any level of C research, and Level 4: Opinions of experts.

Here is an example of a conclusion in a guideline in [7]:

Classification: Level 1

Statement: The diagnostic reliability of ultrasound with

an uncomplicated cyst is very high.

Evidence: A1 Kerlikowske 2003

B Boerner 1999, Thurfjell 2002, Vargas 2004

which consists of a conclusion classification ’Level 1’, a guideline statement,
and its evidence items with one item classified as A1 and three items classified
as B (jointly justifying the Level 1 of this conclusion).

In order to check if there is any new evidence from a scientific paper which
is relevant to the guideline statement, a natural way to proceed is to use the
terms which appear in the guideline statement (in the example above: terms
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such as ’diagnostic’, ’reliability’, ’ultrasound’, and ’uncomplicated cyst’) to cre-
ate a query to search over a biomedical search engine such as PubMed. In the
experiments of this paper, we use Xerox’s NLP tool to identify the terms from
UMLS and SNOMED CT which appear in guideline statements[1], and then
use these terms to construct a PubMed query to search for relevant evidence.
A naive approach to create such a PubMed query is to construct the conjunc-
tion or disjunction of those terms. In [9], the following facts have been observed:
i)conjunctive queries often result in no results at all (67% of all conjunctive
queries), ii)disjunctive queries often result in too many results (on average over
800,000 results per query). The main problem of these simple approaches is that
the semantic relevance of the terms is not well considered. We will use a seman-
tic distance measure to create search queries in which more relevant terms are
preferred to less relevant terms. In other words, the semantic distance measure
provides us with a method to rank the terms in the search query.

Algorithm 1.1 describes the workflow of our semantic distance method to find
new evidence for medical guidelines.

Algorithm 1.1. Workflow

Select a guideline item;
Obtain the terms from the item’s statement;
Select a term ranking strategy based on semantic distances;
Select a PubMed query construction strategy;
repeat

Construct a PubMed query based on the combination of ranked terms;
Obtain the result (i.e., a PMID list4) of the PubMed query;
Evaluate the query result;

until The result is satisfying

3 Semantic Distance as a Relevance Measure

In Algorithm 1.1 above, ranking the terms is a crucial step in the procedure,
because it tells us which term is more important than others. In this paper,
we propose a method that uses semantic distance as a relevance measure. The
advantage of using semantic distance is that the relevance measure can be calcu-
lated simply via the co-occurrence of terms in a search engine such as PubMed.
The semantic distance measure is based on the assumption that the more fre-
quently two terms co-occur in the same paper, the more semantically related
they are. This assumption is inspired by the Normalized Google Distance from
[2]. The equation for our Normalized PubMed Distance (NPD) is as follows:

NPD(x, y) =
max{log f(x), log f(y)} − log f(x, y)

logM −min{log f(x), log f(y)}

Where f(x) is the number of PubMed hits for the search term x; f(y) is the
number of PubMed hits for the search term y; f(x, y) is the number of PubMed
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hits for the search terms x and y; M is the number of PMIDs indexed in PubMed
(where M=23,000,000 at the time of writing). NPD(x, y) can be understood
intuitively as the symmetric conditional probability of co-occurrence of x and y.

Using the Normalized PubMed Distance (NPD) value to measure
the importance of term. Let G be a set of guideline statements and Terms
be the set of all terms. The function T : G → Powerset(Terms) assigns a set
of terms to each guideline statement such that T (g) is the set of terms which
appear in the guideline statement g. For each guideline statement g ∈ G and a
term x in g, we can define the average distance of term x ∈ g, written AD(x, g),
as the average distance of x to other terms in g as follows:

AD(x, g) =

∑
y∈T (g),y �=xNPD(x, y)

|T (g)| − 1

We define the center term CT (g) as the term whose average distance to other
terms (in the guideline statement g) is minimal:

CT (g) = argx min(AD(x, g))

We can now consider the following different strategies to do term ranking:

– Average Distance Ranking(ADR): this strategy ranks the terms by their
average distance value.

– Central Distance Ranking(CDR): this strategy ranks the terms by their dis-
tance to the center term, where the central distance of a term x in a guideline
statement g, written CD(x, g), is defined as:

CD(x, g) = NPD(x,CT (g))

After we get the ranked terms according to one of these (or possibly other)
strategies, we send the terms as keywords to query the PubMed website to get
the relevant articles for guideline updates. However, if we send all the ranked
terms to query the PubMed website, the query is maximally specific, which will
often cause no results. On the other hand, if we send only the most important
term to query the PubMed website, the query is too broad, and often leading
to too many relevant articles[9]. We therefore propose the following strategies to
select only some terms in the search procedure 5:

– Increment strategy: we start from the single highest ranked term t1, then
adding the next important terms one by one (t2, ...), until we get the first
result that is of sufficient quality.

– Decrement strategy: we start from the conjunction of all ranked terms [t1, ...,
tn], then remove the least important terms one by one (first tn, then tn−1,
etc), until we get the first result that is of sufficient quality.

– Thorough strategy: we consider all term combinations following the linear
order composed by the term ranking (i.e. [t1], [t1, t2], [t1, t2, t3], etc), and we
select the best result among all of them.

5 In the below, all ti are terms, with t1 the top-ranked term, and each ti ranked higher
than ti+1.
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Clearly, the thorough strategy is the most expensive, because it will always
consider all queries n possible queries [t1, ...., tk] of k = 1, ..n, but our experiments
will show that this thorough strategy is still efficient enough to be feasible.

In order to check whether or not a result is satisfying, we need an evaluation
function to measure how good the results are. We consider the following criteria
for this evaluation.

– Term Coverage Criterion: the more terms from a guideline statement are
used for the PubMed query, the more relevant the results are;

– Evidence Coverage Criterion: the more of the original evidence have been
covered in the search, the more relevant the results are. This is based on
the assumption that good search terms will not only uncover new (recent)
evidence, but will also yield the evidence that was underlying the current
version of the guideline. This assumption would break down for very radical
revisions of the guideline, instead of more incremental updates, such as the
ones we are targeting.

– Bounded Number Criterion: it is not effective to have too many results (for
example, more than 10,000 papers). Furthermore, we are likely to miss a lot
of evidence if there are too few results (for example, less than 10 papers).
Thus, we set an upper bound and lower bound on the results. The former is
called the upper bounded number Pu, whereas the latter is called the lower
bounded numberPl.

Based on the three assumptions above, we design a heuristic function h(i) to
evaluate the search results at each step in the workflow processing above. The
heuristic function h(i) can be defined based on the three criteria above as follows:

h(i) = k1T (i)/T + k2E(i)/E + k3(Pu − P (i))/Pu

where T is the total number of terms in the guideline statement; T (i) is the
number of selected terms in this search i; E is the total number of the evidence
items for the guideline statement; E(i) is the number of the original evidence
items which has been covered in this search i; Pu is the upper bounded number;
P (i) is the number of PMID’s that result from this search i, if P (i) is a number
between Pu and Pl, and k1, k2, k3 are the weights of the different criteria.
It is easy to see that the first part of the heuristic function (e.g.,k1T (i)/T )
measures the Term Coverage Criterion, the second part of the function (e.g.,
k2E(i)/E) measures the Evidence Coverage Criterion, whereas the third part of
the function (e.g., k3(Pu − P (i))/Pu) measures the Bounded Number Criterion
with the meaning that the fewer results are returned, the more preferred they
are (if the result size is between Pu and Pl). We propose the following constraints
on the heuristic function h(i):

– Normalized: k1+k2+k3 = 1, implying that the value of h(i) will be between
0 and 1;

– Bounded: k3 = 0 if P (i) > Pu or P (i) < Pl, stating that result sizes which
are larger than Pu or smaller than Pl are not preferred;

– Default: k1, k2, k3 = 1/3, i.e. we can consider the three assumptions equally
important by default.
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– Non-trivial: k1 = 0 if P (i) = 0. Namely we are not concerned with results
for which the number of found evidence items is zero.

Note that in the constraints above we set the weight k3 for the third criterion
to zero if the number of found evidence items P (i) is smaller than the lower
bounded number Pl. However, the value of the heuristic function may not be
zero. Thus, the heuristic function still accepts those results for which the size
of the found evidences is smaller than the lower bounded number. A similar
argument holds for the case of the upper bounded number Pu. We consider the
size constraints as a weak boundary condition. Of course, we can also introduce
a strong condition in which we would not accept any result with a number of
evidence items. The following constraint introduces such a strong bound:

– Strongly Bounded: k1, k2, k3 = 0 if P (i) > Pu or P (i) < Pl.

4 Experiment and Results

We have conducted several experiments for finding new relevant evidence for a
guideline update. For these experiments, we selected the Dutch Breast Cancer
Guideline, with version 1.0 of 2004 and version 2.0 of 2012 as the test data. The
2004 version of this guideline covers only partially the content of the 2012 ver-
sion. For our experiments we have therefore selected 16 conclusions which appear
in both versions of the guidelines. The conclusions of both guidelines have been
converted into RDF NTriple data, and loaded into SemanticCT, a semantically-
enabled system for clinical trials[5]. SemanticCT is powered by LarKC, a seman-
tic platform for scalable semantic data processing and reasoning[4]. We use the
Xerox’s NLP tools to detect the terms of UMLS and SNOMED CT which appear
in guideline statements. We found that in the Dutch breast cancer guidelines, the
average number of the terms in each guideline statement is 6(min=3, max=12).
Thus, the computation of all the semantic distances among those small sizes of
terms (which is quadratic in the number of terms) is not prohibitively expensive:
even for 12 statements, these amounts to only 12*11=132 PubMed queries. Our
first experiment is using Central Distance Ranking with the default weights for
the three criteria (i.e, k1 = k2 = k3 = 1/3), Pu = 1000 and Pl = 25. Among
the 16 guideline items, the system can find goal evidence items for five of them
(’goal evidence items’ are evidence items do indeed appear in the 2012 updated
version of the guideline). For some conclusion statements (for example 04 3 2),
our method can find all of the goal evidence items. It is also nice to see that the
number of suggested new evidence candidates is not too large (max=327) and
not too low (min=9), with an average of 87. On the other hand, for many of the
guideline conclusions, the system does not find any of the goal evidence items.
The results of the searches with the Central Distance Ranking (Pu = 1000 and
Pl = 25), and always using the thorough search strategy, are shown in Table 1.

Our second experiment is similar to the first, but now uses the Average Dis-
tance Ranking instead. Among the 16 guideline items, the system can now find
its goal evidence items for four guideline conclusions. Similarly, for some guide-
line conclusions(04 3 2) all of the goal evidence items have been found. It is also
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Table 1. Found New Evidences with Central Distance Ranking(Experiment 1)
and with Average Distance Ranking (Experiment 2) (Pu = 1000 and P l = 25).
FGE=Found Goal Evidence.

Experiment 1 Experiment 2
Guideline Evidence Evidence Found FGE FGE Found FGE FGE

Item Number Number New New
(2004) (2004) (2012) Evidence (2012) Percentage Evidence (2012) Percentage
04 1 1 4 5 69 1 20% 69 1 20%
04 1 2 2 2 60 1 50% 189 1 50%
04 1 3 2 4 327 3 75% 70 0 0%
04 3 1 12 4 89 0 0% 80 0 0%
04 3 2 2 2 62 2 100% 62 2 100%
04 3 3 1 2 27 0 0% 27 0 0%
04 3 5 2 2 39 0 0% 41 0 0%
04 3 6 3 8 159 3 37.5% 26 0 0%
04 3 7 4 2 52 0 0% 34 0 0%
04 4 1 6 5 219 0 0% 219 0 0%
04 4 2 6 5 42 0 0% 0 0 0%
04 5 1 3 3 77 0 0% 74 0 0%
04 6 1 3 5 62 0 0% 135 0 0%
04 6 2 2 3 89 0 0% 89 0 0%
04 7 1 2 2 9 0 0% 9 0 0%
04 8 1 2 2 15 0 0% 15 0 0%

nice to see that the number of suggested new evidence candidates is again not too
large (max =219) and not too low (min=9), with an average of 77. The results
of the searches with the Average Distance Ranking (Pu = 1000 and Pl = 25) are
shown in Table 1.

From these two experiments, we can see that Central Distance Ranking strat-
egy can find goal evidence items for more guideline conclusions. However, the
system can find such goal evidence items for only five guideline items, although
the number of suggested evidence candidates are reasonably good (e.g., on av-
erage 87). In order to increase the number of found goal evidence items, we can
allow for larger sizes of search results. That can be achieved by a bigger weight
of the evidence coverage criterion, i.e. k2. Thus, our third experiment is using
Central Distance Ranking with the weights k1 = 0.25, k2 = 0.50, k3 = 0.25, and
with upper and lower bound numbers unchanged at Pu = 1000 and Pl = 25.
Among the 16 guideline items, our method can now find goal evidence items for
10 guideline items (up from 5). In other words, at least some goal evidence items
can be found for 62.5% of guideline conclusions, and all goal evidence items are
found for 25% of guideline conclusions. However, the total number of suggested
new evidence candidates are larger than those in the previous two experiments
(average=2824, max =19130, and min=9), and are perhaps too large. The re-
sults of this third experiment (CDR, k1 = 0.25, k2 = 0.50, k3 = 0.25, Pu = 1000,
Pl = 25) are shown in Table 2. Table 2 shows that for 10 out of 16 conclusions
we can find some goal evidence items, and for 4 out of 16 conclusions we can
find all of the goal evidence items; however, for 6 out of 16 conclusions we find 0
evidence and for 5 out of 10 we just find some of the goal evidence items. One of
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Table 2. Experiment 3: Found New Evidences with Central Distance Ranking(k1 =
0.25, k2 = 0.5, k3 = 0.25, Pu = 1000, and Pl = 25 )

GuidelineItemID Evidence Evidence Found Found Found
Number Number New Goal Goal

Evidence Evidence Evidence
(2004) (2004) (2012) (2012) Percentage
04 1 1 4 5 69 1 20%
04 1 2 2 2 60 1 50%
04 1 3 2 4 327 3 75%
04 3 1 12 4 89 0 0%
04 3 2 2 2 62 2 100%
04 3 3 1 2 27 0 0%
04 3 5 2 2 10654 2 100%
04 3 6 3 8 159 3 37.5%
04 3 7 4 2 10657 2 100%
04 4 1 6 5 2495 5 100%
04 4 2 6 5 1300 3 60%
04 5 1 3 3 19130 3 100%
04 6 1 3 5 62 0 0%
04 6 2 2 3 89 0 0%
04 7 1 2 2 9 0 0%
04 8 1 2 2 15 0 0%

the reasons for this low recall is that the number of suggested new evidence
candidates is bounded. Another reason is different terminology is used in the
guideline conclusions and in the evidence items (e.g. ’carcinoma’ vs. ’cancer’).
In future work, we will use medical ontologies to deal with the semantic rela-
tions among such terms. Finally, we have observed that the task can be done
with a reasonably good performance: the minimal time cost is 2.15 minutes, the
maximal time cost is 30.6 minutes, and the average time cost is 10.9 minutes
per guideline statement in Experiment 3.

5 Conclusion and Future Work

The experiments above show that semantic distances can be used to find new
relevant evidence for updating guideline conclusions. Even when these experi-
ments were only initial variations with different ranking strategies and different
weighted criteria, we could find at least some of the goal evidence items from
the literature for 62.5% of the updated guideline conclusions.

From these experiments, we also see that the numbers of found goal evidence
items would be increased if we increase the weight of the evidence coverage
criterion (k2) or if we increase the upper bound number of the search (Pu).
However, both methods would lead to a large amount of suggested evidence
candidates. That would imply time consuming work for a guideline designer
to know which evidence candidates are really useful for the guideline update.
Therefore, one of the future challenges is to reduce the large size of suggested
evidence candidates and thereby improve the precision of the search results.
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In the near future we will investigate the following methods for reducing the
number of irrelevant (or less relevant) evidence candidates:

– Contextualised search. We can add some terms from the context to the
search (for example, terms from the the title of the guideline section and
subsection). It is quite clear that adding more terms in the search would
reduce the sizes of suggested evidence items significantly.

– Search within a time period. Usually we are not interested in evidence items
which have been published a long time ago, and we are more interested in
recent evidence. Thus, adding the period limit (for example, search only for
those papers that appeared in the last 10 years (2005-2015), or only papers
which appeared since the last guideline update, would reduce the sizes of
found evidences significantly as well.

– Search with higher levels of evidence. Usually we are not interested in those
evidence candidates which have weaker evidence class.
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Abstract. Accounting for patients with multiple health conditions is a
complex task that requires analysing potential interactions among recom-
mendations meant to address each condition. Although some approaches
have been proposed to address this issue, important features still require
more investigation, such as (re)usability and scalability. To this end, this
paper presents an approach that relies on reusable rules for detecting
interactions among recommendations coming from various guidelines. It
extends previously proposed models by introducing the notions of action
type hierarchy and causation beliefs, and provides a systematic analy-
sis of relevant interactions in the context of multimorbidity. Finally, the
approach is assessed based on a case-study taken from the literature to
highlight the added value of the approach.

Keywords: Clinical knowledge representation · Combining medical
guidelines · Multimorbidity

1 Introduction

Accounting for patients with multiple health conditions is an important and
complex task that requires analysing potential interactions among recommen-
dations meant to address each condition. The need for supporting multimorbid-
ity has called attention in the medical community [1]. A family of approaches
[2,3,4,5,6] has emerged aiming to enhance the reasoning capabilities of computer
systems to combine several clinical guidelines addressing multimorbidity. How-
ever, there are still important features that require more investigation, among
which are (i) rules (re)usability - having generic rules to detect recommendation
interactions, independent of specific conflicts or guidelines, and applicable in a
(semi)automatic way; (ii) scalability - allowing the combination of “any” number
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of CIGs (Computer Interpretable Guidelines), i.e. detecting interactions among
any number of recommendations; (iii) knowledge reusability - allowing the reuse
of existing clinical knowledge as well as providing reusable knowledge.

We started addressing the aforementioned features in our previous work [6,7,8].
While [6] focuses on providing a conceptual model covering core concepts under-
lying clinical recommendations, namely TMR (Transition-based Medical Recom-
mendation), [7,8] focuses on extending it for detecting of Interactions (TMR4I)
by providing reusable FOL (First Order Logic) rules to identify different types of
recommendation interactions when guidelines need to be merged in a multimor-
bidity scenario. In addition, the aforementioned models are implemented using
Semantic Web technologies and reusing available clinical knowledge sources. Al-
though good results were obtained by applying the models to case studies taken
from the literature, further research is required to apply them in more complex
scenarios. The contribution is an analysis of the impact of introducing the notions
of care action type hierarchies and causation beliefs when detecting interactions
among the recommendations, from which formal rules are derived to enable au-
tomated detection. These notions improve the representation originally proposed
for Care Action and Transition Types, favoring flexibility and re-usability of the
model elements. Finally, an experimental assessment of the models is provided
through a case study borrowed from the literature [2].

The remainder of this paper is structured as follows: Section 2 introduces the
concepts used in this article. Section 3 presents the model and its components.
Section 4 deals with our case study. Section 5 discusses our approach and future
work while Section 6 presents conclusions.

2 Medical Recommendations and Interactions

This section presents some concepts and relations underlying clinical recommen-
dations. They are further incorporated into the TMR models (c.f. Sect. 3). For
instance, consider the following recommendation: “Administering aspirin is rec-
ommended to decrease the body temperature; in addition it does not cause nauseas
and it reduces blood coagulation”. In our approach it is addressed as a positive
recommendation about the execution of the care action type administer
aspirin, justified by the positive causation belief on the promotion of the
transition type decreasing the body temperature1. Moreover, in the same rec-
ommendation two other beliefs are indicated: one negative belief it does not cause
nausea and one positive belief it reduces blood coagulation. Those are addressed
as “secondary” beliefs or side-beliefs associated to sub-recommendations,
which are part of the main one.

By empirically analysing guidelines, we observed that different guidelines can
have the samebeliefs associated tomain recommendation or sub-recommendation.
For instance, Aspirin reduces the blood coagulation appears as main effect in

1 The need for distinguishing action and action types is discussed in [6]. However, for
sake of simplicity, hereafter we refer to both care action types and transition types
as simply care action and transition/effect.
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Diabetes Guideline, but as side-effect in the Osteoarthritis Guideline (see Sect. 4).
We consider the “common-sense term” side-effect as being the positive (causa-
tion) side-belief. Negative causation beliefs in particular were only observed asso-
ciated to sub-recommendations. For instance, the following recommendation is ex-
tracted (adapted) fromthedutchBreastCancerGuideline2: “Breast reconstruction
is recommended for improving the breast aesthetics and (additionally) it will NOT
increase the risk of cancer recurrence”. The negative side-belief does not increase
the risk of cancer recurrence is associated to the action Breast Reconstruction as a
sub-recommendation in the context of the main one.

Moreover, care action types can be organised in hierarchies according to
a “grouping criterion”. For example, pharmacotherapy is an action type that
groups (or subsumes) action types in which pharmacological drugs are admin-
istered, for instance, administer NSAID. The later in turn subsumes action
types regarding the administration of non-steroidal drugs that have the anti-
inflammatory effect, for instance, administer Aspirin and Ibuprofen. In this work,
we are interested in the criteria related to promoted effects. For example, the
anti-inflammatory effect associated to administer NSAID is also expected for
its subsumed action types, e.g. administer Aspirin and Ibuprofen.

Different combinations of recommendations, beliefs, actions and transitions
may give rise to a number of issues. A systematic approach is adopted to anal-
yse interactions among recommendations. Tables 1 to 3 contain the part of this
analysis that was considered relevant for the multimorbidity use-case, divided
into three parts: (i) interactions involving beliefs, (ii) interactions among main
recommendations and (iii) interactions involving sub-recommendations. Three
main types of interactions, introduced in [7], are considered: contradiction,
repetition (of action) and alternative. In addition, new ones are defined: op-
posed beliefs and repeated side-effects. The latter regards different actions
promoting the same side-effect, i.e. if they are both prescribed, the repeated
side-effects are potentially harmful. A color-code is adopted as an additional re-
source for distinguishing the interaction types, which reappears in Fig. 2. The
following definitions are adopted:

– T is a set of transition types defined in the healthcare domain and concerns
the transformation of a certain situation (type) into another.
– Two transitions ti, tj ∈ T are inverse if they produce opposite effects,
denoted as inv(ti, tj).
– Two transitions ti, tj ∈ T are unrelated if they are neither the same nor
inverse, denoted as ti � tj .

– A is a set of care action types defined in the healthcare domain, which can
be performed by healthcare agents with the aim of promoting a transition.
– An action type ai subsuming another action type aj is a transitive relation
denoted as ai > aj , where ai, aj ∈ A.
– Two actions ai, aj ∈ A are unrelated if they are neither the same nor
subsuming one another, denoted as ai � aj .

2 http://www.oncoline.nl/uploaded/docs/mammacarcinoom/Dutch%20Breast%20
Cancer%20Guideline%202012.eps

http://www.oncoline.nl/uploaded/docs/mammacarcinoom/Dutch%20Breast%20 Cancer%20Guideline%202012.eps
http://www.oncoline.nl/uploaded/docs/mammacarcinoom/Dutch%20Breast%20 Cancer%20Guideline%202012.eps
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– Bs is a set of causation beliefs about actions ai ∈ A promoting transitions
tj ∈ T according to a source S. The source can be the clinical literature (clin-
ical studies or guidelines) or clinical KBs. In other words, it maps pairs (ac-
tion,transition) to belief values such that Bs : A×T → {positive, negative}.
We adopt bsai,tj = positive as short notation for a certain bk ∈ Bs.

– G is a set of CIGs, each of which is composed of clinical recommendations,
while R is a set of recommendations extracted from CIGs.

– Main recommendations composing a CIG are denoted as rn � gi, where
gi ∈ G and rn ∈ Ri ⊂ R.

– Sub-recommendations composing a main recommendation are denoted as
srm � rn, where rn ∈ R and srm ∈ Rn ⊂ R.

– Main recommendations are valued as positive (or negative) based on cau-
sation beliefs that justify recommending (or not) an action ai ∈ A in order
to achieve (or avoid) a transition tj ∈ T . It is denoted as rn • bSai,tj =

{positive, negative}, where rn ∈ R, bai,tj ∈ BS .

– Sub-recommendations are associated to side-beliefs to indicate that the
same action (ai) can also promote (or not) other secondary transitions (tk).
It is denoted as srm ◦ bai,tk , where srm ∈ R, bai,tk ∈ BS . In this work we
consider them as not relevant to influence the recommendation valuation as
positive or negative.

To illustrate the analysis, we select the recommendationDo administer aspirin
to decrease the body temperature and vary its components3. We first analyze the
interactions involving causation beliefs, i.e. we verify if there is any incom-
patibility regarding the causation beliefs on which recommendations are based.
Since clinical knowledge is not necessarily a general consensus, it is reasonable
to consider that different guideline authors rely on different literature sources
that can be contradictory about causality beliefs regarding a care action. For
instance, opposed beliefs on the effects of G. biloba and CYP450 isoenzymes are
highlighted by [9]. Table 1 presents an analysis considering two beliefs, fixing a
positive one (ba1,t1) as “(a1) administer aspirin does (t1) decrease the body tem-
perature” and varying the other one (ba2,t2). For example, in the first row, the
other belief varies as either Administer Aspirin (a1 = a2) or Administer NSAID
(a2 > a1) increasing the body temperature, which is the inverse effect stated by
the first belief, thereby resulting in one opposing the other.

In the sequel we analyse interactions among main recommendations,
i.e. we verify the possible interactions between positive and/or negative main
recommendations. For each pair of main recommendations we analyse the rela-
tions between the care actions (=, >,�) against the relations between transitions
(=, inv,�). For instance, consider two positive recommendations to unrelated ac-
tions (e.g. Administer Aspirin � Administer Ibuprofen) that promote the same
transition (decrease the body temperature). They are in an alternative interaction
because one can be recommended in the place of the other to achieve the same

3 It means that we also analyze “clinically irrelevant” sentences like Do administer
aspirin to increase the body temperature.
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Table 1. Interactions between recommendations based on a positive belief (ba1,t1 =
positive), fixed as “(a1) administer aspirin does (t1) decrease the body temperature”
and another belief (ba2,t2) varying as described in the rows and columns.

ba2,t2 = positive
a2 does (promote) t2

a1 = a2 a1 > a2 or a2 > a1

a2: Administer Aspirin a2: Administer NSAID

inv(t1, t2)
√

Opposed beliefs
√

Opposed beliefs

t2: increase body temperature
ba2,t2 = negative

a2 does not (promote) t2

t1 = t2
√

Opposed beliefs
√

Opposed beliefs

t2: decrease body temperature

Table 2. Interactions between a positive main recommendation (ba1,t1 = positive),
fixed as “do (a1) adm. aspirin to (t1) decrease the body temperature” and another
main recommendation (r2) varying as described in the rows and columns.

r2 • ba2,t2= positive
Do a2 to achieve t2

a1 = a2 a1 > a2 or a2 > a1 a1 � a2

a2: Adm. Aspirin a2: Adm. NSAID a2: Adm. Ibuprofen

t1 = t2
√

Repetition
√

Repetition

t2: decrease body temperature
√

Alternative
√

Alternative

inv(t1, t2)
√

Repetition
√

Repetition

t2: increase body temperature
√

Contradiction
√

Contradiction
√

Contradiction

t1 � t2

t2: heal inflammation
√

Repetition
√

Repetition -

r2 • ba2,t2= negative
Do not a2 to avoid t2

t1 = t2
√

Contradiction
√

Contradiction
√

Contradiction

t2: decrease body temperature

inv(t1, t2)
√

Contradiction
√

Contradiction
√

Alternative

t2: increase body temperature

t1 � t2

t2: heal inflammation
√

Contradiction
√

Contradiction -

transition. This and other cases are covered in Table 2. It presents the combina-
tion of two main recommendations: fixing a positive recommendation (r1) while
(i) varying another positive one (r2) and then (ii) varying another negative one
(r2). The cells shaded gray regard the interactions originally addressed in our
previous work [7].

We also analyse interactions involving sub-recommendations, i.e.
we verify possible interactions between one sub-recommendation and another
either positive, negative or sub-recommendations. For instance, considerthe rec-
ommendations do (a1) administer aspirin to heal the pain and additionally (t1)
decrease the body temperature and do not (a2) administer ibuprofen to avoid (t2)
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Table 3. Interactions between a sub-recommendation (sr1 � r1, sr1 ◦ ba1,t1), fixed as
“do (a1) administer aspirin to heal the pain and additionally (t1) decrease the body
temperature” and other recommendations varying as described in the rows and columns

r2 • ba2,t2 = pos. r2 • ba2,t2 = neg. sr2 � r2, sr2 ◦ ba2,t2
Do administer Do not administer Do adm. Ibuprofen ...
Ibuprofen to t2 Ibuprofen to avoid t2 and, additionally, to t2

t1 = t2
√

Alternative
√

Contradiction
√

Repeat. Side-Effects

t2: decrease body temperature

inv(t1, t2)
√

Contradiction
√

Alternative
√

Contradiction

t2: increase body temperature

decreasing the body temperature. They are in a contradiction interaction, since
the former would produce, as a side-effect, the undesired effect stated in the lat-
ter. This and other cases are presented in Table 3, where a sub-recommendation
is fixed, while the other recommendations vary. We consider relations between
transitions promoted by unrelated action types (a1 � a2), since the derivable
interactions for related actions, as well as negative beliefs, are already addressed
in the previous analysis.

Finally, some interaction types entail cumulative behaviour, which is an im-
portant aspect when combining two or more guidelines[7]. For example, recom-
mending 4 times Administer Aspirin for different purposes should not be consid-
ered as 6 different interactions between each pair of recommendations, but one
interaction among 4 recommendations, favouring the optimisation of recommen-
dations or the avoidance of overdose. We consider that repetition and alternative
interactions can accumulate when the same recommendation is related by inter-
actions of the same type. In summary, the additional interactions with respect to
[7] are due to the introduction of action type hierarchies and causation beliefs.

3 TMR Models and FOL Rules

The concepts and their relations discussed in section 2 are incorporated into the
TMR models as presented in Fig. 1. The classes depicted in gray shading are the
ones that remain unchanged with respect to our previous work. Only the main
classes are represented in this diagram (more details in [7]).

Fig. 1. UML class diagram for an excerpt of TMR and TMR4I Models
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Table 4. FOL rules for detecting interactions

Contradiction
r1 • ba1,t1 = pos.

r2 • ba2,t2 = neg.

a1 > a2

∀g, r1, r2, b1, b2, a1, a2, t1, t2( Guideline(g) ∧ r1 �= r2
∧ PositiveRecommendation(r1) ∧ partOf(r1,g) ∧ basedOn(r1,b1)
∧ PositiveBelief(b1) ∧ hasCause(b1,a1)
∧ NegativeRecommendation(r2)∧ partOf(r2,g) ∧ basedOn(r2,b2)
∧ PositiveBelief(b2) ∧ hasCause(b2,a2)
∧ CareActionType(a1)∧ CareActionType(a2) ∧ subsumes(a1, a2)
→ ∃i( Contradiction(i) ∧ relates(i,r1) ∧ relates(i,r2) )

Alternative

sr1 � r1
sr1 ◦ ba1,t1
r2 • ba2,t2 = pos.

t1 = t2

∀g, r1, r2, sr1, b1, b2, t1, t2( Guideline(g) ∧ r1 �= r2
∧ Recommendation(r1)∧ partOf(r1,g)
∧ SubRecommendation(sr1) ∧ partOf(sr1,r1)
∧ PositiveBelief(b1) ∧ basedOn(sr1,b1) ∧ hasEffect(b1,t1)
∧ PositiveRecommendation(r2) ∧ partOf(r2,g) ∧ basedOn(r2,b2)
∧ PositiveBelief(b2) ∧ hasEffect(b2,t2)
∧ Transition(t1) ∧ Transition(t2) ∧ t1 = t2 )
→ ∃i( Alternative(i) ∧ relates(i,r1) ∧ relates(i,sr2) )

Alternative
Cumulative rule

∀i1, i2, r1, r2, r3( Alternative(i1) ∧ Alternative(i2)
∧ relates(i1,r1) ∧ relates(i1,r2) ∧ relates(i2,r2)∧ relates(i2,r3) ∧ r1 �= r3
→ i1 = i2

FOL Rules for detecting the interactions are defined according to the TMR
models, derived from the analysis outlined in Tables 1 to 3. Table 4 presents three
rules illustrating the formalisation derived from the analysis. The first column
reuses the notation provided in Sect. 2 for reference and the second column con-
tains the formulas, highlighting the clauses that refer to the mentioned notation.
The first rule corresponds to the contradiction interaction defined in Table 2, col-
umn 2 (T2C2), i.e., the whole column is comprised in one rule, since it holds true
regardless of the relations among the transitions. The second rule corresponds to
the alternative interaction in table 3, line 1, column 1 (T3L1C1), while the third
rule represents the cumulative behaviour for alternative interactions.

4 Multimorbidity Case Study

The approach is evaluated using a case study on combining three CIGs, Os-
teoarthritis (OA), Diabetes (DB) and Hypertension (HT), defined in [2]. We
previously addressed it in [7] and compared it to the original experiment. In this
section, the results are compared against our previous experiment.

Figure 2 illustrates the aforementioned case study according to the TMR mod-
els. The dotted box in the middle represents the merged-CIG for OA+HT+DB
containing the recommendations inside (e.g. avoid thrombi). The rectangles sur-
rounding the CIG represent the beliefs that transitions regarding a property are
promoted by executing a care action type (e.g. blood coagulation does change
from normal to low by administering aspirin). The care action type is repre-
sented in a dotted ellipse inside the believed transition. A positive (or negative)
recommendation is indicated by a thick arrow labelled with “do” (or “do not”).
The sub-recommendations are placed inside the main ones and connected to
the respective belief by unlabelled thick arrows. Interactions are depicted by
labelled thin arrows (repetition, contradiction and alternative) connecting
the interacting recommendations.
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contradiction

alternative

contradiction

repetition

Fig. 2. Case Study for combining OA+HT+DB

In the left side of Fig. 2, three recommendations are taken from the DB CIG,
for instance Avoid Thrombi: Do administer NSAID (or Tramadol) to reduce the
blood coagulation. From the HT CIG just one main recommendation is considered
Reduce BP: Do administer thiziade to decrease the blood pressure, which in turn
has one side-effect to be taken into account: it increases the blood sugar level. In
the right side, the negative recommendation from the OA CIG is Avoid Bleeding:
Do not administer aspirin to avoid increasing the risk of gastrointestinal bleeding.
The two recommendations in the top, briefly ”Do Administer NSAID” and ”Do
not Administer Aspirin”, have a contradiction interaction according to T2L6C2
in section 2. The other interactions and corresponding cells are: one repetition
(T2L3C2), one alternative interaction (2x T2L1C3 + T3L1C1 accumulated) and
two contradictions (2x T3L2C1).

Therefore, the previous experiment [7] is improved on the detection of inter-
actions that hold due to subsumed action types, besides the ones involving sub-
recommendations. For instance, the two side-effects involved in contradiction,
namely Increasing the blood sugar level and Increasing the blood pressure, were
represented as negative recommendations instead. However, it was not possible
to detect the alternative interaction between Administer Ibuprofen and Admin-
ister Tramadol due to the side-effect decreasing blood coagulation, since it would
require having a positive recommendation to a side-effect, which makes no sense.
In summary, the new approach allows for a more faithful representation of the
recommendations and extends the ability to detect recommendation interactions.

5 Discussion

By extending the TMRmodels and rules with care action type hierarchy and cau-
sation beliefs, a more reusable and scalable approach is provided for detecting
recommendation interactions in the context of multimorbidity. The evaluation
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illustrates its applicability and the improvements achieved with respect to our
previous experiment [7].

The FOL rules for detecting interactions, which can be derived from the anal-
ysis are reusable, i.e. independent of specific conflicts/interactions or guidelines.
In other words, the very same rule can be applied to different CIGs and detect
similar interactions, e.g. do and do not perform a certain action. In turn, related
work would require two specific rules to define, for instance, ”give and do not
give aspirin” and ”give and do not give ibuprofen” as interactions. Particularly,
Wilk et al. [4] also provide FOL rules, although specific rules are still required
for each possible conflict (they are not universally quantified). Piovesan et al. [5]
also proposed guideline-independent algorithms based on an ontology to detect
interactions, restricted to types “concordance” and “discordance”. The use of
intentions associated to actions for detecting “intention interactions” is close to
what we do on verifying the transitions related to recommendations, although
their approach is restricted to positive recommendations justified by positive
causation beliefs. They also address action type hierarchy for detecting inter-
actions, but restricted to drug administration. To the best of our knowledge,
other related work does not address those issues in a broader sense. Finally, our
approach is scalable in number of combined CIGs, since the rules, besides being
reusable accross different CIGs, address the cumulative behavior of interactions
(originally introduced and discussed in depth in [7]).

The formal account provided to the TMR models and rules allows an imple-
mentation relying on Semantic Web technologies, reusing existing biomedical
linked open data (LOD), as we have done in previous work [8]. The TMR-based
data were linked to Drugbank4, complementing the knowledge originally pro-
vided within CIGs in order to detect external interactions, such as drug-drug
interactions and alternative drugs. In future work, our current prototype 5 will
be extended to benefit from other biomedical LOD, to detect external interac-
tions, such as side-effects defined in Sider6. We advocate that providing means
to reuse extensive biomedical background knowledge is an important ingredient
for enhancing the ability to detect problems and alternatives that were not ex-
plicitly mentioned in CIGs, including very up-to-date information. To the best
of our knowledge, related work does not address this feature in depth.

Finally, we also intend to investigate other use-cases beside multimorbidity
together with relevant aspects that would influence them, namely temporal and
qualitative aspects. We will particularly investigate whether the approach pre-
sented in [10] regarding temporal aspects is complementary to ours.

6 Conclusion

We introduce the notions of care action type hierarchy and causation beliefs to
the TMR model, and provide a systematic analysis of recommendation

4 http://www.drugbank.ca
5 http://guidelines.hoekstra.ops.few.vu.nl
6 http://sideeffects.embl.de

http://www.drugbank.ca
http://guidelines.hoekstra.ops.few.vu.nl
http://sideeffects.embl.de
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interactions that are relevant in the context of multimorbidity, while pursuing
(re)usability and scalability. Our approach is evaluated in a realistic case-study
on combining 3 CIGs. As future work we will implement the proposed models,
and we will analyse the applicability of our approach to other use-cases (such as
update or adaptation). We also plan to evaluate our approach in more complex
scenarios with the support of a prototype.
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3. López-Vallverdú, J.A., Riaño, D., Collado, A.: Rule-based combination of comorbid
treatments for chronic diseases applied to hypertension, diabetes mellitus and heart
failure. In: Lenz, R., Miksch, S., Peleg, M., Reichert, M., Riaño, D., ten Teije, A.
(eds.) ProHealth 2012 and KR4HC 2012. LNCS (LNAI), vol. 7738, pp. 30–41.
Springer, Heidelberg (2013)

4. Wilk, S., Michalowski, M., Tan, X., Michalowski, W.: Using First-Order Logic
to Represent Clinical Practice Guidelines and to Mitigate Adverse Interactions.
In: Miksch, S., Riano, D., ten Teije, A. (eds.) KR4HC 2014. LNCS, vol. 8903,
pp. 45–61. Springer, Heidelberg (2014)

5. Piovesan, L., Molino, G., Terenziani, P.: An ontological knowledge and multiple
abstraction level decision support system in healthcare. Decision Analytics 1(1), 8
(2014)

6. Zamborlini, V., da Silveira, M., Pruski, C., ten Teije, A., van Harmelen, F.: Towards
a conceptual model for enhancing reasoning about clinical guidelines: A case-study
on comorbidity. In: Miksch, S., Riano, D., ten Teije, A. (eds.) KR4HC 2014. LNCS,
vol. 8903, pp. 29–44. Springer, Heidelberg (2014)

7. Zamborlini, V., Hoekstra, R., da Silveira, M., Pruski, C., ten Teije, A., van Harme-
len, F.: A Conceptual Model for Detecting Interactions among Medical Recom-
mendations in Clinical Guidelines. In: Janowicz, K., Schlobach, S., Lambrix, P.,
Hyvönen, E. (eds.) EKAW 2014. LNCS, vol. 8876, pp. 591–606. Springer, Heidel-
berg (2014)

8. Zamborlini, V., Hoekstra, R., da Silveira, M., Pruski, C., ten Teije, A.,
van Harmelen, F.: Inferring Recommendation Interactions in Clinical
Guidelines: Case-studies on Multimorbidity. Semantic Web Journal (2015
- Invited submission as extension of [7], Under Revision, Open Acess,
http://www.semantic-web-journal.net/content/inferring-recommendation-
interactions-clinical-guidelines-case-studies-multimorbidity

9. Chavez, M.L., Jordan, M.A., Chavez, P.I.: Evidence-based drug–herbal interac-
tions. Life Sciences 78(18), 2146–2157 (2006)

10. Piovesan, L., Anselma, L., Terenziani, P.: Temporal Detection of Guideline Inter-
actions. In: Int. Conf. on Health Informatics (HEALTHINF), Lisbon (2015)

http://www.semantic-web-journal.net/content/inferring-recommendation-interactions-clinical-guidelines-case-studies-multimorbidity
http://www.semantic-web-journal.net/content/inferring-recommendation-interactions-clinical-guidelines-case-studies-multimorbidity


 

© Springer International Publishing Switzerland 2015  
J.H. Holmes et al. (Eds.): AIME 2015, LNAI 9105, pp. 327–331, 2015. 
DOI: 10.1007/978-3-319-19551-3_41 

A General Approach to Represent and Query  
Now-Relative Medical Data in Relational Databases 

Luca Anselma1, Luca Piovesan1(), Abdul Sattar2, Bela Stantic2,  
and Paolo Terenziani3  

1 Department of Computer Science, University of Turin, Italy 
{anselma,piovesan}@di.unito.it 

2 Institute for Integrated and Intelligent Systems, Griffith University,  
Queensland, Australia  

{a.sattar,b.stantic}@griffith.edu.au 
3 DISIT, Institute of Computer Science, Università del Piemonte Orientale,  

Alessandria, Italy 
paolo.terenziani@unipmn.it 

Abstract. Now-related temporal data play an important role in the medical context. 
Current relational temporal database (TDB) approaches are limited since (i) they 
(implicitly) assume that the span of time occurring between the time when facts 
change in the world and the time when the changes are recorded in the database is 
exactly known, and (ii) do not explicitly provide an extended relational algebra to 
query now-related data. We propose an approach that, widely adopting AI 
symbolic manipulation techniques, overcomes the above limitations. 

Keywords: Temporal relational databases · Now-related data · Temporal algebra 

1 Introduction 

Most clinical data are naturally temporal. To be meaningfully interpreted, patients’ 
symptoms, laboratory test results and, in general, all clinical data must be paired with 
the time in which they hold (called valid time henceforth). The research about 
temporal data has demonstrated that designing, querying and modifying time-varying 
relational tables requires a new set of techniques [1]. In the medical area, several 
TDB approaches have been devised. For instance, Chronus II [2] has provided an 
implementation of a subset of the “consensus” approach TSQL2 [3] (which is the 
basis of the recent SQL:2011 standard), and Das and Musen have focused on 
temporal indeterminacy [4]. In the recent years, we have extended such a basic core 
of results to face with the telic/atelic distinction [5], periodically repeated data [6], 
and proposal vetting [7], proposing the adoption of AI symbolic manipulation 
techniques in the TDB context. In this paper, we continue such a line of research, 
facing “now-related” data, to cope with data such as “John is in the Intensive Care 
Unit (ICU henceforth) from January 10 to now”. We call valid-time “now-related” 
those facts (tuples) starting in the past and still valid until the current time, as in 
John’s example. Such data are very frequent in the medical context, where specific 
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attention has to be devoted to patient symptoms, treatments, measurements holding at 
the current time. Recent TDB approaches have identified four different ways to 
implement “now” in a standard relational database, using (i) NULL, (ii) the smallest 
timestamp (MIN approach), (iii) the largest timestamp (MAX approach), or (iv) 
degenerate zero-point intervals (POINT approach) (see, e.g., [8]). However, such 
approaches have three main limitations: (1) they propose models to store data, but 
(except (iv)) no algebra to query them, (2) implicitly or explicitly follow the 
semantics by Clifford et al. [9], in which “now-related” tuples are interpreted 
assuming that the span of time occurring between (the time of) a change of the world 
and (the time of) the database update (henceforth called latency) is exactly known, 
and (3) they cannot cope with bounds on the future persistence of now-related facts. 
In this paper, we propose a new TDB approach overcoming the above limitations.  

2 Now-related Facts and Latency of Updates 

All TDB approaches are (explicitly or implicitly) based on Clifford et al.’s semantics 
[9]; most of them assume that all “current” data remain current unless they are 
modified, which corresponds to assuming latency equal to zero. This is a severe 
limitation, since generalized relations cannot be treated [10]. The effect of such an 
assumption can be shown on Example 2 below (asserted at time 14). 

Example 2. John is hospitalized in ICU from January 10 to NOW.  

On January 14 (the time of assertion), we are certain that John has been in ICU on 
January 10, 11, 12 and 13 (homogeneously with treatment of ‘now’ in transaction 
time in BCDM [11], we assume that NOW is excluded. Notice, however, that our 
approach is mostly independent of such a choice). Possibly, John may stay in ICU all 
January 14, and on the 15, and so on, but this is not certain. Then, let us look at the 
same information two days after, i.e., on January 16, supposing that no modification 
has been done in the TDB. Clearly, if latency were known, the fact that the TDB has 
not been changed would provide us an additional knowledge. For instance, if the 
latency is 0, we are certain that John was in ICU also on January 14 and 15; if latency 
is 1 (i.e., facts are recorded one day after they happen in the real world), we are only 
certain that John has been in ICU also on January 14. However, in the more general 
case in which latency is unknown (which is more realistic in several medical 
domains), the valid time of now-related tuples depends only on the time when the 
now-related fact is asserted (henceforth called assertion time), and it is independent of 
the value of NOW. Indeed, if latency is unknown, the fact that the TDB has not been 
changed until January 16 (or, in general, any time t greater than 14) does not provide 
any additional information. Maybe John has been dismissed on January 14, but this 
fact has not been recorded yet (e.g., due to a long-term strike of data entry clerks). In 
general, if no assumption can be made on when changes in the modeled world are 
recorded in the TDB the (intended) meaning of “the fact f holds from tstart to NOW”, 
asserted at time ta (i.e., NOW=ta when the fact is asserted) is that f holds at each time 
unit from start to ta (excluded), and it will end sometime in the future (i.e., some time 
after ta). In other words, the semantics of NOW (with unknown latency) involves 
temporal indeterminacy in the future with respect to the assertion time ta (notice that 
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assertion time may differ from the time of insertion of the fact in the DB –i.e., from 
transaction time– and is related with Combi and Montanari’s availability time [12]). 
In the following, we provide a relational model covering such an intuition.  

3 1NF Relational Data Model 

In this section, we propose a compact 1NF representation for now-related tuples, 
considering valid time, coping with unknown latency and with now-bounded tuples.  

Definition: pn-tuple and pn-relation. Given a schema , … ,  where each  
represents a non-temporal attribute on the domain Di, a pn-relation  is an instance 
of the schema , … , | , ,  defined over the domain  …        , where  is the domain of chronons [3]. For each instance of the 
schema,   . Each tuple   , … ,  | , , ∈  is termed 
a pn-tuple (“pn” stands for possibly now-related).  

Intuitively speaking, and considering a valid-time now-related tuple,  represents 
the starting time of valid time,  the assertion time, and  the future bound for 
‘now’ (the value cmax –the maximum possible time in – is used in case no bound 
has to be modelled, see first row of Table 1). Example 3, at the granularity of days, 
can be expressed in our model as shown by the second row of Table 1. Notice that, in 
our representation, time intervals are closed to the left and open to the right. 

Example 3. A patient that reaches the emergency department (henceforth ER) can be 
kept under observation for a maximum period of two days. Afterwards, (s)he must be 
moved to another ward. Tom was hospitalized in the ER on April 4. Such fact was 
asserted on day April 5. 

Intuitively speaking, the second row of Table 1 represents the fact that we are certain 
that Tom is in the ER on April 4, and will possibly stay there one more day (until 
April 6, excluded). In our model, tuples that are not now-related can still be 
represented, using the convention introduced in Property 1.  

Table 1. Pn-relation representation of Examples 2, 3 and 4 

Patient Ward VTs VTa VTe 
John ICU Jan 10 Jan 14 cmax 

Tom ER Apr 4 Apr 5 Apr 6 
Bill Cardiac Surgery Aug 16 Aug 31 Aug 31 

Property 1: consistent extension (wrt TSQL2). Any not now-related tuple can be 
easily represented as a special case of the above representation, in which .  

Thus, pn-relations can include heterogeneous types of tuples, in the sense that any of 
them, independently of the others, may be now-related or not. For instance, Table 1 
represents both the now-related facts of Examples 2 and 3 (first and second rows) and 
the not now-related fact that Bill has been hospitalized in the Cardiac Surgery ward 
from August 16 to 30 (third row). 
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4 Relational Algebra 

Our representation models temporal indeterminacy in a compact and implicit way. 
The interval ,  is the span of time in which the fact certainly occurs, while ,  is the span of future time in which the fact might hold (resembling Das 
and Musen’s intervals of uncertainty [4]). Thus, for instance, the first row of Table 1 
is a compact representation of the fact that John is in ICU from 10 to 13, or from 10 
to 14, or … or from 10 to cmax. We provide a temporal extension to Codd’s relational 
algebra operators in such a way that our operators directly operate on our implicit 
1NF representation, but are consistent with such an underlying semantics. 
Additionally, our temporal relational operators are reducible to TSQL2 ones (which, 
in turn, are reducible to standard Codd’s operators). Reducibility grants for the 
interoperability of our approach to TSQL2-based ones, and with standard DBMS. For 
the sake of brevity, only Cartesian product is reported. We follow the TSQL2 
notation; x[X] represents the value of attribute X in the tuple x. 

Definition (Cartesian product). Given two pn-relations  and   defined on the 
schemas R: (A1, …, An | VTs, VTa, VTe) and S: (B1, …, Bm | VTs, VTa, VTe) 
respectively (where A1, …, An and B1, …, Bm represent the non-temporal attributes), 
the Cartesian product  has schema (A1, …, An , B1, …, Bm | VTs, VTa, 
VTe) and is defined as follows:   \  1 ∈   2 ∈   

 , … ,  1 , … , , … , 2 , … ,  
  1 , 2   1 , 2 ,   
  1 , 2  }. 
 
Cartesian product manages the non-temporal attributes , … , , , … ,  in a 

standard (i.e., Codd’s) way and it evaluates the intersection of the “certain” (i.e., 
[x1[Vts],x1[VTa]) ∩ [x2[Vts],x2[VTa])) and “possible” times of the paired tuples.  

5 Conclusions and Future Work 

Now-related temporal data play an important role in the medical context, where specific 
attention is devoted to patient symptoms, treatments, measurements holding at the current 
time. Current relational approaches to now-related data assume that the “latency” of 
updates is known and do not explicitly provide an extended relational algebra to query 
them (except the POINT approach [8]). We propose an approach that, adopting AI 
techniques, overcomes such limitations, and we analyze its properties (reducibility). In 
our future work, we aim at extending our approach to cope also with transaction time, 
considering also cases in which the latency of updates is known. Also, in this paper, we 
considered only the temporal indeterminacy derived from now-related tuples, and we 
want to extend it to deal with more general cases (as, e.g., in [9], where, notably, 
temporal indeterminacy is not used to cover the semantics of “now”). Finally, a major 
extension would consist in the addition of suitable AI-based mechanisms to deal with 
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persistence. Indeed, in this paper, we suppose that no additional knowledge is available 
with respect to the facts in the TDB, so that each of them can persist from the assertion 
time to a future bound (or, if it is missing, forever). This resembles McCarthy’s inertia 
principle [13], which was extended by McDermott [14] considering the typical lifetime 
of facts. Recent AI approaches have investigated a knowledge-based analysis of 
persistence. In particular, considering the medical domain, Shahar has studied persistence 
in the general context of data interpolation, considering both forward and backward 
persistence, and stressing the fact that it depends on the concepts, concepts’ values, and 
even context [15]. 

Acknowledgments. The work was partially supported by Compagnia di San Paolo in the 
Ginseng project.  
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Abstract. Physicians often have to combine clinical guideline recom-
mendations with their own basic medical knowledge to cope with specific
patients in specific contexts. Both knowledge sources may include tempo-
ral constraints for the execution of actions. In this paper we approach the
problem of compliance analysis with both sources of knowledge, pointing
out discrepancies – including temporal ones – with respect to them, and
where such discrepancies may be due to multiple and possibly conflicting
recommendations.

1 Introduction

Clinical Guidelines (CGs) are developed in order to capture medical evidence and
to put it into practice, and deal with “typical” classes of patients, since the CG
developers cannot define all possible executions of a CG on any possible specific
patient in any clinical condition. When treating “atypical” patients, physicians
have to resort to their Basic Medical Knowledge.

The interplay between CG and BMK recommendations can be very complex.
For instance, actions recommended by a CG could be prohibited by the BMK,
or a CG could force some actions despite the BMK discourages them (see, e.g.,
[1]). Such a complexity significantly increases in case the temporal dimension
is taken into account. Actions, in both CGs and BMK recommendations, have
pre-conditions which temporally constrain them, and may be temporally con-
strained with each other. Also, CG and BMK recommendations must often be
“merged” along time, and such a merge can lead to the violation of some tem-
poral constraints in one of the knowledge sources.

In this paper, we extend [2] focusing on the temporal interplay between CGs
and BMK from the viewpoint of a posteriori conformance analysis [3], intended
as the adherence of an observed CG execution trace to both the CG and BMK.
We do not provide any form of evaluation of how the interplay has been managed
(i.e., whether the treatment was appropriate or not): we aim at identifying, in
the trace, situations in which some recommendation (either in the CG or in
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Fig. 1. Hip fracture CG (above) and chest infection plan (below). Circles are atomic
actions, hexagonal nodes are composite actions, diamond nodes are decisions.

the BMK) has not been followed, and at providing potential justifications for
non-conformance to one knowledge source based on another source.

2 The Framework and an Example Case

We present the framework on the clinical case of a patient hospitalized for a
hip fracture. Conformance analysis is based on a log trace, a CG and a set of
BMK rules. Fig. 1 shows an adapted excerpt of the hip fracture CG in [4], repre-
sented in GLARE [5], where temporal constraints can be provided: in particular,
constraints that impose a minimum and maximum delay between the start/end
points of actions and/or preconditions. In the example, surgery should be exe-
cuted within 36 hours from patient admission, and mobilization should be started
the day after surgery. The BMK may account both for additional actions and for
cancellation or a different timing of actions prescribed by the CG. BMK rules
considered in this paper are formed by a trigger, i.e., conditions on the patient
and context that make the piece of knowledge relevant, and either a simple or
composite action, which is suggested in the given conditions, or the suggestion
to avoid or delay some action, in one of the following forms:

– Avoid a: states that action a should not be executed; we assume that such
a statement is triggered by conditions that are not reversible;

– Delay a while c, i.e., a should not be performed as long as c holds;
– Delay a for d: suggests delaying action a for time d.

Knowledge involving suggested actions (“do” knowledge for short) is similar
to exceptions in [6] and guideline-independent exceptions in [7], which may be
triggered at any point of the CG execution. Both “do” knowledge and the one
that suggests avoiding or delaying an action (“do not” knowledge for short)
refine rules proposed in [2], taking into account the temporal dimension.

In our example the following BMK rules R1 and R2 are considered.
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Fig. 2. Example case

(R1) For patients with high body temperature and cough, the presence of
a chest infection has to be investigated through a chest x-ray, and, if present,
treated with an antibiotic therapy (see figure 1; actually, in [4] acute chest in-
fection is explicitly mentioned as one of the conditions to be checked and, if
necessary, treated, to avoid delaying surgery too much; however, it is also men-
tioned that there are less common concerns which may require delaying surgery:
we consider chest infection like one of these).

(R2) Mobilization has to be delayed for patients having pain in lower limbs.
The analysis is performed on a log trace, in this example containing only

patient data, shown in fig. 2, and in general also context data (such as avail-
ability of personnel and resources). Patient data consists in patient findings (line
2) and action log (lines 1-3-4) containing the start and end points of the executed
actions. We assume to have complete knowledge about log data.

3 Execution Model and Conformance Analysis

The control flow of the CG execution, or triggers in the BMK, may indicate that
a given action has to be considered for execution (is a candidate). A candidate
action could become active or discarded; if active, it could either be completed or
aborted. In the following we only discuss the case of an action which is candidate
by the CG, and its transition to the active or discarded state.

We assume that constraints on the time tact when action a could become active
are given with respect to the time tca when the action becomes candidate, or
the start and end times of episodes of preconditions. We assume that at least
the control flow provides a constraint tact ≤ tca + n so that tca + n is a deadline
for starting the action in order to conform to the CG. The conformant execution
can be characterized as follows:

1. The action should start at a time tact such that all preconditions, with their
temporal constraints, enable the action, if one such time exists.

2. Otherwise, when the first deadline is reached, the action should be discarded.

When case 2 occurs, i.e., an action is correctly discarded (according to a
strict interpretation of the CG), we however point this out. Indeed, there might
be valid medical alternatives, such as relaxing a constraint on a precondition,
or the deadline. Analogously, for a non-conformance case where a deadline or
a precondition is violated, it should be pointed out whether meeting all the
recommendations was possible or not.
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Fig. 3. Discrepancies and their justifications

We consider the following alterations to the guideline execution based on
BMK. When a (possibly composite) action a in the “do” BMK knowledge is
triggered, several options are considered (similarly to [7]): the execution of a
and the CG proceeds concurrently (concur case); or they are both executed,
but temporal constraints are not enforced (concur no tc) with the special cases
where a is delayed after the end of the CG execution (after), and where a is
executed before proceeding with the CG (before); as further alternatives, the
BMK suggestion is ignored (ignore); or the execution of the CG is aborted and a
is executed (abort). A special case occurs for the concurrent modality, in case the
same action is candidate for both CG execution and the execution of the BMK
action: temporal constraints from both the CG and BMK (cg bmk constr), or
from either of them (cg constr, bmk constr), may be enforced.

When an action a is candidate, if a “do not” BMK rule Avoid a is trig-
gered, either the action a is discarded (avoid), or the BMK rule is ignored
(ignore avoid). For the case Delay a while c, either the BMK rule is ignored
(ignore delay), or c is used as an additional precondition for a (add delay),
or it replaces preconditions for a (delay). For the case Delay a for d, either the
BMK rule is ignored (ignore delay), or it adds the constraint tnow + d ≤ tact
(add delay), or replaces with it the constraints on tact(delay).

Conformance analysis is performed in Answer Set Programming, similarly to
[2]; the results are ways to interpret a log according to the CG model and its pos-
sible alterations described above, with a minimum number of non-conformances.

In the example (figure 2), actions chest x-ray, medical decision, antibiotic
therapy, are justified by rule R1. The identified modality is concur no tc, which
accounts for the delay of hip surgery beyond the CG recommendation. Rule R2 is
triggered because of pain in lower limbs and it justifies the delay of mobilization.

The coverage of the approach is illustrated in figure 3, which lists cases where
a discrepancy with one knowledge source may be justified by the other source.
Different lines in the table correspond to different cases as regards current candi-
dates from the CG and the BMK (p(t) means that action p is candidate to start
at time t). Arrows connect a line to a type of discrepancy with respect to the CG
or the BMK, and labels below shortly describe the case. For example, in case the
CG and the BMK propose the same action as candidate (2nd line), it may be the
case (a) that the action is performed without conforming to the CG constraints
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(the exception runs in concurrent modality and only the BMK constraints are
enforced), or (α) it is performed without conforming to the BMK constraints, or
(b and/or β) it is not performed because all constraints are enforced, but they
are never all true.

4 Conclusions

CGs do not include all knowledge that physicians have to take into account
[1,8], since patient states and contexts of execution cannot always be foreseen.
In this paper we propose an approach for analyzing temporal conformance of
execution traces with respect to a richer form of medical knowledge, which may
be used to justify deviations from a strict application of the guideline, both as
regards extra actions for situations that are not foreseen (and whose treatment
may alter the timing of guideline execution), and cancellation or delay of actions
that are prescribed by the guideline, when there are reasons to do so. Given
that we do not assume that all exceptions and interactions are modeled, and a
temporally non-conformant execution of a guideline is always potentially justified
by a concurrent treatment of a different problem, the final evaluation about the
clinical correctness of justifications is left to physicians.
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Abstract. The main task of decision support systems based on computer-
interpretable guidelines (CIG) is to send recommendations to physicians, com-
bining patients’ data with guideline knowledge. Another important task is 
providing physicians with explanations for such recommendations. For this 
purpose some systems may show, for every recommendation, the guideline path 
activated by the reasoner. However the fact that the physician does not have a 
global view of the guideline may represent a limitation. Indeed, there are in-
stances (e.g. when the clinical presentation does not perfectly fit the guideline) 
in which the analysis of alternatives that were not activated by the system be-
comes warranted. Furthermore possibly valid alternatives could not be activated 
due to lack of data or wrong knowledge representation. This paper illustrates a 
CIG implementation that complements the two functionalities, i.e., sending 
punctual recommendations and allowing a meaningful navigation of the entire 
guideline. The training example concerns atrial fibrillation management. 

Keywords: Decision support systems · Computer interpretable guidelines · 
Knowledge representation · Atrial fibrillation 

1 Introduction 

Physicians’ willingness to use guideline-based computerized decision support systems 
(DSS) may be impaired by the intrinsic “rigidity” of DSSs [1]. As a matter of fact, the 
accuracy of their automatic suggestions strongly depends on two basic contributions, 
namely the patient’s data, normally stored in the electronic health record (EHR), and 
the formalized medical knowledge, often encoded in the form of production rules. 
Moreover, a DSS inference engine often has to perform complex routings of tasks, 
such as parallel and cyclic paths, which require precise conditions, also based on tem-
poral constraints. One of the main reasons for DSSs' incorrect delivery of recommen-
dations is the lack of synchronization between the underlying inference engine and 
the process of EHR updating. The issue is complicated by the fact that data are  



338 L. Sacchi et al. 

 

entered in the EHR by multiple users, who could be either DSS users or not, and are 
not all equally committed to enter data timely and knowingly. Other problems could 
arise at knowledge acquisition time, such as misunderstandings between medical ex-
perts and knowledge engineers, or misinterpretation of the guideline (GL) text, result-
ing in inaccurate knowledge representation. Having these information in mind it be-
comes clear that DSS users might benefit from instruments that allow to verify the 
correctness of the delivered recommendations, thus gaining confidence in the use of 
the instrument. The issue of gaining insights into the received recommendations is not 
new. Few years after their introduction, expert systems in medicine found useful to 
include explanation facilities to improve physicians’ confidence and compliance [2]. 
In general, the explanation consists in showing to the user not only the process out-
comes but also the patient’s data together with all the matching rules . However, this 
approach only provides a partial solution, since the physician can see only the specific 
GL path that was activated, whereas a more general view is lacking. As a matter of 
fact, an alternative path could have not been activated simply for lack of data or, even 
worse, for wrong knowledge representation. 

In this paper we illustrate a solution proposed within the MobiGuide project, where a 
DSS has been implemented relying on the latest GLs for atrial fibrillation (AF) [3]. The 
system includes an intuitive graphical user interface (GUI) that allows cardiologists both 
to obtain the specific DSS recommendations for AF patients and to visualize the entire 
GL. The opportunity to explore the GL is augmented by specific functionalities that al-
low users to better understand the received DSS recommendations and consider possible 
alternative, evidence-based decisions. 

2 Methods 

When knowledge engineers and physicians collaborate to formalize a textual GL into a 
computer-interpretable one, they usually adopt a simple formal flowchart representation, 
which represents an intermediate step toward GL computerization [4]. Once the comput-
erization process is finalized, the flowchart is never used again, since it is replaced by the 
final computer-interpretable formalism which, although generally relying on a graphical 
approach, can actually be much more complex [5]. In this paper, we argue that physi-
cians could continue to benefit from the former, simpler representation even at DSS run-
ning time, and we propose a method for exploiting such representation. 

We first interviewed physicians with a user-oriented approach to understand their 
requirements for DSS use in clinical practice. From the interviews it emerged that 
physicians tend to be skeptics with a system that only delivers recommendations. On 
the other hand, they appreciate a system able to provide a sort of “second opinion”, 
therefore confirming or contradicting their hypotheses, possibly together with a scien-
tific explanation for that judgment. On the basis of these observations, we report some 
of the use-cases that could be useful to implement. 

• Use-case #1 For this patient I would prescribe drug D1, while the DSS suggested 
drug D2. Which GL sections do recommend D1? 
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• Use-case #2 I know that this patient is eligible for section S of the GL. Which are 
all the drugs recommended in that section? 

• Use-case #3 I know that there are critical decisions to be taken with some of my 
patients. Can the DSS help me in the shared decision making process? 

• Use-case #4 I know this patient is eligible for the section S of the GL. Which are 
all the diagnostic procedures that probably I have to book for him? 

• Use-case #5 My hospital administration is undergoing a spending review. Which 
are the treatment options with similar outcomes but different costs?  

Thus, physicians are looking for a tool that is a DSS and an educational support at 
the same time, and that carries additional information rather than strictly medical 
content.  

In this short paper, we do not focus on the technological solutions, but on the 
methodological ones. Our graphical representations of the GL are produced with Mi-
crosoft Visio, the same tool used during the meetings with cardiologists for the 
knowledge elicitation process. First of all, a tree-like index of the graph was derived, 
reflecting the main structure of the GL in terms of tasks/subtasks, and paral-
lel/sequence routings. This is the top-level GL navigation tool for the physician. Ac-
cording to the requirement analysis, three main sets characterize the GL sections, 
namely the set of diagnostic recommendations, the set of therapeutic recommenda-
tions, and the set of recommendations that mention shared decision making.  

Each section is composed by a set of tasks organized in a flowchart, and each task 
is characterized by a set of attributes. We used a subset of the GEM (Guideline Ele-
ment Model) elements [6]. Those attributes can be used by the physician in two com-
plementary ways, i.e. to visualize all the tasks, within a GL section, that show a cer-
tain value for a specific attribute, or to visualize all the values that a certain attribute 
can take within a GL section. The action cost element deserves a short insight. The 
direct cost related to a task is a useful information (e.g., the price of a drug), but it 
may be insufficient to estimate medium- or long-term costs (e.g., the cost of a drug 
side effects). Thus, the cost attribute may also contain links to cost/effectiveness 
models. Finally, as well motivated in [7], it is important to “... ensure no restrictions 
are placed on staff’s access to online resources that contain relevant research evi-
dence”. Thus, every section and every task of the graphical representation is linked 
with the corresponding original GL text.  

3 Results 

In the MobiGuide project, the DSS is fully integrated with the caregiver GUI, where 
doctors manage patients’ data and receive recommendations. At any time, and par-
ticularly after receiving a recommendation from the DSS, the physician may access an 
interactive representation of the GL, as shown in Figure 1. Each index item is labeled 
with T, D, or SDM, indicating that the specific section contains therapeutic, diagnos-
tic, or shared-decision processes [8], respectively. Figure 1 shows the list of tasks, 
classified into drugs and procedures, which can be obtained by clicking on one of the 
“T” buttons. Similarly, after clicking on a specific “D” button, the diagnostic tasks 
related to the considered section are displayed, again classified according to their type 
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Importantly, red color indicates an action to be avoided. Double click on a recom-
mendation allows to retrieve the corresponding  GL text. In case of a shared decision 
making recommendation, the system may provide with decision aids for patients, such 
as simple description of the decision problem, with pro and cons for every option. 

4 Discussion and Conclusion 

This work is intended to provide a proof of concept for the exploitation of an aug-
mented flowchart representation of a GL during interaction with a dynamic DSS. Our 
claim is that enriching the simple flowchart, which was developed in collaboration 
with physicians during the very first GL formalization phase, with the features that 
are most appreciated by physicians as aids for their decision processes, may increase 
their confidence in the decision itself. The next step will be the validation of our ap-
proach within the pilot study of the project, which will be performed on 15 AF pa-
tients. The system actually shows some limitations, among which the synchronization 
of the DSS and the flowchart in front of an update of the clinical GL, and lack of inte-
gration of coding systems to better characterize the flowchart elements. 
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