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Preface

Group decision and negotiation (GDN) refers to the academic and professional disci-
pline that focuses on gaining an understanding of collective decision-making processes.
It is involved with the formulation of rules, models, and procedures to improve these
processes. The range of GDN research reflects the breath of the strategic and tactical,
social–psychological and economic, individual and group, conflict and cooperation,
and software-supported and software-conducted processes. The field encompasses
theory building and testing, laboratory and online experiments, as well as observations
in the field. Therefore, GDN researchers are involved in the theoretical, experimental,
and applied studies as well as in the development, testing, and implementation of
support systems, decision aids, and software agents. They aim at helping decision
makers, advisors, facilitators, and third parties to deal with difficult problems, make
better decisions, and/or delegate certain decisions to software.

GDN meetings bring together researchers and practitioners from the fields of
humanities, social sciences, economics, law, management, engineering, and computer
science. These diverse areas reflect the breath of GDN research. The meetings’ par-
ticipants discuss and compare different paradigms, methods of inquiry, and objectives
that they employ in their research. What is common to all participants is their interest in
the difficult decision problems that involve conflicts and/or cooperation and the chal-
lenges that people face when they attempt to find satisficing agreements and to reach
consensuses.

Researchers from the Americas, Asia, Europe, Africa, and Oceania participate in
GDN meetings. They have a stimulating variety of backgrounds and represent a wide
range of disciplines. While many of us come from different traditions, we all share a
common passion: research into complex decision making and negotiation involving
multiple stakeholders, different perspectives, issues, and emotions, requiring decision
and negotiation support for both process and content.

The Group Decision and Negotiation (GDN) conference series started in Glasgow,
Scotland, UK, in 2000 and was hosted by Colin Eden. At that time, Mel Shakun—the
founding member of the section and its chairperson from 1995 until 2014—assumed
that the next conference would take place only after several years. There was so much
interest, however, that the second meeting took place just one year later. It was
organized by Alain Checroun and held in La Rochelle in 2001. Mohammed Quaddus
organized the next meeting in Perth (2002). Then, from Western Australia we moved to
Istanbul (2003) and the following year to Banff (2004); these latter two meetings were
held as a meeting-within-a-meeting at larger INFORMS-affiliated conferences.

The memorable GDN meetings that took place in Vienna and Karlsruhe were hosted
by Rudolf Vetschera (2005) and Christof Weinhardt (2006), respectively. The 2007
GDN meeting was organized by Gregory Kersten at Mont Tremblant in Quebec,
Canada. João Climaco and João Paulo Costa hosted GDN 2008 in Coimbra. Then,
Gwendolyn Kolfschoten organized GDN 2010 in Delft.



Amer Obeidi did a lot of work on the organization of GDN 2011 in Amman, Jordan.
Unfortunately, this meeting did not take place because of the events in neighboring
countries at that time. The next year, Adiel Teixeira de Almeida organized GDN 2012
in Recife, Pernambuco, Brazil. GDN 2013 was hosted by Bilyana Martinovski in
Stockholm and it was followed by the GDN 2014 meeting in Toulouse, which was
hosted by Pascale Zarate.

GDN 2015 was the 15th meeting organized by the INFORMS section on Group
Decision and Negotiation. The conference was hosted by Tomasz Szapiro at the
Warsaw School of Economics in Warsaw. During this meeting we revived the Young
Researcher Award that was first given at the 2007 meeting. The award was given to a
student researcher who authored and presented the best paper at the conference. In
addition to this award, young researchers also participated in the Doctoral Consortium.
Ofir Turel and Rudolf Vetschera served as the consortium’s chairs and hereby we
acknowledge their contribution.

At the 2014 GDN meeting two volumes of proceedings were introduced; one
volume published by Springer in the LNBIP series [1] and the second volume pub-
lished by Toulouse University [2]. The GDN 2015 proceedings are also in two vol-
umes: the present volume and the accompanying volume [3].

In both volumes we have introduced thematic streams of sessions. Researchers who
participated in the organization of the streams wrote introductions to each stream.
These introductions are included in the separate section “Introductions” (pp. XIII–
XLVI). They briefly discuss the streams’ contributions published in both volumes thus
making them better integrated. We hope that this will give the readers a more com-
prehensive overview of all contributions.

The contributions in this volume and in the proceedings [3] reflect the richness of
GDN scholarship. Using a variety of research approaches including real organizational
settings and laboratory situations, they focus on the development, application, and
evaluation of concepts, theories, methods, and techniques.

The contemporary political landscape abounds in situations of multidimensional
conflicts which mix military, economic, and social dimensions. Troops and tanks,
economic measures and sanctions, as well as massive violent protests may become
destructive means of conflict resolution. Wisdom armed with values, knowledge, and
methods will assist politicians in the creation of new instruments for effective group
decisions and negotiations. These widely shared expectations challenge researchers and
simultaneously direct their efforts in creation and dissemination of ethically driven,
knowledge-based applicable findings. The multicultural and interdisciplinary GDN
community presents their results on progress in this area.

“Collaboration leads to growth, which engenders accomplishment.” [2, p. VIII]. The
GDN 2015 conference and its proceedings were made possible through the collabo-
ration of many researchers, students, and support staff. Their dedication and support
were exceptional. We are grateful to all of them; to those who made contributions,
presented papers, prepared the proceedings, maintained the conference website, and
undertook many other necessary tasks. Their contributions, including help in the
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organization of the streams and the sessions as well as the accompanying events, were
key to the success of this meeting. We thank the reviewers for their work. It is thanks to
their in-depth reviews that we are able to maintain the high academic standard of the
GDN meetings. The stream organizers’ and reviewers’ work is greatly appreciated,
particularly because often they were given very little time. Their reviews provided the
authors with much-needed feedback. Thank you:

Fran Ackerman, Yasir Aljefri, Adiel Almeida, Marek Antosiewicz, Reyhan Aydogan, Deepinder
Bajwa, Martin Bichler, Réal Carbonneau, Wojciech Cellary, João Clímaco, Grazia Concilio, Ana
Paula Costa, Suzana Daher, Luis Dias, Colin Eden, Verena Dorner, Liping Fang, Mario Fedrizzi,
Michael Filzmoser, Florian Hawlitschek, Shawei He, Keith Hipel, Masahide Horita, Michał
Jakubczyk, Marc Kilgour, Mark Klein, Grzegorz Koloch, Beata Koń, Sabine Koszegi, Kevin Li,
Jan Machowski, Yasser Matbouli, Paul Meerts, Danielle Morais, José Maria Moreno-Jiménez,
Hannu Nurmi, Amer Obeidi, Pierpaolo Pontrandolfo, Ewa Roszkowska, Anne Rutkowski, Mareike
Schoop, Roman Słowiński, Rangaraja Sundraraj, Przemysław Szufel, David Tegarden, Timm
Teubner, Ernest Thiessen, Sathyanarayanan Venkatraman, Rudolf Vetschera, Doug Vogel, Tomasz
Wachowicz, Christof Weinhardt, Dariusz Witkowski, Paweł Wojtkiewicz, Shi Kui Wu, Yinping
Yang, Bo Yu, Yufei Yuan, Pascale Zaraté, Mateusz Zawisza, John Zeleznikow, and Daniel Zeng.

The quality of the presentations is associated with the excellence of the papers. It is
also affected by the venue and the overall organization of the meeting and its associated
events. The local Organizing Committee was responsible for these aspects of the
meeting and they did everything to make the meeting pleasant and memorable. Thank
you:

Przemyslaw Szufel, Marek Antosiewicz, Michał Jakubczyk, Grzegorz Koloch, Beata Koń, Tomasz
Kuszewski, Jan Machowski, Paweł Wojtkiewicz, and Karolina Zakrzewska-Szlichtyng.

Finally, we thank Michel J. Shaw, an editor of the LNBIP series, who helped us to
get the GDN proceedings into the series, and Ralf Gerstner, an executive editor at
Springer, who guided us through preparation and submission of the proceedings.

We hope that you find the contents of this book as well as the contents of the
accompanying volume [3] useful and interesting. The authors’ effort in clarifying
complex problems and proposing innovative solutions should help you to cope with
numerous challenges that are faced by researchers of group decision and negotiations.
We also hope that the meeting and the contributions foster collaboration among the
meeting’s attendees as well as joint projects with researchers who were not able to
come to Warsaw and participate in GDN 2015.

April 2015 Bogumił Kamiński
Gregory E. Kersten
Melvin F. Shakun
Tomasz Szapiro
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Introductions

The Conference Streams and the Proceeding Sections

The papers submitted to GDN 2015 were organized somewhat differently than in past
years. There were nine streams at the conference with each stream constituting one
section of the Springer 218 LNBIP Proceedings as well as one section of the
accompanying Proceedings published by the Warsaw School of Economics.

The multidisciplinary aspect of research on group decision and negotiation
processes poses challenges for organizers. These include, but are not limited to:
extending invitations to renowned researchers to deliver invited lectures; approaching
colleagues to review submissions; and maintaining an overview of the process.

Our colleagues who generously agreed to be the Streams Organizers succeeded in
attracting many renowned scholars to the conference. They facilitated the assessment of
submissions and reviewed many papers. They also wrote introductions for each stream
providing unique insights into the current directions and findings in group decision and
negotiations. All of this work was done under time pressure as the deadlines for
preparing the proceedings were very tight.

Each of the two volumes of the GDN 2015 proceedings has nine sections.
Correspondingly, you will find here nine introductions. We wish to express our
gratitude to the Stream Organizers as well as the authors of the introductions. Our
thanks go to:

Fran Ackermann and Colin Eden;
Tomasz Wachowicz;
Adiel T. de Almeida, Ewa Roszkowska, and Tomasz Wachowicz;
João Climaco;
Hannu Nurmi;
Mareike Schoop, Sabine Koeszegi, and Rudolf Vetschera;
Keith W. Hipel, D. Marc Kilgour, Liping Fang, and Amer Obeidi;
R.P. Sundarraj; and
Verena Dorner, Timm Teubner, and Christof Weinhardt.

Bogumił Kamiński and Gregory E. Kersten
Program Chairs



Group Problem Structuring and Negotiation

Fran Ackermann1(&) and Colin Eden2

1 Curtin University, Perth, Australia
2 Strathclyde Business School, Strathclyde, UK

fran.ackermann@curtin.edu.au

1 Overview

Welcome to the stream focusing on group problem structuring and negotiation. We are
delighted to have received so many interesting papers reflecting the vibrancy and
relevance of the area. All of the papers focus, to some extent, on the behaviours within
small groups: small group problem solving and decision making, managing conflict
and multiple perspectives, and developing competences.

There are important emerging themes showing the research effort in this area takes
a number of different but also related directions:

– Taking a ‘human’ approach to the topic rather than focusing only on an analytical
approach to negotiation. Consequently many of the papers discuss work with groups
recognising the need to attend to the socio-political aspects as well as supporting
decision making. This is evident in papers where we see research being carried out
which (a) explores and supports the negotiation between multiple collaborators who
may also be competitors; (b) aims to support the management of conflict, (c) rec-
ognises the importance of considering procedural justice authentically, and (d) seeks
to enhance the negotiation abilities of staff within organizations [1–5].

– Exploring new angles relating to problem structuring through (a) use of group
support systems adopting causal modelling and facilitation to ensure procedural
justice is fully supported and views can be widely contributed, (b) the interaction
between consultant and client where the use of productive dialogue can aid the
development of an effective relationship and affect the trajectory and outcomes
of the workshops and (c) unpacking complexity associated with the practice of
problem structuring [4–5, 7–8].

– Focussing on application with papers discussing work in the area of disaster
management planning involving community groups, in strategy making in relation
to the use of artefacts to support effective sense-making, in supporting etc., in health
care planning of an aging population where group support systems are used to
ensure a more effective use of data, in encouraging organizations to view negoti-
ation as a corporate competence, with UK clinical strategy making groups helping
to improve outcomes, and in social housing in relation to the assessment of which
housing projects to fund to meet the technical and social conditions [1, 8, 9–10].



Notably the papers reflect work being done in different locations: UK, Italy, Sweden,
Australia, China; and within different types of organization from public sector (health
and housing) to private sector (conflict management, competence development).

We hope that you will find the themes of interest and consequently join us at the
conference.
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Negotiation and Group Processes Support

Tomasz Wachowicz1(&) and Gregory E. Kersten2

1 Department of Operations Research, University of Economics
in Katowice, Katowice, Poland

2 InterNeg Research Centre, J. Molson School of Business
Concordia University, Montreal, PQ, Canada
tomasz.wachowicz@ue.katowice.pl

1 Overview

Negotiation and group processes are complex interactions among the parties conducted in
an effort to arrive at a decision that they accept and are willing to implement. These
interactions are based on communication, both verbal and nonverbal, that aims at
educating the participants about ones needs, preferences, and limitations. The commu-
nication is framed by the negotiation strategies and tactics, including promises,
assurances, and threats. In addition, third parties and other stakeholders as well as a
broader context and external events, are likely to affect the discourse between the parties.

Negotiation and group processes are decision making processes that require that the
participants assess the alternatives and evaluate offers made by other participants. Often,
the participants need to make concession while searching for potential improvements
of the negotiation results. These processes exhibit both socio-psychological, economic,
and decision-analytic aspects making them difficult to organize and manage.

Both behavioural and formal approaches to negotiations and group decisions
resulted in numerous studies. Behavioural approaches use methodologies and test
models formulated in anthropology, psychology, sociology, communication, and
organization science. They often focus on such aspects of negotiation and group
processes as the context, the stages of the process of conflict solving, the relationship
between parties, the parties’ reputation, behaviour, strategies and tactics. They examine
the influences of the participants’ personal, demographic, cultural, or professional traits
on their actions and the outcomes. Some studies aim to build theories and to formulate
procedures for effective management of conflicts and for the construction of checklists
that are to help the parties organize their tasks.

Formal approaches have been developed within the fields of economics,
management science, decisions science, game theory, and econometrics. They assume
that the participants are rational or at least logical decision-makers with a value-seeking
perspective on the process. They rely on formal models of the processes and develop
methods for aiding and supporting decision-making in both individual and collabo-
rative settings. These models can be used to facilitate the analysis of the problem and
the participants prior to their interactions. They also can be used during the process, in
order to analyze one’s own and the counterparts’ decisions and to provide alternative
courses of action.



Many formal methods rely on the game-theoretical concepts and formulate
normative recommendations for negotiators who are efficient and rational. They
suggest solutions that allow the negotiators to achieve optimal outcomes. They also
provide the tools for formal statistical analysis of the experimental results.

Studies that aim at presenting a more comprehensive view include both approaches.
This includes research which aims at experimental or in the field verification of formal
procedures for conflict management and resolution as well as formal models embedded in
software. The approaches rely on computer science, management information systems and
software engineering to provide development tools and platforms for the design and
construction of group support systems, negotiation and e-negotiation systems, online
mediators, decision aids, and negotiation software agents.

The papers mentioned below are included in this proceedings (Section 3) and in the
accompanying proceedings published by the Warsaw School of Economics [1]. Their
authors study the problems of how the negotiation and group process and the results can
be influenced by:

– negotiation strategies and tactics which the parties employ;
– negotiators’ personal and demographic characteristics and external factors; and
– the facilitation procedures, models and frameworks applied to support the negoti-

ators’ activities.

2 Negotiation Strategies and Tactics

The difficulty in defining an effective negotiation strategy that best fits the negotiation
problem and context and results in most profitable outcomes is one of the most
important tasks in the pre-negotiation preparation. Such a strategy determines not only
the general behaviour and tactics used by the parties, but also specific moves such as
opening offers, response rules, concession paths etc. In [2] the effects of using the door-
in-the-face tactic is studied. The authors prove that it leads to feelings of mistreatment
by the opponents, who, however, may use such an approach in future negotiation to
make larger demands and achieve better outcomes. The relationship between
purchasing managers’ negotiation styles and tactics is examined in [3]. The authors
confirm that the long-term orientation of purchasing negotiators had an impact on their
applied negotiation tactics.

The following two papers analyze the effect of frames and anchors in the negotiation
process. In [4] the use of language to frame the negotiation as integrative or distributive
while holding the offers and payoffs constant was studied. The second paper is focused
on analyzing the importance and effects of first concessions made by parties [5], being
the anchors in the negotiation process. It appears that the party who submitted the first
concession achieved a better individual outcome and, furthermore, that the first
concession influenced the opponent’s concession behavior in terms of the reward theory.

Negotiation and Group Processes Support XVII



3 Personal Characteristics and External Factors

The second group of papers is focused on analyzing various factors that may influence
the negotiation and group process or the participants’ behavior and outcome. The
influence of demographic factors, process measures, and individual and joint outcomes
on the desire of the participants to negotiate again with their counterparts is studied in
[6]. The interesting finding is, that post-negotiation perceptions of honesty and
individual outcome had differential effects on the desire to negotiate again, depending
on whether or not an agreement was reached.

The main personal traits are also studied in [7], but from the viewpoint of hindering
the facilitation of cooperative negotiations in familial disputes.

The participants’ creativity and their cognitive limitations, such as a need for
closure, are identified in [8]; their impact on negotiation outcome is studied by using a
Dynamical Negotiation Networks model.

An important issue of negotiation data collection and its relevance in negotiation
research is studied in [9]. The transcribed video recordings of negotiations are
compared with the negotiators’ statements included in post-surveys in order to
determine the negotiators’ recall of their performance and to find how well they
remember their negotiation.

4 Frameworks, Models, and Procedures

From the viewpoint of effective management of the negotiation and group processes as
well as for the purpose of their support it is highly important to develop models,
procedures and frameworks. The process formal representations can be implemented in
software and provide prescriptive or normative recommendations.

Modelling may be done at the choice and decision-level as well as at the meta-
choice level. The issue of a procedural meta-choice problem is discussed in [10]. Such
problem may appear if a group of decision-makers cannot agree on a decision rule. The
authors propose a relation-valued procedural choice rule and discuss the advantages
and limitations of such a rule.

The complexities faced by the intergovernmental organizations (IGO) during post-
conflict reconstruction are studied in [11]. This paper discusses the added-value of
social responsibility in the context of a “comprehensive approach,” to better grasp the
organizational design of the latter.

The processes that involve intergovernmental organizations are also discussed in
[12]. The paper addresses the effects of the International Criminal Court (ICC)
interventions on negotiated peace processes. The paper offers an analytical framework
which aims at the identification and assessment of the effects of the ICC on conflict and
peace processes.

A conceptual model on the role and impact of cultural intelligence on conflict and
its management and on negotiation behaviors in culturally diverse environments is
presented in [13]. A general process model focuses on the goal-oriented balancing
process. It describes the necessity for negotiators to continuously balance the opposing
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forces in order to reach the goal. It is an interactive model that tries to incorporate all
the important dimensions that exist in negotiation processes.
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1 Overview

The outcomes the parties achieve in group decision and negotiation and the efficiency
of the results they obtain are of major importance for economics and management
science. To measure the quality of the negotiation agreements or the decisions made by
the groups, the preferences of all parties involved in the bargaining process need to be
elicited first. This requires that the negotiation problem is represented formally and the
negotiation template is designed and evaluated. Based on the evaluation a scoring
system can be built and used to evaluate the negotiation offers and alternatives for the
agreement. Such a system allows to support the parties to analyze the negotiation
progress, measure the scale of concessions made by the parties; and to visualize the
negotiation history and the negotiation dance. It also allows to conduct the proactive
mediation and/or arbitration and to search for a fair solution for all the parties involved.

Various formal methods, techniques and models may be used to support decision-
makers to define their goals, elicit preferences and construct scoring systems. These
methods are derived from the fields of multiple criteria decision-making (MCDM) and
game theory. These methods, however, need to be modified and adopted to fit the
decision context that is characteristic to negotiations and group decision-making, e.g.
deciding under the pressure of time, and/or when the negotiation space is imprecisely
defined, reservation and aspiration levels are changeable and many decision makers are
involved. Moreover, the negotiators’ cognitive and perceptional capabilities as well as
their formal knowledge and skills for using different mechanisms and tools (for
negotiation support) need to be taken into account in redesigning the existing and
designing new methods and algorithms for preference elicitation and decision support
in negotiation and group decision making. This often requires that new the software
solutions such as the negotiation and group decision support systems be built.

The main contribution of this section is bringing together the perspectives of
researchers and practitioners (in the field of group decision and negotiation analysis) on
recent developments and findings in the areas of preference analysis and decision
support. We have contributions on both theoretical and empirical aspects of designing



and using formal models and techniques for preference analysis and decision support in
negotiation and group decision making.

The papers included in this section and in the accompanying volume [1] are divided
into the following four groups:

1. Methodological issues of preference analysis.
2. Application of MCDM methods in negotiation and group decision support.
3. Applications in real-world negotiations and group decision making problems.
4. Group decisions based on partial information or imprecise and vague preference.

2 Methodological Issues of Preference Analysis

The quality of results obtained in group decision processes depends on the foundations
of preference analysis, so methodological issues play an important role in the area. The
understanding and the use of group decision analysis model is of particular relevance.
The concepts and intuitive logic for the group decision model is approached in [2],
including some practical aspects of applying it. One of the issues is related to
preference strength, which is considered in [3]. Surrogate weights are associated with
the fact that decision-makers often possess more information regarding the relative
strengths of the criteria to be incorporated in the preference analysis process.

Group preference management in social choice and in the recommended systems is
considered in [4], which presents a comparative study of preference management. There
are also two papers which discuss the problem of the effective usage of SAW in order to
construct a negotiation offer scoring system. The issue of inaccuracy in defining
preferences by the electronic negotiation system users is studied in [5]. The authors
consider the elicitation of the negotiators’ preferences with a simple additive weighting
method. The linkages between the scale of inaccuracy and the negotiation profiles are
verified [6]. The methodological differences between two alternative methods are
discussed in the last paper in this grouping [7]. The authors compare MARS and GRIP
from the perspective of the holistic evaluation of the negotiation template.

3 MCDM Methods

This group of articles deals with MCDM methods and their application to the
negotiation and group decision contexts. An MCDM model is used to compare
subjective and objective evaluation in [8], including an application to analyze the
graduate’s leaning ability. A well know MCDM method, ELECTRE III is considered
for a group decision-making in [9], in which inference of pseudo criteria parameters are
worked out. The dominance-based rough set approach is considered in [10] for an
MCDM group decision model for supporting operations in intelligent electrical power
grids. Using an additive weighting method is considered in [11] as a part of an
algorithm for evaluation of the stakeholders in the sustainability reporting process.
Finally, the issue of universal judgments in human groups and communities concerning
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procedural fairness and just outcomes is discussed in [12], aiming to legitimize group
decisions and outcomes and to generate group equilibria.

4 Empirical Applications

Papers in this section deal with applications of formal decision support tools to facilitate
real-world negotiation and group decision making problems.

A procedure for finding compromises among the watershed communities is
proposed in [13]. The algorithm described by the authors applies ELECTRE II for
supporting individual choices and then aggregates them through a weighted voting
system based on classification by quartile. The idea of a new model for subcontractor
selection applying different support algorithms for high and low costs of hiring
contracts is presented in [14].

5 Partial Information and Imprecise Preference

There are situation in which preferences cannot be precisely defined. The papers in this
section deal with such situations in the group-decision making context. An approach
hybridizing the notion of veto and adjusting function incorporated into the additive
model, and trapezoidal fuzzy numbers to solve group decision making problems is
proposed in [15]. A different approach, one that stems from linguistic fuzzy rough sets,
is presented in [16]. The model is enriched by introducing the linguistic hedges with
the inclusive interpretation.

The notion of hesitant fuzzy sets is applied to TOPSIS algorithm [17]. The authors
recommend that the algorithm be used to determine the weights of criteria in group
decision-making problems. Fuzzy environment is also considered in [18], where classic
PROMETHEE is adopted for the problem of selecting a facility location.
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1 Introduction

Decisions made by collectives constitute a major issue in our civilization. Nowadays,
global governance is crucial, mainly because of economic, environmental and social
challenges, such as the food shortages, the increasing inequalities worldwide, the
environmental and climate changes, and security problems. Broadly speaking, the
following quote characterizes the present situation: “if we accept the point that we are
living in the time of changing civilization eras, and conceptual change is one of the
main ingredients of the civilization change, up to the formation of a new episteme, then
the need of new concepts and approaches, even new hermeneutical horizons also within
group decisions and negotiation theory is evident” [1].

In these circumstances it is crucial to re-invent the global governance which implies
a parallel revolution in the framework of collective decision procedures at the local and
global levels. Of course, the new communication technologies, and in particular the
Internet, open bright horizons enabling the interactive combination of human
intervention aided by computerized decision aids. However, it must be emphasized
that the analysis and support of group decisions as well as of negotiation processes are
complex, multi-disciplinary tasks involving psychological, sociological, cognitive and
political issues. Therefore, the real improvement of group decision and negotiation on a
global scale is a major challenge in the XXI century.

Mathematically based models have been developed in the framework of operations
research, systems science, game theory, etc., and they are an essential part of many
group decision and negotiation support systems.

2 Framework

Kilgour and Eden in the introduction to the Handbook on GDN [2] note that:

“The use of formal procedures for reaching a collective decision-making can be ‘improved’ by a
systematic approach or by a kind of group support. Group decision and negotiation is the academic
and professional field that aims to understand, develop, and implement these ideas in order to
improve collective decision processes.”

In order to foresee the potential and the limitations of the use of any mathematical
model in this framework it seems that some ideas must be first articulated, namely:

– The range of the field is very broad and studied from very diversified perspectives,
including not only a wide type of situations involving collaboration/conflicting,



tactics/strategies, cognitive/emotional, social/cultural issues, but also the cross-fer-
tilization of a large number of disciplinary areas, such as theory of the organiza-
tions, political science, sociology, psychology, telecommunications/internet,
systems science, operations research, information systems, decision support sys-
tems, etc.

– Generally speaking, the developed approaches range from the theoretical analysis
of the specific types of problems to the process oriented prescriptive support tools,
and also the descriptive approaches. The intended help does not consist of showing
the various actors involved in the course to follow, but rather of constructing a set of
coherent recommendations that contribute to the clarification of the process. Thus,
the models’ goals and values do not run the risk of being replaced by any calculated
rationale.

– Davey and Olson [3] observe that: “Decision making groups can range from
cooperative, with very similar goals and outlooks, to antagonistic, with diametri-
cally opposed objectives. Even in cooperative groups, conflict can arise during the
decision process”. In order to clarify the meaning of the co-existence of collabo-
ration and conflict in group decision and in negotiation it is recommended that
contrasting characteristics of these concepts be considered [4].

In group decisions we deal mostly with common sets of alternatives and objectives,
while in negotiations proposals are sequentially presented by parties, which involves
making concessions. This peculiar interdependence among actors, “rather than conflict,
distinguishes negotiation from other forms of decision making” [5]. Furthermore,
sharing information is characteristic of group decisions, contributing to the reduction of
uncertainty and ambiguity; in negotiations information, values and beliefs of the parties
are hidden. In group decisions leaving a group is not usual, and, inversely, the group
cohesion is promoted. Finally, negotiation involves competition, while group decisions
are mostly based in deliberative processes.

3 Mathematically Based Models

3.1 Models and Reality – Are Simplifications Acceptable?

A very old drawback concerning real world applications of operations research is the
mistrust in mathematical models, particularly prevalent in group decisions and
negotiations where the complexity and the range of scientific, cultural, social and
behavioral issues are even more relevant. Rapoport [6] observed that:

“The mathematical model is a set of assumptions. We know that every assumption is false. Nev-
ertheless we make them, for our purpose at this point is not to make true assertions about human
behavior but to investigate consequences of assumptions, as in any simulation or experimental
game.”

Kersten [7] noted that Rapaport presented a conundrum that is particularly troublesome
when the models and systems are used by the end-users, i.e., the decision-makers rather
than by the analysts and OR specialists. He commented that:
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“The above quote, while controversial, suggests that formal models and support systems in which
they are embedded may suffer from false assumptions or from assumptions that either seem
unreasonable or are difficult to accept”.

He proposed that to overcome this blocking situation an outreach strategy could be
used [7]. This new strategy should pursue new hermeneutical horizons [1]. Rather than
the continuation of the traditional path a new paradigm is proposed. In the outreach
strategy assumptions and simplifications of mathematical models are still necessary,
but they should be validated by the actors of the group decision and negotiation
process; building systems integrating several complementary approaches is advisable;
and those systems cannot forget social and behavioral issues, etc.

In what follows the papers included in this track are discussed.

3.2 Multi-criteria Analysis

In recent years, multi-criteria models integrated in group decision and negotiation
systems have undergone major development, and, in our opinion, in many cases, the
most adequate are the models rooted in constructivism. The use of multi-criteria models
allows us to avoid one of the problems that has followed us over time, the aggregation
of the preferences of decision agents in a single criterion, which reduces everything to
just one measure. Some multi-criteria approaches propose the combination of
algorithmic protocols and the experience and intuition of the actors intervening in
the process of preference aggregation. However, if only formalized procedures are used
to aggregate preferences of criteria and decision actors, these can be interactive, and
oftentimes they should not be compensatory. Furthermore, it must be remarked that
aggregation always implies loss of information, therefore it means that it needs to be
done carefully and the resulting simplification needs to be assessed.

Different categories of models have been used in the past, i.e. multi-attribute
models, including value functions and outranking approaches; and mathematical
programming models, highlighting goal programming approaches. As the lack of
adequate information is particularly relevant when we integrate multi-criteria models in
group decision and negotiation aiding systems, we would like to register/draw the
readers’ attention to the use of models using incomplete/imprecise information. See, for
example, an additive model based system dedicated to using incomplete information
regarding the scaling constants and integrated in a GDSS – VIP Analysis [4], and a
GDSS – IRIS integrating an aggregation/disaggregation approach for the ELECTRE
TRI method [8].

This track includes two papers that present different multi-criteria models.

– A cooperative group multi-attribute analysis of routing models for a telecommu-
nication network is discussed in [9]. The proposed method is grounded in GDSS –

VIP Analysis which allows for incomplete information regarding scaling constants.
This method is used to support a group of experts in the evaluation of alternative
options of decentralized routing models.

– An interactive evolutionary multiple objective optimization model for group deci-
sion problems is proposed in [10]. The user interacts with the model via ordinal
regression in order to identify the set of Pareto-optimal alternatives. The authors
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propose an interactive meta-heuristic approach dedicated to a multiple objective
optimization problem where preference information is provided by several decision
makers and incorporated into the evolutionary search. The interaction is based on
ordinal regression building value functions. In our opinion the added value of this
paper is the careful experimentation with several variants of the interactive proce-
dure exploiting conjointly the preference information provided by the decision
makers.

3.3 Game Theory

Game theory is dedicated to the choice of optimal behavior of two or more rational
players interacting strategically. Costs and benefits of each option for one player
depend on the choices of the other players. It is clearly the most rigorous approach to
dealing with conflicts. In this context it must be emphasized that this type of
mathematically based models are the root of many group decision and negotiation
theoretical and methodological approaches–in many cases, the analysis of the stability
of outcomes is one of its key issues.
Many researchers have exploited a great number of cooperative and non-cooperative
game models– some are considered in the following four papers of the GDN 2015
track. On the one hand game theory is a very important and productive field, but on the
other hand it has been misused in many situations. We decided that before summarizing
the papers of the track integrating Game Models we will pay attention to its limitations/
weaknesses. The following two quotes depict the problem very astutely:

1. “Unfortunately, game models must usually abstract one or a few specific features
from a real world situation, drastically simplifying the rest, in order to avoid
problems of complexity and tractability. In most cases, realistic game models are
impossible to analyze.” [8]

2. “The weaknesses of game-theoretic approaches include the treatment of the process
and its impact on the game itself, and strict rationality assumptions which, for
numerous reasons, rarely hold (e.g., imperfect information, parties’ cognitive lim-
itations, and deception)… Thus, while game-theoretic methods have a significant
role to play in the prior or posterior analysis of the group decision or negotiation
problems, their usefulness as a support tool during the process is limited”. [6]

We believe that the above lines give an accurate picture of the problem. The four
papers which rely on game-theoretical models are briefly discussed below.

– A fiscal-monetary non-cooperative game can be studied with the use of a dynamic
macroeconomic model [11]. The fiscal and monetary authorities’ strategic moves
and the Nash equilibrium are analyzed. The simulation of the results enables to
conclude that, as in many other situations, that in general the Nash equilibrium is
not Pareto optimal. In these circumstances, looking for a Pareto optimal negotiation
outcome is necessary. The paper, in general is interesting but of a particular interest
are the computer simulations for various states of the economy and the discussion.
As the Nash equilibrium is not Pareto optimal, the proposal to promote negotiations
based on a bargaining problem which is analyzed using multi-criteria optimization
tools is also interesting.
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– A stochastic dynamic cooperative game which represents interaction among deci-
sion agents who control a dynamic system is discussed in [13]. The agents represent
economic and financial entities such as real-estate market and regional economic,
and social networks. The authors study the dependence among the characteristics
of the trajectory of the aggregate outcomes, the behavior of the decision agents
(namely the interaction among decision agent preferences) and the importance
of the localization of the decision agents in respect to specific local centers. The
usefulness of the proposed game is discussed.
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1 Overview

Voting is an important way to make group decisions. It has been used in a wide variety
of contexts ranging from highly regulated and formalized – e.g. political elections – to
informal ad hoc settings used in deciding leisure activities in small groups. Often the
elections are considered as essential elements of democratic governance.

The specific procedures of voting, however, vary greatly, not only between
countries, but also within countries. For instance, one system regulates in the election
of the head of state, while another one is followed in electing the members of
legislature. Or, one system is used in electing the leaders of religious communities,
while another is resorted to in electing the presidents of universities. This variety of
procedures has given rise to a rich literature on the desiderata associated with
procedures. For example, which precise properties of procedures pertain to democratic
group decision making or to collective rationality?

The theory of voting and collective decision making is based on the social choice
theory. Its best-known results tend to be of negative nature; they demonstrate
incompatibilities among various desirable choice-theoretic properties. Some of the
incompatibilities are surprising, counterintuitive or paradoxical. While these results are
unquestionably important, it is important to study their relevance in real world
collective decision making. The context in which the procedures are being used as well
as the plausibility of their underlying assumptions are important determinants of the
relevance. Which goals are the procedures intended to serve? To what extent are these
reconcilable with the goals of the participants? Are the expected outcomes of
procedures likely to be welfare increasing or divisive? These are some of the issues
discussed in this stream of presentations.

The papers included in this section as well as the papers included in the
accompanying volume [1] can be thematically divided into the following three groups:

1 The direct vs. indirect (representative) aggregation of opinions;
2. Alignments, power and bargaining; and
3. The choice of rule.



2 The Direct vs. Indirect Aggregation of Opinions

Many results in the social choice theory pertain to aggregation of opinions. One
of them, the referendum paradox, is the phenomenon whereby the outcome of
collective decision making involving just two alternatives (yes-no) crucially depends
on the order in which the aggregation takes place. The possibility of this paradox opens
new vistas for strategic behavior among participants [2]. Strategic behavior is often
viewed as intentional strive for individually beneficial outcomes, but it can also be
related to the more permanent personality traits of voters. It is, therefore, worthwhile to
study the expected consequences of the prevalence of specific personality traits among
voting population [3].

3 Alignments, Power, and Bargaining

Both voting and bargaining are the mechanisms that aim at working out universally
acceptable outcomes when the interests of the participants differ. The setting where
there are only two participants with different opinions regarding two options already
captures the some essential differences and similarities of the two mechanisms [4].
Various procedures have obvious implications for power distribution among partic-
ipants with varying resources. These have been extensively studied in dichotomous
settings. However, with three or more alternatives considered simultaneously, the
measurement of a priori voting power becomes more complicated [5].

4 The Choice of Rule

Historically and analytically the choice of the procedure differs from the application
of the chosen procedure in determining policy or the composition of the representative
body. Are there any general principles one could resort to in designing a voting rule to
be applied in business decisions or in informal settings [6]? The existing – relatively
rich – literature focuses on dichotomous choices (rule x versus rule y) and often
assumes voter preferences regarding the outcomes that result from the application of
rules. It is, however, also possible to address the problem via the criteria that various
procedures satisfy or fail to satisfy [7]. This renders the rule choice an instance of a
general MCDM problem and may seem a plausible way of augmenting the current
recommendation systems [8].
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1 Overview

The recent development of new technologies that can help analysts understand strategic
conflicts and provide strategic support to negotiators has been a great benefit for many
decision makers. New theoretical issues are being explored, and at the same time new
software systems are making modeling easier and analytical results clearer. Environ-
mental management, including energy projects, is a natural area of application of
technologies for the analysis of strategic conflict, and has motivated both theoretical and
practical advances. This stream collects contributions highlighting new advances in the
Graph Model for Conflict Resolution (GMCR) and other methodologies that have been
influenced by issues arising in environmental management, energy development and
other types of disputes. More specifically, one major thrust contained in the paper is the
presentation of techniques for modelling preferences within the GMCR using
probability theory, fuzzy sets and grey numbers. A second set of papers deal with
basic structures of conflict which can be expressed within a GMCR structure:
hierarchical conflicts, misunderstanding in disputes and multi-level options. Finally, one
paper is concerned with fairly allocating water among competing users employing
decentralized optimization.

2 Group Decision and Negotiation

As described by authors such as Kilgour and Eden [1] and Hipel [2, 3], a rich range of
formal techniques and methodologies are available for modelling controversies arising
in group decision and negotiation. Of particular interest here is the Graph Model for
Conflict Resolution for investigating real world disputes occurring in energy
development, water resources, environmental management, international trade, indus-
trial development and many other areas [4, 5]. This methodology can be applied in
practice to actual conflicts by using the decision support systems such as GMCR II
[6, 7] or GMCR+ [8].



A GMCR model consists of three key pieces of information: decision makers
(DMs), the options or courses of action under the control of each DM and the relative
preferences among the feasible states or scenarios in the conflict. Because preferences
are relatively difficult to obtain in practice and there may be high uncertainty contained
in them a number of mathematical approaches have been proposed for capturing their
uncertainty including unknown preference information [9], fuzzy sets [10], probability
theory [11] and grey numbers [12]. Another approach for dealing with situations in
which a DM may greatly prefer one situation (ex. peace deal is reached) over another
(war breaks out) is called strength or level of preference [13, 14]. As explained in the
next section papers contained within this stream contain a range of advances in
modelling uncertain preferences within the GMCR paradigm. These contributions can
be operationalized by including them within expanded versions of DSSs for GMCR or
developing new systems. The matrix formulation of a conflict [15] can reduce
computational time within a DSS for implementing GMCR.

Some basic structures could also be embedded within GMCR to further enhance its
applicability. For instance, in some cases, a hierarchical structure of conflicts may be
present and hence one may wish to reflect this within GMCR [16]. In situations in
which misunderstanding or misperceptions are present, one may wish to take into
account what is called a hypergame framework [17, 18]. For some disputes one may
want to allow for levels in an option such as having a high, medium or low level of
water supply available. These types of advancements are addressed in this stream of
papers.

The fair allocation of resources constitutes an important problem in many fields
such as fairly distributing bandwidth among broadcasting stations in the communi-
cations industry and equitably allocating water among competing users in a river basin.
Based upon concepts from hydrology, economics and cooperative game theory within
an overall large scale optimization problem, Wang et al. [19] developed a
comprehensive model for fairly allocating water among users with application to the
South Saskatchewan River Basin in the Canadian Province of Alberta and the Aral Sea.

3 Contributions Contained in This Stream of Papers

The first 19 references contained in the bibliography are additional references used in
this introduction. The last ten references refer the papers contained in this stream.
References 20 to 22 are full papers while references 23 to 29 are extended abstracts.
The paper by Kornis et al. [20] nicely demonstrates how GMCR can be applied to
study the dispute over fluctuating water levels in the Great Lakes using the DSS GMCR
II [6, 7]. Next, Hou et al. [21] model how three-levels of preferences can be obtained
using what is called option prioritization.

For the papers in which extended abstracts are provided, the first set of papers is
mainly concerned with preference uncertainty. In particular, after defining a solution
concept called symmetric sequential stability, Rego and Vieira [22] extend it for
employment with uncertain, probabilistic and fuzzy preferences. The same authors [23]
then furnish matrix methods for calculating stability when preferences can be
probabilistic.
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The next three papers deal with different structures that can be handled within
GMCR. Specifically, within a hierarchical graph model, He et al. [24] present option
prioritization methods for determining preferences in a higher level conflict from lower
ones. This is followed by Aljefri et al. [25] show how misperception of options by DMs
can be formally handled within GMCR. Matbouli et al. [26] then explain how options
can be split into levels within a graph model structure. Finally, Xiao et al. [27] develop
a modified penalty based decentralized optimization method for employment in fairly
allocating water among competing stakeholders.
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1 Introduction

Business and personal interactions increasingly take place online. Such interactions
vary from personal communications (e.g. using email, twitter, skype) to formal
organisational processes such as procurement, sale, or marketing. What they have in
common is that they all deal with communication of different sorts. Concentrating on
the business context, communication gets more structured. Mutual understanding
becomes a prime goal in order to enable effective business interactions.

Electronic negotiations are an archetype of organizational communication
processes that involve decision making and conflict management at the same time.
Whilst negotiators in organisational e-negotiation processes might use general
communication systems such as email or skype, there are also systems that are more
specifically targeted at e-negotiations. They can be support tools as part of business
systems or dedicated electronic support systems (NSSs). NSSs support communication,
decision making, document management, and/or conflict resolution in business
contexts. Over the past decades, we have seen sophisticated NSSs that provide holistic
support of all of the above negotiation elements. They have been tested in various
experiments and have been shown to improve both process and outcome.

The papers of this section as well as of the accompanying volume [1] show the
work of researchers, developers, and practitioners who design and develop NSSs, study
their use in the laboratories and in the field, or incorporate NSS components into
negotiation, mediation and facilitation. In particular, the papers deal with: (1)
communication and language aspects, (2) behavioural aspects, (3) system and media
aspects, and (4) new applications of NSSs.

2 Communication Negotiation Support Systems and Studies

Communication is the core functionality of negotiations present in any context, by any
stakeholder, using any medium or system. Thus, communication support must be a
core functionality of an NSS.

The keynote by Schoop [2] addresses this need for dedicated communication
support. With two communication theories as a firm basis, different aspects of
communication support in electronic negotiations such as semantic and pragmatic



message elements and validity claims as meta-communication are introduced. The
theoretical constructs have been implemented in the negotiation support system
Negoisst which is also discussed in the paper. Schoop shows the role communication
support plays for electronic negotiations.

The paper by Schoop et al. [3] provides the basis for communication support in
NSSs by analysing the role of ontologies in electronic negotiations. Since the overall
goal of communication support is mutual understanding, ontologies can provide the
means to achieve understanding on the syntactic as well as the semantic level.
Combined with pragmatic support in an NSS, this would enable a complete support of
negotiation communication on all semiotic levels.

The paper by Kersten [4] analyses how negotiations can contribute to the
acquisition of English as a second language in a university course. The students of the
course were provided with academic negotiation publications and used an NSS to try
out the concepts in practice. Communication practice is of prime importance when
learning a new language. Together with joint problem solving, these negotiation
components helped the students in their learning tasks.

3 Behavioural Aspects in Negotiation Support Systems and Studies

Negotiations involve at least two stakeholders in interaction processes. These
negotiators make decisions and concessions, show emotions, and behave in different
ways during the negotiation process based on their cultural context.

The paper by Vetschera [5] addresses the interdependence of behaviour of
negotiators, in particular the sequence of offers they are making. It extends the Actor-
Partner Interdepence Model, which was specifically developed for the analysis of data
resulting from dyadic interactions, to the specific situation of negotiations. Results from
applying this model to two data sets identify some robust patterns, but also indicate that
interaction processes are strongly dependent on the negotiation task.

The paper by Etezadi and Kersten [6] studies multi-bilateral negotiations, in which
one buyer simultaneously negotiates with multiple sellers and analyses how the
negotiation tactics of the buyer influence behaviour of the sellers. The authors estimate
a simultaneous equations model using data of 229 experimental negotiations. Their
findings confirm the asymmetric role of reciprocity, in that competitive tactics are
reciprocated, but sellers try to exploit cooperative buyers.

The paper by Sundarraj and Morais [7] raises the question how culture determines a
particular behavioural issue, namely time preference. They envision testing time
preference in a cross-cultural experiment with students from Brazil and India.

The paper by Gettinger and Köszegi [8] deals with aspects of affective complexity
in electronic negotiations. Its management is fundamental for negotiators to reach
mutual understanding in communication and a positive relationship. They propose to
support electronic negotiations with communication tools that facilitate the contextu-
alization of communication by providing emoticons.
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4 Medium and System Aspects of Negotiation Support Systems

Negotiation Support Systems exploit the potential of information and communication
technology to enable or to improve electronic negotiation processes and lead to better
outcomes.

The paper by Moura and Costa [9] introduces an NSS called NegPlace that
considers personality traits of negotiators for the support of electronic negotiation
processes. The ultimate aim is to improve the negotiation by considering individual
styles of the participants.

The paper by Sugimoto et al. [10] discusses a study of decision making in crisis
management. Japanese and British students. The authors compare face-to-face
scenarios to online scenarios in this context and analyse the differences. They show
the need for dedicated ICT support.

5 New Applications of Negotiation Support Systems

The paper by Lenz et al. [11] introduces the field of requirements analysis to electronic
negotiations and vice versa. Electronic requirements negotiations involve multiple
stakeholders and are multi-attribute negotiations by nature. Surprisingly, the majority
of previous work on such negotiations stems from the requirements engineering
community. The authors discuss the particulars of requirements negotiations and show
that NSSs can provide the means for support.
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1 Overview

Large corporations have been leveraging the Internet for melding functional silos and for
creating a ubiquitous set of inter-organizational business partners who collaborate with
one another on various planning and operational activities. With the entry of social
media, the scope for online collaboration and competition has expanded even further, in
terms of both the geographic spread, as well as the real-time nature of the decisions that
need to be taken. All of these necessitate the incorporation of newer methodologies.

One theoretical base for online technologies is rooted in the area of psychology. For
example, what constructs are crucial in determining the onset and dynamics of an
online interaction? Further on, how can such constructs be modeled mathematically
and what techniques can be used to take real-time decisions on the basis of such
models? Novel collaboration tools can be applied in a variety of contexts. The relevant
question then is how can generic models be adapted to a particular known application
area? Are there newer forms of applications that have arisen as a result, and if so, what
models are most adaptable? Finally, there is the issue of social and customer acceptance
of online systems. That is, what factors lead to the acceptance and adoption of various
online technologies?

The aforementioned discussion leads us to thematically divide the papers in Section
8 of this volume and in [1] into the following three groups:

1. Online Technology Constructs and Models
2. Applications online technologies
3. Acceptance of online technologies.

2 Models and Constructs

One common approach to developing online tools is agent-based systems. Agents are
software programs that act autonomously on behalf of a user and interact with other
users or agents. Robertson and Franco [2] consider the question of how knowledge can
be transferred through the use of inter-group interaction, and employ an agent-based
approach for this purpose. Multi-agent coordination is also the underlying mechanism
in an online system for managing consumer-collectives of renewable energy.
Algorithms for the demand-management of this collective, and salient computational
results with the algorithms are given in [3]. Online systems today provide a unique way



for organizations to elicit the participation of the public (e.g., through crowdsourcing).
Antecedents constructs for which crowdsourcing becomes useful for the organization
are proposed in [4].

3 Applications

At the organizational level, collaborative technologies can be used for decision-making
by multiple stakeholders. A multicriteria decision-making model for assessing cloud-
computing investment decisions is given in [5]. Online collaborative technologies allow
for the possibility of engaging the mass population at large. Thus, these multicriteria
methods can also be employed at the end-customer level as well, especially with the
prevalence of online shopping. One such application of an AHP-based approach to
determine the factors that influence customer shopping can be found in [6].

4 Acceptance

Collaborative technologies offer new marketing possibilities, for example, that of
attracting customer through location-based electronic coupons. A customer’s intention
to re-purchase electronic coupons is affected by the quality of service of both the
coupon-distributor and that of the store [7]. In addition to marketing, online tools are
also influencing human courtships [8]: a survey of online-dating-site users found that
looks and temporary physical encounters are not important for both men and women,
although men are more in hurry to find a mate.

A number of research studies have brought out how trust and its sub-constructs are
important in determining the acceptance of online collaborative technologies. In the
case of longitudinal use of one such group decision-support-system, one trust sub-
factor, namely risk-perception, decreased with the usage of a system [9]. Trust can also
have an influence on global teams that engage in virtual collaboration [10].

Finally, the question is how does the acceptance of collaborative technology change
across time and region? Using the US and Australia as examples, it is shown that even
though technology access varies across these geographies, the perceived impact is more
affected by the length of use rather than by the end-user’s regional origin [11].
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1 Overview

Online marketplaces represent ideal playing fields for market engineers and researchers
in decision-making on mechanisms and aspects of information presentation. Rules and
mechanisms for markets vary widely and continue to evolve, especially with the
increasing amount of computer power which permits developing and implementing
complex, memory-intensive mechanisms like combinatorial auctions. The other major
factor in exchange transactions are the market participants and their interaction with
such systems and the mechanisms. How humans react to specific set of market rules
and principles determines the success or failure of this market. This introduces
behavioral aspects to market design considerations.

Explaining and predicting user reactions to market design as well as designing new
and more efficient forms of market mechanisms are therefore two of the most urgent
tasks for researchers from many fields—including information systems, operations
research, economics, and social and political sciences. Phenomena like auction fever,
overbidding, information overload, social competition, and other forms of social
preferences and behavioral biases illustrate this notion. The papers included in this
section as well as the papers included in the accompanying volume [1] address such
aspects and they can be divided into the following three groups:

1. negotiations and auctions;
2. peer-to-peer markets; and
3. emotions in markets.

2 Negotiations and Auctions

Complex market mechanisms, especially in business-to-business auctions, have
attracted a good deal of attention in research and practice in the last decades. Auctions
and formal negotiation structures represent a possible means of reaching agreements
between the involved parties, where usually auctions follow well defined rules and
negotiations often do not. In this volume, a series of suggestions are made for applying
or combining negotiations and auctions to relevant problems.

A multi-attribute view on the auction market place eBay is considered in [2]. The
authors use multiple (parallel) auctions on the same product type with different feature



properties, taking advantage of large auction numbers, the price variation therein, and
different feature characteristics that fit the bidders’ specific preferences.
Another type of auctions is the first-price sealed-bid auction. A special case, in which
the responsibility for bid and payment is split is discussed in [3]. Such a division of
responsibility may be due to the principal-agent relationship that arises between the
bidder and the payer. In two-unit two-bidder scenarios, the effect of overall allowances
for one and two units on bidding equilibria are compared. Overall allowances for two
units result in an equilibrium with no single-unit bids; only if single-unit allowances
exceed two-unit allowances do the agents place single-unit bids.

Two contributions consider supply chain environments. A two-stage multi-echelon
supply chain model is introduced in [4]. A numerical example is used to compare the
different order and production lot determination approaches that involves central
planning (optimization) as well as decentralized negotiations.

Inefficiencies in reverse procurement auctions in just-in-time production environ-
ments due to non-linear contract curves with interrelated product or service attributes
are discussed in [5]. In order to improve auction efficiency, in terms of outcomes for
both sides, post-auction multi-bilateral negotiations are suggested.

3 Peer-to-Peer Markets

Another evolving form of online markets are peer-to-peer platforms. Today’s
e-commerce landscape experiences the development of a broad variety of such
markets. Whereas the last decade was mainly characterized by B2C e-commerce, we
now see an increasing number of C2C platforms: private persons share goods and
services in large scale peer-to-peer networks. Ebay, for instance, may be regarded as
one of the early pioneers in provisioning and managing such a C2C market platform.
The spectrum of sharing activities nowadays shifts from mere resale of spare goods to
other forms (e.g., co-usage and renting. The proponents of these markets often claim
that they offer a more social and sustainable alternative to traditional forms of
consumption.

Knowledge of the factors that are used to determine pricing help us to better
understand its functioning. The factors that determine prices on the apartment sharing
platform Airbnb can be determined with the standard regression analysis [6]. The prices
are set by the individual providers, usually private persons, and thus reflect a wide
range of influences. The model explains app. 35% of the listing prices’ variation, which
includes size and location of the place as well as city-specific aspects like population
and the general rent price level. The approach allows to obtain such insights into city
structures as listing density and spatial price variations.

Another key issue in sharing economy is trust. Using the case of Airbnb the
formation of trust is discussed in [7]. The authors propose a model that captures trust-
relevant factors such as the hosts’ ratings, activity, and trustworthiness as conveyed by
their profile pictures and links those factors to booking intention, i.e., the economic
manifestation of trust.
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4 Emotions in Markets

It is common consensus by now that emotions play a large part in decision-making.
Determining the exact circumstances under which certain emotions arise and how they
shape the behavior of market participants, however, is still a relatively novel research
field today. Inexpensive and small sensors, which are now commonly available, can be
used to help consumers improve their decision making, e.g. in a purchase situation. In
turn, market providers may use this information to improve their mechanisms, e.g., to
choose less (or more) stress- or excitement-inducing auction formats.

In the context of C2C market platforms, a research model of the relationships
between cues to trust, trust, emotions and purchase intention in order to increase
understanding of C2C market stability is proposed [8]. Cues to trust are further
differentiated as heuristic cues—e.g. interest similarity between consumers—or
independent cues which have no connection to the consumer’s actual decision or
purchase situation (e.g. shared birthdays). One major part in the proposed research is
better understanding the role of emotions in cue processing and trust formation.

Further developments in this area include adaptive systems with biofeedback
applications which adapt to individual and situational consumer needs [8]. Such systems
pose new challenges for businesses in terms of data analysis and market engineering:
Structuring, processing and interpreting consumers’ behavioral data enhanced with
biodata is a complex task. Designing stable markets and systems based on such data
requires highly skilled analysts and (adaptive) analytics systems.

A framework for integrating NeuroIS methods into business analytics to improve
corporate processing and analyze large volumes of consumer and market data is
proposed in [9]. The authors suggest adaptive analytics systems, e.g., systems based on
biofeedback, to help business analysts improve their decision-making skills.
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Abstract. Community governance needs a small group discussion among
community people to identify their concerns, to share them each other and to
generate better alternatives for solving problems. A planner should manage the
discussion to achieve these objectives. This study analyzed the small group
discussion in the community disaster risk management by using text mining.
Correspondence analysis was applied to the text data of the discussion. Ana-
lytical results revealed the characteristics and effects of small group discussion.

Keywords: Community governance � WS discussion � Disaster risk manage-
ment � Correspondence analysis � Text mining

1 Introduction

Community governance is an appropriate process of decision-making used to solve
problems in a community. Somerville [9], referring to Clarke and Stewart [4, 5],
describes community governance as giving the public the right to participate in, and
wherever possible, determine issues affecting a community through direct control and
through such institutions as neighborhood forums or community councils. Bowles
and Gintis [1] state that communities play a role in good governance because they
address certain problems that cannot be handled either by individuals acting alone or by
markets and governments. Members of community must participate in solving the
problems in such areas as environment, transportation, and disaster risk. Community
governance, therefore can achieve sustainable community development.

Small group discussion such as workshop (WS) discussions have an important role
in community governance. First, such discussions can identify the community’s con-
cerns and needs, on the one hand, and the information requirements, on the other hand.
WS discussions, therefore, help to determine the problems that exist in the community.
Second, these discussions facilitate the possibility for community members to share
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their concerns, needs and information. Lastly, small group discussions may generate a
set of alternative solutions for the community. Prior to decision making, such dis-
cussion are very important in identifying the problems, and generating a set of alter-
native solutions for the community.

Generation of better alternative solutions depends on the management of these
types of discussions. Planners should facilitate the discussion to reveal the concerns,
needs and information shared in the community. Information from not only community
people but also planners is necessary to generate better alternatives for community.
Planners are expected to provide people in their communities with critical and pro-
fessional information which they do not know, but which is important for solving the
problems that the community faces.

Understanding the characteristics of the small group discussion will aid the planner
in managing these types of discussions. It is important to analyze what the members of
the community discuss and understand their shared concerns and the information that is
presented. This type of analysis help to develop plans for the management of future
small group discussions.

This study focuses on the communicative process among members of a community
and the process between members of a community and planners. The purpose of this
study is to clarify the similarities and the differences of concerns between these two
groups. An analysis of the content of small group discussion and the effects of small
group discussions in community governance is done. Small group discussions were
held for disaster risk management in the Japanese community and the process of
discussion was observed and analyzed.

2 Community Governance and Disaster Risk Management

2.1 Community Disaster Risk Management of Kunigami Village
in Okinawa, Japan

Community governance is extremely important in disaster risk management in Japan.
Two types of disaster prevention plans have been implemented in Japan. The first is the
“Basic Disaster Management Plan” which is a comprehensive and long-term plan at the
national level. The second is the “Local Disaster Management Plan (LDMP)” which is
developed by each prefectural and municipal disaster management council, subject to
local circumstances and based on the Basic Disaster Management [2].

After the Great East Japan Earthquake in 2011, the Japanese government devised a
new plan named the “Community Disaster Management Plan (CDMP)” in 2013. This
plan supports the residents and the employers to develop a disaster management plan
for their community. The aim of CDMP is to promote the enhancement of disaster
reduction activities at the community level. This plan is expected to make members of
the community help themselves and each other should a disaster occur.

The basic principles of CDMP are:

1. CDMP should be made by members of the community using a bottom-up approach;
2. CDMP should depend on the social, environmental and geographical characteristics

of a community;
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3. CDMP should promote activities depending on the disaster situation; and
4. CDMP should improve community preparedness continuously.

These principles imply the function of community governance in disaster risk
management.

The Kunigami village is located in the north of Okinawa Island in Japan. There are
20 districts within Kunigami village. The municipal government of Kunigami started to
review LDMP in 2013 before CDMP were devised. The municipal government held
workshop discussions at Yona district in 2013.

2.2 Basic Model of Community Governance

Chosokabe et al. [3] proposed a basic model of community governance as shown in
Fig. 1. The set of alternatives is constrained by the social context (I). A community
chooses an alternative from the set of alternatives (II) and subsequently implements it
(III). The result of the implementation, in turn, affects the social context (IV).

In disaster risk management, members of the community need to identify their
strengths and weaknesses on disasters at Phase I. They should understand the geo-
graphical, meteorological, historical and social characteristics of their community, such
as the critical location, evacuation route and people needing assistance should an
earthquake and/or tsunami happen. The planners are expected to give information
about the disaster and its location, as well as safety recommendations. The small group
discussions help them to learn and share the information with the community.

The contents of discussion should be revealed (in a way that both the members of
the community and the planner can understand it) in Phase I. The observable contents
help them to understand what information is and is not available. Analysis of the text
data of the discussion gives a better understanding of the process of community
governance.

Concern Media

Social Context

Implementation Alternative set

Policy Decision

I

IIIII

IV

: Observable
: Not observable

Fig. 1. The basic model of community governance [3].
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3 Methodology

The purpose of the analysis is to clarify what members of the community (participants)
and the planners tend to express in these small group discussions. The analysis is
applied to explain the similarities and the differences between what each participant
mentioned and what planners mentioned in the discussion.

Correspondence analysis is applied to the text data of WS discussions. Corre-
spondence analysis is a multivariate analysis technique for exploring cross tabular data
by converting such tables into graphical displays, called ‘maps’, and related numerical
statistics [6]. It is one of the easiest to use methods for classification of text data [7].
This study focused on what a speaker mentioned and what groups of speakers men-
tioned. The method is expected to reveal characteristics of the words used by each
speaker and each group of speakers.

Figure 2 shows the process of analysis, which includes four phases. The phases are:
(i) making a transcript from voice data; (ii) applying morphological analysis to the
transcript and extracting nouns, adjectives and verbs from it; (iii) calculating the fre-
quency of words used for each speaker or each group of speakers and making cross
tabulation table; (iv) applying correspondence analysis to the table. Correspondence
analysis is applied to the cross tabulation table. The row header represents each word,
and column header represents the name of the speaker or group. The table shows how
many times the speaker or the group mentioned the word in the discussion.

4 Results

4.1 Data Collection

WS discussions were held at three times for residents at Yona district in 2013. 14
residents, 9 males and 5 females, participated in the discussion. Participants were sorted
into three groups for discussion. Group A and B were male groups and group C was a
female group. 7 planners, 4 university staff members, 2 engineering consultants and a
Kunigami village official, facilitated each group discussion.

This study analyzed data from 6 dialogues of each group and each WS discussion.
Table 1 shows the details of the data.

This study also focused on what each speaker remarked at the discussion and
analyzed the remarks of the members of group A; resident a, b, c and facilitator (Fa) as
shown in Table 2.

Fig. 2. The four steps of the analysis process.
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4.2 Speaker-Based Analysis

Figure 3 shows the result of correspondence analysis for each speaker and each WS
discussion. The analysis applied to the table whose row headers represent words and
column headers represent speakers at the 1st and the 2nd WS discussions. In Fig. 3,
circular markers represent the words and “x”marks represent the speakers. For example,
“1Fa” represents the facilitator at the 1st discussion and “2a” represents the speaker “a”
at the 2nd discussion. In this analysis, the remarks of two facilitators are integrated. The
top 73 words in frequency at the 1st and the 2nd discussions were used for the analysis.

Vertical axis divided the “x” marks into the 1st discussion (Left) and 2nd discus-
sion (Right). Horizontal axis tended to divide them into the residents (Upper) and the
facilitator (Bottom). There is the distance between the “x” marks of the speakers at
the 1st discussion, especially between speaker “a” and facilitator. The results show that
the words remarked by each speaker were different. The examples of the words each
speaker especially tended to remark at the 1st discussion were given as follows.

 - Speaker a: “Adan,” “rice field” and “river.” “Adan” is a species of Pandanus that 
grows in the local area. He tended to express the information of the plants in the 
local area. 

 - Speakers b and c: “different,” “place,” “sand” and “clogged.” These words 
suggest the contents “the sand-clogged location in the local area”.

 - Facilitator: “evacuation,” “remark,” “tsunami,” “government,” “earthquake” and 
“drill.” These words suggest “disaster prevention” when earthquake and tsunami 
occur. 

On the other hand, the distance between “x” marks became to be close at the 2nd
discussion. The examples of the words each speaker especially tended to remark were
given as follows.

- Speakers a, b and c: “concrete,” “walk,” “big,” “family name,” “cooperative 
store,” “healthy” and “vacant house.” These words suggested the detailed
information about the community such as the place and peoples’ names or 
conditions. 

- Facilitator: “high,” “leave,” “association” and “community center.”

Table 1. The number of utterances of the groups at the 1st and the 2nd discussions. (1A refers to
data from group A at the 1st WS discussion, 1B to data from group B at the 2nd, etc.)

1A 1B 1C 2A 2B 2C

Residents 5 4 4 4 4 4
Facilitators 2 2 3 2 2 2
Utterances 900 765 844 1327 1841 1659

Table 2. The number of utterances of each group member (a, b and c) and the facilitator (Fa) at
the 1st and the 2nd discussions

Speaker 1a 1b 1c 1Fa 2a 2b 2c 2Fa

Utterances 82 170 76 162 325 267 177 253
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The result of speaker-based analysis suggested the following two points.

1. The residents informed each other about risky locations and about weak people at
the time of a disaster (“typhoon”). On the other hand, the facilitators (planners)
informed residents about the different types of disasters (ex. “earthquake,”
“tsunami”) and the management of the community for the disaster planning
(“evacuation,” “drill”).

2. At the 2nd discussion, the distance between the residents and the facilitator was
reduced. The transition showed that the residents and facilitators used more similar
words than at the 1st discussion.

4.3 Group-Based Analysis

The results of the correspondence analysis for each group and each WS discussion are
shown in Fig. 4. The analysis was applied to the table whose row headers represent
words and column headers represent groups at the 1st and the 2nd WS discussions.
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Fig. 3. The result of the correspondence analysis of each speaker and facilitator at the 1st and
2nd discussion.
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Circular markers represent the words and “x” marks represent the groups. The top 105
words in frequency at the 1st and the 2nd discussions were used for the analysis.

The vertical axis divided the “x” marks into the 1st (left) and the 2nd (right)
discussion. The horizontal axis divided them into groups A and B (male groups) (top)
and the group C (female group) (bottom). Examples of words each group tended to use
are given below.

These words suggest that Group C focused on food preparedness during a time of
disaster and on vulnerable people such as children and elderly people.

The contents discussed by groups A and B (male group) at the 1st discussion were
similar to each other as seen in the close distance of their points (shown in Fig. 4). On
the other hand, the point of the group C, female group, was far from the points of
groups A and B. The results of this group-based analysis suggest the following:
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Fig. 4. The result of the correspondence analysis for each group at the 1st and 2nd discussion.
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- 

- 

Group B at the 2nd discussion: “support,” “hand cart,” “stay,” “son” and 
“family.” These words suggest that Group B focused on the people who need 
support to evacuate at the time of a disaster, such as elderly people who were 
living alone and the physically disabled. 

- Group C at the 1st and the 2nd discussion: “worry,” “food,” “foodstuff,” 
“sister,” “child” and “elderly people.” “Sister” means “elderly female” in their 
community. 

 Groups A and B at the 1st discussion: “meter,” “road,” “sand,”
 “danger,” “earthquake,” “tsunami,” “river,” “typhoon” and “national/prefectural 
road.” These words suggest the types of disasters and possible damage in disaster
 situations.
          

1. The male and female groups spoke from different viewpoints at the first discussion.
For example, the female group (Group C) focused on food-related issues at the time
of disaster.

2. Each group discussed from a different viewpoint at the 2nd discussion. The groups
discussed detailed information such as, associations (group A), individual infor-
mation of weak people (group B) and food-related issues (group C).

5 Discussion

This study applied correspondence analysis to the text data of small group discussion
on the disaster risk management. Speaker-based analysis showed the different view-
points on a disaster between the residents and the planners. The residents especially
mentioned the risky place and the weak people at the time of typhoon disaster in their
community. In other words they showed the detailed information about their com-
munity, which they only knew but the planners did not know. In contrast, the facili-
tators (planners) mentioned the risk management for an earthquake disaster and a
tsunami disaster. Facilitators reminded the residents that they needed to prepare against
these disasters. For example, the residents knew the risky places at the flood disaster
but they didn’t know how to reduce such risks until the next disaster occurred.

Speaker-based analysis also revealed the process of mitigating the perception gaps
between the residents and planners. The distance of the “x” marks between the resi-
dents and the facilitator became to be close at the 2nd discussion (Fig. 3). The transition
suggested that they became to mention more similar topics than they mentioned at the
1st discussion. In other words, they had shared their information and concerns each
other through the discussion.

Group-based analysis clearly revealed the different viewpoints between male and
female group. The male groups (Group A and B) mentioned the types of disasters and
the damage in disaster situations. In contrast, the female group (Group C) especially
mentioned the foodstuff at the time of disaster. The analysis also revealed the different
viewpoints of each group at the 2nd discussion. The plotted words suggested that each
group discussed the details about the disaster such as association (group A), individual
information of weak people (group B) and foodstuff (group C) in Fig. 4.

Fishkin [8] points out that the quality of the deliberative process can be explained in
terms of five conditions; (a) information, (b) substantive balance, (c) diversity,
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(d) conscientiousness and (e) equal consideration. The five conditions are helpful and
important to evaluate the effect of small group discussion. The analyses can help the
evaluation of the conditions (a), (b) and (c).

The position and distance of plotted word by correspondence analysis revealed the
similarities and differences of information at the discussion. The plotted words suggest
many different kinds of information mentioned by various participants such as a male
and female resident and a planner. The planner can evaluate a diversity of information
and can also control the balance of information from the planner’s viewpoints based on
the plotted words. However, the analyses cannot evaluate the conditions (d) and (e).
The other scales are needed to reveal conscientiousness and equal consideration of a
speaker at a discussion.

6 Conclusion

This study analyzed the contents of small group discussions on disaster risk manage-
ment in a Japanese local community. The correspondence analysis laid out the words
remarked by each resident and facilitator (as seen in Figs. 3 and 4). The results revealed
(i) the different and various information shared by the residents and facilitator (planner),
(ii) the process of sharing information between residents and facilitator and (iii) the
different viewpoints between male and female residents.

The plotted words characterized the contents of the discussion by each speaker or
group. The different and various words were observed during remarks of each speaker
and each group. The residents informed each other from their own viewpoints that had
not been shared before. It was also observed that the viewpoints were different between
male and female residents. The observations showed the effects of small group
discussions.

The changes of distances between the residents and facilitator, as shown in Fig. 3,
suggest the process of sharing information and concerns through discussion. In disaster
risk management, the information from the planner is important because the residents
have little information about the disaster risk. In contrast, the planner does not have
enough local information, such as, risky locations and frail people who may need extra
attention at the time of a disaster. The results revealed the information by analyzing the
text data from these discussions.

The results suggest the small group discussions help the communicative process
between residents and planner. Our future work will focus on examining other patterns
of information sharing among speakers, testing the effectiveness of our method from
the viewpoints of speakers and eventually using our method for facilitating discussions.
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Abstract. In this paper we seek to understand how individuals, as part of a
group facilitated modelling setting, commit themselves to a set of actions, as a
basis of sense-making, sense-giving and coordinated actions. For this we
introduce Pickering’s Mangle of Practice to understand the practice of a group
facilitated modelling setting. Using video data from a group modelling building
exercise, we analyze how individual actors framed their circumstances in
communication with one another and how through facilitated model building
this affected their subsequent interpretation and decisions as the process unfolds.
We show how, through the models as objects enhanced the interaction between
verbal communication, expressed and felt emotion and material cues led to
collective behavior within the group. With our study we extend prior research
and elaborate on the role of objects and materiality as part of group decision
making.

Keywords: Group decision making � Problem structuring methods � Sense-
making � The mangle � Collective behavior

1 Introduction

Understanding the impact of PSM interventions is problematic because they are
complex settings involving the interaction of actors and modelling devices [1]. Spe-
cifically, since a great deal of OR interventions are one-off and temporary, it becomes
necessary to devise techniques to ensure an appropriate evaluation of the efficacy of the
approaches [2, 3].

In this paper, we introduce and explore the use the use of sense-making and sense
giving as one means to study interventions as complex interactions of people, models
and context. We take as our example a case study on the participatory planning of
Smart City experiments for energy efficient city district redevelopment. We apply
PSMs in the case, but we are faced with the question: Is there a means for under-
standing how individuals working together perform effectively as an ensemble? As
with all PSM methods the process of the intervention is conducted in a group, where
the process is consultative and iterative. Behaviorally, the process provides a succes-
sion of models delivering different perspectives, which contribute to a deepening
understanding of the problem as new insight emerges. Also, the process uses the sense
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of unease among the problem owners about the present representation of the problem
as a signal that further modelling may be needed. However, the idea that PSMs and
their models can mediate behavior within groups is not a new idea. This has been
acknowledged to some degree, for example by [4] who suggested that models in soft
OR represents a facilitative device. Also, Franco and Montibeller [5] discuss models as
boundary objects. However, these are examples of a loose coupling of models and the
actual situation and therefore it is difficult to infer any theory of behavior through
representation. Recently, Ackermann and Eden [6] suggested that the PSM is a process
of collective sharing, understanding, and negotiation. They explored this via principles
suggested by Fisher and Ury [7], and show how PSMs enable cognitive and social
negotiation. We build on this research and suggest a sense-making approach may be
appropriate.

Addressing how sense-making and structuring shape the outcome of a PSM
intervention is important because we will be better able to understand the processes of
PSMs. In doing so, our aim is to understand why attempts to enact PSM interventions
often fail to bring about desired results or rarely lead to the substantive claims that are
intended, but in many cases lead to unintended outcomes. We draw on the Mangle of
Practice (henceforth called the Mangle) proposed by Ormerod [8] and based on
Pickering [9, 10]) to conceptualize the interactions within a PSM intervention, and thus
we explore the multi-dimensional nature of PSM interventions.

Thus, our paper makes the following contributions. First, we build on recent
interest in behavior and OR, as a means for understanding how individuals working
together perform effectively as an ensemble through the mediating role of the model.
Second, we contribute to the literature on methods to evaluate the process of OR, by
employing the concepts from the Mangle [9, 10]) to explain the complex outcomes of
(collective) OR processes, namely extended learning. Finally, many scholars of OR
will agree that the nature of the link between OR processes and outcomes has yet to be
definitively proven. In our paper we test the idea that OR interventions creates the
conditions for collective behavior evidenced through a sense-making approach [6, 11].

2 Theoretical Considerations

Over the last 20 years or so, OR scholars have devoted significant attention to
understanding processes that shape interventions [4]. In this context, PSM interventions
may be conceptualized as creating small scale test beds for understanding how better
collective decision-making may arise. An increasing interest in gaining access to
understanding the dynamics of PSM interventions in situ has led to important insights
regarding theory, behavior and outcomes pertaining to (particularly soft) OR processes
[2, 3, 12, 13]. However, significant methodological and epistemological challenges
remain in the study of OR interventions [3, 14].

Relatedly, scholars have examined how the importance of a theory driven approach
helps to understand how patterns of interactions shape the PSM process [3, 15]. This
line of research acknowledges that actors through sense-making shape the interactions
which in turn shape the structuring of the problem and so on, but there remain two
important gaps. First, existing studies have focused on actors’ individual characteristics
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[16] and, in doing so, have not examined how the group setting shape sense-making
and structuring. Second, studies have neglected the multidimensional and interactive
nature of PSMs’ contexts, typically examining only single dimensions such as group
membership. Hence the richness and importance of the interactions remains largely
empirically unexplored and under-theorized. To help address these gaps we draw on
sense-making concepts and employ Pickering’s notion of the Mangle to understand the
sense-making structuring cycle in PSM interventions.

2.1 Sense-Making

The concept of sense-making and sense-giving derive from Weick’s work [17], with
numerous scholars highlighting they are key elements of the problem structuring
process (e.g. [3, 6, 15]). Sense-making is the primary site where meanings materialize
to inform, and constrain identity and action [17]. It is described as a process which is
‘retrospective, social, on-going, and driven by plausibility’ [17]. In contrast, sense-
giving, a sense-making variant (Weick et al., 2005), involves attempts to influence the
sense-making and meaning construction of others towards a preferred re-definition of
reality [18, 19]. As such, we suggest that sense-making and sense-giving are concepts
central to PSM interventions, particularly in the face of increased complexity, ambi-
guity and uncertainty that contemporary organizations face, where the need to create
and maintain coherent understandings that sustain relationships and enable collective
action is especially important and challenging [17].

Weick [17] argues that sense-making and sense-giving are important in any context
where there is a need to create and maintain coherent understandings that sustain
relationships and enable collective action. Similarly, Maitlis and Lawrence [19] suggest
that sense-making and sense-giving are triggered in a broad range of contexts, par-
ticularly in environments characterized by uncertainty and complexity, and where
issues are deemed to be significant to stakeholders. Therefore, the need for sense-
making, and hence the potential for sense-giving, is often heightened under conditions
of equivocality [17]. In line with this, we examine the process shaping of a PSM
intervention drawing on a case where models were used to increase the group’s sense-
making. We highlight that the literature is cognitive in orientation, in that on the one
hand, through sense-giving efforts, formal group members can work to enact shared
meaning to other group members as a basis for organized action [20]. And on the other
hand, recipients of sense-making activities do not merely accept new ideas, rather they
interpret them through their existing cognitive frames [21].

Sense-making is not to studying OR interventions [6]. In their earlier work, Eden
and Ackermann provided guidance on how to explore the relationship between users’
sense-making and the negotiation by organizational members drawing on cognitive
mapping [22]. Cognitive mapping was a useful approach for eliciting and clarifying
users’ sensemaking in negotiation [23]). Recently, within a communication frame,
Franco [15] perceived structuring as a process of sense-making framework in a cyclical
pattern indicating a loop where, as the problem is being structured, participating
individuals engage in the sense-making of the problem, and as the change in their
understanding is achieved, individuals engage in further structuring. The result of the
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cyclical pattern of structuring and sense-making is an agreed accommodation of an
understanding of the problem. We regard this as sense-making in the first order. While
important, it does not entirely lead us to critically and analytically understand the
processes at play in how accommodation is reached. Thus we introduce the Mangle as
a socio-cultural learning theory to understand sense-making in the second order.

2.2 Pickering’s The Mangle

Ormerod has brought to the attention of the OR community Pickering’s theoretical work
on the ‘Mangle of Practice’ [8–10] Following Ormerod’s interpretation, Pickering’s
contribution was to move beyond the representational idiom of understanding ‘science-
as-knowledge’ towards an explanation of scientific practice and culture using a ‘per-
formative idiom’. Developed from Latour’s Actor Network Theory (ANT) [24] this new
idiom does not disregard science-as-knowledge but enhances this perspective with an
understanding of science as “the field of powers, capacities, and performances situated
in machinic captures of material agencies” [10]. Whilst Pickering was primarily con-
cerned with moving the sociology of scientific knowledge (SSK) to a new theoretical
foundation, Ormerod’s insight was to see that the Mangle was equally applicable to
understanding OR interventions. What then is the Mangle, this performative idiom, and
how does it apply to improving our understanding of OR interventions?

The Mangle describes the constant interplay between material and human agency.
Pickering’s break with pure ANT was the recognition that human agency and material
agency are not equivalent things, that human agency is imbued with purpose, whereas
material agency is not so; “Human intentionality…appears to have no counterpart in
the material realm” [10]. This break in symmetry opens up an interpretation of sci-
entific endeavor as the constant drive, the human purpose of science, to wrest
knowledge from material whose intrinsic agency can be viewed as resistance to our
attempts, the “dance of agency” [10]. The Mangle is not about the knowledge that we
gain, although this is the ultimate purpose of science, but the narrative of the struggle
to arrive at that knowledge. The Mangle is a wonderfully descriptive term for this.

Ormerod picks up on this narrative element and reminds us that the practice of
‘normal’ scientific publishing, including OR, discourages practitioners from writing
about the trials and labors to obtain results. Our outputs are generally sanitized
accounts of methodology and results. Ormerod’s thesis is that the OR practitioner can
learn more by reading about the details of how other practitioners obtained their results.
His conclusion is a plea for “more informative case studies of ‘technical’ projects”.
Thus as OR practitioners we should be just as concerned with the analyses of the
process of OR as in the results of the actual interventions. Perhaps more so since we use
OR in the realm of ‘wicked problems’ [25] or ‘messy ones’ [26] such as in the case we
analyze.

We thus suggest that in order to understand the effectiveness of PSM interventions
in the realm of tackling ‘wicked problems’ it is necessary to gain a deeper under-
standing of the dynamics of the sense-making processes in groups [15, 17]. More
specifically, a critical examination of “sense-making [as] mental activity which
involves the interpretation and understanding of [problem structuring as an articulating
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framework], and the actions that seem to be suggested by it, mean for an individual in
relation to the world in which he/she acts” [15]. We propose sense-making to study the
micro processes that form the evolving shape of the collective PSM intervention, which
following Pickering we regard as a narrative of the struggle to arrive at that knowledge
and to sustain the affective aspects of an intervention.

The Mangle provides a theoretical lens for understanding the sense-making in the
co-construction of object-oriented agency, which PSMs are an example [27]. The
Mangle also presents us with the opportunity to re-establish the sociological under-
pinnings of PSMs. As an illustration, Checkland originally developed SSM without
reference to any explicit theory [28]. He did however review SSM against Church-
man’s enquiring systems and Vickers’ appreciative systems theories leading to a for-
mulation of SSM as an “…enquiring system whose mode of operation provides a
formal means of initiating and consciously reflecting upon the social process of
‘appreciation’”. From this Checkland concluded that SSM is not a version of func-
tionalism but rather a “phenomenological investigation into the meanings which actors
in a situation attribute to the reality they perceive” and thus to the “philosophical/
sociological tradition of interpretive social science” [27]. We do not need to delve
further into interpretivism (as did Checkland) but seek instead links between Check-
land’s view of SSM (and hence of perhaps all PSMs) as phenomenological investi-
gations into meanings and Pickering’s performative idiom. This would simplify things
enormously. We believe the link exists; Pickering makes specific reference to the need
for “phenomenal accounts” as necessary “conceptualizations of the aspects of the
material world” that are supported by experimentation [10].

We now move on to empirically examine through the Mangle how sense-making
and sense-giving underpin PSM interventions. Prior to this, we set out details of our
case context and research design.

3 The Case Study: The STEEP Project

Our case study is based on the STEEP (Systems Thinking for Energy Efficient Plan-
ning) project, which is an EU FP7 project that seeks to identify innovative policy
experiments for city district energy planning in Bristol, South West England and the
partnering cities.1

The context for the case is the growing concern for securing sustainable, reliable,
and affordable energy systems in EU-countries that seek to address climate change
risks by meeting EU 2020 carbon reduction targets. Opportunities for change towards
lower carbon energy systems arise from the convergence of ubiquitous IT systems with
decentralised energy technologies that create new complementarities of small-scale,
local technologies with traditional networked infrastructures. Cities are perceived to be
ideal test beds due to their limited scale, their diversity hence opportunities for learning
about the complexity of socio-cultural practice change that accompanies technology
transitions [29].

1 Further details can be found at http://smartsteep.eu.
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The City of Bristol, in South-West England, is one of the partnering cities in the
project, and a representative of the local council manages the project as part of the
council’s smart city programme portfolio. In its Smart City Programme, the City
Council formulates that aim that Bristol aims to be in the top 20 European cities by
2020 and has made a clear commitment to create a world-class and inclusive green-
digital economy. The aim is to “…use smart technologies to meet our ambitious target
to reduce CO2 emissions by 40 % by 2020 from a 2005 baseline, as well as our social
and economic objectives” [39].

The project partners in Bristol comprised the local university, an engineering
consultancy, a third sector organisation with expertise in energy modelling, and the
local council. The project proposal document states that the project’s specific objectives
are

– To enable all participants cities and partners to learn from the successful and
unsuccessful experiences of other cities and experts

– To integrate all stakeholders in smart city plan definition: public administrations,
policy makers, technology providers, financial organisations, enterprises and
citizens

– To better understand the complex energy, resources, social and economic flows and
their relationships

– To have a clear picture on the number, effectiveness, cost and interdependence of
the possible smart city interventions and projects

– To disseminate or application plan to other similar cities at the European scale

The Bristol Temple Quarter Enterprise Zone (TQEZ) was chosen at the city district for
the STEEP approach in Bristol. The TQEZ is a designated regeneration area that aims
to attract businesses through reduced business (tax) rates, encourages development
through a relaxed planning application processes, and enables regeneration through
enabling infrastructure such as investment in transport and heating systems.

3.1 PSM Workshop Description

Group model building workshops were held as part of the STEEP project to facilitate
the exploration of aspects relevant to systemic energy planning for the District Mod-
elling of Bristol’s TQEZ.

STEEP employed a form of Soft Systems Methodology [30] and Hierarchical
Process Modelling (HPM) [31, 32] as a Problem Structuring Method following the
generic constitutive definition of Yearworth and White [14]. Modelling a transforma-
tion as a system using HPM requires a top-level process to be identified that acts as a
descriptor, or the purpose of the system [31–33]. A diagrammatic view of the problem
structuring method adapted from [31, 32] and originally adapted from [34] is shown in
Fig. 1, demonstrating how HPM, which has been enhanced with Issue Based Infor-
mation System (IBIS) capabilities (referred to in this methodology as Evidential Dis-
course in ENgineering (EDEN) [35], are integrated in an SSM learning cycle. Detailed
information about the methodology in practice can be found at http://smartsteep.eu.
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The workshop was attended by representatives of technology manufacturing
companies, infrastructure operators, third-sector organisations with an interest in
energy and low carbon development in Bristol, consultancies (multi-disciplinary
engineering and architects), local authority employees and University academics. The
invitations to participate were sent to a variety of organisations who were known to the
project partners as having an interest in redevelopment projects in Bristol. The meth-
odology allowed participants to take a wide view of ‘energy’, including building types
and usage profiles, infrastructure systems and technology, movement/transport mix,
thereby considering social practices – the changing nature of work in networking hubs,
increasing awareness of sustainable energy behaviours and environmentally, and
health-friendly travel choices. The workshop began with a representative from the city
council setting the context, followed by an explanation of the methodology by a
University academic.

4 Method of Analysis

For the ethnographic fieldwork within our empirical case, observational data was
collected through unobtrusive video recordings of the activity during the work-
shop. Our analysis of the video data focused on key incidents [36]. According to
Emerson [36] “A key incident attracts a particular field researcher’s immediate
interest, even if what occurred was mundane and ordinary to participants. This
‘interest’ is not a full-blown, clearly articulated theoretical claim, but a more intuitive,
theoretically sensitive conviction that something intriguing has just taken place.”
Incidents of interest were defined by (i) two or more participants explaining termi-
nology, models, or other ‘tools for thinking’ to each other, thereby transferring
knowledge and creating a common semantic space, (ii) two or more participants dis-
agreeing about the representation of a problem in the model, engaging in an argu-
mentation process (issues-options-arguments) and (iii) two or more participants
scaffolding collective agency through the co-construction (reciprocal contributions) of

Fig. 1. Diagrammatic view of the problem structuring method. Adapted from [31, 32] and
originally adapted from [34]
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activities targeted at the resolution of a problem. For brevity we focus on one key
incident from the study. The incidents illustrate the theoretical lenses presented in
the previous sections, i.e. (i) sense-making and structuring loops [15], (ii) the co-
construction of object-oriented agency through a mangle of argumentation processes,
and (iii) commitment to coordinated action as an indication of collective behaviour.
The key incident presented in this paper is taken from the first STEEP workshop, which
took place in March 2014.

4.1 Presentation of the Key Incident

The incident we focus on illustrates the resolution of conflict between two participants,
seeking each other out in its resolution and is illustrated in Fig. 2. The role of the model
and the method (requiring co-constructed ideas to be brought onto post it notes and
paper) is relevant in mediating the conversation [15].

In our key incident, the first participant strongly disagrees with a suggestion about
practice in the enterprise zone, made by another. The second participant, holding the
post-it note and thereby expressing his intention to represent (and influence through his
wording) the developed ideas, then creates an ultimatum (we are going to have to do
some [offsetting]) for the first participant, requiring a compromise. This may be seen as
an incident demonstrating the structuring of an agreement through the use of an abstract

Well I can think of a way 
of carbon offsetting  […] the 
offsetting actually on the 
homes of the people who are 
working in the area.. you 
know…

…THAT I will accept..

do you see what I’m 
saying?
K: Yes, that was what I was 
trying to get to

And, and, and… to come 
back to that, more K,.., I 
argue for having the 
people,… the Green DNA in 
the building. The DNA has 
got to be thinking about 
whole cell. (…) And we were 
talking about the city region 
as well[…] At the very least 
the offsetting has got to be in 
the city region – but ideally 
it’d have something to do 
with the people working in 
the buildings.

Fig. 2. Key Incident - Socio-material sense-making and structuring
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model that extends the problem over a different spatial-temporal realm, invoking
materiality outside the workshop: given a shared target (zero carbon), and the perceived
collective inability to achieve it in practice in the TQEZ, the model of (carbon offsetting
in the community/the region) is employed to produce an acceptable approach for all
participants in the group. The extended argument that took place can be represented in
an iterative sense-making-structuring process.

4.2 Interpretation of the Incident Through a Combination
of Sense-Making and The Mangle

The incident shows a process of identifying a contradiction between the zero carbon
vision and the politico-economic purpose of attracting businesses and investment by
property developers through the instrument of enterprise zones. In a process of sense-
making and structuring (mangling) the participants then find a mutually acceptable way
of maintaining the contradicting objectives of zero carbon development and economic
friendliness of the investment proposition, by defining a form of ‘carbon offsetting in
the community’ as the shared ‘mental model’ or tool for thinking. Similar sense-
making and structuring processes took place in the different groups regarding different
contradictions present in the problematique in context. As a result of two STEEP
workshops, stakeholders committed themselves to the following top three actions:
Understanding property developer business models, Funding models that address local
objectives, and Mapping stakeholders [37].

The incident demonstrates how tensions introduced through the existence of a
power base (current policy) influence the structuring of the problematique (a low
carbon zone) and shape problem structure, as well as feasible and desirable commit-
ments to collective behaviour (developing funding models that address local objec-
tives). The material reality of policy thus influences the sense-making process in the
workshop through introduction of boundaries, e.g. by suggesting something is
unavoidable (we’ll have to), and by establishing criteria for a desirable solution
(resilient and flexible) in the structuring process. This is further explored in a more
detailed application of the mangle to the incident in the following section.

Armed with the Mangle as an analytical framework it is tempting to take it at face
value and view the process of OR enacted in the workshop as our target of analysis.
The dance of agency certainly seems to capture the busy activity in the workshop as
participants are modelling. However, we need to be careful here. Pickering’s devel-
opment of the Mangle was in response to a need to re-theorise SSK and originates in
an asymmetric interpretation of ANT. The dance is in fact the interplay of
human intentional agency and material agency, which is devoid of intention. This
direct interaction between human and material agency is certainly the stuff of the
experimental scientist, but not the OR practitioner. Therefore, it would be inappropriate
to apply the Mangle as an analytical lens on the interplay of human-to-human agency in
the workshop as this would deviate from its theoretical intentions.

The application of the Mangle in this case requires more effort. Certainly we can
think in terms of the performative idiom by focussing on the actions within the
workshop, literally examining the doing, the process of OR, and ignoring for now the
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epistemic gains that resulted. However, how is the interaction with material agency to
be brought into the workshop? The answer seems to be that the material world, the
eventual implementation of interventions leading to energy efficiencies in the target
development zone, are represented in the workshop in the form of a proxy. The
stakeholders are bringing into the workshop their own expertise and knowledge about
the difficulties, challenges and actual physical limitations of achieving the agreed
transformation. So each participant represents symbolically, and in terms of actual
knowledge, an aspect of the material world, which must be voiced to other workshop
participants in order to not mislead the workshop about the feasibility, or otherwise of
processes that are being discussed in the modelling as possible answers to the question
“how is this to be achieved?” Therefore, based on the Mangle the atomic unit of
analysis would thus be exchanges of this form

Participant 1 “we should try to do this”
Participant 2 either “yes, this is feasible” or “no, this would not work”

Here, Participant 1 is expressing a possible performative act imbued with human
agency and representing a creative, exploratory attempt to shape the world. Participant
2 counters with expertise of the material world and represents it to the group, knowing
that the putative action is either possible or not.

The incident presented above illustrates the proxy representation of material agency
into the conversation. The participant P asserts

“If you’re going to say that it’s a zero carbon development, then you’re only going to take on
developers who are committed to zero carbon development…”

and participant K responds with

“(shaking his head) It’s just not possible.. I mean, I love the idea and I think it’d be amazing if
you could, but it’s just not possible. Understanding planning and unless you want the HCA to
go against its own government… Network Rail,… power station…”

P is taking a position aligned with the original goal of the transformation “Achieving
a zero carbon development of the TQEZ” by asserting an intention to shape the world
that requires developers to be similarly aligned. Participant K states the material agency
limitation concretely by a very clear assertion that this is not possible. Participant
P receives this push-back from material agency and repeats it to show that the message
has been heard. However, the dance is not over yet. P now asserts intentionality again,
by saying that the obstacle must be removed.

“…So, so, that’s interesting, that’s good… I want to hear somebody say ‘we can’t get there
from here’, and then I would say ‘well then we will have to remove the obstacle’”

From here, the direct physical achievement of zero carbon is now pushed to one
side and another aspect of material agency enters the discussion, that of carbon
offsetting.

We can thus see that the dance of agency that Pickering describes is actually taking
place, with the participants behaving like avatars of material agency as well as
asserting their own intentional agency. On each occasion where material agency needs
to assert itself to the group in response to human intentionality, it was enacted in proxy
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by one of the participants. Of course, we have been liberal in our interpretation of
material agency. This is not just the physical properties of the world, the known
physical laws that govern such things as (say) the possible energy efficiency of a given
technical solution. There is also the material agency of such things as available capital,
interest rates, regulations, and so forth and in this case the notion of zero carbon and
carbon offsetting. They all need to be represented in proxy form at appropriate points in
the discussion. The net effect is to shape the overall direction of exploration by the
group as it runs up against the material limits of the world it is trying to shape. Note
that we keep returning to the notion of shaping as an intentional act. This particular
project is firmly in the realm of engineering, the physical limits in the broad sense
discussed here limit the scope of intentional engineering action focussed on the tech-
nologies associated with the carbon emissions of the TQEZ development. However,
engineering is a necessary but still not sufficient element needed to enact transforma-
tion. The project is also undoubtedly political; the scope for taking action is more likely
to be constrained by the full gamut of PESTEL realities than by technical feasibility.
Whilst human agency was focussed on achieving the desired transformation “Achieving
a zero carbon development of the TQEZ”, the Mangle can thus explain why the group
emerged from the first workshop with the modified transformational goal of “Achieving
an operational low carbon development of the TQEZ”. The atomic unit of analysis
carried out above illustrated just one of the individual incidents during the workshop
where participants’ representations of the material limitations exerted themselves in the
direction which modelling was taken and thus, eventually, in the change in goal.

5 Discussion

The objectives of our paper were to explore how sense-making and structuring shape
an intervention and to understand the processes of PSMs. Ormerod [8] has directed us
towards the Mangle as a potential useful analytical device to better understand the
process of OR. Ormerod’s interpretation of the Mangle led him to propose the need for
more informative case studies with an “emphasis on the interaction through time of
material, human and conceptual components of a research programme”. To aid the
OR researcher, Ormerod has proposed a set of desirable characteristics of case studies
that would help draw out and reveal these interactions. Indeed, the STEEP project has
already taken Ormerod’s suggestion on board in the design and implementation of its
evaluation and have collected a number of such narratives for the benefit of other
researchers [37].

However, our contribution is to go beyond this narrative over time and have
demonstrated the value of the Mangle for the micro-level analysis of participant
interaction in-group model building workshops. This has been achieved by returning to
Pickering’s original theoretical conception of the Mangle as an asymmetric interpre-
tation of ANT and his proposal for a shift to the ontological performative idiom. In
doing so we have recognized that material agency enters the discussion in the work-
shop in proxy form. Participants represent material agency as avatars and literally push-
back on other participants when they recognize that assertions of human intent are not
possible based on their expert knowledge of limitations. Pickering’s image of the
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Mangle as a dance of material and human agency is actually observable, as we have
demonstrated in our analysis of the incident from the case.

Reflecting on our micro-level analysis using the Mangle we can see that the notion
of the performative idiom provides insight into workshop participants’ commitment to
action. The ‘dance’ in fact reveals viable action as the process of participants searching
for pathways forward in a complex landscape bounded by material agency. Pickering
stresses “the temporal emergence of plans and goals and their transformability in
encounters with material agency” [10]; the avatars of material agency are literally
saying “no, not that way” and the path forward emerges as a consequence. This adds
further support for our claim that action is an emergent property and is not a result of
the facilitator leading or suggesting the way forward.

Consistent with more recent studies (e.g. [14, 38]) our research demonstrates the
possibilities of a theory informed view of the micro-processes of PSM practice. We
argue therefore that it is important to look beyond group membership to understand how
sense-making and structuring shape an intervention and, in doing so, it is possible to
describes the conditions that lead to intended and unintended effects. This position also
means that it is possible to study the collective intent of an intervention [6], opening up
the possibility to study PSMs as collective phenomena. PSMs have been applied widely
to scaffold the resolution of multi-voiced, multi-perspectival problem situations.
However, their emphasis on consensus seeking dialogue as a requisite principle for
change and the associated lack of a critical examination of representations that mediate
discussions, results in concerns around their adequacy for contested social innovation
processes. Specifically, the possibility of accommodating foundational conflict and the
constant struggle for dispositional power amongst the participants involved in inte-
grative negotiation is not explicitly considered. We introduce the Mangle as a specific
means to address the multi-dimensional aspect of PSM interventions.

Having used the mangle and sensemaking lenses to gain insight into the dynamics in
a micro-episode within a soft OR intervention, it seems relevant to position the episode
in the multi-layered context of socio-technical transitions: as part of the workshop, the
intervention project (STEEP), the smart city Bristol programme, and the national policy
of devolution. In the UK context a traditionally very powerful central government, is
beginning to devolve some control to local authorities, thereby increasing their agency
to develop locally sustainable solutions for transitions.

The City of Bristol thus pursues its own Smart City Bristol Programme with the
aim to be “in the top 20 European cities [that use smart technologies to help deliver a
cleaner environment, a higher quality of life and a vibrant economy] by 2020 [having]
made a clear commitment to create a world-class and inclusive green-digital economy”
[39]. Furthermore, in Bristol, voters have expressed their desire to be involved in and
shape a ‘Bristolian’ future by choosing a directly elected Mayor in Bristol.

Thus, considering the sense-making and mangle episode from the perspective of
local stakeholders striving for greater self-determination of transition policies, it
becomes possible to interpret the collective learning facilitated through the problem
structuring workshop in the context of socio-technical transition theory (e.g. [29]). The
need to further develop collective steering competence [40] is explicitly stated as the
following quote by a representative of an engineering consultancy (also a STEEP
project partner) at a University collaboration facilitation meeting exemplifies:
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“There is no panacea for the challenges Bristol as a city is facing. A range of multi-agency,
multi-faceted programmes is needed to tackle these” (March 2014).

To facilitate the emergence of goal-oriented collective steering competence, the
dynamic ability to interact on the basis of collectively developed desirable futures and
adaptive collective behaviour through self-evaluation processes, need to be scaffolded
(Kemp et al., 2007). The following quote illustrates how sensemaking and mangling in
the workshop were effective in identifying shared areas to focus collective effort for
change:

“If we hadn’t have gone through the process of modelling, if we hadn’t have got stakeholders
into the room, we wouldn’t have discovered that […] there was lack or lack at the moment of a
coherent vision around carbon reduction. So the modelling process itself flagged up what these
barriers were, what these issues were, as it is supposed to do as a model. It doesn’t assume that
there is consensus but it highlights where the issues or the gaps might be in that consensus”.
(City Council Project Representative at STEEP Consortium meeting, September 2014).

In order for goal-directed collective agency to arise in sustainability transitions, such
as for the energy efficient planning of the enterprise zone that is the aim of the STEEP
project, processes of “goal-oriented modulation: between planning and incremental-
ism” [40] take place. Hence, as a next step to inform practice change through the STEEP
workshop learning processes, goal-oriented collective behaviour is foreseen.

Considering this process in the context of the smart city programme, further evi-
dence for the emergence of this collective steering competence is seen through the
increasing number of formalised cross-organisational projects for transitions in Bristol
between stakeholders from the local authority, the University, businesses and NGOs.
Several real-world’ laboratories for socio-technical sensemaking and mangling are
being set up with new technologies in people’s homes in Bristol (e.g. SPHERE (e-
health)) and scaled-up IT test-beds (Bristol is Open). Zooming back in to the micro-
episode presented in this paper we thus suggest that it offers a in-depth view of the
collective sensemaking and mangling processes that – embedded in programmes of
projects with related problem structuring interventions in Bristol – facilitate the
development of collective steering competence. Over time, policy influence and inte-
gration may thus result from locally developed shared notions, ideas and instruments for
transitions that emerged from micro-episodes of the problem structuring in workshops.

As such, collective sensemaking and the mangle may effectively challenge
unsustainable routines and practices, especially when the resulting adaptive collective
behaviour is maintained in wider programmes of goal-directed problem structuring
practice, such as in the context of the collaborative projects cited above, which include
developmental monitoring and evaluation processes in the pursuit of a locally sus-
tainable approach to transition management.

Finally, there are various implications and benefits to OR practice that we can see
from our work. Our first contribution is that our approach enables a more dynamic
interpretation of the problem structuring setting. Rather than taking a static view we can
see that the problem context naturally enters dynamically in group model building in a
proxy form as participants represent material agency as avatars. Our second contri-
bution has been to show the need for awareness by the facilitator of the possibility of
the transformation being modelled changing as individual participants each represent a
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partial embodiment of material agency, the group thus collectively recognising after
some time what limits are placed on their collective intention by material agency. We
thus conclude with the suggestion that in order to understand the effectiveness of such
complex PSM processes, it is necessary to gain a deeper understanding of the dynamics
of negotiations in co-learning processes in groups.
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Abstract. This paper sheds light on the complexities intergovernmental orga-
nizations are facing during post-conflict reconstruction. The article discusses the
added-value of Social Responsibility in the context of the Comprehensive
Approach, involving collaboration amongst defense, diplomacy and develop-
ment. To better understand the role of public-private partnerships in enabling
Corporate Social Responsibility activities we conducted a single case study. The
aim is to better grasp the organizational design of the Comprehensive Approach
as well as to comprehend the type of relations during the decision-making
process. The results of the content analysis of 8 semi-structured interviews with
senior diplomats, military commanders, and civilian entrepreneurs support the
discussion. Particular attention is paid to the existing variety in norms relevant to
the involvement of the private sector, social consciousness, and the potential
role of public-private partnerships in enabling stabilization as well as recon-
struction in post-conflict zones. Lessons learned are presented in the conclusion.

Keywords: Collaborative governance � Decision-making � Social Responsi-
bility � Public-private partnerships � Post-conflict reconstruction

1 Introduction

As early as 1932 Dodd argued that “companies like individuals, should strive to be
good corporate citizens by contributing to the community to a greater extent as is
generally required”. Since this first impetus, the maximization for private firm of
corporate social activities has been studied. It is recognized as key in improving the
value of the firm [1]. Such initiatives and activities promote societal peace and stability
and range from protection of human rights to education and public health [2–5]. Such
activities require investing in infrastructures such as school buildings, community
clinic, and Information Technology (IT).

Most definitions of Corporate Social Responsibility (CSR) relate directly to the
concept of Social Responsibility (SR). “Social Responsibility (…) implies a public
posture toward society’s economic and human resources and a willingness to see that
those resources are used for broad social ends and not simply for the narrowly cir-
cumscribed interests of private persons and firms” [6]. The CSR debate focuses on the
entanglement of maximizing shareholder wealth with the requirements of involving a
range of stakeholders in the decision-making process. CSR initiatives lead to a better
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reputation for private firm loyalty and customer identification [7, 8] and increased
human and capital resources [9]. However, other multinational engagements have
contributed to public mistrust. For example, Shell’s joint venture with the Nigerian
government in 1995 illustrates corporate failure to protect and enable civil rights.
Furthermore, CSR has failed as a peacebuilding tool in the Democratic Republic of
Congo. This likely because the post conflict equation lacked numerous governance
prerequisites. Enabling such CSR activities requires the ability to make sense of the
environment and to maintain an ongoing dialogue amongst stakeholders. Improve-
ments in corporate governance, accountability, and transparency are key to ensuring
successful CSR initiatives. However, this is a challenge because stakeholders’ motives
are diverse, depending on the antecedents and consequences of engaging in these
activities [10, 11] proposed focusing on sensemaking to better understand the insti-
tutional factors that led to CSR activities.

Since the end of World War II intergovernmental organizations (IGOs) such as the
UN, the NATO, and the EU have been involved in the stabilization and reconstruction
of post-conflict zones. Governments and organizations perceive these zones as highly
complex environments. Reconstruction includes programs for disarmament, destruction
of weapons, repatriating refugees, demining, training of police and other security
personnel, election monitoring, human rights promotion, and “reforming or strength-
ening governmental institutions and promoting formal and informal processes of
political participation” [12, 13]. Effective reconstruction of post-conflict zones requires
collaboration, coherence, and coordination amongst stakeholders.

In the post-conflict zones, there is an absence of war, but not essentially real peace.
Brahimi states that “the end of fighting does propose an opportunity to work towards
lasting peace, but that requires the establishment of sustainable institutions, capable of
ensuring long-term security” [14]. Examples of post-conflict zones in recent history are
the former Socialist Federal Republic of Yugoslavia, Iraq and Afghanistan.

The post-conflict reconstruction, building peace, and bringing stability in these
zones has always been a high priority for IGOs. Boutros-Ghali defined post-conflict
reconstruction as the “comprehensive efforts to identify and support structures which
will tend to consolidate peace and advance a sense of confidence and well-being among
people” [15]. The post-conflict zones are characterized by a lack of cohesion and high
levels of inequality amongst citizens, resulting in environmental and social instability
[16, 17]. A main challenge is that each stakeholder has its own agenda, jurisdiction, and
approaches. This including solutions from a military, civil society and organizational
perspectives. It is a challenge to align these various approaches. The Comprehensive
Approach (CA) is an interesting intent in doing so.

The Comprehensive Approach represents the governmental stakeholders involved
in the decision-making process. CA is usually implemented in failing or failed states
aiming at post-conflict reconstruction. Governance in the CA context is operationalized
as collaboration, covering lasting and well-structured relationships, resources flow and
other interactions between specific organizations seeking to attain both common as well
as separate goals [18, 19]. Besides the participation of IGOs such as NATO and the
UN, there is an increasing number of Non-Governmental Organizations (NGOs) and
private firms who play an important role in the reconstruction process. These stake-
holders deploy organizational resources and activities to the benefit of the society,
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government, and environment. Establishing joint goals in public-private partnerships
[20], especially in an unstable context require governmental efforts and financial
investments. Therefore the involvement of multiple stakeholders is central in the
reconstruction process.

While the literature reports extensively on the benefits of engaging in CSR to firms,
little is known about the added-value of CSR in public-private partnerships from a
governmental perspective. To better understand the vision of the government on the role
of business firm as enabling SR activities, we conducted a single case study in a unique
context: the reconstruction mission of the Task Force Uruzgan (TFU) in Afghanistan
that ran from 2006 to 2010. Post-conflict zones such as Afghanistan are interesting for
studying the engagements of private firms and socially responsible activities. First,
political circumstances are changing rapidly and require collaboration amongst stake-
holders. Second, post-conflict zones are the center of governmental and financial efforts
of reconstruction. In this article, we particularly look at the joint goal of reconstruction
from the Comprehensive Approach perspective as a social construction [21].

We argue that the mental frameworks of stakeholders regarding CSR are underlying
organizational sensemaking vis-à-vis the involvement of business firm in the CA per-
spective. This paper presents the preliminary results of a single, explanatory case study.
The goal of the study is to first better grasp how mental frameworks of stakeholders
affected their perceptions of the Comprehensive Approach. Second and therefore, this
exploratory research aim at mapping the decision-making process when considering
CSR engagement. Additionally, we investigated the stakeholders’ perceptions on the
role of private firms and SR as enabler of reconstruction in post-conflict zones.

The structure and mechanisms of the Comprehensive Approach are well-docu-
mented in the literature [22]. However, little is known on the process of decision-
making, and to our actual knowledge, nothing has been reported on the participative
role of private firms within the Comprehensive Approach. In this study we first con-
centrate on the decision-making process of each line of operation of the three main
stakeholders of the Comprehensive Approach i.e., defense, diplomacy, and develop-
ment during the post-conflict reconstruction. Second, we address to the public-private
partnerships and to the role of SR as enablers of reconstruction.

The paper is organized as follows. In the theoretical section we provide an over-
view on CSR definitions and introduce the concept of Comprehensive Approach in
detail. The case study is then presented in the next section. The results of the content
analysis and narratives of the participants are used to illustrate and support the dis-
cussion. The conclusion reflects on the social consciousness and political roles of
stakeholders, private firms, and governments in SR engagements in post-conflict
reconstruction.

1.1 Corporate Social Responsibility: Definitions

Definitions of Corporate Social Responsibility have proliferated in the literature. These
vary as a function of the diversity of the stakeholders involved, their values, and
therefore associated goals. The definition of Carroll is one of the most commonly used:
“Corporate Social Responsibility involves the conduct of a business so that it is
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economically profitable, law abiding, ethical and socially supportive” [23]. Epstein [24]
also related CSR to organizational decision-making activities. He stated that the nor-
mative correctness of the outcome of corporate action relating to a specific problem, i.e.
to be socially responsible, should have beneficial rather than adverse effects on
stakeholders. That is to be socially responsible. Steiner stated that taking up “social
responsibilities is more of an attitude, of the way a manager approaches his decision-
making task, than a great shift in the economics of decision making. It is a philosophy
that looks at the social interest and the enlightened self-interest of business over the
long run as compared with the old, narrow, unrestrained short-run self-interest” [25].

Dahlsrud [26] identified thirty-seven definitions of CSR. The author categorized
these definitions based on five dimensions: Environmental e.g., a cleaner environment,
environmental concerns; Social e.g. relationship between business and society, con-
tributing to a better society, integrating social concerns in their business operation;
Economic e.g. financial aspects, describing CSR in terms of business operation;,
Stakeholder e.g. treating the stakeholders, and Voluntariness e.g. action not prescribed
by law. Aguilera et al. [10] combined four organizational levels individual, organiza-
tional, national, and transnational and their associated motives. They identified three
types of associated motives. The first motive is instrumental. It posits that humans are
searching for control. The second associated motive is relational. It concerns the quality
of the relationships between individuals and groups in linkage to the psychological need
for belongingness. The last associated motive is the type of relation. This third motive is
moral and it is related to the need for meaningful existence. This need is based on the
common idea that most human beings are sharing basic respect and human dignity with
each other. Different types of pressure are placed on the firm to engage in CSR as
function of the interaction between organizational levels and motives.

In the context of the following case study, we are focusing on the transnational
levels. Particularly, we are looking at the engagement of private firms from a developed
country i.e., the Netherlands, in CSR activities to support post-conflict reconstruction in
a developing country, i.e., Afghanistan. We focused first on the decision-making
process of the three inter-organizational pillars, namely the Dutch ministry of defense,
diplomacy, and international trade and development. Second, we addressed the public-
private partnership and the role of CSR in facilitating reconstruction based on the
Comprehensive Approach.

1.2 A Comprehensive Approach to Post-conflict Reconstruction

The North Atlantic Treaty Organization (NATO) defines the Comprehensive Approach
as: “the integration of military security efforts in diplomacy and development. The aim
of the CA is to achieve greater harmonization and synchronization among the activities
of the various international and local actors. This, across the analysis, planning,
implementation, management and evaluation aspects of the program-cycle” [27]. The
CA encompasses a wide range of security, governance, and development tasks, but
little direction is given on how these are activities are integrated [28].

The Comprehensive Approach can be continued and interdepartmental policy
development can be further stimulated for example in the areas of environment, health
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care, energy, water and agricultural production. In addition to the participation of IGOs,
multiple stakeholders are involved in the Comprehensive Approach. NGOs and private
firms play an important role in deploying resources and socially responsible activities
from the “home country” in the “host country”.

De Coning and Friis [18] identified six types of structured relationships within the
Comprehensive Approach: unity integration, cooperation, coordination, coexistence,
and competition. Depending on the level of analysis, those relationships may over-
lap. They linked their framework to the structured relationships amongst the stake-
holders e.g. centralized vs. decentralized leadership, and the flow of resources e.g. level
of interdependence, required to enlighten the decision-making process within the CA.
For example, they view cooperation as complementing deployment of resources and
activities, allowing the stakeholders to operate jointly when resources are scarce.
Coordination intents to prevent conflict or friction between the deployments of the
resources and mostly consists of sharing information with partner organizations with
“deconfliction” as a primary goal.

2 Case Study

The Dutch government started the mission of the Task Force Uruzgan (TFU) in
Afghanistan in 2006 with a plan consisting of three main lines of operation. Each line
had its own set of goals, but the interdependence between the lines symbolized the
effective collaboration required to reach effective reconstruction. The TFU served as a
case study to investigate how the mental frameworks of the stakeholders affected
sensemaking. Henceforth, how these frameworks influenced the decision-making
process regarding SR engagements. Eight members of the core components of the
TFU, senior military personnel, senior diplomats, as well as civilian entrepreneurs, each
representing each a unit of analysis of the Comprehensive Approach took part in this
research: The TFU’s Headquarters (HQ), the Battle Group (BG), and the Provincial
Reconstruction Team (PRT). Yin [29] argued that “the essence of a case study (…) is
that it tries to illuminate a decision or set of decisions: why they were taken how they
were implemented, and with what results” [30]. This exploratory study undertook part
of this challenge.

2.1 Case Description

The International Security Assistance Force (ISAF) mission was established in 2002 by
NATO as part of a broader international strategy. The meta-goal of ISAF is to enable
the Afghan government to guarantee security and stability within its own borders
facilitating post-conflict reconstruction.

After the Dutch government contributed to the reconstruction of Baghlan Province
(2002–2006) they shifted their focus to the southern Afghanistan. The Dutch gov-
ernment agreed on contributing to the reconstruction of Uruzgan province as of 2006
by establishing the TFU. Beyond deploying their forces, they explicitly included
requirements for governance and economic reconstruction in their planning.
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In accordance with the ISAF mandate, the Dutch government focused on increasing
the support of the local population to take support away from the Taliban and other
insurgency groups. Although offensive military actions were needed in particular sit-
uations, the core task of the mission was to improve the efficiency of the Afghan
government, stimulate good governance, uphold rule of law, and implement projects
and reconstruction activities. From the start of the mission, all three ministries defense,
diplomacy and development, were actively engaged in the mission. Its core compo-
nents were the Battle Group (BG) and the Provincial Reconstruction Team (PRT). The
main responsibility of the BG was to maintain security in the Province. The PRT was
responsible for reconstruction efforts and maintaining contact with civilians. It also
advised and supported activities of reconstruction.

2.2 Participants

This case study focuses on the decision-making process regarding development
activities as well as the potential role of private firms and CSR engagement in the
reconstruction efforts. To collect the data we conducted semi-structured interviews with
members of the core components of the TFU, each represent a unit of analysis of the
CA: TFU Headquarters (HQ), the Battle Group (BG) and the Provincial Reconstruction
Team (PRT). The participants were selected on the basis of their seniority and the
nature of their responsibilities in the decision-making process. Two out of four senior
diplomats with the role of Civilian Representative (CivRep) and two out of four senior
military commanders with the role of Commander Task Force Uruzgan (C-TFU) were
selected from the HQ. Furthermore, two out of eight senior military commanders
involved in the TFU with the role of respectively Commander Battle Group (C-BG)
and Commander PRT (C-PRT) participated in this research. Finally, two civilian
entrepreneurs from the PRT with the role of private sector developer were interviewed.

3 Results and Discussion

The narratives of the participants illustrate two levels of understanding: manifest and
latent. The answers provided during the interview support the analysis. We first
addressed how the participants made sense of the decision-making process during the
time they were involved in the TFU mission. We found elements in the narrative
addressing goal-setting, decision-making, organizational culture, motives for collabo-
ration, stakeholder relationships, and CSR perception.

3.1 Goal-Setting

The Dutch government deployed troops in Uruzgan province with a master plan:
support the local Afghan government in stabilizing and reconstructing Uruzgan
province. A military commander stated that: “the meta-goal of the mission was to kick
start the local economy in a self-sustainable system with local means that will not
require external financing or NGO involvement”. A diplomat perceived the goal as:
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“an overall effort of stabilization, province return to prosperity, political transition,
opening up the province, private sector to locally develop”. Indeed, shaping the con-
ditions for the reconstruction activities was one of the core aims according to another
military commander: “we needed to integrate and coordinate the non-military effects
into the mission”. After one year the TFU learned an important lesson as a military
commander stated: “we learned the importance of having a global campaign plan. So
no short-term vision but mid-term vision and also hopefully a long-term vision where
all three stakeholders of defense, diplomacy and development of the Comprehensive
Approach were addressed”.

Interestingly, a civilian entrepreneur was more critical regarding the alignment of
the goals. He emphasized that “the meta-goal was of course ISAF as a Stabilization
Force. All the things that ISAF wanted to achieve were in line with the Dutch Inter-
national Security Strategy (IVS). They matched. The problem although was that the
goals NL and ISAF had were not made SMART”. The strategic direction of an orga-
nization requires a clear definition of its purpose. Still, this does not imply an agree-
ment on so-called SMART goals. The Dutch government accepted a certain level of
fuzziness in the strategy and therefore failed in describing its goals in detail, which has
been recognized as key to better outcome. A military commander recognized the need
for precise goals: “being only there four 4 or 5 months makes it really important to
have a broader structure in which your operations are tied into. If you do not have a
far-stretching campaign plan for more than only your term of deployment, it is always
opportunistic and short-term”.

3.2 Decision-Making

The collaboration within TFU was based on hierarchical institutionalized structures i.e.
asymmetrical influence. It included centralized planning and decision-making, while
execution was decentralized. From 2006 until 2009 the decisions were taken by the
military commander of the TFU (C-TFU). The Political Advisor (PolAd) of the min-
istry of foreign affairs functioned as a personal advisor to the C-TFU. According to a
diplomat this part of the mission’s operational design was identified as inefficient.
Consequently, as of 2009 the mission came under dual-headed command. One of the
diplomats described the leadership and decision-making process as follows: “the TFU
was set up in an integrated way. Two people were put at the head of the TFU; Defense
and Diplomacy. The two had very different responsibilities, dual-lead in all decisions
were taken by both”. A military commander underlined the importance of “decon-
fliction” particularly when NGOs entered into the picture. He stated that: “NGOs and
foreign affairs were not often on the same page. There was a need to deconflict and
sometimes to synchronize them”.

The joint decision-making process was perceived as effective since they could
easily consult each other. They converge in planning the actions core to the mission
and agreed allocating the scarce resources. One of the mission’s diplomats describes
the dual-headed mission command as: “creating an organizational climate in which
both military and civilian personnel could collaborate efficiently”. The mode of
coordination was based on a strong instructional hierarchy and conveyed authoritative
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decision-making. A diplomat explained that in practice there was room for TFU per-
sonnel to engage in a form of mixed governance with space left to negotiate under the
supportive shadow of hierarchy: “the TFU was civilian-military led by both a CivRep
and a military commander. Each had very different responsibilities. Needless to say it
was not my task to lead the military operations but yet all decisions were taken by the
two persons together. The different perspectives were compared and then on the basis
of that integrated approach a decision was taken”. We conclude that collaboration at
the operational level – between civilians and the military – was a cooperative relational
type before 2009 and an integrated relational type after 2009 [18].

3.3 Organizational Culture

Organizational culture surely plays an important role in such dual-headed situations.
One military commander describes the collaboration as having: “mutual understanding
for each other’s organizational cultures”. Interestingly, the CivRep was not directly
part of the ISAF structure. A diplomat reported that regarding the local command and
control: “it was not problematic for the diplomats”. Overall, he insisted that: “We were
trying to create synergistic effects by collaborating intensively”. Synergy between the
different organizational cultures started from the home country prior to the deployment:
The diplomat emphasized that: “we come from different organizations, we have dif-
ferent working cultures. It is important to learn from each other”.

The collaborative process generated tension. A military commander reported that:
“there was always tension, it never became smooth. It is not bad because if we have
development and military going hand in hand in an operation and there is no struggle
something is wrong. We need each other. You cannot create stability without security,
you cannot create security without stability so it goes hand in hands”.

Coming from different organizations means that integration needs to take place at
an early stage as one of the diplomats emphasized: “if you lose one or two months there
in getting used to each other and understand what each other’s’ plans are, then that is
a time lost”.

3.4 Motives for Collaboration

Sense of control can maximize the favorability of the outcomes [10]. Organizations
have several instrumental motives for collaborating with other organizations. Time
played an important role in the collaboration and decision-making process. The
mandate of the mission was signed two years ago and there was a sense of urgency to
collaborate. The Dutch government did not have endless time to participate in the
reconstruction of Uruzgan province. Time has always been a critical factor. Especially
in relation to the level of progress that have been made. Nowadays the sense of urgency
for Western organizations is heightened by the financial recession they are facing in
their home countries. The initial two-year mandate was perceived as a real limitation
for credible goal-setting. A military commander stated that during his deployment he
did not know whether the missions mandate was going to be extended: “the question
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was if we still had to plan for long-term reconstruction or we had to shift to a possible
re-deployment back to the Netherlands.” A diplomat emphasized that “reconstruction
efforts are generally a long-term activity. The uncertainty about TFU’s mandate made
it really hard to plan for long-term development and allocate the necessary resources”.

Furthermore, TFU had to deal with scarce resources for its operations, making
efficiency a key motive for collaboration as a diplomat stated: “we were operating with
very scares resources. Whether an armored vehicle was used for a certain patrolling
activity that day or for a visit to the governor. These type of choices were considered in
terms of what was most necessary that day”. Therefore, joining and coordinating
deployment of resources were more efficient. Enhancing social cohesion is an impor-
tant motive for collaboration. The OECD [31] stated that a cohesive society works
towards the well-being of all its members, fights exclusion and marginalization, creates
a sense of belonging, promotes trust, and offers its members the opportunity of upward
mobility. While the notion of social cohesion is often used with different meanings, its
constituent elements include concerns about social inclusion, social capital and social
mobility. Social cohesion is key to reconstructing a well-functioning society. A military
commander provided a good illustration of social cohesion: “you basically need a
social contract. If the economy is working, people will pay taxes to the government and
then it will provide safety, security, and a healthcare system. You need to build gov-
ernment functionalities”.

3.5 Stakeholder Relationships and Network Governance

Freeman defines stakeholders as “any group or individual who can affect or is affected
by the achievement of an organization’s purpose. For instance, some corporations must
count ‘terrorist groups’ as stakeholders”. The TFU mission required collaboration with
several other stakeholders; IOs, NGOs, and private firms. Effective collaboration is a
key element to success within the CA, because actions are highly interdependent.
Having mutual understanding of each other’s intentions is therefore important, as a
military commander stated: “if we deployed our forces into a certain area to provide
security, it is very important to have a good understanding of what the other agencies,
reconstruction teams or NGOs are doing during this military operation, but this also
after securing part of the area. So the importance is not only of having a successful
military operation, but also to stress the importance of the follow on”.

The U.S. military units deployed into Uruzgan province under the mandate of
Operation Enduring Freedom (OEF). The C-TFU had received orders from his lead-
ership in the Netherlands not to collaborate, but to “only support in extremis”. There
was neither functional relationship nor institutionalized structure between them. In
practice this meant that both C-TFU and the leadership of the OEF units in the Province
informed each other about their intentions. The primary goal of this information sharing
was, according to a military commander: “not coordinating but deconflicting each
other’s planning of future activities. There was a sense of mutual recognition.” In other
words, creating “shared awareness about each other’s activities”. This type of col-
laboration at the operational level between TFU and U.S. military units was coordi-
nation [18]. The motive behind this collaboration can be found in the motive for
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consistency; organizations seek for collaboration since they recognize the importance
of having “shared awareness” of their environment [10].

Communication and collaboration with NGOs took place through the PRT. There
was no functional relationship between the C-PRT and the NGOs. The institutionalized
structure was non-hierarchical (i.e. mutual influence) and agreements were achieved
through bargaining. A diplomat observed: “there was a mutual tension between them
and collaboration took place based on inter-personal relationships”. Security was at
stake and required careful coordination. A diplomat underlined that: “some attacks
showed how difficult it is for civilian players like the UN to play their coordinating
role; Setting up the structure right before the beginning is required to make it to make
it more solid”. The motive to increase legitimacy drove the collaboration with other
organizations. Interestingly, the diplomat underlined that: “if you want the development
activities to be sustainable, and to reach out to people, you need to do it with the NGO,
military cannot do it alone. NGOs can do their work when the area is secure enough.
Then you see the excellent collaboration between the civilian and the military that
leads to concrete results”. More actors working together will increase the political and
moral legitimacy. Moreover, the relational motive of enhancing social cohesion is not
only an important motivator for NGOs, but also for the collaboration with the TFU.

The collaboration with the Afghan local government also took place through the
PRT. Both the C-TFU and CivRep had their own relationships with government
officials such as the governor of Uruzgan province. The institutional structure for this
collaboration was non-hierarchical (i.e. mutual influence). The mode of communication
was agreement by bargaining or arguing, a form of intergovernmental cooperation. The
underlying motives are both instrumental and relational. The meta-goal of the TFU was
to support the local Afghan government with stabilizing and reconstructing Uruzgan
province. As emphasized by a diplomat: “it is all about the Afghan people”.

Although the Dutch government intended to be in a supporting role, in practice
however, due to the lack of a credible local Afghan government, the TFU had to take
the lead instead. A military commander stated that: “instead of building their own
country the Afghans were helping us rebuild it”. The role of experts and particularly of
the tribal advisor was recognized as key to supporting the decision-making process.
“The tribal advisor was terribly good”, said one of the diplomats.

Some of the private firms involved were actually an element of the TFU itself.
There were for example private firms which contributed to the security of TFU’s
compound by deploying Unmanned Arial Vehicles. There were also firms responsible
for part of the logistics such as food and water. The relationship between the C-TFU
and the personnel of these private firms was functional, since they had established a
contract. The collaboration motives were instrumental since the Dutch government
hired them for several reasons. First, they had unique resources that could be deployed
quickly. Second, their services were cheaper. The private firms most likely collaborated
with the TFU to make profit. This typical entanglement of maximizing wealth of
private firms and the requirements to involve a range of stakeholders from Uruzgan
province as well as from the defense and diplomacy in the decision-making process, is
challenging. A diplomat added: “despite a lot was possible with securing the ground.
UN and NGOs were the most involved in projects such as education, healthcare, and
infrastructure”.
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Other private firms with whom the TFU interacted focused on deploying resources
and activities into the actual province. One private firm supporting the “saffron project” -
meant to support the Afghan farmers replacing their agriculture activities from poppy
into saffron - was mentioned several times. This private firm positioned itself in Uruzgan
province using the business concept of “People, Planet, Profit”. Through this socially
responsible business model they intended to make profit and at the same time create a
better situation for the Afghan people. The socially responsible and economic vision
of CSR was their main drive. A civilian entrepreneur specified the importance of
“promoting the growth of saffron instead of poppy. Saffron will ultimately provide more
revenues for the farmers themselves. The starting cost was paid by the Dutch ministry of
foreign affairs. For these projects the TFU used civilian entrepreneurs from the Neth-
erlands to support the education of local Afghan entrepreneurs”.

3.6 CSR Perception

Each participant gave a definition of CSR and tried to put it in context. The definitions
were analyzed in accordance with the coding schemes [26]. The participants were
mostly referring to the social and economic dimensions of CSR. Their main conclusion
was that it was a difficult task to envisage the participation of private firms without
proper planning and security. “Not so many private companies were able to play their
role, which will come about later on”, said a diplomat. An important lesson the Dutch
government learned is that the operational design of a mission, including all relevant
stakeholders, is made at the strategic level before deploying into the post-conflict zone.
A diplomat stated that: “one of the key lessons learned is that we need to have the
operational design ready up front. What happened at the first couple of Task Forces
was that they did not have the comprehensive design as a whole before going to
Uruzgan”. At the operational level the collaboration of all stakeholders is the key to a
successful CA as a military commander emphasized: “we need to partner up. The true
grasp of what is happening on the ground cannot be left to Defense, Diplomacy, or
Development alone; it is their common picture that will show what is happening”. The
CA requires more than the participation of various government agencies, as a diplomat
emphasized: “a true Comprehensive Approach requires the participation of NGOs and
private firms. Those stakeholders need to be involved in order to be successful on the
long-term”. Moreover, he emphasized that “government cannot take over private firm
tasks while private firm can indeed take over government tasks”.

Successful participation of private firms begins at the analysis, decision-making
process and design of the mission at the strategic level, as a civilian entrepreneur stated:
“in order to successfully attract private firms for the CA they need to be engaged at the
initial decision-making process. Collaborative goals need to be developed so those
private firms can conduct their own long-term planning and allocation of resources”.
A diplomat mentioned that: “talking about the analyses, what is the problem, what are
we going to do about it? There you have the possibility to really include the options for
the private sector to take their role”. To design a true CA, governments have to include
the possible participation of private firms in the operational design of the mission.
However, private firm involvement depends on the security situation. One of the
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diplomats reported that: “there is a potential to trigger the private sector and it was
incredibly important we did not focus only on the NL consultancy firm but they were
unable or unwilling to come because of insecurity.” Moreover, he emphasized: “pri-
vate firm involvement is very dependent on the security situation”. Private firms, after
their initial participation in the decision-making process at the strategic level, may be
on stand-by with the deployment of their resources at the operational level until
security conditions are favorable enough for them to actively engage in the mission.
A diplomat said: “it is quite possible that they actively engage at a later stage, but how
to get there is something we should be talking to them about because that will help us
in laying out our strategy and comprehensive design”.

4 Conclusions

To conclude, we first underline the necessity to develop a case specific “working
definition” of CSR. This is required to tackle the complexity and fuzziness of the
concept. As Aguilera et al. [10] underlined, combining organizational levels and
associated motives is key to providing a clear definition. In the case of the TFU, we are
focusing on the stakeholders’ perspectives during the decision-making process in a
particularly unstable context. The organizational level is transnational and the motives
are instrumental, relational and moral according to the narratives of the participants.
We therefore propose a working definition of CSR as the “joint public-private decision-
making process with respect to the local community, linked to compliance with legal
and security requirements, ethical values which will contribute to stability and sus-
tainable peacebuilding during post-conflict reconstruction rather than exclusive cor-
porate profit”.

Second, engaging in CSR activities toward reconstruction is a joint goal for the
stakeholders engaged in the Comprehensive Approach. The stakeholders from defense,
development, and diplomacy taking part of the Comprehensive Approach, all dem-
onstrated a sense of social consciousness in their decision-making and approach to
reconstruction. In that respect the CA meets the expectation of our society that orga-
nizations adapt proper responsible social values in their legal, ethical, and discretionary
activities [10].

Third, the three stakeholders perceived the role of public-private partnerships to be
potential enablers of stabilization and reconstruction in post-conflict zones. However,
the role of the private sector has changed in global society, mainly the resulting from
the proliferation of cross‐border trading. Indeed, private firms engage more actively in
corporate social initiatives, therefore taking up a more prominent political role.

Private sector engagement in CSR has been criticized for going beyond its eco-
nomic role, assuming a state-like role protecting, enabling, and implementing citi-
zenship rights. This shift mostly occurs when the state system fails, taking over
functions which used to be the responsibility of the governmental agencies [32]. Since
the growing of transnational interdependence, economic globalization is one of the
factors that has accelerated CSR engagements. We therefore stress the importance of
government involvement in the decision-making process when involving private firm
participation during reconstruction. We state that a standardization would be sterile in
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such context. Standardization in CSR reporting has been manipulated in the past,
accelerating a spiral of distrust [35]. Improvements in corporate governance,
accountability, and transparency should therefore be a minimal requirement for
ensuring successful CSR initiatives in the context of the Comprehensive Approach. We
therefore propose adopting a particular governance approach. Indeed, the planning and
management of the deployment of international resources is one of the key challenges
in post-conflict reconstruction. Moreover, the complexity of the environment makes it
difficult for post-conflict organizations to accurately gage effective allocation and
reallocation of resources to high-return uses. Therefore, post-conflict reconstruction
requires effective collaborative governance or network governance [33].

Overall, it is clear that with the development of the CA, the organization of post-
conflict reconstruction is no longer solely focused on military superiority. Neither is it
centered on the previously mentioned ministries, but also the ministries responsible for
justice, police, correctional services, home affairs and finance. Governmental organi-
zations are only one piece of the pie and this also applies for other IGOs, NGOs, and
private firms. The analysis shows that to be successful it is necessary to have all
relevant stakeholders integrated at the strategic level in the “home country”; that is
where the decision-making process starts and the comprehensive design is developed.

Furthermore, IT resources are key to efficiently supporting collaborative and net-
worked governance [34]. Nowadays, the stakeholders involved in post-conflict
reconstruction use and also depend on IT resources in their activities. Therefore we
propose to investigate the role played by IT in the Comprehensive Approach into more
detail.

This paper reports the results of an exploratory research. We focused on the
operational level. This explains the so far small sample size. More data are being
actually collected. Future research should therefore address the tactical and strategic
level of collaboration. The main limitation of this study is that we collected the data
with a governmental approach. In future research we will collect the perspective of the
NGOs and the private sector. Last, it will be interesting to investigate the perception of
CSR engagements from an intercultural perspective.
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Abstract. A procedural choice problem occurs when there is no ex ante
agreement on how to choose a decision rule nor an exogenous authority that is
strong enough to single out a decision rule in a group. In this paper, we define the
manner of procedural selection as a relation-valued procedural choice rule (PCR).
Based on this definition, we then argue for some necessary conditions of a PCR.
One of the main findings centers on the notion of consistency, which demands
concordance between judged-better procedures and judged-better outcomes.
Specifically, we found that the consistency principle and a modified version of
the Pareto principle yield a simple impossibility result. We then show how the
weakening of these conditions results to a degenerate PCR or the existence of a
procedural veto. Finally, we show that the restriction of the preference domain to
an extreme consequentialism can be seen as a positive result.

Keywords: Procedural choice � Infinite regress � Consequentialism

1 Introduction

Meta-level procedural choice, or ‘how to decide how to decide (and so forth)’, is a
classical problem in collective decision-making. While the choice of voting rules has
long been studied in social choice theory stating that a good rule is the one that satisfies
widely accepted normative properties such as Pareto principle, there is yet another
point of view that a good rule is one that is favored by the members of the group, even
if it does not satisfy such normative properties. This view can be rephrased in terms of
how the group members can find the best procedure ‘locally’ that suits the best with
their procedural judgments. Some people might esteem anonymous and neutral pro-
cedures in purely public issues of decision-making. Others, however, might esteem a
dictatorship by the most experienced engineer in terms of technical decision-making.
These same people might even have procedural judgments over the rule to choose the
rule. In other words, some people might hope that the chairperson should determine the
decision rule, or there may be pros and cons concerning the rule to choose the rule for
the choice of texts in the constitution. While these cases appeal to the necessity of
procedural choice, they can yield an infinite regress of ‘how to decide how to decide
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how to decide…’. Each procedural choice is no less important than the 1st level
procedural choice, as we can see that the final choice depends on what procedure was
used to arrive upon that choice. An instructive example is shown by Dyer and Miles
[1], where scientists and engineers faced a collective choice problem as for the pair of
trajectories for spacecraft Mariner Jupiter/Saturn 1977 Projects. They showed, using
the submitted cardinal/ordinal preferences, the consequences totally varied among three
well-known procedures: (1) Rank sum, (2) Additive form (weighted sum of utilities),
and (3) Multiplicative form.

The purpose of our study is to search for rational ways of selecting decision-making
procedures when each individual has procedural preferences and yet there has not been
an ex ante agreement. It is only recently that some solution concepts have been pro-
posed in the social choice theory. Koray [2], and Barbera et al. [3] have adopted the so-
called fix point approach (Kultti and Miettinen [4]). The axioms they have proposed
demand that a decision rule should select itself among a series of alternative rules.
Much characterization or investigation of this methodology is now being done in
subsequent research (Nicolas [5], Koray and Slinko [6], Diss and Merlin [7]). Above
all, Kultti and Miettinen [8] extend these results to higher levels of procedural argu-
ments, showing that the existence of self-stable rules with more than two levels and
providing an explanation for why many of the real world principles stipulate only two
levels of procedural choice.

These concepts are all very intuitive in that the use of self-stable rules (or self-
selective social choice functions) does not allow for deviation from the status quo.
Thus, we seemingly escape from the annoying regress of procedural choice. However,
we can imagine a situation where all of the members do not favor self-stability for some
reason, and they would instead prefer Borda count, for example. This view is even
more convincing when we realize that different countries possessing different voting
systems based on their own history and justice. Such systems might be judged based on
their procedural cost, rapidity, or affinity with peace. Considering these cases, the
assumption of the people’s consequentialism, which is assumed in much of the fixed-
point approach, is not well suited at all.

Dietrich [9], on the other hand, has constructed a rather different approach called
procedural autonomy for the purposes of this article. This approach first defines the
procedural autonomy premise, which says:

The manner in which the profile is aggregated into a collective decision should be determined
by the procedural judgments within the group. (Dietrich [9], pp. 364)

Dietrich’s approach mainly focused on finding legitimate alternatives from the
premise of procedural autonomy and does not base specific structures on people’s
preferences. As long as a society adopts the procedural autonomy premise, monarchies,
non-unanimous rules, non-self-selective rules, non-self-stable rules, or every other
social choice rule can (or should) be elected if the society favors it, no matter what the
outside people think. This necessitates the need to consider the manner through which a
society can choose legitimate alternatives, procedures, the procedures to choose pro-
cedures, and so on. By adopting this approach, we invent an order-valued procedural
choice with more than one level of regress. We first define the procedural choice rule
(PCR), which expresses a manner of procedural choice, and then discuss what kind of

48 T. Suzuki and M. Horita



property it should satisfy and what manners have normative status. Section 2 will
provide the notation for this system, followed by Sect. 3 where we will present the
normative properties we consider necessary for PCRs. Section 4 provides the technical
results and Sect. 5 presents conclusions.

2 Notation

Let N = {1, 2, …, n} denote a society with at least two individuals. Let X denote the set
of alternatives, whose cardinality is 2 ≤ |X| < ∞. Assume that the society tries to make
an endogenous decision over X.

A binary relation R over a non-empty set A is defined as a subset of A × A. Binary
relation R over A is said to be reflexive if for all a 2 A; a; að Þ 2 A, R is transitive if for all
a, b, c 2 A, (a, b) 2 A and (b, c) 2 A imply (a, c) 2 A, R is complete if for all a; b 2 A, (a,
b) 2 A or (b, a) 2 A and R is anti-symmetric if for all (a, b) 2 A, (a, b) 2 R and (b, a) 2
R implies a = b. Binary relation R is called a weak ordering if it is reflexive, transitive
and complete, and a linear ordering if it is an anti-symmetric weak ordering. LetW(A) be
the set of all weak orderings over A, and L(A) be the set of all linear orderings over A. Let
P(R) and I(R) denote the asymmetric and symmetric part of binary relation R:

P Rð Þ := a; bð Þ 2 A� Aj a; bð Þ 2 R and b; að Þ 62 Rf g
I Rð Þ := a; bð Þ 2 A� Aj a; bð Þ 2 R and b; að Þ 2 Rf g

Given a binary relation R over A and a non-empty subset B�A, we denote by
G(R, B) the greatest element of B relative to R; G R;Bð Þ := fx 2 Bj8y 2 B; xRyg.

We call R = (R1, R2, …, Rn) 2 W(A)n as a preference profile over A, whose ith

element Ri 2 W(A) denotes the individual i’s preference ordering. A social choice
function f over A is a function that assigns an alternative to each preference profile over
A, such that f : WðAÞn ! A. Let N denote the set of natural numbers. For all
k 2 N[ 0f g, we define the level-k procedural set Fk inductively:

1. F0 := X.
2. For any k 2 N � 0f g, Fk+1 is the set of all social choice functions over Fk.

We call an element of Fk as a level-k SCF, or level-k procedure (rule) interchangeably.
A level-k SCF is a social choice function over Fk−1 and a rule [to choose the rule]
(k − 1 times) to choose an alternative. For all k 2 N[ 0f g, we assume that each
individual in the society N has a preference ordering Rk

i over F
k. A level-k preference

profile Rk ¼ Rk
1;R

k
2; . . .;R

k
n

� �
is a preference profile over Fk. Integrating the level-k

(k = 0, 1, …, K) preference profile R0, R1, …, RK, we call R ¼ R0;R1; . . .;RKð Þ as a
level-K meta-profile. Next we define the manners of procedural choice in the society.

Definition 1. Procedural Choice Rule (PCR): Let K 2 N and D�W Xð Þn�
W F1ð Þn�. . .�W FKð Þn: A level-K PCR (: Procedural Choice Rule) E of domain D is a
function assigning a level-K social meta-preference E = (E0, E1, …, EK) to each level-
K meta-profile: E : D ! W Xð Þ �W F1ð Þ. . .�W FKð Þ. For K = ∞, level-∞ PCR is a
function E :

Q
k2N [ 0f g

W Fk
� �n! Q

k2N [ 0f g
W Fk
� �

.
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Thus a PCR expresses a way of procedural choice in a society. Given a meta-profile,
each individual’s procedural judgment, a PCR returns a set of the procedural judgments
of the society. Unlike usual social welfare functions, PCRs consider how they evaluate
the (possible infinite) levels of procedures. This can be a counterpart of Dietrich [9] ’s
decision rule, which focuses only on the final choice over the set of alternatives. In
order to get a clearer understanding, we provide two manners of procedural choice.

Definition 2. x-Supporting Rules Fk x½ �: For all k; l 2 N[ 0f g with k < l, for all
x 2 Fk, we define the x-supporting rules of Fl (relative to a given meta-profile), Fl[x], as

Fl x½ � := f l 2 Fl : f l Rl�1� �
Rl�2� �

. . . Rk
� � ¼ x

� �

This is a notation to descript which rules in a certain level ultimately result in a
certain alternative. As an immediate consequence, we have that

8k\l;Fl ¼
a
x2Fk

Fl x½ �

Example 1. Level-1 Dictatorial PCR: Suppose a society where procedural choice is
totally determined by individual j ∊ N. Social preference E0 over the set of alternatives
X is completely determined by j’s level-1 preference R1

j , in the following way.

For any x, y 2 X, xE0y if and only if F1 x½ �O R1
j

� �
F1 y½ �. For any f, g 2 F1, fE1g if and

only if fR1g.
In this manner of procedural choice, individual j is “dictatorial” since his/her

preference over the procedure is sufficient to determine the social preference over
alternatives regardless of the other individuals’ meta-preferences.

Example 2. Level-K Always-Majority Procedural Choice: Suppose a society where
any agenda (X, F1;F2; . . .) are judged according to majority rule. For any level k 2 {0,
1, …, K} and for any alternatives/procedures x; y 2 Fk;

xP Ek
� �

y if and only if i 2 NjxP Rk
i

� �
y

� ��� ��[ i 2 NjyP Rk
i

� �
x

� ��� ��

This is not a PCR, since it can generate a cyclic social preference for some pref-
erence profiles such as N ¼ 1; 2; 3f g;X ¼ x; y; zf g;R0

1 : xyz;R
0
2 : yzx;R

0
3 : zxy (a Con-

dorcet profile). However, this always-majority procedural choice has another
counterintuitive problem. Suppose the following preference profile.

N ¼ 1; 2; 3; 4; 5f g andX¼ a,b,cf g
R0
1 : abc, R

0
2 : abc, R

0
3 : abc

R1
i : BG

1D4ði =1,2,3), R1
k : G

1D4Bðk ¼ 4; 5Þ
R2
i : BG

2D4ði =1,2), R2
3 : G

2ðD�BÞ;Rk : G2D4B
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where B is the Borda count, G1 2 F1 and G2 2 F2 are both one of the generalized Borda
counts with 5 points for top alternatives, 4 points for the second, 0 points for the others
(just in order to distinguish, we denote G1 for the one in F1 and G2 for the one in F2).

D4 is the dictatorship by individual 4 in the usual sense. Since each alternative/
procedural set has a Condorcet winner, the always-majority procedural choice admits
them as the greatest element in the social preference. However, there lies a paradoxical
result; while in the second level set we have G2 2 G(E2, F2), its outcome G2(R1) = G1 is
defeated by B1 according to E1. This is an inconsistency of judgment between the
procedures and alternatives. E2 and E1 defined this way are not consistent. Procedures
ranked higher by E2 do not always output better alternatives.

While the dictatorial PCR does not look desirable in an intuitive sense, the always-
majority manner of procedural choice in Example 2. can yield two unintuitive para-
doxes: a well-known Condorcet paradox and an inconsistency paradox. The objective
of our study is to design normative PCRs that avoid paradoxical outcomes. Since the
PCR by definition expresses the manner of how the society ranks each alternative/
procedure facing the potential of opposing judgments by each individual, the main
benefit of designing a normative PCR is therefore to propose how we can rationally
stop the regress of procedural choice and make an endogenous and democratic pro-
cedural choice in our society.

In addition, we impose a consistency property upon our PCRs that rules out the
inconsistency observed in Example 2. Having a consistent hierarchy of procedures can
be a foundation of the social meta-preference.

3 Axioms for Procedural Choice Rule

Now we turn to discuss the properties of PCRs. After introducing a further definition,
we examine each property.

Definition 3. Optimistically Induced Preference: For all non-empty set X and a
binary relation R on X, we say O(R) is an optimistically1 induced preference over the
set of non-empty subsets of X if

8S; T�X : S; Tð Þ 2 O Rð Þ , 8t 2 T; 9s 2 S s:t: s; tð Þ 2 R

Oð�Þ is an operator that induces from the original preference a related preference
over the power set. We say O(R) just as “induced preference” if there is no fear of
misleading. And we immediately get the following result.

1 The manners to induce the preference over the power set, including optimistic manner, are very well
studied in the strategy proof social choice rules, see [10] and [11].
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Note 3.1. If R is a weak ordering over X, then O(R) is a weak ordering over 2X−{ϕ}.
Although Oð�Þ is a way to extend the original preference to the power set of the set of
alternatives, we do not demand that each individual induces a related preference in this
way. This notation is just defined in order to state formally the normative axioms of
PCRs.

Definition 4. The Procedural Weak Pareto Principle (PWP): A level-K( < ∞) PCR
E satisfies PWP if and only if for all R 2 D; k 2 0; 1; 2; . . .;K � 1f g; 8x; y 2 Fk : if
8l 2 k þ 1; k þ 2; . . .;Kf g, 8i 2 N, Fl x½ �P O Rl

i

� �� �
Fl y½ �, then we have xP(Ek)y. For

K = ∞, a level-∞ PCR E satisfies PWP if and only if for all R 2 D1 :=Q
k2N [ 0f g

W Fk
� �

; k 2 N [ 0f g; and x, y 2 Fk: if 8l 2 N � 0; 1; . . .; kf g, 8i 2

N;Fl x½ �P O Rl
i

� �� �
Fl y½ � , then we have xP(Ek)y.

We give several comments on this property. First to note is that the PWP principle
does not demand the usual Pareto principle. They are totally independent. While the
latter demands that if everyone prefers alternative x to alternative y, so should do the
society, our PWP principle demands that if everyone prefers x-supporting rules to y-
supporting rules at every higher level, the society should rank x above y. Whether or
not Pareto optimal alternatives are ranked high totally depends on the procedural
judgments by the members of the society. A good ground for this is found in the law
system of Sanhedrin:

Unlike in contemporary US law, where capital cases require a unanimous jury decision
(Mitchell and Eckstein, 2009) the Sanhedrin would automatically acquit a defendant if all
members argued to convict in such a case (Talmud, Tractate Sanhedrin, 17a). While such a
practice could seem counterintuitive, it may have been established as a last-ditch measure to
prevent groupthink-like outcomes. If all 70 members vote unanimously, without any dissension
at all, then there is reason to fear that groupthink conformity pressures may be to blame.
(Schnall and Michael [12])

As long as we esteem the premise of procedural autonomy, and as long as they
accept the unanimity-rejection principle, the procedure of Sanhedrin does not matter at
all. Even if contemporary theorists unanimously favor unanimous procedures, the
premise of procedural autonomy can acknowledge the use of non-unanimous proce-
dures if the society members favor.

Second to note on the definition of our PWP is rather similar, but it is a direct
application of the above discussion. As long as we evaluate alternatives/procedures on
the basis of procedural judgments, we have no reason to stop meta-level reasoning at
any finite level. Even if there is a unanimous agreement at level 1, that has no particular
significance if the society members do not agree at level 2 on the use of unanimous
procedure of level 1. The level 1 preference cannot be evaluated until we carefully
investigate the preferences of higher levels.

Definition 5. Procedural Independence of Irrelevant Alternatives (PIIA): A level-
K PCR E satisfies PIIA if and only if for all R; ~R 2 D; k 2 0; 1; 2; . . .;K � 1f g; and
x; y 2 Fk: if for all
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l 2 k þ 1; k þ 2; . . .;Kf g; and i 2 N;O Rk
i

� �j Fl x½ � [ Fl y½ �f g ¼ O ~Rk
i

� �j Fl x½ � [ Fl y½ �f g;

then

OðE Rð ÞÞj x;yf g ¼ O E ~R
� �� �j x;yf g:

This is a modified version of Arrow’s IIA condition. PIIA demands two main
contents. One is that for any alternatives x and y, social ranking between x and y should
completely depend on the individual’s meta-profile over x-supporting rules and y-
supporting rules. The other to note is that the set of x-supporting rules and y-supporting
rules generally depends on the outcome of the procedures. Under the assumption of
completeness of individuals’ preferences, PIIA property does not demand anything if
R and R are different in the eyes of the given procedures.

Definition 6. Inter-Level Consistency (ILC): A level-K PCR satisfies ILC if and
only if the following holds. For all R 2 D; k 2 0; 1; . . .;K � 1f g and f, g 2 Fk+1: fEk

+1g if and only if f(Rk)Ekg(Rk).
This consistency property rules out such inconsistent social meta-preferences found

in Example 2. The ‘if’ part demands that if a procedure f is ranked above g, their
outcome should be ranked the same. Only if part demands that if an alternative x = f
(Rk) above y = g(Rk), then the society ranks procedure f above g. In other words, the
society cannot rank an alternative x above another y without accepting the rule that
supports x.

Definition 7. Procedural Vetoer: For any level k 2 {0, 1, …, K} and alternatives/
procedures x, y 2 Fk, an individual i 2 N is a (procedural) vetoer over the pair (x, y) if
and only if for all meta-profile R = (R0, R1, …, RK) ∊ D and, if FK x½ �P O RK

i

� �� �
FK y½ �,

then xEky. The individual i 2 N is a vetoer if and only if for any level
k 2 {0, 1, …, K − 1} and for any x, y 2 Fk, (s)he is a vetoer over the pair (x, y).

This is very similar to the concept of veto power developed in the Arrovian
framework (Blair and Robert [13]). A procedural vetoer is an individual who can force
x to be socially at least as good as y by presenting a preference whose induced
preference strictly prefers x-supporting rules to y-supporting rules.

Definition 8. Arbitrary Focus (AF): A level-K PCR E satisfies AF if and only for all
j 2 {0, 1, 2, …, K − 1}, there exists a function

E j½ � : W F j
� �n�W Fjþ1� �n�. . .�W FK

� �n! W F j
� ��W Fjþ1� �� . . .�W FK

� �

such that for all

R ¼ R0;R1; . . .;RK
� � 2 D;
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El R0;R1; . . .;Rj; . . .;RK
� � ¼ El�j

j½ � Rj;Rjþ1; . . .;RK
� �

for all l 2 fj; jþ 1; . . .;Kg

The AF condition demands that for any meta-profile R = (R0, R1, …, RK), the social
meta-preference over Rj does not depend on Rk for k < j. More intuitively, the social
preference over some procedures x and y should be totally determined by the preference
on the rules to choose them, the rules to choose the rule to choose them, and so forth.
And it should not depend on the preferences over their outcomes.

4 Results

4.1 Basic Impossibility Results

The majority of our results are focused around the following elementary impossibility.
In the following part of Sects. 4.1 and 4.2, we fix D ¼ QK

k¼0 W Fk
� �n

.

Proposition 1. [1] Let 2 ≤ K. There is no level-K PCR that satisfies PWP and ILC.
[2] Let K = ∞. There is no level-∞ PCR that satisfies PWP and ILC. (All proofs

are in the Appendix)

As can be seen in the proof, this is a direct consequence from PWP and ‘if’ part of ILC.
However, this presents us with an elementary note to consider the procedural choice.
When we regress in procedural choice, the outcome is expected to be consistent in the
sense that each level of social meta-preference is well related to the given meta-profile.
The proposition states, unfortunately, that we cannot expect consistency of the social
meta-preference E0, E1, …, EK and the Procedural Weak Pareto principle at the same
time. This expresses the elementary impossibility in considering the procedural choice
with consistency. Though we explicitly refer only to ILC and PWP condition, there are
some other implicit conditions imposed on PCRs. The rest of the article is to search for
plausible PCRs by weakening each of the axioms shown in Proposition 1. Some
remarks on the remained axioms are in Sect. 5.

4.2 Weakening PWP and ILC

The ‘if’ part and PWP condition are both essential to derive the impossibility result in
Proposition 1. In fact, as we will show later, there exists a PCR that satisfies ILC and
there exists a PCR that satisfies the ‘only if’ part of the ILC and PWP. However, these
apparently positive results are not fully satisfactory, for they immediately yield other
negative results.

Proposition 2. [1] There exists a PCR E that satisfies the ILC and AF if and only if
E is degenerated in the sense that for all meta-profile R ∊ D, for all k ∊ {0, 1,…, K} and
for all alternatives/procedures x, y ∊ Fk, xI(Ek)y. [2] There exists a PCR E that satisfies
the ‘only if ’ part of the ILC, PWP, AF, and PIIA, but it yields at least one procedural
voter.
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4.3 Restricting the Preference Domain of PCRs

Definition 10. Consequentialist Preference Domain: The consequential preference
domain DC�

QK
k¼0 W Fk

� �n
is such that for all R = (R1, R2, …, Rn) ∊ DC, for all i ∊ N,

for all k ∊ {0, 1, …, K − 1}, and for all f, g ∊ Fk+1, f Rk
� �

P Rk
i

� �
g Rk
� �

implies
fP Rkþ1

i

� �
y. When an individual’s meta-preference satisfies the underlined part, he/she

is said to be a consequentialist.

Definition 11. Extremely Consequentialist Preference Domain: For any finite set
X and the sets of procedures F1, F2, …, FK, the consequentialist preference domain
DEC�

QK
k¼0 W Fk

� �n
is such that for all R = (R1, R2, …, Rn) ∊ DEC, for all i ∊ N, for all

k ∊ {0, 1, …, K - 1}, and for all f, g ∊ Fk+1, f Rk
� �

Rk
i g Rk
� �

implies fRkþ1
i g. When an

individual’s meta-preference satisfies the underlined part, he/she is said to be an
extreme consequentialist.

The difference between the two is the bold style. An extremely consequentialist indi-
vidual evaluates the rules simply by looking at their procedures. If two procedures’
outcomes are different according to his/her measure, he/she chooses the procedure with
the most preferable outcome. Otherwise, he/she is completely indifferent among the two.

On the other hand, a simple consequentialist individual evaluates the rules mainly
on their outcomes, but not completely. If two procedures’ outcomes are different
according to his/her measure, he/she chooses the procedure with the most preferable
outcome. Otherwise, it is possible that he/she has a strict preference over them
according to their internal judgments.

Proposition 3. [1] Let K ≥ 2 be finite or infinite. There does not exist a level-K PCR
of domain D = DC satisfying the PWP and ILC. [2] Let K ≥ 2 be finite or infinite. There
exists level-K PCRs of domain D = DEC that satisfies the PWP and ILC.

This proposition gives an ironic solution to the impossibility proposed in Proposition 1.
If we consider non-extremely-consequentialist individuals, we cannot order the social
meta-preference to satisfy the consistency property and the procedural Pareto principle.
However, if the society is extremely consequentialist, we do have potential to realize
both the consistency and the PWP at the same time. The extremely consequentialist
domain is at first sight hard to deal with since the opposition at level 0 remains the same
no matter how high we take the levels. These people do not have any standardized
concept of procedural justice in common, such as “a majority based SCF is better than
dictatorial SCF,” or “unanimity is not admissible at any level,” and so on. All these
people have is only the principle that the value of procedures resolves at their outcomes.
All the other information has no importance.

5 Conclusion

When a society is going to make a collective decision but has no ex ante agreement or
exogenous factors strong enough to stipulate the possible decision procedures, the choice
of decision procedures is also a matter of endogenous decision making.We first defined a
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function of PCRs that express a way to make a procedural choice endogenously within a
given society. Next, we investigated what kind of normative property we should impose
on PCRs, and then we observed the performance and (im)possibility of the PCRs.

Our work centers around the basic impossibility result (Proposition 1) that describes
the incompatibility between the ILC and PWP properties. The former demands for
consistency between the judged-better procedures and judged-better alternatives
whereas the latter is a derivation of the Pareto Principle modified for our PCRs. In
Sects. 4.2 and 4.3 we searched for escape routes from this impossibility. Weakening of
each conditions does yield a positive result, but only to yield another problems in its
aftermath (Proposition 2). On the other hand, restriction of the preference domain to
those that are extremely consequential can, in fact, be an ironic solution.

Finally, we make a few comments on the other implicit conditions imposed on
PCRs. The first one is the set of procedures F1;F2; . . .;FK . When we consider decision
makings very generally, our assumption of Fk has all the possible SCFs and indeed has
some rationality. No social choice function should be deleted before the endogenous
argument of which procedures are better than others. However, to look at practical
cases we sometimes practice endogenous decision-making within the constraints of
knowledge, time, or some other exogenous factors. Considering the referendum, it is
unrealistic to collect all of the citizens’ meta-preferences for all possible SCFs at each
level. Though some of our results do not completely depend on the completeness of
procedural sets, there is room to study PCRs under the restriction of procedural sets.
The second point is the extreme richness of the preference domain.

While the extreme consequentialist domain is too small to deal with procedural
satisfaction or the concept of justice, our preference domain allows for such peculiar
meta-preferences, as “for any level p ∊ N, if p is a prime number, I prefer my dicta-
torship to all the other SCFs. Otherwise, I am indifferent for all the SCFs.” It is perhaps
of less practical importance for a real-world procedure to be fully prepared to deal with
such an implausible preference. There is room to determine practically what kind of
meta-preferences people actually have in mind. We need to take into account the results
of recently developed experimental approaches for endogenous procedural choice
(Weber [14], Ertan, Page, and Putterman [15]) in future studies.

Appendix (Proofs of the Propositions)

Lemma 1.Let K ≥ 1 be either finite or infinite. If a level-K PCR E satisfies the ‘if’ part
of ILC, then for all x 2 X; k 2 1; 2; . . .;Kf g and f, g ∊ Fk[x], we have fI(Ek)g.

Proof.We show the lemma inductively. Take arbitrary x ∊ X and f ; g 2 F1 x½ �. Then, by
reflexivity of E0, we have xE0x, or f(R0)E0g(R0). Therefore, by the ‘if’ part of the ILC,
we have fE1g. Since this argument is symmetric over f and g and does not depend on
what x is, we have for all x and for all f, g ∊ F1[x], fI(E1)g.

Take any level k ∊ {1, …, K − 1}. Assume that for all f, g ∊ Fk[x], fI(Ek)g. Let u, v ∊ Fk

+1[x] be any x-supporting rules of level (k + 1). Then, by the completeness of Ek+1, we
have either uEk+1v or vEk+1u. Suppose one of these, for example uEk+1v, does not hold.
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Then from the contraposition of ‘if’ part of the ILC, we have ¬(u(Rk)Ekv(Rk)). By the
completeness of Ek, it is equivalent to v(Rk)P(Ek)u(Rk). This contradicts the assumption,
since u, v ∊ Fk+1[x] implies u Rk

� �
; v Rk
� � 2 Fk x½ � and therefore the assumption

demands u(Rk)I(Rk)v(Rk). Therefore, we have inductively shown that fI(Ek)g holds for
all x 2 X; k 2 1; 2; . . .;Kf g, and f, g ∊ Fk[x]. ■

Proof of Proposition 1 [1]. 2 ≤ K < ∞: Take any x ∊ X. Consider a meta-profile
R = (R0, R1, …, RK−1, RK) such that for all i ∊ N, FK f½ �P O RK

i

� �� �
FK g½ � for some

f, g ∊ FK−1[x]. By PWP on f and g, we have fP(EK−1)g. This contradicts Lemma 1,
which demands that fI(EK−1)g. ■

[2] K = ∞: Take any x ∊ X and k 2 N. Take any Rj 2 W F jð Þn j ¼ 0; 1; . . .; k � 1ð Þ
and let f, g ∊ Fk[x]. Consider a meta-profile such that for all i ∊ N and for all
l ∊ {k + 1, k + 2, …}, uP Rl

i

� �
v for all u 2 Fl f½ �; v 2 Fl g½ �. Note that u, v ∊ Fl[x]. At this

point the PWP condition demands fP(Ek)g while the Lemma 1 demands fI Ek
� �

g.
Contradiction. ■

Proof of Proposition 2 [1]. The ‘if’ part is trivial. We show the ‘only if’ part. Suppose
PCR E satisfies ILC and AF. Take any meta-profile R ∊ D, level k ∊ {1, …, K} and
procedures f, g ∊ Fk. There are two possibilities concerning the similarity of f and g as a
function. (1) There exists a level-k − 1 preference profile ~Rk�1 2 W Fk�1

� �
such that

f ~Rk�1
� � ¼ g ~Rk�1

� �
. Consider a meta-profile ~R ¼ R0;R1; . . .; ~Rk�1;Rk; . . .;RK

� �
. Then,

by Lemma 1, we have fI ~Ek
� �

g. On the other hand, we have Ekj f ;gf g ¼ ~Ekj f ;gf g.
Therefore, we have fI(Ek)g. (2) Otherwise, we consider SCF h over Fk−1 such that h(Rk

−1) = f(Rk−1) and h(R′k−1) = g(R′k−1) for all R′k−1 ∊W(Fk−1) − {Rk−1},. Since Fk is the set
of all possible SCFs over Fk−1, such a SCF h is in Fk. By applying (1) we have fI(Ek)
h and gI(Ek)h. Thus, we have fI(Ek)g.

Finally we must show that the PCR E is also indifferent for any alternatives
x, y ∊ X. However, it is easy from the ‘only if’ part of the ILC and the above fact that fI
(E1)g for any f, g ∊ F1. ■

Lemma 2.(Arrow [16]). If a SWF f : W Að Þn! W Að Þ satisfies WP and IIA, then there
exists a dictator, where:

WP: 8S ¼ S1; . . .; Snð Þ 2 W Að Þn; 8a; b �A; aP Sið Þb 8i �N½ � ! aP f Sð Þð Þb

IIA : 8S; S0�W Að Þn; 8a; b; �A; Sijfa;bgj ¼ S0ijfa;bg ! f Sð Þjfa;bg ¼ f S0ð Þjfa;bg

A dictator is an individual i ∊ N such that for all S ∊W(A) and for all a, b ∊ A, aP(Si)
b implies aP(f(S))b.

Proof of Proposition 2 [2]. Let E be a PCR that satisfies the ‘only if’ part of ILC,
PWP, AF, and PIIA. Fix (R0, R1, …, RK−1) ∊ W(X) × W(F1) × … × W(FK−1) and let
A be a set such that A := FK f½ �jf 2 FK�1

� �
. By AF, we have a function G such that
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for all RK, EK−1(R0, …, RK) = G(RK). Moreover, by PIIA, there exists a function G′:W
(A)n → W(FK−1) such that G RKð Þ ¼ G

0
O RK

1

� �
;O RK

2

� �
; . . .;O RK

n

� �� �
for all RK ∊ W

(FK). Let us consider another function l : W FK�1ð Þ ! W Að Þ such that for all ~RK�1 2
W FK�1ð Þ and f, g ∊ FK−1, f ~RK�1g if and only if FK f½ �l ~RK�1

� �
FK g½ �. Construct a

composite function m := l� G
0
: W Að Þn! W Að Þ. This is a SWF for the set A, and it is

easy to see that our PWP and PIIA condition demands the WP and IIA for SWF ν.
Therefore, by Lemma 2 we have a dictator j ∊ N (of SWF ν) such that for all S ∊ W

(A) and for all FK[f], FK[g] ∊ A, if FK f½ �P O RK
j

� �� �
FK g½ �, then fP(ν(S))g. By the way

we have constructed μ, we have fP(EK−1)g. Since this argument does not depend on the
value of R0, R1, …, RK−1 or what f and g are, we can conclude that the set of axioms
yield a vetoer over any pair in FK−1.

We must only show the level under K − 1. Take any level l ∊ {0, 1, …, K − 2} and

any alternatives/procedures x, y ∊ Fl. Assume that FK x½ �P O Rk
j

� �� �
FK y½ � . Take f′ ∊ FK

−1[x] and g ∊ FK−1[y] such that FK f
0	 
 2 G O RK

j

� �
;Bx

� �
and FK g

0	 
 2
G O RK

j

� �
;By

� �
, where Bx: = {FK[h]|f ∊ FK−1[x]} and By: = {FK[h]|f ∊ FK−1[y]}. Since

O RK
j

� �
is a weak ordering over 2F

K
, G O RK

j

� �
;Bw

� �
w ¼ x; yð Þ are non-empty and we

can take such f′ and g′. Now, the definition of the operator O( ) and the assumption of
FK[x]P(O(R))FK[y] together yield FK[f′]P(O(R))FK[g′]. From the above paragraph we
get f′P(EK−1)g′. Finally, iterating the ‘only if’ part of ILC we get xEky. ■

Proof of Proposition 3 [1]. The counterexample showed in the proof of Proposition 1
also applies under DC. ■

[2] Let us consider a SWF S:W(X)n → W(X) which satisfies the Pareto principle: for all
preference profile of level 0 R0 ∊ W(X), xP R0

i

� �
y for all i 2 N

	 

implies xP(S(R0))

y. Now we define PCR ES such that (1) for all x, y ∊ X, xE0y if and only if xS(R0)y and
(2) for all k ∊ {1, 2, …, K} and f, g ∊ Fk, fEk+1g if and only if f(Rk)Ekg(Rk). We will
show that this ES is actually a PCR and satisfies the ILC and PWP. The completeness of
each ES

k(k = 0, 1, …, K) is obvious. To show they are transitive, suppose ES
k ∊ W(Fk).

Take any procedures f, g, h ∊ Fk+1 and assume fEk+1g and gEk+1h. By (2) we have f(Rk)
Ekg(Rk) and g(Rk)Ekh(Rk). This implies f(Rk)Ekh(Rk) by the transitivity of Ek. By (2)
once again we get fEk+1h. Since E0 ≡ S(R0) is transitive, we have inductively that
Ek ∊ W(Fk) for all k ∊ {0, 1, …, K}. Now we show that ES satisfies the ILC and PWP,
but the former is obvious because of (2). So we show PWP. Take any
k ∊ {0, 1, …, K − 1} and f, g ∊ Fk. Suppose Fl f½ �P O Rl

i

� �� �
Fl g½ � for all

l ∊ {k + 1, …, K}. Iterating the condition of extremely consequentialist, we have for all
l 2 kþ 1; . . .;Kf g. Iterating the condition of extremely consequentialist, we have for
all i 2 N f Rk�1

� �
PðRk�1

i ÞgðRk�1Þ; f Rk�1
� �ðRk�2ÞPðRk�2

i ÞgðRk�1ÞðRk�2Þ; . . .; xPðR0
i Þy;

where f 2 Fk½x� and g 2 Fk y½ �: The Pareto prinicple of E0 	 S R0
� �

implies xP E0
� �

y.
Iteration of the contraposition of the ‘only if’ part of the ILC gives fPðEkÞg.
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Abstract. Past studies have shown that Door-in-the-face tactics can induce
compliance from negotiators. This research examines the hidden costs of the use
of the Door-in-the-face tactic in dyadic negotiations. It shows that learning about
opponents’ use of this tactic affects negotiators’ feelings of mistreatment and
their behaviours in the subsequent negotiation. It also induces negotiators’
covert, retaliatory behaviour. The results showed that negotiators who had dealt
with opponents using the Door-in-the-face tactic made larger demands and
attained higher outcomes in the subsequent negotiation. It was also found that
feelings of mistreatment by opponents tended to spread over into future nego-
tiations. Feelings of mistreatment mediated the effect of opponents’ use of Door-
in-the-face tactics on covert retaliation. Implications of results are discussed and
directions for future research are given.

Keywords: Door-in-the-face technique � Covert retaliation � Feelings of mis-
treatment � Negotiation

1 Introduction

Negotiation is a complex process in which negotiators’ outcomes are interdependent:
outcomes received by negotiators rely on their behaviours and decisions and those of
their counterparts [1]. To increase negotiators’ abilities to claim surplus, persuasion
research has examined different strategic techniques [2, 3]. However, these tactics
might become ineffective once they are revealed to negotiators [4] and the conse-
quences beyond negotiated outcomes should be factored in. One of the pervasive
compliance strategies that has attracted theoretical and empirical attention is the door-
in-the-face (DITF) tactic [4–6]. For the sake of brevity, I referred to negotiators using
DITF tactic as requesters and to their opponents as targets.

The DITF tactic has been shown to be beneficial in different contexts, such as
marketing, retail, participation in health research and charity donation [6–9]. Requesters
attempt to convince targets to comply by offering a large request initially that is likely to
be rejected; they then offer a more realistic offer that appears more reasonable compared
to the first offer [4–6, 10]. In retail business, the consumers making a purchase decision
increased from 15 % to 40 %, when comparing the sellers who did not use DITF with
those who adopted the DITF strategy [7]. Meta-analyses found that increases in com-
pliance rates were between 15 % and 27 % over control groups when the DITF approach
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was used [10, 11]. Studies also demonstrated that the effect size of DITF technique was
between r = .15 and r = .25 [9, 12]. Although the DITF technique is shown to be
effective, studies examining DITF tactic focussed only on short-term benefit. Notably
absent from the existing research are the longer-term, adverse effects of the DITF tactic
on negotiation relationship and targets’ reaction, once it is revealed.

The DITF tactic has been documented for over 30 years [9] and organisations spend
a lot of resources on negotiation training [13]. A large body of research provides
individuals with prescriptive and strategic advice about how to attain better outcomes
[11]. It is therefore conceivable that more people have a better understanding of dif-
ferent negotiation tactics, and that the DITF tactic may incur a cost when targets are
familiar with the underlying psychology: targets may be less likely to fall prey to DITF.
At the very least, more people recognise how to use DITF technique and will not
comply if their opponent uses it.

In this paper, I present an exploratory study of the longer-term effects and hidden
costs of the DITF tactic in dyadic negotiations. Colleagues, friends and collaborative
partners in different organisations often become involved in repetitive negotiations
instead of a one-off negotiation. The major research questions addressed in this study
are: If targets learn that they have been manipulated by their opponents using the DITF
tactic, would they behave differently in future interactions? How does it change
negotiators’ feelings towards their opponents and would they retaliate covertly when
opportunities come along? Does DITF tactic backfire in subsequent negotiations,
placing the requesters in a disadvantageous position in the longer run? These questions
are addressed in the remainder of this paper by deriving insights from experimental
data.

The theoretical rationale for the current research stems from past findings that
negotiators are concerned with more than negotiated outcomes [14–17]. For example,
Curhan, Elfenbein and Xu [14] have shown that subjective value (e.g. feelings about
the relationship and negotiation process) is as important as negotiated outcomes to
negotiators. It is possible that negotiators’ feelings about the negotiation process may
be adversely affected when they know that they have been manipulated by their
counterparts. If targets deem the use of DITF tactic inappropriate, their reactions need
to be considered and their behaviour in future negotiations with the same partner may
change. In other words, although the DITF tactic can increase the requesters’ negoti-
ated outcomes, it does not mean that the DITF tactic is costless. Before proceeding to
the potential costs of DITF tactic explored in this research, a brief review of why this
tactic works is useful.

1.1 The Psychology Behind the DITF Tactic

There are a few psychological mechanisms explaining the effectiveness of the DITF
tactic. One such mechanism is the norm of reciprocity. If someone does you a favour,
you need to return him or her a favour [18]. When targets face requesters using the
DITF tactic, targets may perceive the seemingly smaller, second request as a conces-
sion. After rejecting the initial large request, targets may feel obliged to reciprocate by
accepting the subsequent smaller request [5, 9, 19, 20]. Diekmann [19] provided
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evidence that negotiators who were strangers tended to ‘reciprocate’ even when the
money at stake was high.

The second explanation of why the DITF tactic is effective is that rejecting an
initially extreme offer induces some levels of guilt feelings from targets. Studies
examined the relationship between the amount of guilt induced by the rejection of the
first unreasonable request and the amount of compliance with the subsequent request
[12]. Agreeing to the second request reduces the level of guilt that targets feel and
compliance with the second request was more likely to be elicited when the rejection of
the initial large request elicited high levels of guilt [21, 22].

The DITF tactic is effective for a third reason self-presentation. Past findings
support the contention that self-presentation is a factor that influences targets to comply
with the DITF request [9, 23–25]. These studies argue that targets become motivated to
comply with the second request, because they do not want to be considered to be
unhelpful and uncooperative people [23, 24]. Millar (2002) has extended this expla-
nation by the importance of friend (vs. stranger) making DITF request in raising
targets’ concern about self-presentation. Next, I will discuss the potential costs of using
the DITF tactic.

1.2 Feelings of Mistreatment and Covert Retaliation

Although many have examined the benefits of DITF tactic and how it works, this study
explores the two potential costs that may be incurred. One is the behaviour of targets in
subsequent negotiation with the requesters, and another is the potential covert retali-
ation from targets. After learning that the DITF technique has been used by their
opponents, it is possible for targets to demand more in subsequent negotiations.
Learning of being manipulated may also affect the targets’ choice to ‘get back at’ the
requesters.

The cognitive mechanism of targets’ reactions to DITF tactic in negotiation is
underdeveloped. To explore the potential costs of using DITC tactic, I take an inter-
personal perspective by looking at how learning counterparts’ use of DITF tactic in the
previous negotiation affects targets’ responses and feelings. I also draw on past studies
on the relationship between emotional expressions and affective reactions in observers
[26, 27]. It is speculated that in negotiations one’s use of persuasive tactics cannot be
directly observed and is likely to be subtle. However, the revelation of such tactics may
also change targets’ behaviours and feelings towards their counterparts. Does learning
requesters’ use of DITF tactic result in targets’ feelings of mistreatment?

Extending this logic, knowing that one’s opponent is using the DITF tactic may
influence the way targets feel they have been treated, which may then influence how
they behave and make decisions in future interactions with the requesters. Accordingly,
targets who have knowingly dealt with requesters using DITF tactic may feel mis-
treated (or inappropriately treated). Although never examined, there may be a spill-over
effect of DITF tactic on feelings of mistreatment. The speculation is that feelings of
mistreatment may spread to future encounters, even though the requesters do not use
the same tactic in the subsequent negotiation. Such feelings have strategic importance
in negotiations. These feelings may generalise to inform targets’ perceptions in
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subsequent negotiations with the same opponents. It is also expected that other negative
reactions may be present after they have learnt the requesters’ use of DITF tactic. In
particular, targets may become less willing to engage in future interaction with the
DITF requesters. To examine the speculation, the relationships among learning
opponents’ use of the DITF tactic, targets’ feelings of mistreatment and willingness to
engage with the same requesters in future are explored in this study.

If targets learn that they have been manipulated by their opponents using the DITF
tactic, will they negotiate more aggressively in subsequent negotiations with the same
requesters? In fact, one who has learnt that s/he has been manipulated previously may
have an incentive to get back at the opponent. According to the retaliation hypothesis,
targets may have a desire to get even and thus demand more in the later negotiation
because of the negative impression that the targets have developed of their counterparts
in the previous negotiation. Specifically, I expect that targets, who learn that requesters
have used the DITF tactic, demand more and receive more surplus in the later nego-
tiation than those who have not dealt with DITF requesters in previous negotiation.

Exploring another potential cost of using the DITF tactic, previous research on
organisational retaliation behaviour and on negotiators’ retaliatory reactions to coun-
terparts’ display of negative emotions is helpful. When employees (or third parties)
perceive that fairness is violated in workplace, more retaliatory behaviours are observed
[15, 28–30]. Similarly, when negotiators feel that they are appropriately treated during
negotiation, the effects are usually positive; when they are mistreated, the negative
effects are significant [16, 31, 32]. Literatures on workplace retaliation suggest that
employees tend to comply with unfair treatment but secretly punish their employers,
through acts such as theft and sabotage [29, 33].

Similar patterns of results have been found in negotiation settings. Negotiators
dealing with angry counterparts are more likely to show overtly concessionary and
covertly retaliatory responses [16]. When opportunities for such covert retaliation are
available to negotiators, the current study investigates how targets react to the use of
DITF tactic, to complement past studies on the DITF tactic. When retaliation is less
risky, feelings of mistreatment may result in greater overt retaliatory behaviour. While
an impasse in subsequent negotiations may be costly especially when targets do not
have a good BATNA (Best Alternative to the Negotiated Agreement), it does not mean
that targets will not pursue other means to punish requesters using DITF secretly. It
begs a question: when there are opportunities for targets to get back at requesters
anonymously, does learning of being manipulated by requesters induce covert retal-
iatory behaviours from targets? I expect that targets who have knowingly dealt with
requesters using DITF tactic are more likely to retaliate covertly than those whose
counterparts have not used the DITF tactic.

Finally, this study explores the possibility that targets’ feelings of mistreatment play
a mediating role. That is, a negative impression of an opponent mediates the rela-
tionship between revelation of opponents’ DITF tactic and targets’ covert retaliatory
behaviour. Targets’ decision to covertly retaliate depends on, at least partially, feelings
of mistreatment.
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2 Method

2.1 Participants and Procedure

One hundred and fifty participants (71 females, 79 males;Mage = 21.92 years, SD = 1.45)
from Hang Seng Management College (Hong Kong) took part in two negotiation simu-
lations that involved the sale of smart phones, for course credit. To explore the hidden
costs of DITF tactic, I engaged participants in two subsequent face-to-face negotiations,
Negotiation 1 and Negotiation 2. Participants learned that they would be assigned the role
of either seller or the buyer of smart phones. They were randomly assigned into one of the
two experimental conditions: Control and Door-in-the-face (DITF). Requesters (i.e.
negotiators using the DITF tactic) were the sellers in the DITF condition.

To ensure that the DITF tactic was deployed effectively, thirty-eight students, who
were blind to hypotheses, were told that they had been randomly assigned the role of
seller. These students were enrolled in a 14-week negotiation course and they had
learned about the rationale of DITF tactic in the last two weeks of the negotiation course.
Before the start of this experimental study, one full training session (45 m) was used to
train these students (the sellers in the DITF condition) how to use DITF strategy in a
natural manner. During this training session, the experimenters explained to the sellers
in the DITF condition how DITF technique worked. In the DITF condition, the
requesters (i.e. sellers) were instructed to use the DITF tactic only in Negotiation 1. After
completing Negotiation 1, buyers and sellers were sent to different rooms. Participants
were asked to complete a questionnaire regarding their feelings towards their counter-
parts. Having finished the questionnaire, participants met with the same opponents and
proceeded to Negotiation 2. After completing Negotiation 2, targets were asked to
complete another questionnaire and to take part in an exercise that was described as
“unrelated” to negotiation. The questionnaires were used to assess participants’
appraisals of their feelings to be treated in Negotiations 1 and 2, examining whether
feelings towards counterparts would spread over into future interaction, as implied by
the spill-over hypothesis. They were shown short descriptions of four different tasks (i.e.
two were positive and two were negative) and were asked to indicate the extent to which
they would like their opponents to perform in each task. A final questionnaire was given
to targets, which elicited their willingness to interact with the same opponents in future.

Negotiation 1. The first negotiation involved a single, distributive issue. Participants
were either a buyer or seller of smart mobile phones. They were given 15 min to reach
an agreement. Both buyers and sellers were provided with their own payoff charts (see
Appendix).

Negotiation 2. Participants were paired with the same partner, who in this case did not
use the DITF tactic in all experimental conditions. From this negotiation, participants
could earn a maximum point of 8,500 points. Negotiation 2 involved four issues to be
resolved, including delivery time, warranty, price and quantity. Participants were given
30 min to reach a deal and a disagreement would result in zero points. Again, participants
were given their payoff schedules prior to Negotiation 2 (see Appendix). Pilot study
found that 15 min and 30 min were more than ample for Negotiations 1 and 2.
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2.2 Experimental Manipulation

There were two experimental conditions to which participants were randomly assigned.
In the DITF condition, requesters (i.e. sellers) were instructed to initially make an
extreme request to targets, the buyers, ($3,000), followed by a smaller request ($2,600).
In the control group, requesters were not instructed to use the DITF tactic. In other
words, the buyers were the targets in the DITF condition. After Negotiation 1, the
experimenter told the targets (i.e. buyers) in the DITF condition that the sellers had
used the DITF tactic technique. Prior to Negotiation 2, requesters in DITF condition
were told not to use the DITF tactic in the upcoming negotiation.

2.3 Dependent Measures

Feelings of Mistreatment. Targets’ feelings of mistreatment were assessed using an
item (“The seller treated me in an inappropriate manner in the previous negotiation”).
It was scored on a 5-point Likert scale (1 = strongly disagree to 5 = strongly agree).
A higher score indicated greater mistreatment. Targets in both experimental conditions
were asked to complete this measurement after Negotiations 1 and 2. A higher score
indicated that targets felt mistreated during the negotiation.

Willingness to Engage in Future Interaction. Targets’ willingness to interact with
their counterparts in future were examined using an item (“I would like to interact with
the same opponent again in future”). It was scored on a 5-point Likert scale
(1 = strongly disagree to 5 = strongly agree). A higher score indicated that targets were
more willing to engage in future interaction with requesters. Participants in both
experimental conditions were asked to complete this measurement after Negotiation 2.

Negotiated Outcomes and Final Offers. Negotiated outcomes obtained in Negotia-
tions 1 & 2 were measured. Participants were instructed to record the offers that they
made during the negotiations. Targets’ final offers and their attained outcomes in
Negotiation 2 were used to examine if learning requesters’ DITF tactic after Negoti-
ation 1 made them demand more and obtain higher outcomes in the subsequent
negotiation (Negotiation 2).

Covert Retaliation. I used an existing task assignment to measure the covert retalia-
tory behaviour of targets [16]. Wang et al. (2012) found that Tasks 1 and 3 were
perceived highly attractive and appealing whereas Tasks 2 and 4 were considered
highly unattractive and unappealing. Targets were told that their decisions would not be
disclosed to their counterparts. The details of tasks were shown to targets, as in Wang
et al. (2012)’s study:

“Task 1: This task studies positive emotions in the workplace. If you choose to
perform this task, you would be induced to feel positive emotions. In
particular, you are likely to experience a variety of positive feelings, such
as satisfaction, happiness, respect, amusement, and enthusiasm
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Task 2: This task studies negative emotions in the workplace. If you choose to
perform this task, you will be induced to feel negative emotions. In
particular, you are likely to experience a variety of negative feelings, such
as frustration, sadness, disrespect, guilt, and shame

Task 3: This task studies investment strategies. In this task, you will be shown
several investment tactics that have been proven to be successful. You will
be asked to invest the $20 you earned for participating in this experiment
using these strategies. Please be aware that you may win $10 or lose $1 if
you choose to do this task. However, the chance of winning money is much
higher than that of losing money. Based on previous research, the odds of
winning $10 are 95 % and the odds of losing $1 are 5 %

Task 4: This task studies the effects of gambling and risky behaviours. You will be
asked to gamble with the $20 you earned for participating in this
experiment. Please beware that you may win $1 or lose $10 if you choose
to do this task. In addition, the chance of losing money is much higher than
that of winning money. Based on previous research, the odds of winning $1
are 5 % and the odds of losing $10 are 95 %.”

Participants were reminded that these four tasks were not related to the negotiation
simulations. After Negotiation 2, targets were asked to indicate how much they wanted
their opponents to perform in each of the four tasks (1 = not at all and 7 = very much).
Higher scores for Tasks 2 and 4 reflected stronger tendencies to covertly retaliate.
Participants who covertly retaliated against their counterparts would assign higher
scores to Tasks 2 and 4 than those who did not. The reverse applied to Tasks 1 and 3.

3 Results

3.1 Manipulation Check

An independent t test showed that requesters in the DITF condition gained significantly
higher outcomes those in the control condition (M = 832, SD = 158 vs. M = 625,
SD = 127) in Negotiation 1, t(71) = 6.16, p < 0.0005. It suggests that DITF technique
worked as intended. The result replicates previous findings that DITF technique helps
requesters to obtain higher payoffs.

3.2 Feelings of Mistreatment

Did learning opponents’ use of DITF lead to targets’ feelings of mistreatment? Did
targets’ feelings of mistreatment spread over into future negotiations with the same
requesters? An independent t test revealed that targets in the DITF condition after
completing Negotiation 1 showed a higher level of mistreatment (MDITF = 3.58) than
those in the control group (MControl = 2.57), t(73) = −4.90, p < 0.0005. To examine
whether the effect of learning opponents’ use of DITF tactic spilled over to subsequent
negotiation, targets’ feelings of mistreatment were measured again after completing
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Negotiation 2. Targets in the DITF condition indicated greater mistreatment
(MDITF = 3.16) than those in the control group (MControl = 2.32), t(73) = −4.38,
p < 0.0005. The results suggest that targets in the DITF condition thought that they
were inappropriately treated even when opponents did not use DITF tactic in Nego-
tiation 2 (Table 1).

3.3 Willingness to Engage in Future Interaction

Result revealed that targets in the DITF condition were less willing to engage in
interaction with the requesters in future (MControl = 3.62) than targets in the control
condition (MDITF = 3.16), t(73) = 2.60, p < 0.01. No difference in willingness to engage
in future interaction between male targets and female targets was found, t(73) = −0.48,
p = ns.

3.4 Targets’ Final Offers and Outcomes in Negotiation 2

If targets learned that they had been manipulated by their opponents using the DITF
tactic, would they demand more and obtain higher outcomes in the subsequent
negotiation? In Negotiation 2, targets in the DITF condition made statistically higher
final offers (MDITF = 6,522) than control targets (MControl = 5,664), t(73) = 4.51,
p < 0.0005. The finding also showed that targets in the DITF condition attained higher
outcomes (MDITF = 6,362) than those in the control condition (MControl = 5,609),
t(72) = 3.69, p < 0.0005. No effects of gender were found on targets’ final offers,
t(73) = 0.28, p = ns, and final offers, t(73) = 0.50, p = ns.

3.5 Covert Retaliation

Would targets retaliate covertly after learning opponents’ use of DITF tactic? Illustrated
in Table 2 shows how much targets wanted their counterparts to perform in the four
different tasks. Regarding the negative tasks (Tasks 2 & 4), targets in the DITF con-
dition indicated that they wanted their opponents to take part in the negative tasks to a
greater extent (MDITF = 5.50; MDITF = 5.61) than control targets (MControl = 2.11;
MControl = 2.27), t(73) = −16.33, p < 0.0005; t(73) = −12.70, p < 0.0005. In contrast,

Table 1. Means (standard deviations) of dependent measures. Comparisons of means were
made within each row. *Significant at p < 0.01; **significant at p < 0.0005.

Targets’ responses Control group Door-in-the-face group
(n = 37) (n = 38)

Negotiation 1: Feelings of Mistreatment 2.57** (1.02) 3.58** (0.76)
Negotiation 2: Feelings of Mistreatment 2.32** (0.92) 3.16** (0.72)
Willingness to Engage in Future Interaction 3.16* (0.86) 3.62* (0.68)
Negotiation 2: Final Offers 5,664** (900) 6,522** (741)
Negotiation 2: Outcomes 5,609** (915) 6,362** (838)
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targets in the DITF condition tended to be less likely to assign positive tasks to their
opponents (MDITF = 2.53; MDITF = 2.39) than those in the control condition (MCon-

trol = 5.51; MControl = 6.08), t(73) = 11.01, p < 0.0005; t(73) = 14.08, p < 0.0005. The
findings lend support to the speculation that learning opponents’ use of DITF tactic
would induce targets’ covert, retaliatory behaviours. No effect of gender was found on
targets’ retaliatory behaviour, t(73) = 0.42, p = ns.

3.6 Mediation Analyses Between Covert Retaliation and Feelings
of Mistreatment

Finally, I examined whether targets’ feelings of mistreatment mediated the relationship
between learning others’ use of DITF tactic and their retaliatory behaviour. I demon-
strated that learning counterparts’ use of DITF tactic in the previous negotiation pre-
dicted targets’ feelings of mistreatment, β = 1.01, t(73) = 4.90, p<.0005. And, feelings of
mistreatment were associated with targets’ covert retaliatory behaviour, β = 0.42,
t(73) = 3.94, p<.0005. When controlling for feelings of mistreatment, the effect of DITF
tactic on retaliatory behaviour was still statistically significant, β = 3.39, t(73) = 3.94,
p<.0005; however, this effect became somewhat lower, β = 2.96, t(73) = 13.55, p<.0005.
To test the significance of the indirect effect (i.e., the path through the mediator),
I followed a bootstrapping procedure [34]. The result of 1,000 resamples demonstrated
that zero fell outside of the 95 % CI of the indirect effect of feeling of mistreatment
(95 % CI [0.18, 0.85]). Therefore, feelings of mistreatment partially mediated the
relationship between learning others’ use of DITF tactic and retaliatory behaviour.

4 Discussion

Although the DITF tactic appears to help negotiators get what they want at the
negotiation table, the costs of using it may be substantial. The purpose of this paper is
to examine whether the use of this tactic can have hidden costs beyond the immediate
economic benefits. Results from the current study replicated previous findings that
DITF technique would be beneficial to the requesters. This notion entails assumptions
that negotiators are involved in a one-off negotiation and that the use of DITF is never
revealed to targets. The results from the current research suggest that the hidden costs
are targets’ higher demands in the subsequent negotiation and also their covert retal-
iatory behaviour.

Table 2. Means (standard deviations) of task assignments. Comparisons of means were made
within each row. **Significant at p<0.0005.

Control group (n = 37) Door-in-the-face group (n = 38)

Task 1 - Positive task 5.51** (0.96) 2.53** (1.35)
Task 2 - Negative task 2.11** (0.70) 5.50** (1.06)
Task 3 - Positive task 6.08** (0.72) 2.39** (1.42)
Task 4 - Negative task 2.27** (0.96) 5.61** (1.29)
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I found that learning one is being manipulated by a counterpart using DITF tactics
induced targets’ negative feelings towards counterparts, precisely, feelings of being
inappropriately treated. These negative feelings remained significant even when
requestors did not use the DITF tactic in the later negotiation. It was also found that
targets who had faced DITF requesters in Negotiation 1 and learnt of the use of DITF
tactics made higher demands and received more outcomes in Negotiation 2, than targets
who had not. Consistent with the prediction in this research, when opportunities to
covertly retaliate were available to targets, they tended to do so. In fact, feelings of
mistreatment partially mediated the effect of learning others’ use of DITF tactics on
covert retaliation. Targets’ willingness to engage in future interaction with the DITF
requesters was also reduced after requesters’ use of DITF tactic. A practical implication
is that when targets and requesters are involved in similar business networks or work in
the same organisation, it is believed that more opportunities are available for targets to
retaliate in real-life situations.

Being the first to illustrate the effects of DITF tactics on targets’ covert retaliation,
willingness to co-operate in the future and feelings of mistreatment, the current findings
makes important contributions to research on the benefits of using DITF technique in
negotiations. First, this paper extends previous work on the DITF tactic and has taken
an interpersonal perspective, by examining how learning counterparts’ use of the DITF
tactic in a negotiation influenced targets’ feelings and behaviours in a subsequent
negotiation.

Second, the results add to the growing research on negotiation persuasion techniques,
by showing that the revelation of the DITF tactic may continue to shape targets’ behaviour
and decisions in future interactions, even if this tactic is not adopted in the subsequent
negotiation. The implications of current findings may be beyond the use of DITC tactics
and speak to other types of negotiation strategies. These tactics, such as foot-in-the-door
compliance strategy [4] and the framing technique [35, 36] have been shown to affect
negotiators’ decisions. They might, however, yield similar adverse effects on targets’
behaviours and feelings. Central to theoretical implications of the current findings is
whether negative feelings towards counterparts may be elicited after learning that oppo-
nents have used other types of persuasion tactics. Egocentric interpretations of fairness are
common in negotiation settings, which have drawn attention from negotiation scholars
[37, 38]. In this respect, targets and requesters may have diverse interpretations of inap-
propriateness or perceptions of fairness when it comes to the use of persuasion tactics. If
so, this may lead to more conflict and hostility between negotiators.

Although support was found for targets’ covert retaliatory behaviour, one might
wonder whether targets would still choose to retaliate if it comes with a price. Studies
on retaliatory responses to others’ expressions of anger may help shed light into this.
They have shown that negotiators retaliate to angry counterparts in coalition negotia-
tions and in ultimatum bargaining even when retaliation leads to lower outcomes or
nothing [32, 39]. Future studies should consider situations where covert retaliation may
cost. It is also important to note that all the participants involved in this study are Hong
Kong Chinese. More research is necessary to examine if participants from different
ethnic backgrounds react to the revelation of opponents’ use of DITF tactic similarly.
Another avenue for future research is to consider the changes in targets’ behaviour
when they have a strong best alternative to a negotiated agreement (BATNA). It means
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that the cost of walking away from subsequent negotiations is lower (note that targets
did not have a BATNA in this research). Also, fairness may come to the fore once the
DITF tactic is revealed to targets. Targets may attempt to bring DITF requesters back to
a balanced level and distribute power evenly by retaliating in a punishing way.

This study is not free from limitation. It assumed that targets in the DITF condition
did not realise the DITF tactic and that requesters’ use of DITF tactic was revealed by
the experimenter. Perhaps negotiation training (e.g. learning the logic of DITF tactics in
a classroom) is sufficient for negotiators to notice others’ use of such a tactic, without
the revelation by a third party. Future research is needed to establish whether learning
the DITF tactic or other persuasive tactics prior to negotiation leads to different results.
And, what if targets are experienced negotiators? If they are already familiar with the
logic behind the tactic(s) used by requesters, it is very likely that they do not comply
with such requests. The advantages of DITF tactic may diminish. Another potential
limitation is that no financial incentive was offered to the participants. Since the current
study concerns the absolute differences across experimental conditions, any effect of
financial incentive (versus no incentive) should not interfere with the validity of
findings. Nevertheless, it is worth examining whether performance-based incentive will
change the magnitude of the DITF effects. Finally, this study used single-item measures
of negotiators’ feelings towards opponents and their willingness to engage in future
interaction. Future research should adopt multi-item measures to strengthen the validity
and reliability of constructs.

This paper reveals that the DITF tactic may hurt negotiators using it by bearing
substantial hidden costs of which they may be unaware (e.g. covert retaliation, targets’
reduced willingness to interact again, etc.). As an employer negotiating with a valued
new employee, where the DITF tactic might later be discovered, and where there are
opportunities for retaliation, DITF carries risk. In a one-shot negotiation (e.g. the sale of
a house), the hidden costs are likely to be fewer. Therefore, negotiators need to con-
sider the context specific utility of such a tactic.

Acknowledgments. I thank Tony Chan, Racy Liu and KC Tam for their assistance in con-
ducting this research.

Appendix

Negotiation 1 - Payoff schedules

Price Buyer’s payoff Seller’s payoff

$3000 100 1100
$2800 200 1000
$2600 300 900
$2400 400 800
$2200 500 700

(Continued)

The Hidden Costs of the Door-in-the-Face Tactic in Negotiations 71



Price Buyer’s payoff Seller’s payoff

$2000 600 600
$1800 700 500
$1600 800 400
$1400 900 300
$1200 1000 200
$1000 1100 100

Negotiation 2 - Payoff schedules

Price Buyer’s
payoff

Seller’s
payoff

Quantity Buyer’s
payoff

Seller’s
payoff

$2000 300 2500 100 2500 300
$1800 600 2250 200 2250 600
$1600 900 2000 300 2000 900
$1400 1200 1750 400 1750 1200
$1200 1500 1500 500 1500 1500
$1000 1800 1250 600 1250 1800
$800 2100 1000 700 1000 2100
$600 2400 750 800 750 2400
$400 2700 500 900 500 2700
$200 3000 250 1000 250 3000
Warranty
(months)

Buyer’s
payoff

Seller’s
payoff

Delivery Time
(weeks)

Buyer’s
payoff

Seller’s
payoff

12 100 2000 1 2000 100
13 200 1800 1.5 1800 200
14 300 1600 2 1600 300
15 400 1400 2.5 1400 400
16 500 1200 3 1200 500
17 600 1000 3.5 1000 600
18 700 800 4 800 700
19 800 600 4.5 600 800
20 900 400 5 400 900
21 1000 200 5.5 200 1000
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Abstract. Decision analysis is usually thought of as a model for decisions with
a single decision-maker. Many attempts to extend decision analysis to group
decisions have led to results indicating how it cannot be done. Other analyses,
such as the well-known impossibility theorem of Arrow (1963) [1], have tried to
combine rankings of alternatives by individual group members to produce a
group ranking. As a result, there had been no logically consistent way to extend
the principle of decision analysis to group decisions. A different approach was
used in Keeney (2013), where each member of a decision-making group could
have a different decision frame for their common decision. Using the assump-
tions of decision analysis for each member’s analysis of their group decision and
using an analogous set of decision analysis assumptions for the group decision
to combine the member’s decision analyses produced a group decision analysis
model. This article discusses the concepts and intuitive logic for the model and
practical aspects of applying it.

Keywords: Group decisions � Framing � Expected utility � Group utility �
Group judgment principle

1 Introduction

The term group decision does not have a universally accepted meaning. It can refer to a
collection of very broad classes of decisions that includes voting, negotiations, arbi-
tration, mediation, organizational decisions, social planning, and decisions with
stakeholders. Hence, any technical work on group decisions must carefully define the
meaning of a group decision for that work. In this article, group decisions are decisions
for which a group of two or more individuals must collectively select an alternative
from a set of two or more alternatives. A typical decision of interest is where a group of
2 to 10 members in a company, organization, or family have the opportunity and
responsibility for making a joint decision.

All of the original foundational work in developing decision analysis focuses on the
case where the decision-maker is an individual [13]. Clearly, each individual faces
many important decisions worthy of thought. In addition, this convenient assumption
allowed one to avoid the additional complexities of group decisions and focus on the
basic logic for how to model an important decision to best address its complexity and
inform the decision-maker about the relative desirabilities of the alternatives and about
the effects of various factors on those relative desirabilities.
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There have been several attempts to extend decision analysis to group decisions
[5, 10, 14]. These attempts have all implicitly assumed that each of the members of the
decision-making group accepts a commonly held frame of their decision problem. This
means that each member of the group (i) is concerned with the same possible conse-
quences of the alternatives and (ii) considers the same events to be those relevant to the
decision. Each of these investigations then assumed that the group members needed to
combine individual probabilities for common events into group probabilities for those
events and individual utilities for common consequences into group utilities for those
consequences. All of this work led to the general conclusion that the logic of decision
analysis could not be extended to group decisions.

The previous attempts to extend decision analysis to group decisions indicated that
for such an extension to be successful, the approach cannot begin with a single group
decision frame analogous to an individual decision frame. Eliminating this assumption
and addressing a broader, and often more realistic, situation where group members may
be concerned about different events and different consequences of their common group
decision led to a general group decision analysis result [7]. This result, which used
foundational assumptions analogous to the individual decision analysis assumptions,
can be applied to group decisions using decision analysis techniques and procedures.

This article elaborates on logical and practical aspects of this group decision
analysis model. Section 2 clarifies the intuitive logic behind the framing of the group
decision analysis model. Section 3 presents the group decision analysis model.
Section 4 summarizes background information leading to and motivating the results,
and Sect. 5 discusses the logical intuition embedded in that result. Practical aspects of
implementing the results are in Sect. 6, followed by a short summary and comments in
Sect. 7.

2 Framing the Group Decision Problem

To illustrate how reasonable it is for group members to have different frames for a
common decision, the following example from [7] is useful. “Consider a relatively
simple decision concerning two people planning to have dinner together at a restaurant.
One individual wants to have a substantial discussion at a convenient location (e.g. not
far away and with easy parking) and the other individual is interested in great food at an
exciting location. As they have different objectives, they will be concerned about
different consequences of their joint decision. This will also result in different events
being relevant to each individual, as the first individual would be concerned with how
quiet the restaurants are and about travel times to the restaurants, whereas the second
individual may be concerned with whether the restaurants have exotic fusion dishes
and a trendy clientele.”

To solve such a decision, the process can be described as having two stages. In the
first stage, the individuals will appraise the various possible restaurants. In the second
stage, they will jointly share perspectives and reach a choice. Of course there
would likely be discussion to communicate information to each other in both stages,
and aspects of both stages may be occurring at the same time.
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For more complex group decisions, the decision process may involve several group
meetings over time with individual effort between meetings as each group member
must evaluate the desirabilities of the alternatives for the group. In stage 1, each group
member frames the group’s common decision from his or her own perspective (i.e.
decision frame) and evaluates alternatives, perhaps using an individual decision anal-
ysis model. In stage 2, the group uses the member’s evaluations to collectively evaluate
alternatives. This could be done using a discussion, a voting mechanism, or a sys-
tematic group decision analysis as described in [7].

It is useful to recognize that each group member’s evaluation of alternatives in
stage 1 should be viewed as an individual decision problem, where each individual is
evaluating what he or she thinks is best for the group. These analyses can be done
without any interaction with other group members, although information from others
may be very useful in these individual analyses. Stage 2 can be considered to be the
essence of the group decision, where the potentially different perspectives of the var-
ious decision-makers must be somehow balanced in an acceptable way to the members
in order to evaluate alternatives from the collective group perspective.

3 The Group Decision Analysis Model

Before discussing the motivation for the group decision analysis model, it is useful to
state the result. This both clarifies the subsequent discussion and succinctly defines the
notation that is used in what follows.

In stage 1, each group member focuses on the following decision. Each member,
denoted by Im, m = 1, …, M, must evaluate and choose among a set of alternatives An,
n = 1,…, N. He or she has specified a set of mutually exclusive and collectively
exhaustive events Emj, j = 1,…, J, one of which will occur, and a set of consequences
cnmj, n = 1, …, N, and j = 1,…, J, that will result if alternative An is chosen and event
Emj then occurs. It is important to recognize that each consequence includes all things
that matter to that member about the choice of an alternative.

The prescriptive assumptions that provide the logical foundation for the individual
decision analysis model are listed in Table 1. Given this frame and assumptions, the
individual decision analysis result that follows is that the member should evaluate
alternative An using its expected utility

UmðAnÞ ¼ j pmðEmjÞ umðcnmjÞ; n ¼ 1; . . .;N;m ¼ 1; . . .;M; ð1Þ

where:

pm(Emj) is member Im’s, m = 1, …, M, probability for event Emj,
um(cnmj) is member Im’s, m = 1, …, M, utility for consequence cnmj,
Um(An) is member Im’s, m = 1, …, M, expected utility for alternative An, and
Σj means to sum over all j.

It is generally accepted that the expected utility in (1) is an appropriate basis for
analyzing individual decisions. There has been plenty of experience applying the
individual decision analysis model, so we will not elaborate on that stage 1 topic.
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In stage 2, the group collectively focuses on the following decision: the group of
M ≥ 2 members must evaluate and choose among a set of alternatives An, n = 1, …, N.
Assuming that

1. each member accepts the decision analysis assumptions for individual decision-
making in Table 1 for his or her analysis of the group decision,

2. the decision-making group accepts the group decision analysis assumptions in
Table 2 for their group decision, and

3. the decision-making group accepts the group identical indifference assumption
below,

the group expected utility of any alternative An, denoted UG(An), is

UG Anð Þ ¼ Rm wmUm Anð Þ ¼ Rm wm Rj pm Emj
� �

um cnmj
� �� �

; ð2Þ

where the wm, m = 1, …, M, are scaling factors that sum to one, and 0 ≤ wm ≤ 1.
Group member Im has a utility function that can be scaled by

um cm
�ð Þ ¼ 0 and um cm

�ð Þ ¼ 1; m ¼ 1; . . .;M; ð3Þ

where any two of the cm° consequences need not, but may, be the same, and the same
circumstance holds for the cm*.

The group identical indifference assumption is necessary to relate the individual’s
preferences to the group’s preferences. This assumption is the following: If some of the
consequences in a lottery facing the group are replaced by other consequences such that
the probabilities of all consequences relevant to each group member in the original and

Table 1. Decision analysis assumptions for individual decisions (from Pratt et al., 1964).

Principles of consistent behavior

IT Transitivity As regards any set of lotteries among which the decision maker has
evaluated his or her feelings of preference or indifference, these
relations should be transitive.

IS Substitutability If some of the prizes in a lottery are replaced by other prizes such that
the decision maker is indifferent between each new prize and the
corresponding original prize, then the decision maker should be
indifferent between the original and the modified lotteries.

Principles for scaling preferences for consequences and judgments concerning events
IP Preferences The decision maker can scale his or her preference for any

consequence c by specifying a number π(c) such that he or she
would be indifferent between (1) c for certain, and (2) a lottery
giving a probability π(c) chance at c* and a complementary chance
at co.

IJ Judgments The decision maker can scale his judgment concerning any possible
event Ej by specifying a number p(Ej) such that he or she would be
indifferent between (1) a lottery with consequence c* if Ej occurs,
co if it does not, and (2) a lottery giving a probability p(Ej) chance
at c* and a complementary chance at co.
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modified lotteries are identical, then the decision-making group should be indifferent
between the original and modified lotteries.

This assumption is less restrictive than a Pareto assumption, which would require
that the group must be indifferent between lotteries when each of the individual group
members was indifferent.

4 Motivation for the Group Decision Analysis Model

The inherent problems in developing a complete group decision analysis model are
mainly related to stage 2. Indeed, much of the work on group decisions is framed as
identifying a logically sound way to combine individual group member’s preferences
for alternatives to produce a group preference. Notationally, one wants to obtain group
preferences P for all An, n = 1, …, N, given the group member’s preferences Pm,
m = 1, …, M, so

PGðAnÞ ¼ f ðP1ðAnÞ; . . .;PMðAnÞÞ; ð4Þ

where f is a function
The most well-known result of this type is due to Arrow (1963) [1], who inves-

tigated a specific group decision formulation where the preferences P and Pm were
rankings of the alternatives. He postulated five assumptions and proved that they were
inconsistent. Hence, an impossibility theorem resulted, which has been very influential
and continues to generate great interest.

Suppose one maintains the general formulation (4), but changes the preferences
P and Pm of the group and group members to be ratings instead of rankings of the
alternatives. Then, based on assumptions analogous to Arrow’s using ratings, specif-
ically the expected utilities of the alternatives, the impossibility theorem disappears.

Table 2. Decision analysis assumptions for group decisions.

Principles of consistent behavior

GT Group
Transitivity

As regards any set of lotteries among which the decision making
group has evaluated its feelings of preference or indifference,
these relations should be transitive.

GS Group
Substitutability

If some of the prizes in a lottery are replaced by other prizes such
that the decision making group is indifferent between each new
prize and the corresponding original prize, then the decision
making group should be indifferent between the original and
the modified lotteries.

Principles for scaling preferences for consequences and judgments concerning events
GP Group

Preferences
The decision making group can represent its preferences over the
consequences (c1, …, cM) in terms of a group utility function.

GJ Group
Judgments

The decision making group agrees that there exists a
representation of its judgments about the possible occurrence of
any combination of the events (E1, …, EM) in terms of a joint
probability distribution function.
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Specifically, for this formulation it has been proven that result (2) follows based on
reasonable assumptions different than the assumptions of decision analysis [6].

Two other well-known and substantial shortcomings of using rankings rather than
ratings for group decisions can be easily illustrated. First, consider a two-person group
decision with two alternatives A and B. Suppose individual 1 ranks A better than B and
that individual 2 ranks B better than A. What should the group preference be? The key
information to resolve this concerns strengths of preferences, how much does indi-
vidual 1 prefer A over B and how much does individual 2 prefer B over A, and
interpersonal comparison of preferences, how important should those differences be to
the group decision. Rankings do not allow one to address these concerns, but ratings,
specifically expected utilities, do.

Now consider a three-person group decision. Individual 1 ranks alternative A better
than B, which is better than alternative C. Individual 2 ranks alternative B better than C,
which is better than A, and individual 3 ranks alternative C better than A, which is
better than B. Now suppose the group compares pairs of the alternatives. This will
easily show that two individuals prefer alternative A to alternative B, two prefer
alternative B to alternative C, and two prefer alternative C to alternative A. Using
majority rule indicates that A is preferred to B which is preferred to C, which is
preferred to A. Any evaluation method that leads to intransitivities such as this would
not be appropriate for evaluating alternatives for important group decisions. The basis
for this significant flaw is that rankings do not provide the needed information to make
value judgments necessary for logically sound and justifiable group decisions.

In group decisions, you need three additional types of information: ratings (e.g.
expected utilities) of the alternatives for each individual, interpersonal comparison of
the differences in preferences of the individuals for those alternatives, and the relative
importance of each individual’s preferences to the decisions. The first item is addressed
in stage 1 of the group decision model and the other two items are addressed in stage 2.

5 Logical Foundation for the Group Decision Analysis Result

The intuitive logical foundation for the group decision frame is based on two princi-
ples.

Origin of Judgments Principle: All original judgments must be developed in the mind
of an individual.

This principle refers to all judgments such as recognizing or creating alternatives,
describing consequences, identifying events, specifying probabilities for events, and
constructing utilities for consequences. The logic for this principle is that judgments
can only be developed in a mind, and only individuals have minds. Groups do not have
a mind, so all original judgments must occur in the mind of an individual. However, a
group of individuals can decide to express group judgments, which leads us to a related
principle.
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Group Judgments Principle: Any group judgments must be constructed by the group
based only on the judgments of the individuals in the group.

The logic for this principle is as follows. If no group member recognizes some
aspect that might be relevant to a group decision, then clearly the group cannot rec-
ognize and consider it. If a potentially relevant aspect is recognized by one group
member, but neither that group member nor any other member cares about it, the group
should not care about it. Succinctly, this principle implies that the group should not
care about anything that no member in the group cares about and the group should care
about anything that at least one group member does care about.

The group decision analysis result can be interpreted in terms of these two prin-
ciples. When each group member evaluates alternatives at the end of stage 1, he or she
can only use information that has been personally generated or communicated from
others. The group member should include only and all of the information that he or she
thinks is relevant to the decision. Hence, the resulting expected utilities of the alter-
natives are a succinct summary of all that matters from the perspective of that group
member for the group decision.

If group member I1 cares about how well the alternatives please group member I2,
then I1’s decision analysis should include this in his or her analysis. Similarly, if group
member I3 cares about the equity or fairness of the alternatives to other members of the
group, then I3’s decision analysis needs to include this concern in his or her decision
analysis. The point is that anything relevant to group member Im about the decision
should be included in that member’s individual decision analysis of the group decision,
it is not something additional that should be added to the results of the collective set of
group member’s decision analyses.

From the group judgments principle, the group evaluation of alternatives should be
based only on the judgments of group members. Since the members expected utilities
of alternatives include everything that each considers to be relevant to the decision, the
set of the members expected utilities for alternatives is a complete set of everything
relevant to evaluating alternatives from the group perspective. The additive formulation
(2) weights each group member’s perspective.

Other than the weights of these expected utilities, there are no other terms that
should be included in the group evaluation, as everything relevant to any member is
already included in his or her decision analysis. Having any other terms added to this
weighted expected utility would be irrelevant and/or double counting.

6 Use of the Model

The individual member’s analyses of what the group should do are each an individual
decision analysis. For these, the procedures to do this are well developed and under-
stood [2, 8, 12]. Each member’s utility function over the possible consequences of
interest to them provides a strength of preference scale necessary for assessing the
weights wm, m = 1, …, M in (2) in stage 2.

The group must collectively produce those weights. To do this requires two sep-
arate types of information. First the interpersonal comparison of utilities is essential
which provides values of the relative importance to members of having their utilities
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change from its worst to its best levels (i.e., um = 0 to um = 1). Second, the relative
importance of the individual’s values for the group decision must be assessed.
For many decisions, it is reasonable to assume that the values of each group member
are equally important. There are other decisions where this assumption may not be
appropriate. As an example, if a group of individuals jointly owned a company, they
may decide that their relative importance should be proportional to their percentage of
ownership in the company. The relative interpersonal comparison preference weights
are multiplied by the relative importance of the member’s values, and these results are
normalized so that the wm weights in the group decision analysis model (2) sum to one.
Details about this procedure are in [7].

In practice, it may be very difficult to specify precise weights for two separate
reasons. First, the interpersonal comparison of utilities is a complex contentious issue
[3, 4, 9, 15]. Second, the larger the weight wm is on for one group member’s prefer-
ences, the smaller the weights must be for other member’s preferences. This may result
in an inability of the group members to agree on a set of weights wm, m = 1, …, M, and
this is the only input needed for the group decision analysis model that requires
agreement from the collective group.

Fortunately, two distinct strategies can be used, alone or together, to address this
situation to resolve the group decision. One is a bounding strategy that puts constraints
on the possible weights. The other is a sensitivity strategy that examines implications of
various combinations of weights.

Regarding the bounding strategy, even if the group members do not agree on the
weights wm, they may agree on one component of the weights, the interpersonal
comparison of preferences or the relative importance of the group member’s values for
the decision. Bounding can be used on either or both and the implications of the bounds
on the weights can be calculated. The ideas are the same for both, so I will illustrate the
approach using the relative importance component only.

Suppose there was no universal agreement by the members of the decision-making
group about the relative importance of the group member’s values for that decision.
They may be able to agree that no member’s important should be more than twice any
other member’s importance. For a group of two members, then the relative importance
weights for each member would have to be between 1/3 and 2/3. For a group of seven
members, no individual could have an importance weight more than 0.25, as this would
force at least one other member to have an importance weight less than 0.125. There
may be other unanimously agreed upon constraints, such as the importance weights for
members I1 and I2 should be equal or that the importance weight for I3 should be larger
than that for I4. The implications of all bounding constraints would collectively bound
the acceptable range of the set of weights wm, m = 1, …, M.

A sensitivity analysis of the alternatives with all possible combinations of
acceptable weights may conclude that one alternative is better for all cases. If not, the
analysis would likely indicate that some alternatives are inferior to others in all cases
and those inferior alternatives can be eliminated. This sensitivity analysis could be used
to specify the ranges of acceptable weights that result in different alternatives being
preferred and also indicate by how much each is preferred over which other alternatives
in each of these situations. These insights may suggest which alternative should be
chosen or at least some alternatives that should be dropped from further consideration.
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For the remaining contending alternatives, it would indicate where additional thought
about the importance weights, or the weights on the interpersonal comparisons of
preferences, could be focused to decrease the acceptable ranges of the weights wm and
select an alternative among the remaining contenders.

Note that this process can begin with a sensitivity analysis using only constraints
that 0 ≤ wm ≤ 1 and w1 + w2 + … + wM = 1, and then subsequently pursuing bounding
strategies as necessary. Bounding the weights and sensitivity analysis complement each
other and help identify and eliminate poor alternatives and converge to selecting the
best, or at least a good, alternative.

7 Summary and Comments

Over several decades, there been numerous attempts to extend the concepts of decision
analysis from individual decisions to group decisions. These attempts have invariably
led to impossibility theorems, suggesting that it could not be done and that decision
analysis is not relevant to group decisions. In retrospect, a key contributor to the
difficulty in finding a positive solution to the group decision problem was the implicit
assumption in all of these efforts that the decision frame for the group decision was the
same for each of the group members. This implied that the group members were each
concerned with the same set of consequences and with the same set of possible events.
As a result, the search for a solution proceeded to specify group probabilities for these
events and group utilities for these consequences to produce a group decision analysis.
As group members could have different judgments about probabilities of events and
different preferences for the consequences, simultaneously combining both different
probabilities and different utilities turned out to be problematic.

The approach taken in [7] addresses the more realistic general decision problem
where group members may have different view points, and therefore different decision
frames, of their common group decision. The group decision frame explicitly incor-
porates each member’s frame, so it is broader than any member’s decision frame. This
allows each member to incorporate his or her potentially different consequences and
events of concern, as well as different probabilities of events and utilities of conse-
quences into the group decision. For this group decision frame, using group decision
analysis assumptions analogous to those for an individual decision, a decision analysis
solution for group decisions is derived. This solution is that the group expected utility
for an alternative is the weighted sum of the individual member’s expected utilities for
that alternative. This result incorporates and maintains the integrity of each member’s
decision analysis of what he or she feels is in the group’s interest and, in addition,
explicitly addresses how the evaluations of the group members should be combined.
The result is a logically sound operational framework to conduct a decision analysis of
any group decision.
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Abstract. This paper focuses on group normative procedures and distributional
norms that are utilized in functioning groups in the production/generation of
normative equilibria, that is, the major basis of social order in groups and
communities. The group is an organizational arrangement with some degree of
division of labor and characterized by group purposes and goals, a normative
order and patterns of interaction and output. We identified three patterns of
particular interest: (1) legitimation procedures in groups to resolve conflicts and
make collective choices; (2) patterns of just outcomes satisfying the normatively
prescribed group outcomes/outputs of a principle of distributive justice’s; (3)
normative equilibria, which are group patterns of interaction or collective
decision that tend to stability because they satisfy or realize one or more key
group norms.
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1 Introduction

Generally speaking, a group is an organizational arrangement with some degree of
division of labor and characterized by group purposes and goals, a normative order and
patterns of interaction and output [4, 5, 17]. In other words, a group, produces par-
ticular patterns of interaction and outputs/developments. A particular group in a given
context will under the right internal and external conditions generate interaction pat-
terns and perform outputs according more or less to the group’s shared conceptions,
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values, and norms, in general, its rule regime. Although the group components are
usually to a greater or lesser extent compatible, they entail to varying degrees gaps and
inconsistencies, in part because the construction and development of groups are typi-
cally piecemeal, historical in character and the external and internal conditions of their
activities shift.

Functioning groups are characterized by multiple norms in their rule regime that
applies to shaping and regulating group activities. This paper focuses on group nor-
mative procedures and distributional norms that are utilized in functioning groups in
the production/generation of normative equilibria, that is, the major basis of social
order in groups and communities. It is precisely when they the directives of multiple
norms converge that they are sources of normative equilibria. When they diverge or
clash, group actors are faced with dilemmas, contradictions, and uncertainties; and, of
course, consensus and normative equilibria are not immediately forthcoming con-
cerning group issues and collective decisions.

Of particular attention in our earlier group research [3, 4, 8–11, 19] are normatively
grounded patterns in group behavior. In this research, we identified three patterns of
particular interest: (1) legitimation procedures in groups to resolve conflicts and make
collective choices; the group procedures or algorithms, when performed properly, have
the capacity to legitimize an outcome of the procedure as “fair” or “just”; (2) patterns of
just outcomes satisfying the normatively prescribed group outcomes/outputs of a
principle of distributive justice’s; (3) normative equilibria, which are group patterns of
interaction or collective decision that tend to stability because they satisfy or realize one
or more key group norms. An individual member is disposed to contribute to and to
accept the pattern because it is right and fair – by doing this, a member expresses a
group norm and demonstrate her group belonging; (4) on the collective level in a
functioning, stable group, such norms serve as “focal points” for group members to
direct critical discourses and to mobilize in reacting to individual or sub-group devi-
ance from the norms, that is, to violate the relevant norms.

In earlier papers we also formulated and applied the concepts of rule regime and
normative equilibrium. (1) Groups and communities function are maintained on the
basis of a rule regime specifying norms, roles, role relationships (including leadership
and authority), and appropriate interaction patterns and goals/group performances.
Most key or fundamental norms in a group are robust in that there are multiple pushes
and pulls to adhere to them, and thus, maintain group social order; there are instru-
mental and non-instrumental motives at play. (2) States of the world, performance
outcomes which satisfy one or more relevant group or community norms are typically
normative equilibria. (3) Two of the major ways normative equilibria are produced is:
(a) through the implementation of legitimating collective decision procedures such as
democratic voting and adjudication by an appropriate agent; and bilateral and multi-
lateral negotiation; and (b) realization of a relevant principle of distributive justice in
group interactions and their outcomes.

That is, in one class of cases such equilibria can be generated/produced by a group
following/applying established procedures for legitimating a collective decision
(including resolving group conflicts). Among the major group procedures, which our
research has identified, are negotiation (bi-lateral or multi-lateral), adjudication
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(judicial, administrative), and democratic voting or decision-making. The other basis of
normative equilibrium is obtained through realizing a justice principle in group action
and/or outcomes In other words, normative equilibria are realized by implementing in a
right and proper way a normatively specified procedure and/or by realizing or satis-
fying a norm in a particular condition, state of the world, or process. Groups make
collective decisions – and also resolve conflicts – by applying one or more legitimating
procedures or production function(s) with reference to a norm that defines the proper
dimensions of the choice process and the properties of just or fair outcomes.

In sum, this article focuses on particular types of universal judgments in human
groups and communities, namely those concerning justice and fairness, which serve to
legitimize decisions and resolutions. We apply several key elements of sociological
game theory (SGT) in formulating particular conceptions of justice and their interplay.

2 The Structural Embeddedness of Social
Interaction and Games

The Sociological Game Theory (SGT) approach stresses the institutional and cultural
embeddedness of games and other forms of social interaction. It provides a cultural and
institutional basis for defining and analyzing social interaction and group behavior in
their social context—game is re-conceptualized as a social and often institutionalized
form [3, 9–12]. In such approach human action and interaction are explained in a form
of rule-application as well as rule-following action; this mechanism underlies diverse
modalities such as instrumental-rational, normative, and expressive as well as “playful”
modalities for determining choices and actions [3, 11, 12]. SGT entails the extension
and generalization of classical game theory through the systematic development of the
mathematical theory of rules and rule complexes (the particular mathematics is based
on contemporary developments at the interface of mathematics, logic, and computer
science) [3, 6, 16, 17]. The rule complex(es) of a game applied (and interpreted) in a
particular social context guide and regulate the participants in their actions and inter-
actions. What is important SGT introduces in its conceptual framework a sociologically
important type of equilibrium, namely normative equilibrium, which is the basis of
much social order [3, 10–12].

In SGT game theory, an activity, program, outcome, condition or state of the world
is in a normative equilibrium if it is judged by participants to realize or satisfy
appropriate norm(s) or value(s) relevant or applicable in the given interaction situation.
Although the concept of normative equilibria may be applied to role performances and
to individuals following norms, we are particularly interested here in normative
equilibria related to collective choice in given institutionalized settings. This means that
the participants judge interactions and/or outcomes in terms of the degree they realize
or satisfy a collective norm, normative procedure, or outcome-legitimizing institutional
arrangement. Examples of particular procedures that are capable of producing nor-
mative equilibria are adjudication, democratic voting, and negotiation as well as the
exercise of legitimate authority.
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3 Normative Legitimizing Procedures for Collective Choice
and Conflict Resolution

Agents in a group – by virtue of their differing positions in the social order - may have
different interpretations of reality, in particular their common social situations and hold
and apply values from different perspectives and, consequently, there are potential
contradictory value judgments and incompatible equilibria. Regulative procedures – or
social algorithms –are typically applied to problems of conflict and suboptimality in a
multiple value world such as Pareto envisioned. We can specify several models of
institutionalized regulatory mechanisms that resolve conflicts, inefficient or non-opti-
mal states, and disequilibria. Procedures such as democratic voting, administrative and
adjudication decision-making, and multi-lateral negotiation are capable of producing
outcomes that in many cases are widely accepted as legitimate and become social
equilibria (at least within some range of conditions). The principle of Pareto optimality
is replaced in SGT with the principle of legitimating collective decisions [8, 9]. A
normative legitimating procedure entails making a collective choice or resolving a
conflict by applying or following an institutionalized algorithm or procedure, at least in
the judgment of many of the key actors (or groups of actors) involved. This can be
accomplished through one of the established societal procedures [8, 9, 18]:

– negotiations and settlements that purchase a better result for those negotiating
– a democratic vote that enables citizens to settle a contentious issue through the

choice of one of the options, e.g. who will lead the community or what policy or
program will apply

– an administrative agency or court with legal responsibility and authority decides an
issue, for instance that everyone at workplaces is expected to use special safety
equipment.

Procedural and outcome equilibria concern states that agents judge to be fair or just
according to shared or community norms and values including legitimating procedures
to settle or resolve conflicts – included here are norms of distributive justice (see
earlier). The application of a legitimating procedure is tantamount to realizing or sat-
isfying a norm or principle. The procedure is judged by the community as the right and
proper way to conduct collective decision, whatever the outcome of the procedure [5,
7–9]. This might be the case, for example, in utilizing a democratic procedure to make
a collective choice (rather than utilizing bureaucratic or authoritarian procedures).
Voting conducted according to a democratic rule is intended to legitimize the outcome
of voting as just or right per se – whatever the outcome might be. Indeed, the correct
following of such normatively prescribed procedures is expected to result in outcomes
that are generally recognized as normative equilibria in a democratic society, other
things being equal. Legitimate outcomes are normative equilibria, because they have
been arrived at or constructed in ways that are to a great extent socially recognized as
“fair,” or “right and proper”. In such ways, many institutional arrangements, laws, and
constitutions may be constructed as normative equilibria in their own right.

The regimes of some governance procedures, above all administration, adjudica-
tion, and arbitration, include principles and norms not only regulating the procedure but
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guiding the proper content or distributional properties of the choice or imposition.
Other regimes such as those of a democracy, but also those of market exchange and
bargaining, specify more or less right and proper procedures but often leave the options
“negotiated” to the discretion of the players (although, of course, social norms and laws
put constraints on what may be negotiated and decided upon). Participants are free to
define and adjust outcomes within the procedural framework. Under some conditions,
the proper performance or realization of the procedure is necessary and sufficient for a
normative equilibrium, for instance the outcome is judged “right and proper” because
the procedure itself is judged as fair and legitimate, although it may not be sufficient. In
many instances, the outcome(s) must be constructed in such a way as to satisfy justice
principles [6, 7, 15, 20]. This entails structuring the procedure in a way that rules out or
excludes certain actions, outcomes, and even particular evaluations and preferences that
violate one or more of the multiple norms and values defined by the procedure. For
instance, in adjudication, the court process is conceptually ordered into phases so as to
frame or shape the deliberations, structuring the options as well as the legal concepts
and norms that apply in the different phases [13, 14]. Among the principles and rules,
which are to be realized or satisfied in the collective choice process, we emphasize the
following:

1. There are principles and rules about the organization of the process, specifying
which agents (who) are to be included (and by implication, who should be exclu-
ded). That is, “Whose voice counts” – at least in formal terms. Of course, there may
be deviation in that those whose voices should count are excluded and a few (an
oligarchy) or one (a tyranny) determine the decision.

2. There may be other rules specifying time and place for a collective decision to be
conducted. Adherence to these rules contributes to legitimizing the collective
decision. Deviation opens the way for challenges or de-legitimizing reactions in the
group or organization.

In general, we are talking about a finite set of principles and rules whose concrete
realization may vary to differing degrees. When such a rule regime [4, 5] is fully
realized, then there is optimal legitimacy and an increased likelihood of acceptance of
the results and the achievement of normative equilibrium. The violation of one or more
rules of the regime implies movement away from optimal legitimacy and reduced
likelihood of acceptance and accomplishment of normative equilibrium.

In general, the problem of fair division of goods is the subject of extensive literature
in the social sciences, law, economics, game theory and other. Usually, the object or
good (or bad) can be desirable, undesirable or a mixture of desirable and undesirable. It
may be infinitely divisible (as we usually regard real cake, money) or only divisible
into discrete pieces (such as house, car, furniture).

The Case of Adjudication. We are concerned here about a particular type of judgment,
namely making a collective choice (or resolving a conflict). As indicated earlier, our
models refer to the cultural, institutional and situational context S(t) at time t. Also, the
actors involved, their role and role relationships are indicated. In adjudicated proce-
dures, the role of the legitimate authority or judge P is considered in relation to the
N members of the group or community N = {A1, A2, …, An}, the situational beliefs or
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model and the values of the actors in the situation. P may be a member of the group or
an external judge or agent. Situational value may indicate either equality or differen-
tiation in the division of the good (bad) – and the differences may range from a basic
need to the level of professional credentials (and other measures of status), or per-
formance/contribution to the group. Finally, a procedure or algorithm is used to allocate
in accordance with the value applying in the situation.

In adjudication, the judge J may be appointed by the group leadership, or elected
by members of the group, or imposed by a larger community (in the latter case, with
authorization presumably to address the particular group in question). Burns and Flam
[5] refer to cases of allocation by government agents in different sectors to subgroups of
citizens (for instance, housing, health care, and educational subsidies). Some firms and
organizations conduct such distribution among its employees, and many voluntary
organizations provide its members with access to training and other educational
opportunities, health care, possibly pensions.

In adjudication, the group or its leadership accept and adhere to a procedure or
algorithm for determining allocation, including possibly the application of a formula to
realize a norm of distributive justice. But the arrangement may enable a judge/leader to
allocate arbitrarily, or to do it on the basis of a lottery. If the allocation is arbitrary, the
leader or judge typically requires a great deal of authority or power to overcome any
disappointment and envy arising among the members. Often a judge deciding arbi-
trarily would try to conceal the amounts of allocation to different members (that is,
through the use of secrecy or a “veil of ignorance”).

The legitimizing procedure such as negotiation or democratic vote may be applied
by the group or by a significant part of it. As in the case of adjudication, the group may
make use of a distributive justice formula in collectively deciding a distribution of a
good (or bads) among members.

4 Distributive Justice Formulas

A legitimate authority P has a right and the knowledge to apply an allocation or
distribution procedure concerning a good (or goods) G to be divided a group or
population of N actors, N = {A1, A2, …, An}. The good G may be divisible into N parts,
not necessarily equal parts; or divisible into just K parts; or is non-divisible. The basis
of the allocation is a principle (an allocation rule) for example, to allocate according to
equal shares, or status, according to “merit” (performance or credentials), according to
need, or according to property rights, etc. The formula used, if any, is embedded in the
social process of adjudication or in the negotiation or democratic vote.

Several justice formulas can be considered [1, 2, 20, 21]. These range from con-
sideration of equal division in a group or community to consideration of cases of
inequality on the basis of status or authority differences, performance or contribution
differences, or differences in need. We continue to make a distinction between judg-
ments of allocation that are adjudicated and those that are self-organized or managed
by members of the group or community itself. In the first case, a judge, arbitrator,
political agent (they may be elected, appointed, or of traditional origin) applies a
principle or procedure in the distribution process, whether it concerns equality,
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differentiation according to status, responsibility, performance or need. In self-orga-
nized fair distribution those participating apply division procedures or algorithms that
divide fairly (although the outcomes may differ in several ways from equal division).

Two key characterizations of groups are egalitarian, on the one hand, and differ-
entiated (typically hierarchical), on the other. For instance, a group may have been
established and functions on egalitarian principles, so allocation of an available goods
would be done according to a principle of equality (this may take different forms).
Individuals in a particular group context may operate from the beginning on an
assumption that they are equal to one another others in the situation; or, they may
operate on an assumption that they are either superior or inferior to others in an hier-
archical group. One may distinguish absolute equality, for instance equal rights to vote,
or each member receiving an absolute equal amount. But some allocations are designed
to accomplish relative equality, in that each member receives the same percentage
increase (or decrease) over their current salary. But the amounts differ according to their
different wage baselines.

In a group with prominent status differences, which are considered highly central
and relevant for the distribution of a resource (such as the results of a business or
professional venture), distribution would be uneven. Some procedures or rules may be
recognized by the group as accomplishing unequal distribution. The levels differenti-
ated may be 2, 3,…,k. As mentioned above, the differentiation can be based on status or
authority in the community or group, performance for, or contribution to, the group
may be a basis for such differentiation. Those performing at the highest level or
contributing the most to the group or its output would receive the most, and those
performing or contributing less, would receive less, and so on. Finally, differentiation
may be based on need, the needier receiving more than those needing less.

In general, one may distinguish distributions that are intended to accomplish or
reflect equality and those that accomplish or reflect differentiation. And, as suggested
above, the bases of differentiation may vary from group status, performance or con-
tribution to the group, to neediness. But groups may choose to ignore differences in
performance or contribution or even need and allocate to every member the same good,
or amount of a good, regardless. Or, they may act arbitrarily not following any par-
ticular rule or formula.

Description of the Problem.1 Let N = {1, …, n} be a set of agents (or players, or
individuals) in a group or community who are to share several goods (or resources,
items, objects). An allocation A is a mapping of agents to bundles of goods. Most
criteria will not be specific to allocation problems, so we also speak of agreements (or
outcomes, solutions, alternatives, states). A group of agents each have individual
preferences over a collective agreement or the allocation of goods to be found. The
problem is the definition of the notion and understanding of “fairness” allocation. In
other words, is there a formula which satisfies distributive justice or just or fairness

1 The theory of fair division among a group of individuals was initiated in the 1940s by three Polish
mathematicians: Hugo Steinhaus, Bronisław Knaster and Stefan Banach. Brams and Taylor [2] give
a historical introduction of fair division and provide a detailed discussion of many procedures.
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conditions? The theory of fair division provides explicit criteria for various different
types of distributive justice or fairness [1, 2, 7, 15, 21]. A distributive justice principles
specifies the division of one or several goods amongst two or more agents in a way that
satisfies a suitable property. There are several possible definitions of what constitutes a
just or “fair” division, where proportionality, envy freeness and equitability being
several of the major fairness criteria considered [2, 21]. Such a formula give the
instruction how to partition, the number of (non-intersecting) cuts allowed for parti-
tioning the good and what certain properties are satisfied by the allocation. Procedures
can be distinguished on the basis of certain technical aspects. One distinction is between
discrete and moving-knife procedures. In discrete procedures, the players’moves are in
a sequence of steps, whereas in moving-knife procedures, there is a continuous evalu-
ation of pieces of cakes by the single players. Another further essential distinction is
based on the number of (non-intersecting) cuts allowed for partitioning the good.

Algorithms satisfying desirable fair properties, or showing the limits of doing so,
can be referred as institutionalized legitimizing procedures. We can analyze step-by-
step rules or algorithms to implement the fair division of goods in normative aspects
and study their distributional consequences. By making precise criteria that one wishes
the fair-division procedure to satisfy, and clarifying relationships among these criteria,
we can analyze the distributional effects of those procedures in a social context to
resolve conflict. In such a conceptualization a Fair Division Procedure is a complex of
rules that, when properly applied, produces a fair division of the objects to be divided.
It is a program of actions or operations to be performed by an agent of the group
(adjudicators) or by group themselves in their negotiations in terms of the visible data
and their valuations. Usually a fair division procedure is expected to be decisive, so if
the rules are followed, a fair division is assured, internal to the players, so no outside
intervention is required to obtain a fair division, legitimize (players agree for it). The
agent or agents has to agree on criteria for a fair division, select a valid procedure and
follow its rules. Beyond fairness, additional desirable properties of procedure include
simplicity, self-implementation, minimal number of cuts, and applicability to any
number of participants in real-life conflicts.

5 Extensions and Discussion

As stressed earlier, not only does a group or community have multiple norms, but these
may or may not be applied (or applicable) together, indeed, they may not be fully
compatible in legitimizing collective decisions and producing normative equilibria.
Here we want to briefly consider cases of normative convergence and coherency, as
compared to cases where only one of the normative rules is applied. We hypothesize that
when a legitimizing procedure is applied properly together with the proper application
of a distributive justice principle, the likelihood of producing or achieving normative
equilibria increases. This contributes to social stability in the group or community.

On the other hand if the institutionalized procedure is performed on its own without
distributive justice considerations, the outcomes are likely to be challenged and
instability occurs – particularly if the outcomes are visible and monitored by some or
all of the participants. If collective decisions are made (or conflict resolution measures
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are attempted) without following legitimizing procedures, the likelihood of challenge
would be high, and normative equilibria unachievable. We use this simple scheme (see
Table 1) to analyze diverse cases presented in earlier work.

Let us observe that legitimizing procedures may or may not be combined with the
application of a distributive justice principle. In the former case, the legitimizing
procedures are adjusted and adapted to construct and take into account justice norms:
(1) in self-organizing applications, a group shares and applies normative rules legiti-
mating a group decision procedure and a relevant principle of distributive justice; (2) in
adjudication, a leader, judge, administrator of the group, knowledgeable in the rules,
applies a relevant distributive justice norm in carrying out the adjudication procedure.
Consider the following normatively complex situations:

(1) Negotiation. Group actors who follow a negotiation procedure legitimize their
settlements to a greater or lesser extent – simply by following the procedure
properly. Those participating as well as those observing recognize that any given
settlement is collectively or mutually agreed to. There is consensus. Nevertheless,
there may be differing levels of satisfaction (or dissatisfaction) with the settlement.
As Roszkowska and Burns [19] show, mutually or collectively agreed settlements
or agreements may be perceived or experienced by the participating negotiators as
unfair according to a relevant or applicable rule of distributive justice such as
equal division (or in some cases unequal proportions). A bona fide normative
equilibria fails to be accomplished, at least as viewed by one or more of the
participants. Consequently, there will be (“justified”) seeking for alternatives or
“outs”, and the settlement is, therefore, potentially unstable (not in full
equilibrium).
Thus, negotiated agreements reached may or may not satisfy one or more
expectation levels based on a relevant distributive justice rule so that the agree-
ment, although negotiated, is not a normative equilibrium.

(2) Adjudication. Adjudication can often legitimize a collective decision outcome, to
a greater or lesser extent. In other words, the procedure may produce normative

Table 1. Convergence and divergence of legitimizing normative procedures and principles of
distributive justice

Relevant distributive
justice formula applied
properly

Relevant distributive justice
formula not applied or not
applied properly

Legitimating choice
procedure applied
properly

(++): Normative
equilibrium likely

(+-): Partial normative equilibrium
with respect to applying
legitimizing procedure (most
stable when outcome not visible
or deferred)

Legitimating choice
procedure not applied
or not applied properly

(-+): Partial normative
equilibrium with
respect to allocative
justice

(–): No normative equilibrium.
Equilibrium may be established
by force or by remunerating
acceptance of the decision.
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equilibrium, other things being equal, since it legitimizes to a greater or lesser
extent the decision. However, if the outcomes are observable and measurable,
members may apply a relevant principle of distributive justice in making judg-
ments or assessments about the outcome(s). If the adjudicator has effectively
applied the norm, then the actors will be “satisfied” (feel that the outcome(s) is
justified), and a normative equilibrium obtains. On the other hand, if the judge has
ignored the norm or is ineffective in his application and interpretation, the outcome
(s) will be judged unjustified, and a disequilibrium obtains. In sum, when an
adjudicated decision or outcome clashes with one or more norms of distributive
justice, one or more of those affected will feel unjustly treated and be predisposed
to reject the judgment, introducing uncertainty and instability into the social sit-
uation. Thus, adjudicators often try to take into account as much as is feasible the
norm(s) of justice applying in the situation and realize them in their decision (and
in the discourses associated with the decision). In other words, in some instances
such norms are taken into account in the process of formulating a proposal or
settlement, thus serving to generate a multi-facetet normative equilibrium.

(3) Democratic voting. Such a procedure is a common basis of legitimizing a col-
lective decision. However, it may fail to satisfy one or more norms of justice. In
order to avoid outcomes which might be perceived or experienced as highly
unjust, relevant norms may be taken into account in formulating alternatives on
which to vote. For instance, a decision about the tax system that would focus
largely on one segment of the tax payer population (dividend recipients or young
people or retired people) is likely to produce feelings of unjust treatment among
some of the population and would provoke them to oppose the decision and to try
to rescind or avoid it. Thus, alternative proposals are formulated which avoid
violating the relevant distributive applying to major groups of voters.

The legitimacy accomplished by following a legitimizing procedure may take
precedence over the actual outcomes, which in fact may be experienced as highly
unjust and, therefore, unsatisfactory in themselves, to one or several or, indeed most
parties involved. One of the following holds: (1) The agents assign more value to the
procedure (to its inherent procedural qualities) than to any of the consequences
embodied in a given or expected outcome. That is, a “negative outcome,” while
obviously not preferred, would be more acceptable than devaluing or rejecting the
properly performed procedure. (2) The agents believe that, on the average or over the
long-run, the procedure gives positive results, possibly not always the best result but at
least commonly agreed “not worst” results, assessed in terms of norms or values, rjust
and reff, that specify degrees of justice and efficiency, respectively. Results include the
avoidance of escalating conflict, disruption, or chaos.

Our research has shown that the normative equilibria produced through institu-
tionalized procedures to deal with disagreement or allocation issues need not depend
ostensibly on actual outcomes – or assessments of actual outcomes – but on following
the procedures in a right and proper way, whether a democratic vote, adjudication, or
negotiation procedure. Outcomes generated by such institutional procedures are nor-
mative equilibria to the degree that the procedures are judged to be fair and to be
implemented in a right and proper way according to established social norms and laws.
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However, the outcomes of the procedure may or may not satisfy a relevant distributive
norm adhered to by one or more involved groups, organizations, or movements.

In general, the likelihood of group opposition to and rejection of the outcomes of a
legitimizing procedure may increases as a result of, on the hand, improper performance
of the procedure or, on the other hand, outcomes of the procedure violating an
established, core distributive justice norm – whether it concerns basic need, position of
authority or status, or other differentiating norm. Future research will concern the
differentiated judgments about procedural fairness and/or distributive justice among
members of groups and their consequences.

6 Conclusion

This article focuses on particular types of universal judgments in human groups and
communities, namely those concerning procedural fairness and justice outcomes, which
serve to legitimize group decisions and outcomes and to generate group equilibria.
Conflict and destabilizing conditions in groups are also identified. The normatively
grounded outcome equilibria may be obtainable through the utilization of societal
procedures that settle (not necessarily resolving) conflicting views, interpretations (of a
law or contract), values or evaluations, proposals, etc. Institutionalized procedures such
as voting, adjudication, negotiation with the participation of opposing agents not only
partially legitimizes resulting outcomes but gives them a normative force. An outcome is
collectively defined or understood as right and proper by virtue of having resulted from
application of the right and proper procedure. In other words, the procedure itself
generates outcomes that derive normative force from the proper application of the
procedure. This is a type of institutional alchemy. In societies with such social pro-
cesses, participants (and other societal agents) are likely to sanction negatively those
who refuse to accept the outcomes of a right and proper procedure, for the refusal is
tantamount to criticizing or denigrating the procedure and its normative context.

There are limits, however, to such legitimation of outcomes. Violation of relevant
distributive justice principles – whether egalitarian or differentiated – makes for
opposition and challenge to outcomes, and thus disequilibration. This is clear, above
all, in the case of substantive matters of a sacred character to one or more participants,
for instance, issues such as abortion, physician assisted suicide, violation or desecration
of sacred objects or places, etc., but also other issues that touch on deep cleavages
between sub-groups, classes, and sub-communities.
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Abstract. A multiple criteria decision model addressing the comparison of
both subjective and objective evaluation results is proposed in this paper. Firstly,
based on cluster analysis, a method to select representative sample data set from
all alternatives under evaluation is designed; next, experts are invited to review
these sample data and dominance-based rough set theory is used to analyze
expert decisions in format of a set of decision rules; then, these trained decision
rules are applied to all alternatives and hence, an objective-oriented results can
be obtained and used to compare with the alternatives’ self-evaluation results
which contains subjective orientation; finally, the method is applied to analyze
the graduate’s leaning ability to demonstrate its feasibility.

Keywords: Multiple criteria decision analysis � Comparison of subjective-
objective evaluation results � Cluster analysis � Dominance-based rough set
theory � Graduate’s learning ability

1 Introduction

Due to ever increasing complexity of human society, people often need to consider
multiple criteria (attributes, factors, objectives) to make decisions. The research area of
multiple criteria decision analysis (MCDA) is developed to provide decision aid for
complex decision situations. MCDA aims to furnish a set of decision analysis tech-
niques to help decision-makers (DMs) logically identify, compare, and evaluate
alternatives according to diverse, usually conflicting, criteria arising from societal,
economic, and environmental considerations. This body of literature has also been
referred to as multiple criteria (attribute) decision aid and support [1].

Early classic MCDA methods include AHP [2], MAUT [3], OUTRANKING [4].
With the relevant research making processes in both depth and breadth, various hybrid
approaches to MCDA have been developed to address different decision scenarios,
which contain Fuzzy logic-based MCDA [5], dominance-based rough set approach [6],
grey system theory-based MCDA [7], and many others. The research on MCDA
becomes a hot topic internationally, for example, in China, through searching Chinese
Hownet (CNKI, the most popular academic database [8]) with relevant keywords,
alone in 2014 over 600 journal papers have been listed.
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An MCDA problem can be summarized using the following three steps, which are
also illustrated in Fig. 1:

1. Problem Construction: Define objectives, arrange them into criteria and identify all
possible alternatives.

2. Data Collection: Obtain an information matrix, in which each column represents an
alternative and each row provides evaluations of the performance of the alternatives
over that criterion.

3. Decision Analysis: Analyze the data to obtain ranking, sorting or choice results for
the alternatives as an aid to decision-making.

In this paper a specific decision scenario for sorting problem in MCDA is addressed:

1. There are a large number of alternatives needed to be sorted.
2. The alternatives are interactive agents such as people instead of inanimate objects.

Often, DMs cannot just make final decisions purely depending on their own prefer-
ences. Usually DMs will anticipate the potential feedback from such alternatives and
make possible adjustments to induce positive incentives to alternatives. Practical
examples include student scholarship evaluation and employee annual performance
evaluation.

Here, a framework based on the concept from both statistics and rough set theory is
designed to address evaluation problem with a large size, and provide a fine-tune
mechanism.

2 The Framework of Subjective-Objective Evaluation Result

2.1 The Overall Comparison Procedure

To clarify the relevant concepts, the following seven concepts are defined:
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Fig. 1. Steps in multiple criteria decision analysis
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1. Subjective Evaluation Results: alternatives’ evaluation results are obtained by
themselves.

2. Objective Evaluation Results: alternatives’ evaluation results are obtained by the
DM’s evaluation without the considering of alternatives’ feedbacks.

Next, a framework of subjective-objective evaluation result comparison is constructed,
as shown in Fig. 2. The framework comprises the following five steps:

1. All Alternatives’ Information Collection: the criteria and alternatives are identified
and information on all alternatives is collected (see Fig. 2).

2. Cluster Analysis-Based Representative Selection: the application of cluster analysis
[9] in order to identify representative alternatives.

3. Rough Set-Based Decision Rule Generation: the invitation of experts to provide
overall evaluations on representatives and apply rough set theory [10] to generate
decision rules.

4. Alternatives’ Self-Evaluations: Request for alternatives’ self-evaluation.
5. Subjective-Objective Result Comparison and Integration: the undertaking of the

comparison of two kinds of evaluation results and making the final decision
integration.

Fig. 2. The overall procedure of the subjective-objective result comparison
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2.2 Basic Notation

The following notations are used to describe the aforementioned procedure:

Alternative set A:

A ¼ a1; a2; . . .; ai; . . .; an
� �

where ai is a specific alternative and n is the total number of alternatives.

Criteria set C:

C ¼ c1; c2; . . .; cj; . . .; cq
� �

where cj is a specific criterion and q is the total number of criteria.

Classification set G:

G ¼ g1; g2; . . .; gm
� �

;

where g1 � g2. . . � gm (� reads “preferred to”), and m is the total number of group,
for which A is assigned into G according to C. Hence, it satisfies: m� n.

Representative case set, P:

P ¼ p1; p2; . . .; pd ; . . .; ph
� �

;

where Pd is a specific case, and h is the total number of representative cases. Here, P is
obtained by cluster analysis of A.

We define decision rule set R = {r1, r2, … rl}, where l is the total number of
decision rule. Here, R is obtained through the application of rough set theory on P.

Subjective evaluation result set As:

As ¼ gsða1Þ; gsða2Þ; . . .; gsðaiÞ; . . .; gsðanÞ� �
;

where subscript s represents ‘subjective’.

Objective evaluation result set Ao:

Ao ¼ goða1Þ; goða2Þ; . . .; goðaiÞ; . . .; goðanÞ� �

where subscript o represents ‘objective’. DMs apply R in order to obtain Ao.

3 The Analysis of Result Comparison

3.1 Result Comparison Modeling

To carry out the subjective-objective evaluation result comparison we denote:
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I(ai) – the difference between subjective-objective evaluation result for ai, i.e.,

IðaiÞ ¼ gsðaiÞ goðaiÞ:

I(A) – the overall difference between subjective-objective evaluation result
for A, i.e.,

IðAÞ ¼
Pn
i¼1

Ið aiÞ
n

:

Note that 1 – m ≤ I(A) ≤ m – 1.
The standard deviation σ (0 ≤ σ ≤ m – 1) of the difference between the subjective-

objective evaluation result for A, is given by:

r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn
i¼1

½IðaiÞ � IðAÞ�2

n

vuuut
:

We also denote Aso to represent the integration of the subjective-objective evalu-
ation result for A:

Aso ¼ wsg
sða1Þ þ wog

oða1Þ;wsg
sða2Þ þ wog

oða2Þ; . . .;wsg
sðanÞ þ wog

oðanÞ� �

where ws and wo are the weight of subjective and objective evaluation result, respec-
tively. We assume further that 0 ≤ {ws and wo} ≤ 1, ws + wo = 1.

3.2 Comparison Analysis

To effectively compare the subjective-objective results, two thresholds are set.

1. Threshold α represents the overall indifference between subjective and objective
results for A. A suggested initial value is (m − 1)/n. Based on the available infor-
mation of α, three types of subjective-objective result comparison can be achieved:
a. If �a� IðAÞ� a, then subjective and objective results are consistent.
b. If IðAÞ[ a, then subjective results are better than objective results.
c. If IðAÞ[ � a, then objective results are better than subjective results.

2. Threshold β represents the average indifference between subjective and objective
results for A. A suggested initial value is 1/m. Based upon the available information
of β, two types of subjective-objective result comparison can be set:
a. If σ > β, then there exists significant deviation between subjective and objective

evaluation results.
b. If σ ≤ β, then there are no significant deviation between subjective and objective

evaluation results.
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3.3 Fine-Tuning and Integration Strategy

Based upon the above definition of α and β, the following fine-tune and integration
strategy can be designed, as shown in Table 1.

4 Case Study

A case study of graduate student’s learning ability survey data [11] is used to demonstrate
the proposed method. The survey identifies graduate’s learning ability according to three
dimensions including self-learning ability, research ability and innovation ability based on
17 criteria. Then, 248 copies of data were collected from four universities’ graduate
students in Nanjing, China. The following steps are carried out the analysis:

Table 1. The fine-tune and integration strategy of subjective-objective results

No significant deviation
between subjective and
objective results

Significant deviation between
subjective and objective results

Subjective-
objective result
are consistent

Set equal weights for both
subjective and objective
results for final integration,
hence, ws = wo = 0.5

Set ws = wo = 0.5 for final
integration and check with
alternatives with I(ai) being very
large or small.

Subjective results
are better than
objective results

Set ws ≥ ws for better
representation of subjective
results

Explain the evaluation procedure
clearly to alternatives and re-take
alternatives’ self-revaluation

Objective results
are better than
subjective
results

Set wo ≥ ws for better
representation of objective
results

Explain the evaluation procedure
clearly to alternatives and re-take
alternatives’ self-revaluation

Table 2. The fine-tune and integration strategy for the survey

I(A) σ

Self-
learning
ability

Since I(A) = 0.014 > 0.008, students’
self-evaluation results are better
than experts’ evaluation results. Set
ws = 0.6 and w0 = 0.4 satisfying
ws > w0.

Since σ = 0.24 < 0.33, there are no
significant deviation between
subjective and objective results.

Innovation
ability

Since I(A) = 0.006 > 0.008, students’
self-evaluation results are
consistent with experts’ evaluation
results. Set ws = w0 = 0.5.

Since σ = 0.17 < 0.33, there are no
significant deviation between
subjective and objective results.

Research
ability

Since I(A) = 0.007 < 0.008, students’
self-evaluation results are
consistent with experts’ evaluation
results. Set ws = w0 = 0.5.

Since σ = 0.21 < 0.33, there are no
significant deviation between
subjective and objective results.
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1. Apply Minitab software and use K-means algorithm to identify 30 representative
sample data. Then invite experts to evaluate these 30 data.

2. Apply 4eMka2 software to analyze experts’ judgment and use domain-based rough
set theory to identify 10 key decision rules.

3. Set the parameters and carry out the comparison of subjective and objective results.

Let α = (m–1)/n and β = 1/m. Since m = 3 and n = 248 then α = 0.008 and β = 0.33.
Based on the results we calculate I(A) and σ. The following results are obtained
(Table 2):

Apparently, according to the above analysis, students’ self-evaluation results on
self-learning ability are better than experts’ evaluation results while the other two
assessments are roughly consistent from both students and experts’ perspectives.
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Abstract. Various proposals for how to eliminate some of the obstacles in
multi-criteria decision making exist and methods for introducing so called sur-
rogate weights have proliferated for some time in the form of ordinal ranking
methods for the criteria weights. Considering the decision quality, one main
problem is that the input information to ordinal methods is often too restricted. At
the same time, decision-makers often possess more background information, for
example regarding the relative strengths of the criteria, and might want to use
that. Thus, some form of strength relation often exists that can be utilised when
transforming orderings into weights. In this article, using a quite extensive
simulation approach, we suggest a thorough testing methodology and analyse the
relevance of a set of ordering methods including to what extent these improve the
efficacy of rank order weights and provide a reasonable base for decision making.

Keywords: Multi-criteria decision analysis � Criteria weights � Criteria
ranking � Rank order

1 Introduction

Despite having been around for some decades and been used in various applications,
tools for supporting decision problems under multiple criteria (MCDA) are nevertheless
still far too seldom utilised in real-life decision problems. This situation seems to be
partly due to the lack of convergence between time constraints and cognitive abilities of
decision-makers versus decision aid requirements. For instance, a vast number of
methods have been suggested for assessing criteria weights using exact numbers. These
range from relatively simple ones, like commonly used direct rating and point allocation
methods, to more advanced procedures. Generally, a precise numerical weight is
assigned to each criterion to represent the information extracted from the user. Despite
the straightforward mathematics, a problematic issue is that the selection of adequate
criteria weights is difficult and the time spent on determining and assigning precise
numbers with enough accuracy seems to be a problem for actual decision-makers.
Barron and Barrett [1] argue that the elicitation of exact weights demands an exactness
which does not exist in the mind of the decision-maker, and already von Winterfeldt and
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Edwards [2] claim that “the precision of numbers is illusory”. And, for example, ratio
weight procedures can be difficult to accurately employ due to response errors [3]. The
usual lack of reasonably complete information increases this problem significantly.

Several attempts have been made to resolve this issue. Methods allowing for less
demanding ways of ordering the criteria, such as ordinal rankings or interval approaches
for determining criteria weights and values of alternatives, have been suggested. The
idea is, as far as possible, not to force decision-makers to express unrealistic, misleading,
or meaningless statements, but at the same time being able to utilise the information the
decision-maker is able to supply. An approach of this type is to use surrogate weights,
which are derived from ordinal importance information [1, 4, 5]. In such methods, the
decision-maker provides information on the rank order of the criteria, i.e. supplies
ordinal information on importance. Thereafter, this information is converted into
numerical weights consistent with the extracted ordinal information. Several proposals
on how to convert the rankings into numerical weights exist, e.g., rank sum (RS) weights
and rank reciprocal (RR) weights [6], and centroid (ROC) weights [7]. However, the use
of only ordinal information is often perceived as being too vague or imprecise, resulting
in a lack of confidence in the alternatives’ final rankings.

Furthermore, it is not obvious how “correct” a surrogate weight method is, since the
“real” weights are unknown or even inexistent (in some objective sense). The decision
quality of a method was at first mostly assessed in case studies until Barron and Barrett
[1] introduced a process utilising systematic simulations. The basic idea is to generate
surrogate weights as well as “true” reference weights from some underlying distribution
and investigate how well the result of using surrogate numbers match the result of using
the “true” numbers. The idea is good, but is nevertheless vulnerable since the validation
result is heavily dependent on the distribution used for generating the weight vectors.

In this article, we propose a set of methods for increasing the expressive power of
user statements, with a particular aim at how the weight function(s) still can be rea-
sonably elicited while preserving the comparative simplicity and correctness of ranking
approaches. Below we discuss and compare some important aspects of a number of
extensions to a set of ranking methods for weights as well as their relevance and
correctness. After having briefly recapitulated some ordinal ranking methods in the
following section, we continue with ranking methods taking strength into account and
discuss a set of interesting candidates. Thereafter, using simulations, we investigate
some properties of the methods and conclude with pointing out, according to the
results, a particularly attractive method for weight elicitation.

2 Ordinal Ranking Methods

In multi-criteria decision making (MCDM), different elicitation formalisms have been
proposed by which a decision-maker can express preferences. Such formalisms are
sometimes based on scoring points, as in point allocation (PA) or direct rating (DR)
methods.1 In PA, the decision-maker is given a point sum, e.g. 100, to distribute among
the criteria. Sometimes, it is pictured as putty with the total mass of 100 being divided

1 PA and DR are akin to elements of the SAW approach [8].
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and put on the criteria. The more mass, the larger weight on a criterion, and the more
important it is. In PA, there is consequently N−1 degrees of freedom (DoF) for N cri-
teria. DR, on the other hand, puts no limit to the number of points to be allocated.2 The
decision-maker allocates as many points as desired to each criterion. The points are
subsequently normalized by dividing by the sum of points allocated. Thus, in DR,
there are N degrees of freedom for N criteria. Regardless of elicitation method, the
assumption is that all elicitation is made relative to a weight distribution held by the
decision-maker.3

One very early idea in MCDM was to just skip the criteria elicitation and assign
equal weights to every criterion, but the information loss is then very large. It is
therefore worthwhile to at least rank the criteria when applicable, since rankings are
normally easier to provide than precise numbers. From the ranking, so called surrogate
weights can then be derived. This technique is utilised in [1, 4, 5], and many others.
Needless to say, for practical decision making, surrogate weights can sometimes be
perceived as a peculiar way of motivating a method. Nevertheless, validation in this
field is very difficult, due to difficulties regarding elicitation, and the surrogate methods
are quite widely used and can be considered as attempts of trying to motivate the
various generation methods. The crucial issue is then rather how to assign surrogate
weights while losing as little information as possible and preserving the “correctness”
when assigning the weights. Stillwell et al. [6] discuss the weight approximation
techniques rank sum (RS) and rank reciprocal (RR) weights. They are suggested in the
context of maximum discrimination power, and are both alternatives to ratio based
weight schemes. The rank sum is based on the idea that the rank order should be
reflected directly in the weights. Assume a simplex Sw generated by w1 > w2 >… > wN,
Σwi = 1 and 0 ≤ wi.

4 Assign an ordinal number to each item ranked, starting with the
highest ranked item as number 1. Denote the ranking number i among N items to rank.
Then the RS weight for all i = 1,…, N becomes

wRS
i ¼ N þ 1�iPN

j¼1 N þ 1�jð Þ

Another idea, also discussed in [6] is rank reciprocal weights. They have a similar
origin as RS weights, but are based on the reciprocals (inverted numbers) of the rank
order for each item ranked. These are obtained by assigning an ordinal number to
each item ranked, starting with the highest ranked item as number 1. Denote the
ranking number i among N items to rank. Then the rank reciprocal (RR) weight
becomes

2 Sometimes there is a limit to the individual numbers but not a limit to the sum of the numbers.
3 For various cognitive and methodological aspects of imprecision in decision making, see, e.g., [8, 9]
and other papers by the same authors.

4 We will henceforth, unless otherwise stated, presume that decision problems are modelled as
simplexes Sw generated by w1 > w2 > … > wN, Σwi = 1, and 0 ≤ wi.
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wRR
i ¼

1=iPN
j¼1

1
j

A decade later, Barron [7] suggested a weight method based on vertices of the
simplex of the feasible weight space. The ROC (rank order centroid) weights are
the centroid vector components of the simplex Sw. That is, ROC is a function based on
the average of the corners in the polytope defined by the simplex Sw = w1 > w2 > … >
wN, Σwi = 1, and 0 ≤ wi. The weights then become the centroid (mass point) of Sw. The
ROC weights for the ranking number i among N items to rank are given by

wROC
i ¼ 1=N

XN
j¼i

1
j

Examining the weights, ROC resembles RR more than RS but is, particularly for
lower dimensions, more extreme than both in the sense of weight distribution, espe-
cially for the largest and smallest weights.

As discussed in [10], RS, RR, and ROC perform well only for specific assumptions
on decision-maker behaviour. If we assume that the decision-maker in his/her mind
stores his/her criteria preferences in a way similar to a given point sum, for example
pictured as putty with the fixed total mass, there are consequently N−1 degrees of
freedom (DoF) for N criteria. On the other hand, if we assume that the decision-maker
stores his/her criteria preferences in a way that puts no limit to the total number of
points (or mass) allocated, then there are N degrees of freedom for N criteria. Those two
models of decision-maker behaviour yield very different results in assessing surrogate
weights. The RS weight model is tailored to the assumption of N degrees of freedom
and the RR and ROC models are tailored to the N−1 DoF assumption. Since the models
RS and RR are in this sense opposites, and in reality the preferences are reasonably
stored in either one of the above ways or somewhere in between, a weight function
combining the properties of RS and RR was proposed in [10]. The SR weight method
is an additive combination of Sum and Reciprocal weight functions:

wSR
i ¼

1=iþ Nþ1�i
NPN

j¼1
1=jþ Nþ1�j

N

� �

In [10], we carried out a large set of simulations of the above ordinal methods and
confirmed some previous results as well as discussed some new results regarding a
mixed model of decision-maker behaviour that takes into account the different possible
degrees of freedom available. A crucial issue here is whether a decision-maker does keep
the linear dependence of the criteria weights in mind when allocating values (N−1 DoF)
or whether this is not an actual constraint since normalisation can be perceived to be
possible to carry out after the criteria assessments (N DoF). Of course, various linear
combinations of these would be possible, but the important observation is made using
SR and comparing it with the others. The actual linear combination between the methods
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would affect the result according to its proportions. The details there are not crucial for
our main point that all these results are a sensitive result of the underlying assumptions
regarding the mind-settings of decision-makers. If this nevertheless would be important,
the reasonable proportions must be elicited and fine-tuned with respect to the individual
in question. Thus, in reality, we cannot absolutely know which DoF model a decision-
maker employs, or if it is a mixed model somewhere in between. We concluded that to
be robust, a rank ordering method should fare well under both of these assumptions and
others. Of the above methods, SR was found to be the most robust and will, together
with ROC, be used as references in the following comparative study.

3 General Ranking Methods

Providing ordinal rankings of criteria seems to avoid some of the difficulties associated
with the elicitation of exact numbers. It puts fewer demands on decision-makers and is
thus, in a sense, effort-saving. Furthermore, there are techniques such as those above
for handling ordinal rankings with some success. However, decision-makers might in
many cases have more knowledge of the decision situation, even if the information is
not precise. For instance, importance relation information containing strengths may
implicitly exist.5 However, these cannot be taken into account in the transformation of
an ordinal rank order into weights. This entails that the surrogate weights may not
really reflect what the decision-maker actually means by his/her ranking. Some form of
strengths often exist and this information should reasonably be used when transforming
orderings into weights to utilise all the information the decision-maker is able to supply.
Below, we will therefore investigate whether the above (ordinal) methods can be suc-
cessfully extended to accommodate some information regarding relational strengths as
well, i.e. to handle ordinal information together with strength relations information,
while still preserving the property of being less demanding and more practically useful
than other types of methods. The idea is that instead of using a predetermined con-
version method (as in, e.g., ROC weights) to obtain surrogate weights from an ordinal
criteria ranking, the decision-maker will be able to express and utilise known differ-
ences in importance between the criteria.

3.1 Preference Strength

Assume that there exists an ordinal ranking of N criteria. In order to make this order
into a stronger ranking, information should be given about how much more or less
important the criteria are compared to each other. Such rankings also take care of the
problem with ordinal methods of handling criteria that are found to be equally
important, i.e. resisting pure ordinal ranking. In this paper, we will use the following
notations for the strength of the rankings between criteria as well as some suggestions
for a verbal interpretation of these:

5 For example: “A is slightly more important than B while B is vastly more important than C” must, in
an ordinal ranking, be expressed as “A is more important than B which is more important than C”.
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>0 equally important
>1 slightly more important
>2 more important (clearly more important)
>3 much more important

While being more cognitively demanding than ordinal weights, they are still less
demanding than, for example, AHP weight ratios (usually employing nine ratios, i.e.
1/9, 1/7, 1/5, 1/3, 1, 3, 5, 7, and 9) or point scores like SMART (usually employing
several integers). In an analogous manner as for ordinal rankings, the decision-maker
statements can be converted into weights.

3.2 Weights of Preference Strength

In analogy with the ordinal weight functions above, counterparts can straightforwardly
be derived.

1. Assign an ordinal number to each importance scale position, starting with the most
important position as number 1 (see Fig. 1, where A–F are criteria and where A >2
B; B >1 C; C >2 D; D >0 E; and E >3 F).

2. Let the total number of importance scale positions be Q (Σsi + 1, where i = 1,…, N
−1 for N criteria; e.g. 9 positions in Fig. 1). Each criterion i has the position p(i) 2
{1,…,Q} on this importance scale, such that for every two adjacent criteria ci
and ci+1, whenever ci [ si ciþ1, si = | p(i+1) – p(i) |. The position p(i) then denotes
the importance as stated by the decision-maker.

3. Then the counterparts to the ordinal ranking methods above can be found as
follows.

To begin with, we consider the counterpart to RS weights. The concept of CRS weights
is based on the idea that the rank order strength should be reflected directly in the
weights. Then the corresponding counterpart to the ordinal rank sum weight (CRS) is
obtained as

wCRS
i ¼ Qþ 1� p ið ÞPN

j¼1 Qþ 1� p jð Þð Þ0

based on the importance positions p(i) as stated by the decision-maker. The counterpart
to ordinal rank reciprocal weights is analogously defined. According to step 2, let the
total number of importance scale positions be Q. Each criterion i has the position p(i)
on the importance scale such that p ið Þ � p jð Þ if i\ j. Then the corresponding rank
reciprocal (CRR) weights are obtained as

A               B      C              D,E                      F 

1        2       3       4       5       6       7       8       9

Fig. 1. Importance scale positions
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wCRR
i ¼

1
p ið ÞPN
j¼1

1
p jð Þ

with the usual property that a higher weight is assigned to lower ranking numbers.
ROC weights are generalised in the same way. The ordinal weights are given by the
formula

wROC
i ¼ 1=N

XN

j¼i

1
j

which could be interpreted as candidate weights for positions on the importance scale.
Then the corresponding preference strength rank order centroid weights (CRC) are
obtained as

wCRC
i ¼

PQ
j¼p ið Þ

1
jPN

k¼1

PQ
j¼p kð Þ

1
j

� �

Finally, generalising SR weights is done in the same way. The ordinal SR weights
are given by the formula

wSR
i ¼

1=iþ Nþ1�i
NPN

j¼1 w
SR
j

which could now be interpreted as candidate weights for positions on the importance
scale. Using steps 1–3 above, the corresponding preference strength SR weights (CSR)
are obtained as

wCSR
i ¼

1=p ið Þ þ Qþ1�p ið Þ
QPN

j¼1
1=p jð Þ þ Qþ1�p jð Þ

Q

� �

which is a similar generalisation as the other weights. Thus, using the idea of impor-
tance steps, ordinal weight methods are easily generalised to their respective coun-
terparts. Having obtained weights for preference strength relationships, we now
proceed by assessing them together with ordinal weights.

4 Generalised Assessment of Models for Weights

Given that we have a set of methods as in the previous section, how can they be
validated? For ordinal weights, simulation studies similar to [1, 11–13], and others
have become a kind of de facto standard for comparing multi-criteria surrogate weight
methods. The underlying assumption of most studies is that there exist a set of ‘true’
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weights in the decision-maker’s mind which are inaccessible in its pure form by any
elicitation method. We will utilise the same technique for determining the efficacy, in
this sense, of the ranking approaches suggested above. The modelling assumptions
regarding decision-makers’ mind-sets we discussed above are mirrored in the gener-
ation of decision problem vectors by a random generator. Thus, following an N−1 DoF
model, a vector is generated in which the components sum to 100 %, i.e., a process
with N−1 degrees of freedom. Following an N DoF model, a vector is generated
keeping components within [0 %, 100 %] and subsequently normalising, i.e., a process
with N degrees of freedom. Other distributions modelling actual decision makers would
of course be possible, and could maybe be elicited in one way or another. However,
this is not the main point herein. The important observation is that these validation
methods are highly dependent of the model of decision makers and this yields sig-
nificant effects on the reliability of the validations. The degree of freedom is only one
type of dichotomy, but one actually expressing a meaningful semantics for discrimi-
nating cognitive models in this respect.

When following an N−1 DoF model, a vector is generated in which the components
sum to 100 %. This simulation is based on a homogenous N-variate Dirichlet distri-
bution generator. Details on this kind of simulation can be found, e.g., in [14]. On the
other hand, following an N DoF model, a vector is generated without an initial joint
restriction, only keeping components within [0 %,100 %] yielding a process with
N degrees of freedom. Subsequently, they are normalised so that their sum is 100 %.
Details on this kind of simulation can be found, e.g., in [15]. We will call the N−1 DoF
model type of generator an N–1-generator and the N DoF model type an N-generator.
Depending of the simulation model used (and consequently the background assumption
of how decision-makers assess weights), the results become very different. For instance,
ROC weights in N dimensions coincide with the mass point for the vectors of the N−1-
generator over the polytope Sw. In [10], the close relationships between ROC weights
and the N−1-generator as well as between RS weights and the N-generator were dis-
cussed, and we concluded that the choice of degrees of freedom for the random number
generator significantly affects the results. Thus, when using N−1 DoF generated random
vectors, ROC will always outperform all other surrogate weights in a simulation study.
This is not a measure of ROC’s superiority but of its match to the random generating
function. Similarly, since RS weights are very close to the mass point of an N-generator
over the polytope Sw, it is likewise not a measure of RS’s superiority that it outperforms
other surrogate weights when an N DoF simulator is employed.

In reality, though, we cannot know whether a specific decision-maker (or even
decision-makers in general) adhere more to N−1 or N DoF representations of their
knowledge. Both as individuals and as a group, they might use either or be anywhere in
between. A, in a reasonable sense, robust rank ordering mechanism must therefore
employ a surrogate weight function that handles both styles of representation and
anything in between. Thus, the evaluation of surrogate weights in this paper will use
both types of generators and combinations thereof to find the most efficient and robust
weights.

Barron and Barrett [1] compared RS, RR, and ROC, where the idea was to measure
the validity of the method by simulating a large set of scenarios utilising surrogate
weights and see how well different methods provided results similar to scenarios
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utilising “true” weights. Again, note that the notion of a “true” weight is dependent on
the decision-maker model. The Barron and Barrett study obviously assumes an N−1
DoF model and presents a computer simulation consisting of four steps, assuming the
problem is modelled as the simplex Sw.

Generation Procedure

1. For an N-dimensional problem, generate a random weight vector with N compo-
nents. This is called the TRUE weight vector. Determine the order between the
weights in the vector. For each method X’, use the order to generate a weight
vector wX’.

2. Given M alternatives, generate M × N random values with value vij belonging to
alternative j under criterion i.

3. Let wi
X be the weight from weighting method X for criterion i (where X is either X’

or TRUE). For each method X, calculate Vj
X = ∑i wi

X vij. Each method produces a
preferred alternative, i.e. the one with the highest Vj

X.
4. For each method X’, assess whether X’ yielded the same decision (i.e. the same

preferred alternative) as TRUE. If so, record a hit.

This is repeated a large number of times (simulation rounds). The hit rate (or fre-
quency) is defined as the number of times a weighting method made the same decision
as TRUE. The study also used two other measures of efficacy, average value loss and
average proportion of maximum value range achieved. The two latter measures are
strongly correlated to the hit ratio and do not add much insight into method perfor-
mance. The results of the original study in [1] were that ROC outperformed the other
two weighting methods. Of the two other, RR was slightly superior to RS. Since the
three methods require equally much input from the decision-maker, the conclusion was
made that ROC was to be preferred among the surrogate weights. Using an N−1-
generator simulation model over the simplex Sw, the results of the Barron and Barrett
study can easily be verified. However, note again that this distribution favours the ROC
method since the centroid of the generated “true” weights is the same as the vector of
the corresponding ROC weights.

It should also be noted that most simulation studies to date arrive at the same
conclusions regarding ROC, RS, and RR. A study by Roberts and Goodwin [15],
though, came up with a different result where RS performed better than ROC with RR
in third place. The random weight distribution is in most other simulations (in step 1 of
the generation procedure above) generated by an N−1 procedure, thus generating a
vector with N–1 DoF. Instead, Roberts and Goodwin [15] employ a different distri-
bution generating function where a fixed number, say 100, is given to the most
important criterion and the others are uniformly generated as U[0, 100], i.e. an N-
generator. As explained above, this N-generator is not the same as N–1-generators
based on a Dirichlet distribution and thus, their simulation study instead yields the
result that RS outperforms ROC with RR in third place. This is also confirmed in [10],
i.e. given an N-generator RS outperforms ROC and RR while ROC is marginally better
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than RR. While yielding a different “best” weighting method, this result is consistent
with the other study results considering it is merely a consequence of choice of DoF in
the simulator generator.

4.1 Comparing weight methods

Our comparative simulations were carried out with a varying number of criteria and
alternatives. There were four numbers of criteria N = {3, 6, 9, 12} and five numbers of
alternatives M = {3, 6, 9, 12, 15} creating a total of 20 simulation scenarios. Each
scenario was run 10 times, each time with 10,000 trials, yielding a total of 2,000,000
decision situations generated. An N-variate joint Dirichlet distribution was employed to
generate the random weight vectors for the N–1 DoF simulations and a standard round-
robin normalised random weight generator for the N DoF simulations. Similar to [1],
unscaled value vectors were generated uniformly, and no significant differences were
observed with other value distributions.6

Table 1. The winner frequency for the methods using an N-1 generator

N–1 DoF ROC SR CRC CRS CRR CSR

3 criteria 3 alternatives 90.2 89.3 93.6 93.0 94.1 94.7
3 criteria 15 alternatives 79.1 76.9 84.7 84.7 85.7 87.3
6 criteria 6 alternatives 84.8 83.1 92.1 81.8 88.6 89.1
6 criteria 12 alternatives 81.3 78.9 89.9 77.9 85.6 86.0
9 criteria 9 alternatives 83.5 81.2 89.9 73.9 85.6 83.3
12 criteria 6 alternatives 86.4 84.1 89.9 73.4 87.2 82.9
12 criteria 12 alternatives 83.4 80.2 86.8 68.1 83.7 78.6

Table 2. The winner frequency for the methods using an N generator

N DoF ROC SR CRC CRS CRR CSR

3 criteria 3 alternatives 87.3 89.1 91.7 93.7 93.1 94.4
3 criteria 15 alternatives 77.9 80.6 83.0 88.1 87.1 89.5
6 criteria 6 alternatives 80.1 85.1 90.5 88.8 89.0 92.4
6 criteria 12 alternatives 76.4 82.0 88.3 86.0 86.2 90.4
9 criteria 9 alternatives 76.3 83.0 90.0 84.3 86.8 89.9
12 criteria 6 alternatives 77.5 84.6 90.9 83.9 88.5 89.6
12 criteria 12 alternatives 73.4 81.7 88.8 80.2 85.5 87.0

6 Success measures we used were (a) “winner”, having the same preferred alternative, (b) matching of
the three highest ranked alternatives (“podium”), and (c) matching of all ranked alternatives
(“overall”), the number of times all evaluated alternatives using a particular method coincide with the
true ranking of the alternatives. The two latter sets correlated strongly with the first and are not
shown in this paper.
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In Table 1, using an N−1-generator, it can be seen that all four preference strength
methods generally outperform the ordinal ones and in most cases CRC is the best one,
except for the case with three criteria, when CSR is the best. The frequencies have
changed in Table 2, according to expectations, since we employ a model with
N degrees of freedom. Still the preference strength methods perform better than the
ordinal ones. CRS improves and CRC generally fares a bit worse. In general, strength
methods perform clearly better than ordinal ones. In Table 3, in looking for a robust
method, the N and N−1 DoF models are combined with equal emphasis on both. Still
the latter methods perform better than the ordinal ones and we can see that in total CSR
performs the best for three criteria. Above three, CRC is the best performer. From this it
is clear that the CRC, CRR, and CSR methods outperform the best ordinal methods
under varying assumptions of decision-maker weight generation.

5 Concluding Remarks

There is obviously a need of weighting and elicitation methods that neither require
formal decision analysis knowledge, nor is too cognitively demanding by forcing
people to express unrealistic precision or to state more than they are able to. Fur-
thermore, it should not require too much time and must be able to actually make use of
the information the decision-maker is able to supply. However, elicitation methods
available today are often either cognitively demanding and require too much time and
effort or unable to use available information. We have therefore focused pragmatically
on providing a method trying to balance between the need of simplicity and the
requirement for accuracy, i.e. providing a more useful MCDA weighting method with
reasonable elicitation components. We have extended some well-known ordinal scale
approaches as well as a newly proposed one with the possibility to supply information
regarding preference strength as well. We have furthermore compared the approaches
in various ways by carrying out a large set of simulations of the methods and have
found some interesting simulation results. We have also discussed some new results
regarding a mixed model of decision-maker behaviour and which degree of freedom
that is adequate. From the above, it is clear that imprecise information should definitely
be used when available. Furthermore, the proposed CSR method has turned out to be
particularly appealing. CSR extends the rank order weighting procedure SR from [10]

Table 3. The winner frequency for the methods using a combined generator

Combined ROC SR CRC CRS CRR CSR

3 criteria 3 alternatives 88.8 89.2 92.7 93.4 93.6 94.6
3 criteria 15 alternatives 78.5 78.8 83.9 86.4 86.4 88.4
6 criteria 6 alternatives 82.5 84.1 91.3 85.3 88.8 90.8
6 criteria 12 alternatives 78.9 80.5 89.1 82.0 85.9 88.2
9 criteria 9 alternatives 79.9 82.1 90.0 79.1 86.2 86.6
12 criteria 6 alternatives 82.0 84.4 90.4 78.7 87.9 86.3
12 criteria 12 alternatives 78.4 81.0 87.8 74.2 84.6 82.8
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by also taking strength preference into account in a more straightforward way than
previously suggested in [16].
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Abstract. In this paper we extend the additive multi-attribute utility
model to incorporate the concept of veto in a group decision-making
context. Moreover, trapezoidal fuzzy numbers are used to represent the
relative importance of criteria for each DM, and uncertainty about the
alternative performances is considered by means of intervals. Although
all DMs are allowed to provide veto values, the corresponding vetoes
are effective for only the most important DMs. They are used to define
veto ranges. Veto values corresponding to the other less important DMs
are partially taken into account, leading to the construction of adjust
ranges. Veto and an adjust function are then incorporated into the addi-
tive model, and a fuzzy dominance matrix is computed. A dominance
measuring method is then used to derive a ranking of alternatives for
each DM, which are then aggregated to account for the relative impor-
tance of DMs.

Keywords: Group decision-making · Multi-attribute utility theory ·
Veto · Dominance measuring methods · Fuzzy weights

1 Introduction

The veto concept is considered as a real-world approach for representing the
limits of decision-maker (DM) preferences, and is thus an important tool in
multicriteria and group decision-making.

For example, let us consider a couple who decide to buy a home, where both
have veto power. They identify several criteria for selecting the house, like price,
location, size or age. One of the two might rule out any house smaller than 80 m2,
regardless of house price, location and age, whereas the other might rule out any
more expensive than 250,000 euros and smaller than 60 m2.

The concept of veto was originally justified in social theory by the prudence
axiom enunciated by Arrow and Raynaud [1]. The main idea behind this axiom is
that it is not prudent to accept highly conflicting alternatives that may result in
vulnerable decisions. Regarding the prudence axiom, Moulin defines the principle
of proportional veto in a group of DMs [2], according to which any coalition of
c© Springer International Publishing Switzerland 2015
B. Kamiński et al. (Eds.): GDN 2015, LNBIP 218, pp. 119–130, 2015.
DOI: 10.1007/978-3-319-19515-5 10
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DMs should be given the right to veto a certain number of alternatives, which is
approximately proportional to the size of this coalition. In addition, the fact of
allocating veto power across the various groups of social participants has ethical
implications, since it entails attaching different weights to different groups.

In MCDM problems the concept of veto has been used to manage non-
compensatory methods. In outranking methods the use of veto usually repre-
sents the intensity of preference of the minority [3]. For instance, Nowak [4] used
ELECTRE-III to build a multi-attribute ranking using preference thresholds
to distinguish situations of strict and weak preference in stochastic dominance
approaches.

Later, Munda [5] implemented a veto-based threshold to deal with environ-
mental and resource management and policies aimed at sustainable development.
A fuzzy set theory framework was used to represent qualitative information by
means of the concept of linguistic variable. Ranking policy options were derived
by means of the majority principle implemented by Concordet, whereas the
power of a subgroup of DMs to veto some alternatives was accounted for by
means of Moulin’s proportional veto function.

On the other hand, additive compensatory methods have also incorporated
the concept of veto. For instance, Bana e Costa et al. [6] define a multi-criteria
approach for prohibiting alternatives by the measuring attractiveness by a cat-
egorical based evaluation technique (MACBETH) for facilitating bid evaluation
processes, such as interventions in an international public call for tenders. The
result is a procedure called the determinants technique, whose groundwork is
aligned, albeit not directly, with the notion of veto power used to model non-
compensatory situations.

In connection with research based on the power of veto, Marichal [7] proposes
to axiomatize individual indices to rate whether each criterion behaves as a veto
or an aggregator using the Choquet integral. These indices for measuring the
degree to which each criterion behaves like a blocker or a pusher, make it possible
to identify and measure the dictatorial tendency of criteria, which is a particular
interaction phenomenon. Here, the veto is not a preference parameter given by
the DM but an effect phenomenon when aggregating criteria. Therefore, the veto
concept is related to the impact caused by a criterion on the global evaluation
of alternatives.

Liginlala and Ow [8] use the same idea of veto effects, expressing degrees of
conjunction, disjunction, veto and approval given by the indices through fuzzy
analysis measures, which represent a risk tolerance measure of the DM. The veto
power examines how tolerant DMs are about accepting or rejecting evaluations
of alternatives associated with specific actions on a given attribute.

More recently, Daher and de Almeida [9] developed an additive group prefer-
ence model that incorporates a utility reduction factor. DMs express their pref-
erences in terms of a ranking of alternatives and are able to make an informed
veto by providing information about the undesirable or unacceptable ranking of
some alternatives. The ranking veto is achieved by using a reduction factor on
the global utility of the alternatives.
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In this paper, we consider the classical additive multi-attribute utility model
(MAUT) in a group decision-making situation. Here, the concept of veto thresh-
old is related to the definition of each attribute’s preference bounds, whereby
alternatives whose criteria are rated above or below these bounds are rejected
by DMs depending on whether their utility function is increasing or decreasing
and irrespective of the value that they take for other attributes. At the same
time, this use of the veto concept is an attempt to account for the flawedness or
ambiguity of the evaluation of alternatives in order to reach a consensus.

Moreover, uncertainty about the alternative performances is accounted for by
means of intervals, the relative importance of DMs is known and the attribute
weights are represented by trapezoidal fuzzy numbers. A dominance measur-
ing method is used to derive a complete fuzzy ranking of alternatives for each
DM accounting for imprecise information. These are then aggregated to reach a
consensus ranking.

In Sect. 2 we introduce an extension of the additive multi-attribute value
model to account for veto and adjust ranges. First, veto and adjust functions
are defined from the veto values provided by DMs. Then, a dominance measuring
method accounting for fuzzy weights and performance intervals is introduced in
Sect. 2.1 to derive a ranking of alternatives for each DM. Finally, we aggregate
the rankings from the different DMs to reach a consensus ranking in Sect. 2.2.
An example to illustrate the proposed methodology is given in Sect. 3. Finally,
some conclusions are provided in Sect. 4.

2 Group Decision-Making Within MAUT
Accounting for Veto

We consider a group decision-making problem with m alternatives {A1, ..., Am}
and n attributes {X1, ...,Xn}. DM preferences are modeled by an additive multi-
attribute utility function, which is a compensatory model considered to be a valid
approach in most practical situations [10,11]. Its functional form is

u(Ai) =
n∑

j=1

wjuj(xij), (1)

where xij is the performance of alternative Ai with respect to attribute Xj , uj(.)
is the component utility function representing DM preferences for the values of
attribute Xj and wj is the weight representing the relative importance of each
attribute. Note that

∑
j wj = 1 and wj ≥ 0.

We account for uncertainty about the alternative performances by means
of uniformly distributed intervals. We denote by [xL

ij , x
U
ij ] the performance of

alternative Ai with respect to attribute Xj .
We also consider a set of k DMs, denoted by DMl, l = 1, ..., k, whose relative

importance is known and denoted by wDMl
. Without loss of generality we assume

that the most important DM is DM1, followed by DM2, and so on, until DMk.
Consequently, wDM1 ≥ wDM2 ≥ ... ≥ wDMk

, and
∑

l wDMl
= 1.
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The question of how to measure the weights of DMs in a group decision-
making context is an interesting research topic. Yue [12] provides a brief overview
of approaches proposed by different authors to determine the weights of DMs.
Morever, a new approach based on an extended TOPSIS method [13,14] is also
proposed.

All DMs are allowed to provide veto values, but the corresponding veto will
be effective for only the r most important DMs, r ≤ k. Veto values corresponding
to the k − r remaining DMs will be partially taken into account, as described
later.

We denote by vl
j the veto threshold provided by the l−th DM for the attribute

Xj , i.e. the l−th DM wants the alternative performances to be equal to or
greater (lower) than vl

j if an increasing (decreasing) component utility function
is associated with attribute Xj . Consequently, the veto interval for the l−th DM
is (0, vl

j ] in attribute Xj . For simplicity’s sake, we will consider from now on that
component utility functions are increasing.

A veto range can then be identified for each attribute [vL
j , vU

j ], where vL
j = rLj ,

[rLj , rUj ] being the attribute range, and vU
j = maxl=1,..,r{vl

j}, i.e. the highest veto
value for attribute Xj for the r most important DMs.

We build an adjust range for each attribute Xj , (aL
j , aU

j ], with aL
j = vU

j =
maxl=1,..,r{vl

j}, i.e. the highest veto value for attribute Xj for the r most impor-
tant DMs, and aU

j = maxl=1,...,k{vl
j}, i.e. the highest veto value for attribute

Xj considering all DMs.
We add the above information to the additive multi-attribute utility function

by means of the following functions:

– v(Ai) is the veto function that checks if the performances for a given Ai are
within the respective veto intervals:

v(Ai) =
n∏

j=1

vj(Ai), with vj(Ai) =
{

1, if xij > vU
j

0, if xij ≤ vU
j

. (2)

Note that v(Ai) = 0 if at least one performance is within the veto interval for
the corresponding attribute.

– dj(Ai) is the adjust function that decreases the utility associated with the
alternative performances within the corresponding adjust range. A first pos-
sible approach is to apply a linear adjust function. However, we believe that
the veto values for the k − r less important DMs should be added by means
of this adjust function. Veto values provided by the k − r DMs may be within
the adjust interval. In this case, we use this information to build a piecewise
linear function.

The adaptation of the additive multi-attribute utility function to account for
the veto and adjust functions would be as follows:

ul(Ai) = [
n∑

j=1

ul
j(xij)wl

jdj(Ai)] × v(Ai). (3)
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This expression would then be used to derive a ranking of the alternative
under consideration for each DM that should be aggregated taking into account
the relative importance of DMs to reach a consensus ranking.

Note, however, that in the decision-making scenario under consideration, we
have assumed trapezoidal fuzzy numbers to represent the relative importance of
criteria, w̃l

j , which have to be added to Eq. (3), leading to ˜ul(Ai).
The DMs can select linguistic terms from a linguistic term scale ([15,16]) to

represent these weights. Direct assessment on the basis of this kind of scales is
much faster and more commonplace in decision-making processes involving fuzzy
logic. A more efficient way of allocating the weights without the biases inherent
in the use of linguistic scales is reported in [17].

In the next section we describe how to derive a ranking of alternatives using
dominance measuring methods, which are based on the notion of pairwise dom-
inance. Then, we aggregate the rankings for each DM taking into account their
relative importance to reach a consensus ranking.

2.1 A Dominance Measuring Method for Deriving a Fuzzy Ranking
of Alternatives for Each DM

A recent approach for dealing with imprecise information is to compute different
measures of dominance to derive a ranking of alternatives ([18–20]). They are
known as dominance measuring methods (DMMs). DMMs are based on the
computation of a dominance matrix, D, including pairwise dominance values,
which are exploited in different ways to derive measures of dominance to rank
the alternatives under consideration

In our decision-making scenario with performance intervals and fuzzy weights
the corresponding fuzzy dominance matrix for the l−th DM is:

D̃l =

⎛

⎜⎜⎜⎜⎜⎜⎝

− D̃l
12 ... D̃l

1m

D̃l
21 − ... D̃l

2m

D̃l
31 D̃l

32 − D̃l
3m

...
...

. . .
...

D̃l
m1 D̃l

m2 ... −

⎞

⎟⎟⎟⎟⎟⎟⎠
, where

D̃l
ks = min{ ˜ul(Ak) − ˜ul(As)}

s.t.
xL
kj ≤ xkj ≤ xU

kj , j = 1, . . . , n

xL
sj ≤ xsj ≤ xU

sj , j = 1, . . . , n.

(4)

Note that is not necessary to solve the above fuzzy linear optimization prob-
lems since D̃l

ks can be computed as follows (for increasing component utility
functions):

D̃l
ks = [

n∑

j=1

ul
j(x

L
kj)w̃l

jdj(x
L
kj)] × v(xL

kj) − [
n∑

j=1

ul
j(x

U
sj)w̃l

jdj(x
U
sj)] × v(xU

sj). (5)

We propose using the DMM introduced in [18] in the group decision-making
scenario under consideration to derive a ranking of alternatives for each DM.
Consequently, we first compute the strength of dominance of alternative Ak by
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adding the trapezoidal fuzzy numbers in the kth row of D̃l,

d̃lk = (dlk1, d
l
k2, d

l
k3, d

l
k4) =

⎛

⎝
m∑

s=1 s �=k

Dl
ks1,

m∑

s=1 s �=k

Dl
ks2,

m∑

s=1 s �=k

Dl
ks3,

m∑

s=1 s �=k

Dl
ks4

⎞

⎠.

(6)
Then, a dominance intensity, DI lk, is computed for each alternative Ak by

multiplying the proportion of the positive part of the fuzzy number d̃lk by the
distance of the fuzzy number to zero. Specifically, the dominance intensity for
alternative Ak is computed according to the location of d̃lk as follows:

1. If d̃lk is completely located on the left of zero, then DI lk is minus the distance
of d̃lk to zero, because there is no positive part in d̃lk.

2. If d̃lk is completely located on the right of zero, then DI lk is the distance of
d̃lk to zero, because there is no negative part in d̃lk.

3. If d̃lk includes the zero in its base, then the fuzzy number will have a part on
the right of zero that we denote d̃lRk and another part on the left of zero that
we denote d̃lLk . DI lk is the proportion that represents d̃lRk with respect to d̃lk
multiplied by the distance of d̃lk to zero less the proportion that represents
d̃lRk with respect to d̃lk multiplied by the distance of d̃lk to zero. Specifically:
– If dlk3 < 0 and dlk4 > 0, Fig. (1a), the corresponding trapezoidal fuzzy

number is again divided by the vertical axis into two parts, and the dom-
inance intensity of alternative Ak is

DI lk =

(
dlk4

)2
(
dlk4 − dlk3

) (
dlk4 + dlk3 − dlk2 − dlk1

)D(d̃lk, 0, f) −

dlk4
(
dlk4 − dlk2 − dlk1

) − dlk3
(
dlk3 − dlk2 − dlk1

)
(
dlk4 + dlk3 − dlk2 − dlk1

) (
dlk4 − dlk3

) D(d̃lk, 0, f).

– If dlk1 < 0 and dlk2 > 0, see Fig. (1b), the corresponding trapezoidal fuzzy
number is divided by the vertical axis (at zero) into two parts. The dom-
inance intensity of alternative Ak is defined as

DI lk =
dlk2(−dlk2 + dlk3 + dlk4) − dlk1(d

l
k3 + dlk4)(

dlk2 − dlk1
) (

dlk4 + dlk3 − dlk2 − dlk1
) D(d̃lk, 0, f) −

(
dlk1

)2
(
dlk4 + dlk3 − dlk2 − dlk1

) (
dlk2 − dlk1

)D(d̃lk, 0, f).

– If dlk2 < 0 and dlk3 > 0, see Fig. (1c), the dominance intensity of alternative
Ak is

DI
l
k =

−dl
k2 − dl

k1

dl
k4 + dl

k3 − dl
k2 − dl

k1

D(˜d
l
k, 0, f) − dl

k4 + dl
k3

dl
k4 + dl

k3 − dl
k2 − dl

k1

D(˜d
l
k, 0, f). (7)
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Fig. 1. Building DIlk

Note that an adaptation of Tran and Duckstein’s distance for the general-
ization of the left and right fuzzy numbers (GLFRN) is used to account for the
distance between a trapezoidal fuzzy number and a constant (specifically 0).

Moreover, Tran and Duckstein’s distance [21] incorporates a function f that
makes DM participation flexible. For example, if a risk-neutral DM is considered
(f(α) = α), then

D2(ã, 0, f) =
(
a2+a3

2

)2 + 1
3

(
a2+a3

2

)
[(a4 − a3) − (a2 − a1)] + 2

3

(
a3−a2

2

)2

+ 1
9

(
a3−a2

2

)
[(a4 − a3) + (a2 − a1)] + 1

18

[
(a4 − a3)

2 + (a2 − a1)
2
]

− 1
18 [(a2 − a1) (a4 − a3)] .

(8)
Expressions for a risk-prone and a risk-averse DM can be found in Aguayo

et al. [19].
Once the dominance intensity has been computed for each alternative Ak,

the alternatives are ranked accordingly, where the best (rank 1) is the alternative
with the greatest DI lk and the worst is the alternative with the least DI lk.

We proceed analogously for all DMs, applying the above DMM from the
corresponding dominance matrix, Dl, l = 1, ..., k, leading to k rankings of alter-
natives.

2.2 Aggregating Alternative Rankings

Different methods for aggregating rankings by different authors can be found in
the literature. Lin [22] discusses three classes of methods, namely distribution-
based methods, for instance, the original Thurstone scaling and its extensions [23];
heuristic methods, ranging from simple arithmetic averages of ranks (Borda’s
methods, [24]) to Markov chains and stationary distributions [25]; and stochastic
optimization search methods, such as the Kemeny optimal aggregation.

In our decision-making scenario, complete rankings and the relative impor-
tance of such rankings (relative importance of DMs) are available. Moreover,
the values that lead to the corresponding rankings (global dominance intensi-
ties) are also available. The only aggregation methods that exploit all the above
information is the Kemeny method [26] and its extensions.

Kemeny optimal aggregation optimizes the average Kendall distances
between a candidate aggregate ranking and each of the input rankings. As com-
puting the Kemeny optimal aggregate is NP-hard even when the number of
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ranked lists to be aggregated is small, we have used the order explicit algorithm
(OEA)[27] to solve the combinatorial problem under consideration.

OEA uses a global optimization technique, called the cross-entropy Monte
Carlo method, which searches iteratively for an optimal list that minimizes a
criterion, the sum of weighted distances between the candidate (aggregate) list
and each of the input ranked lists. The method is, however, general and amenable
to any other optimization criterion. A modified Kendall’s tau measure and the
Spearman’s footrule are used to measure the distance between two ranked lists.

3 An Illustrative Example

We consider five DMs whose relative importance is wDM1 = 0.35 ≥ wDM2 =
0.25 ≥ wDM3 = 0.2 ≥ wDM4 = 0.1 = wDM5 = 0.1. Seven alternatives
{A1, ..., A7} will be analyzed on the basis of four attributes {X1, ...,X4}, whose
ranges are [0,100] in all cases.

The corresponding veto will be effective for the three most important DMs
only. Table 1 shows the veto values provided by the DMs. Note that, except for
DM1, DMs do not provide veto values for all attributes, and the only veto for
attribute X4 is provided by DM1.

Table 1. Veto values for DMs.

X1 X2 X3 X4

DM1 20 15 10 20

DM2 15 10 5 -

DM3 25 10 - -

DM4 30 25 - -

DM5 27 10 - -

Each DM expresses the relative importance of the attributes under consid-
eration by means of trapezoidal fuzzy numbers, see Table 2. We assume that
the four component utility functions are linear and increasing in the attribute
ranges, [0, 100], for the five DMs.

Table 3 shows the alternative performances for the four attributes under con-
sideration as well as the veto and adjust ranges for each attribute. The vetoed
performance endpoints are marked in bold.

The adjust functions for attributes X1 and X2 are shown in Fig. 2. Note that
the adjust function for attribute X2 is a linear function since none of the DMs
provided a veto value within the adjust range, whereas the adjust function for
attribute X1 is a piecewise utility function since the veto value 27 corresponding
to DM5 is within the adjust range and assigned a value of 0.5.

Table 4 shows the values output by the veto and adjust function for the
endpoints of the performance intervals included in Table 3. All values in the
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Table 2. Relative importance of attributes for DMs.

w1 w2 w3 w4

DM1 (0.30,0.33,0.37,0.40) (0.25,0.28,0.32,0.35) (0.15,0.18,0.22,0.25) (0.10,0.13,0.17,0.20)

DM2 (0.05,0.08,0.12,0.15) (0.15,0.18,0.22,0.25) (0.15,0.18,0.22,0.25) (0.45,0.48,0.52,0.55)

DM3 (0.35,0.38,0.42,0.45) (0.20,0.23,0.27,0.30) (0.15,0.18,0.22,0.25) (0.10,0.13,0.17,0.20)

DM4 (0.05,0.08,0.12,0.15) (0.30,0.33,0.37,0.40) (0.10,0.13,0.17,0.20) (0.35,0.38,0.42,0.45)

DM5 (0.15,0.18,0.22,0.25) (0.10,0.13,0.17,0.20) (0.15,0.18,0.22,0.25) (0.40,0.43,0.47,0.50)

Table 3. Alternative performances and veto and adjust ranges.

X1 X2 X3 X4

A1 [32,38] [56,65] [37,43] [32,38]

A2 [19,22] [19,22] [37,43] [60,70]

A3 [24,28] [25,29] [28,32] [87,100]

A4 [37,43] [32,38] [46,54] [58,68]

A5 [32,38] [79,91] [9,11] [31,35]

A6 [56,65] [16,18] [19,22] [42,48]

A7 [25,29] [60,70] [19,22] [42,48]

Veto range [0, 25] [0, 15] [0, 10] [0, 20]

Adjust range (25, 30] (15, 25] - -

performance interval of alternative A2 are vetoed for attribute X1. Consequently,
the utility for that alternative will be 0, see Eq. (2), and it will always be the
worst-ranked alternative. Thus, we have omitted this alternative from further
analyses. Besides, some values in the performance interval of alternatives A3

and A7 are vetoed for attribute X1, i.e. the corresponding lower endpoints are
vetoed while the upper ones are not. Finally, some values in A5 are vetoed for
attribute X3.

Adjust functions decrease the upper component utility associated with alter-
natives A3 and A7 for attribute X1 and both the lower and upper component

Fig. 2. Adjust functions for attributes X1 and X2
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Table 4. Veto and adjust values.

A1 A2 A3 A4 A5 A6 A7

{v(AL
i ), v(AUi)} {1,1} {0,0} {0,1} {1,1} {0,1} {1,1} {0,1}

{d1(x
L
i1), d1(x

U
i1)} {1,1} {1,1} {0,0.658} {0.997,1} {1,1} {1,1} {0,0.837}

{d2(x
L
i2), d1(x

U
i2)} {1,1} {0.35,0.65} {1,1} {1,1} {1,1} {0.072,0.327} {1,1}

Table 5. Imprecise component utilities accounting for the veto and adjust functions.

A1 A3 A4 A5 A6 A7

X1 {0.32,0.38} {0,0.18} {0.37,0.43} {0,0.38} {0.56,0.61} {0,0.24}
X2 {0.56,0.65} {0,0.29} {0.32,0.38} {0,0.91} {0.01,0.06} {0,0.7}
X3 {0.37,0.43} {0,0.32} {0.46,0.54} {0,0.11} {0.19,0.22} {0,0.22}
X4 {0.32,0.38} {0,1} {0.58,0.68} {0,0.31} {0.42,0.48} {0,0.48}

utilities associated with alternatives A2 and A6 for attribute X2. Finally, the
lower component utility associated with alternative A3 is decreased for X2.

Table 5 shows the component utility associated with the performance interval
endpoints for each alternative accounting for adjust and veto functions shown
in Table 4, {uj(xL

ij)dj(x
L
ij)v(AL

i ), uj(xU
ij)dj(x

U
ij)v(AU

i )}.
The dominance matrices corresponding to the five DMs can be computed by

solving the problem in Eq. (5) with the information included in Tables 2 and 5.
For instance, the pairwise dominance between alternatives A1 and A3 for DM1,
D1

13, is the trapezoidal fuzzy number (−0.0215, 0.0124, 0.0576, 0.0915).
The dominance measuring method described in Sect. 2 is then applied to

compute global dominance intensities (GDIs) for each DM on the basis of which
to derive the corresponding ranking of the considered alternatives. Table 6 shows
the GDIs associated with each alternative and the resulting rankings for the DMs
under consideration.

Finally, OEA method is used to aggregate the rankings in Table 6, also taking
into account the relative importance of such rankings (relative DM importance),

Table 6. Global dominance intensities and alternative rankings for DMs.

DM1 DM2 DM3 DM4 DM5 Consensus

1st A1(0.057) A4(0.113) A4(0.002) A4(−0.118) A4(0.168) A4

2nd A4(0.038) A1(−0.544) A1(−0.121) A1(−0.367) A1(−0.523) A1

3rd A6(−0.719) A6(−1.006) A6(−0.522) A6(−1.317) A6(−0.708) A6

4th A5(−2.089) A3(−2.244) A5(−2.079) A3(−2.336) A3(−2.199) A5

5th A7(−2.159) A7(−2.436) A7(−2.146) A5(−2.391) A7(−2.379) A7

6th A3(−2.205) A5(−2.467) A3(−2.174) A7(−2.409) A5(−2.400) A3
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wDM1 = 0.35 ≥ wDM2 = 0.25 ≥ wDM3 = 0.2 ≥ wDM4 = 0.1 = wDM5 = 0.1, to
derive the consensus ranking shown in the last column of Table 6.

Note that alternative A4 is best ranked in the consensus ranking, followed
by A1 and A6. Alternative A4 was best ranked by all but the most important
DM (DM1), who placed it second. Moreover, the same ranking was derived for
risk-prone and risk-averse DMs, which implied different expressions for Tran and
Duckstein’s distance in the application of the dominance measuring method.

4 Conclusions

In this paper we have extended the additive multiattribute utility model to incor-
porate the concept of veto in a group decision-making context as an approxima-
tion to real situations to represent DM constraints. Moreover, trapezoidal fuzzy
numbers are used to represent the relative importance of criteria.

Although all DMs are allowed to provide veto values, the corresponding
vetoes are effective for only the most important DMs. They are used to define
veto ranges. Veto values corresponding to the other less important DMs are par-
tially taken into account, leading to the construction of adjust functions that
decrease the utility associated with the alternative performances.

A dominance measuring method is then used to derive a fuzzy ranking of
alternatives for each DM. Finally, we have used the order explicit algorithm to
aggregate the individual fuzzy alternative rankings accounting for the relative
importance of DMs.

Moreover, the cases of risk-prone, neutral and risk-averse DMs have been
considered by means of Tran and Duckstein’s distance in the application of the
dominance measuring method to rank the alternatives under consideration.
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19. Aguayo, E., Mateos, A., Jiménez-Mart́ın, A.: A new dominance intensity method
to deal with ordinal information about a DM’s preferences within MAVT. Knowl.-
Based Syst. 69, 159–169 (2014)
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Abstract. In this paper we analyze how preferences are defined by negotiators
in electronic negotiations if a SAW-based negotiation offer scoring system is
used. We analyze a dataset of the Inspire electronic negotiation system, con-
taining the transcripts of bilateral negotiation experiments and study how the
negotiators use the preferential information provided in the case description and
map it into a system of issues and options ratings in the discrete negotiation
problem. We measure the accuracy of the preference systems by comparing the
user-defined scoring systems with the reference ideal ones that stem directly
from precise initial graphical information. Two notions of accuracy are used: (1)
ordinal accuracy which measures if the negotiators followed the ranking order
only; and (2) cardinal accuracy, defined by means of an original formula that
takes into account weighted normalized distances between the negotiator’s own
system and the reference scoring one.

Keywords: Preferences � Preference elicitation � Negotiation issue and option
ratings � Negotiation offer scoring systems � SAW

1 Introduction

Since negotiation is a complex decision making process involving two or more parties
discussing many issues in an effort to reconcile their opposing interests [9], it may
require support and facilitation to avoid impasses, deadlocks or stalemates. Therefore a
number of support methods and software tools have been recently developed to
facilitate negotiations. From the methodological viewpoint, various multiple criteria
decision making (MCDM) methods [8, 12, 16] are applied to help negotiators at the
prenegotiation phase in constructing their own negotiation offer scoring systems. Such
systems measure the scales of concessions and visualize the negotiation progress and
therefore are of use in quantitative evaluation of the negotiation offers. Various formal
decision support models are implemented in the negotiation support systems (NSS) or
electronic negotiation systems (eNS) used in business research and training, such as
OpenNexus (http://en.opennexus.pl/), Inspire [5] or Negoisst [13]. Decision support
provided by the vast majority of NSS/eNSs is based on the simple additive weighting
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(SAW) method [4]. For discrete negotiation problems, SAW requires assigning rating
points to each element of the negotiation template assuming that more preferable issues
and options obtain higher ratings. A SAW-based negotiation offer scoring system
allows to evaluate any offer built with the options defined within the template by
adding up the ratings of these options.

Even though SAW seems easy, intuitive and technically uncomplicated, there is
some empirical evidence of its drawbacks and of problems with using SAW-based
scoring systems. Interestingly, it has been observed [10] that a majority (57 %) of
decision makers, when given a choice of the method for defining their preferences,
express them qualitatively using linguistic or descriptive labels. If quantitative scores
are used, they are usually of ordinal nature. Thus, it should not be surprising that some
earlier electronic negotiation experiments showed that negotiators do not precisely
know how to interpret SAW-based ratings and therefore misuse the scoring sys-
tems and incorrectly interpret the final scores of offers [17]. Furthermore, laboratory
experiments performed with groups of students of economics asked to rank the
negotiation offers and to compare them with other predefined rankings determined
automatically by means of various versions of SAW, revealed many problems with
comparing and selecting the predefined ranking that best fits the students’ intrinsic
preferences [11]. Most frequently, the negotiators evaluated as more useful (better) a
predefined ranking that differed more from their own subjectively defined one. These
are, however, interpretative problems that can be reduced or alleviated, as we believe,
by implementing appropriate visualization techniques and tools [2].

In this paper we focus on the prenegotiation process of building a negotiation offer
scoring system by means of SAW to find out whether the negotiators are able to
construct systems that reflect their preferences in an accurate and reliable way. In our
research we analyze a dataset of electronic negotiation experiments conducted in the
Inspire system, with a predefined multi-issue bilateral business negotiation case. We
study the ability of the negotiators to transform correctly the preferential information
included in the case description into a system of ratings to be used later to evaluate
complete packages exchanged by the parties during the actual negotiation. We measure
the scale of potential inaccuracy in determining the negotiation offer scoring systems.
Inspired by earlier research by Vetschera [15], we use a negotiation case with precise
graphical information about the parties’ preferences and therefore are able to introduce
two separate measures of accuracy: a more general ordinal accuracy and a detailed
cardinal accuracy measure. Finally we analyze the influence of the negotiators’ cor-
rectness in defining the scoring systems on the negotiation results obtained as well as
the difference between the objective quality of such compromises and the subjective
perception of their quality resulting from inaccurate rating systems.

The paper consists of four more sections. In Sect. 2 we describe briefly the Inspire
system and its protocol for defining the negotiators’ preferences, as well as the case
used in our experiment including details of the preference representation used. In
Sect. 3 we discuss two notions of accuracy of preference definition that we use to
measure the quality of the scoring systems built by the negotiators. In Sect. 4 we
analyze the experimental results, while in Sect. 5 some future work is suggested.
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2 Inspire

2.1 The System and Its General Functionalities

Inspire [5] is an eNS that supports bilateral negotiations conducted via the Web. It has
been used for teaching and training, simulations and research in negotiations since the
late 1990s. Data from the Inspire experiments have been widely used by a number
of researchers investigating, among other things, cross-cultural aspects of electronic
negotiations [7], the process of strategy formulation and communication [17], nego-
tiators’ behavior and motivations [6]; and decision aspects of negotiations [15].

Inspire supports negotiators throughout the whole negotiation process; however, for
our experiment the most important are its decision support facilities implemented in the
prenegotiation phase. As regards decision support Inspire offers a SAW-based tool that
helps negotiators to analyze their preferences and set up priorities regarding different
elements of the negotiation template. This tool is implemented as an element of the
prenegotiation preparation check-list imposed on the users by the Inspire protocol. The
process of building a negotiation offer scoring system consists of three steps which
follow the general SAW requirements [4]. In the first stage a pool of 100 rating points
is distributed among all the negotiation issues to define their weights. In the second
stage the negotiator rates the options within each issue assigning the maximum score,
equal to the issue weight, to the best (most preferred) option, and 0 to the least preferred
one. All the intermediate options obtain scores greater than 0 but lower than the issue
weight. In the third stage Inspire displays a list of selected complete packages with
global scores determined as the sums of the ratings of options that comprise these
packages. If the user changes the global scores of selected packages, Inspire, by
applying elements of conjoint analysis [1], recalculates the ratings of issues and options
in the initial scoring system.

2.2 The Negotiation Case and the Preferential Information

Various negotiation cases may be used for experiments with Inspire. In our experiment
a Mosico-Fado bilateral negotiation case was implemented, in which a musician and a
broadcasting company discuss the terms of a potential contract. In this case the
negotiation template is defined by means of four issues, each with a predefined list of
salient options, which allows to build 240 various offers (see Table 1).

In the Mosico-Fado case each negotiator, representing either the musician or the
broadcasting company, is provided with private information containing a detailed

Table 1. Mosico-Fado negotiation template.

Issues to negotiate Issue options

Number of new songs (introduced and performed each year) 11; 12; 13; 14 or 15 songs
Royalties for CDs (in percent) 1.5; 2; 2.5 or 3 %
Contract signing bonus (in dollars) $125,000; $150,000; $200,000
Number of promotional concerts (per year) 5; 6; 7 or 8 concerts
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description of their preferences that should be used in building a negotiation offer
scoring system. The structure of preferences of the parties is described both verbally
and graphically. An example of preference description is presented in Fig. 1.

As noted in the case description, the graphical representation of the preferences was
elaborated by the negotiating parties and accepted by their supervisors. The circle sizes
indicate the importance of each issue and option. However, what was also emphasized in
private information, the circles were drawn casually, so their radiuses do not necessarily
reflect the preferences very precisely and accurately. Note that in the description of the
circles mention was made of both the circle sizes (areas) and their radiuses, which may
be confusing, since this indicates different reference points in the process of building a
formal scoring system of offers. Complete graphical information about the preferences
of both parties is presented in Appendix.

3 Measuring the Accuracy of the Negotiation
Offer Scoring Systems

Inspire does not verify the correctness or accuracy of the scoring systems built indi-
vidually by the negotiators; it allows them to rate the issues and options at their own
discretion and according to their own understanding and interpretation of verbal and
graphical preference information. Thus, a fundamental research question arises: if and
to what extent the negotiators adhere to the preference description while building their
SAW-based negotiation offers scoring system. The negotiators’ accuracy can be
measured with two different statistical concepts: (1) by analyzing the relationship
between the scoring system and determining the correlation coefficients; (2) by ana-
lyzing the similarities of the scoring systems and measuring the distances between the
negotiator’s own system and the reference one. The first of these approaches could
be implemented if the relationships between the rankings of full packages were to be
studied, each represented by a single frequency distribution. In our problem, each
scoring system is represented by a series of five frequency distributions (one repre-
senting issue weights and four representing option ratings within each issue) with some
elements of these distributions being strongly mutually dependent. This would require
a thorough reconsideration and modification of the correlation-based approach.

Fig. 1. Verbal and graphical representation of preferences in Inspire
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Therefore, the second approach will be applied here, which is easier to modify and
interpret in the analytical context of our problem.

3.1 Ordinal Accuracy

Before measuring the similarities of the scoring systems, basic information about
preserving the general preference information can be verified. It can be checked
whether the negotiators follow the order of preference represented by the circle sizes
for the ratings of both issues and options. This notion of agreement in defining pref-
erences will be called ordinal accuracy. Formally, if n issues (or options) A1; . . .;An

are ordered according to decreasing preferences (the circle sizes representing these
issues decrease while moving from A1 to An), the ratings uðAiÞ of the issues are
accurate if they satisfy the following condition

u A1ð Þ[ u A2ð Þ[ . . .[ u Anð Þ: ð1Þ

For instance, if the preferences regarding the negotiation issues presented in Fig. 1
are analyzed and scored, the ordinal accuracy requires that u(“Number of concerts”) > u
(“Number of songs”) > u(“Royalties for CDs”) > u(“Signing bonus”). The ordinal
accuracy index of the scoring system built by the ith negotiator can be represented as a
ratio of the number of correct rankings (ncori ), i.e., subjective rankings that are in
agreement with rankings in the reference order, to the total number (n) of all the
rankings that have to be built for the negotiation template.

OAi ¼ ncori

n
: ð2Þ

In our problem, n ¼ 5, since there is one ranking representing the importance of the
issues and four others, reflecting the orders of salient options for each issue respec-
tively. Note that ordinal accuracy can also be measured, for instance, by means of the
Kendall tau rank correlation coefficient. However, as mentioned before, this would

Fig. 2. The structure of globally ordinally accurate negotiators
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require a modification of the original formula since not every pair of elements of the
negotiation template can be compared (e.g. rankings of options of different issues
cannot be compared).

3.2 Cardinal Accuracy

By determining the global deviations (distances) between the ratings subjectively
assigned by the negotiators and the ideal ratings which follow from the corresponding
circles (areas or radiuses), cardinal accuracy of the negotiation offer scoring system
can be measured. However, the specificity of the SAW algorithm, in which the option
ratings of one issue depend on the ratings assigned previously to this issue (see
Sect. 2.1), requires a different approach to measuring cardinal accuracy for issues and
options. Cardinal inaccuracy of issue ratings (IIi) for the negotiator i is measured as a
sum of differences in ratings for each issue j with respect to the reference ideal ratings:

IIi ¼
X
j

urefj � uij

���
���; ð3Þ

where: urefj is the reference rating (radius-based or area-based) of the jth issue, and

uij is the subjective rating of the jth issue defined by the ith negotiator.
While determining the cardinal inaccuracy of option ratings we need only to verify

if the proportions of the circle sizes (radiuses) are preserved by the negotiators
regardless of the rating of the issue under consideration. This way we will avoid
double-counting of the deviations resulting from the issue ratings incorrectly assigned.
Thus, we will determine the normalized reference ratings for options of each issue
separately (�urefjk ) and compare them with the normalized subjective ratings (�uijk) of the
negotiator to determine the normalized deviations. The normalized deviation for each
option will be multiplied by the reference issue rating (urefj ) resulting in the option
inaccuracy rate. Formally, cardinal inaccuracy of option ratings of the jth issue for the
ith negotiator can be measured by the following formula:

OIij ¼ urefj :
X

K¼1;::;Nj
�urefjk � �uijk

���
���; ð4Þ

where Nj is the number of options of the issue j.
A simple example of measuring the inaccuracy of option ratings assigned by a

representative of Fado for the issue of the number of concerts is presented in Table 2.

The normalized deviations �urefjk � �uijk

���
��� are then aggregated according to formula (4) and

the ordinal inaccuracy index is determined as OI ¼ 32: 0þ 0:2þ 0:37þ 0ð Þ ¼ 18:24:
To determine the global cardinal inaccuracy rate for the whole scoring system of

the i-th negotiator, the issue inaccuracy rate and the option inaccuracy rates for all
issues need to be aggregated:
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CIi ¼ IIi þ
X
j

OIij: ð5Þ

4 Online Experiment and Results

We analyzed the results of a negotiation experiment conducted in Inspire in the spring
of 2014. The participants of this experiment were 378 students from Poland, Austria,
China, Taiwan, Great Britain, Ukraine and Canada, paired into 189 active instances.
Once the incomplete records had been eliminated, 176 representatives of the Mosico
party and 174 representatives of the Fado party have been considered to analyze the
accuracy of building a negotiation offer scoring system and its impact on the negoti-
ation outcome.

4.1 Ordinal Accuracy in Building the Scoring Systems

Analyzing the Inspire’s dataset we were surprised to find that 52 representatives of the
Mosico party (32 %) and as many as 114 of the Fado party (66 %) party were
inaccurate from the viewpoint of ordinal inaccuracy (OA\1). Such a high percentage
of inaccurate Fados may be caused by the peculiar structure of preferences defined for
their party, with the first two issues equally important and represented by circles of the
same size. However, due to some optical illusions (see [14] ), for some of them those
two circles might have looked different. Therefore we eliminated from the list of
inaccurate Fados those who claimed that the number of concerts is more important than
the number of songs (and vice versa), but by no more than 5 rating points, and were
accurate for other issues. This still left as many as 81 of them (46 %) inaccurate. The
situation looked similar if ordinal inaccuracy was determined for the ratings of options
within each negotiation issue (see Table 3). It is surprising that Mosicos, who were
more accurate in defining the issue ratings, are now more inaccurate than Fados in
building their individual option ratings for the successive issues.

Based on the information regarding the inaccuracy of the issue and option ratings,
we determined the global ordinal accuracy index according to formula (2). Thus, we
counted for each negotiator the number of accurate rankings out of five different
rankings they were ask to build. The results, determined separately for the Mosico and
Fado parties, are shown in Fig. 2.

Table 2. Normalized inaccuracy rates for option ratings.

Options Reference
ratings

Normalized
reference ratings

User
ratings

Normalized
user ratings

Normalized
deviation

5 32 1.00 17 1.00 0.00
6 25 0.78 10 0.58 0.20
7 21 0.66 5 0.29 0.37
8 0 0.00 0 0.00 0.00

Inaccuracy in Defining Preferences by the Electronic Negotiation System Users 137



Even though the percentage of fully inaccurate negotiators is the same for the
Mosico and Fado parties, the numbers of fully accurate ones differ significantly. In the
Mosico group there were 69 negotiators (39 %) who built their negotiation offer scoring
systems preserving the ordinal preferential information for both issue and option ratings
(OA ¼ 1). Among Fado’s representatives the group of fully accurate negotiators was
17 pp smaller than among the Mosico’s ones. These relatively small percentages of
accurate negotiators are intriguing and thought-provoking, since we did not expect the
negotiators to map the preferential information into the system of ratings precisely, but
only to follow the order of preferences visualized by the circle sizes. This did not
require any sophisticated calculations or analysis but only a thorough glance.

4.2 Cardinal Accuracy in Building the Scoring Systems

Next we analyzed the negotiators’ scale of cardinal accuracy of issue ratings using
formula (3). We used two reference ratings: area-based and radius-based (see Appen-
dix). When analyzing the cardinal inaccuracy of issue ratings for ordinally accurate and
inaccurate negotiators we found that the results differ depending on the reference rating
used (see Table 4).

No matter which reference rating is applied, the representatives of the Fado party
who are ordinally accurate are, on average, more cardinally accurate than the ordinally
inaccurate ones. The same margin of five rating points in differences between the scores
of the first two issues was applied, as in the ordinal accuracy analysis. However, Fados
seem to refer to radiuses rather than the areas of circles. For the Mosicos, there is no
significant difference in cardinal inaccuracy if a radius-based reference system is used
(p ¼ 0:091). However, the ordinally accurate Mosicos seemed focused more on circle
sizes (areas) than on radiuses. If we compare them with ordinally inaccurate Mosicos,

Table 3. Ordinal accuracy in option ratings.

Party Number (%) of inaccurate negotiators while defining option ratings
for issue of:
No. of concerts No. of songs Royalties for CDs Contract bonus

Moscio 43 (24 %) 57 (32 %) 64 (36 %) 56 (32 %)
Fado 39 (22 %) 40 (23 %) 49 (28 %) 37 (21 %)

Table 4. Mosicos’ and Fados’ cardinal inaccuracy for issue ratings (II).

Group
of the negotiators

Mosico’s average
cardinal inaccuracy

Fado’s average
cardinal inaccuracy

Radius-based Area-based Radius-based Area-based

Ordinally accurate 29.37 15.10 19.824 22.122
Ordinally inaccurate 33.80 35.66 24.790 31.930
p (one-tailed test) 0.091 0.000 0.026 0.000
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the difference in the cardinal accuracy is significant (p ¼ 0:000). Comparing the
Mosicos and the Fados, applying the same notion of ordinal accuracy, we see that the
Mosicos are cardinally more accurate than the Fados.

Next, based on formula (5), we determined the global cardinal inaccuracy rates for
Mosicos and Fados in our experiments (see Table 5). The CI rates prove once again that
the ordinally accurate negotiators are also far more cardinally accurate (for both refer-
ence ratings the differences are statistically significant for p ¼ 0:000) than those who did
not preserve even the order of preferences. Therefore we can reject the conjecture
formulated at the beginning of Sect. 4.2, that the ordinally inaccurate negotiators might
have built rating systems that are relatively close to the reference ones (ideally accurate).

4.3 Accuracy of Scoring Systems and the Negotiation Outcomes

Knowing the scale of negotiators’ inaccuracy in defining the scoring systems we aimed
at verifying its potential impact on the negotiation agreement. The inaccurate negoti-
ators, if they rely on their incorrect scoring systems, may have a false impression of the
negotiation reality, may interpret the negotiation progress and concessions incorrectly
and, consequently, may accept mediocre or weak agreements. Therefore we analyzed
the percentage of agreements reached by accurate and inaccurate negotiators and scored
the agreements reached using the negotiators’ subjective scoring systems as well as the
reference ones. The results for Mosicos and Fados are presented in Tables 6 and 7,
respectively.

Table 5. Mosicos’ and Fados’ global cardinal inaccuracy (CI).

Group
of the negotiators

Mosico’s average
cardinal inaccuracy

Fado’s average
cardinal inaccuracy

Radius-based Area-based Radius-based Area-based

Ordinally accurate 58.539 47.093 43.556 52.179
Ordinally inaccurate 111.869 103.020 74.070 84.663
p (one-tailed test) 0.000 0.000 0.000 0.000

Table 6. Rates of agreements reached by the Mosico group.

Group of the
negotiators

Agreements
reached (%)

Average rating of an agreement for
Individual

SS
Radius-based

SS
Area-based

SS
Significance

Ordinally
accurate

83 % 78.0 75.8 75.5 ISS-to-RSS:
p = 0.301

ISS-to-ASS:
p = 0.211

Ordinally
inaccurate

80 % 77.7 72.9 72.0 ISS-to-RSS:
p = 0.033

ISS-to-ASS:
p = 0.010

p (for one-tailed test) 0.973 0.151 0.086
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In the Mosico group, if the results of accurate and inaccurate negotiators are
compared within each type of the scoring system (individual, radius-based and area-
based), no significant differences are observed. However, from the viewpoint of the
external observer, both the accurate and inaccurate Mosicos reached agreements of
similar quality. On the other hand, if we compare the outcomes for accurate and
inaccurate Mosicos separately, we will see that the accurate negotiators, by relying on
their accurate scoring system, had a correct perception of reality and were able to
interpret the negotiation progress and history correctly. The differences in the ratings of
agreements between the individual, radius- and area-based scoring systems are not
significant. Yet, the inaccurate Mosicos had, on average, a false impression of their
efficiency and of the quality of their performance. They thought they had reached quite
profitable agreements (77.7 rating points on average), while objectively their agree-
ments were significantly worse, i.e. 72.9 if measured by the radius-based scoring
system, and 72.0, if by the area-based one. We may presume that they may similarly
incorrectly interpret the whole negotiation process. The question is: if they had known
the real value of the offers submitted and the potential agreement, would they have
negotiated differently and obtained better results?

The situation is a little more evident if we analyze the results for the Fado
group. Here, from the viewpoint of the external observer, the results obtained by the
negotiators are objectively worse in the group of the inaccurate negotiators than in
the group of the accurate ones (81.3 vs. 76.5 for the radius-based and 79.9 vs. 74.9 for
the area-based scoring systems). Similarly, the inaccurate Fados interpreted their
agreements to be significantly better (80.8 on average) than they actually were, when
scored by means of the reference ratings (76.5 and 74.9 respectively).

5 Conclusions and Future Work

In our research we tried to check whether the negotiators build their negotiation offer
scoring systems in accordance with their intrinsic preferences (or the ones that were
imposed on them). We realized that in a vast majority of situations SAW-based scoring

Table 7. Rates of agreements reached by the Fado group.

Group
of the
negotiators

Agreements
reached (%)

Average rating of an agreement for
Individual
SS

Radius-based
SS

Area-based
SS

Significance

Ordinally
accurate

81 % 82.9 81.3 79.9 ISS-to-RSS:
p = 0.158

ISS-to-ASS:
p = 0.012

Ordinally
inaccurate

85 % 80.8 76.5 74.9 ISS-to-RSS:
p = 0.028

ISS-to-ASS:
p = 0.001

p (for one-tailed test) 0.192 0.000 0.000

140 E. Roszkowska and T. Wachowicz



systems are inaccurate and give the negotiators a false perception of the negotiation
progress and of the results they obtain. Unfortunately, we are not able to answer
unambiguously the question: what (if anything) would have changed in the negotiation
style, concession strategy or the results if the inaccurate negotiators had built their
scoring system correctly and had had a correct perception of the negotiation situation
throughout the whole negotiation process. The results obtained for the Mosico and
Fado groups (see Tables 6 and 7) are ambiguous, and confirm that the accurate Fados
performed significantly better, while Mosicos’ results are even better, but are not
confirmed by statistical significance tests.

There is, however, another question that was not answered here, mainly due to the
lack of adequate data, and which is of a more fundamental nature: what is the cause for
building such inaccurate scoring systems and how to help the negotiators to avoid
making errors in rating the issues and options. To answer the first question, in-depth
research is required that will examine the occurrence of a syndrome of fast thinking and
various heuristics [3] in the analytical process of building negotiation offers scoring
systems. It will also require experimenting with different methods of visualizing the
preferences (e.g. using bars instead of circles) and different algorithms for eliciting the
negotiators’ preferences. Hence, our future research will consist in designing and
performing new electronic negotiation experiments investigating in detail the causes of
inconsistencies in the preference elicitation processes in electronic negotiations and
producing prescriptive conclusions on the methodological solutions that would elimi-
nate potential behavioral and technical errors made by the negotiators or caused by the
support algorithm of too high cognitive demand.
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Abstract. This paper presents a Z-PROMETHEE with Z-numbers as a new
representation of vague information for a facility location selection (FLS) problem.
The selection of a facility location, which is a kind of a multi-criteria decision
making (MCDM) problem, should be considered from a strategic point of view. In a
real-world situation, MCDM problems are generally under uncertainty. In order to
overcome such a problem, fuzzy sets can be applied with the PROMETHEE to
allow experts to combine inadequate information into the decision method. How-
ever, the fuzzy PROMETHEE also has some defects. The main problem is that the
certainty of information is not taking into account. For explanation of real-life
information, fuzziness and degree of the certainty of information are indispensable.
In the proposed method, Z-numbers are used to evaluate the weights of the criteria.
Hence, in comparison with the fuzzy model, the PROMETHEE with a Z-number
(i.e., Z-PROMETHEE) can symbolize real life problems more realistically.

Keywords: PROMETHEE � Fuzzy set theory � MCDM � Facility location
selection

1 Introduction

Facility location selection (FLS) is one of the most significant decisions at the strategic
management level [28]. Various factors should be considered in the location selection
process [13, 28]. According to Chou et al. [11], these factors can be categorized into
three groups: (1) critical factors (e.g., accessibility of utilities) decide whether an option
is checked for more assessment, (2) objective factors (e.g., investment costs) are
defined in quantitative values, and (3) subjective factors (e.g., political stability) are
qualitative. As a result, the essence of facility location selection is a multi-criteria
decision making (MCDM) problem, which includes qualitative and quantitative fac-
tors. Most of these factors can be evaluated by human judgment. Hence, facility
location selection processes involve the ambiguity inherent in linguistic terms [11].
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The theory of fuzzy sets developed by Zadeh [36] is used to model uncertainty in
decision making models happening owing to lack of perfect information. Liang and
Wang [25] proposed a fuzzy multi-criteria decision making (FMCDM) approach for
facility site selection, on the basis of fuzzy set theory and hierarchical structure anal-
ysis. Chu [12] developed a fuzzy TOPSIS under group decisions to solve the FLS
problem. Kahraman et al. [19] applied four fuzzy multi-attribute group decision making
methods for selection of facility locations. Yong [35] developed a new fuzzy TOPSIS
for selecting a plant location under linguistic terms. Ertuğrul and Karakaşoğlu [13]
presented a comparison of AHP and TOPSIS for FLS under a fuzzy environment in a
textile company.

Several approaches have been proposed for MCDM problems. There are no better
methods and different MCDM approaches may give contradictory results when used to
the same problem [17, 26]. Voogd [32] explained that at least 40 % of the time, each
method generated a different outcome from any other approach. Among various
approaches of MCDM, the PROMETHEE (Preference Ranking Organization METhod
for Enrichment Evaluation) is appreciably appropriate for ranking applications.
PROMETEE was introduced by Brans [4] and more developed by Vincke and Brans
[31]. Al-Shemmeri et al. [2] illustrated that PROMETHEE is a little easier than
ELECTRE to apply. Furthermore, Brans et al. [6] showed PROMETHEE is more
stable than ELECTRE III. Goumas and Lygerou [15] explained that PROMETHEE is a
reasonably easy ranking approach in idea and use compared with the other MCDM
techniques. The achievement of this method in several applications is attributed to firm
mathematical properties and simplicity [5]. However, a key drawback of the PROM-
ETHEE, like other conventional MCDM approaches, is the need for accurate mea-
surement of the performance values and criteria weights [33].

The criteria weights in real-life applications are frequently imprecise and sub-
jective. The PROMETHEE does not offer a detailed strategy for determining these
weights. Various techniques can be employed to establish the weights (e.g., fuzzy
AHP, entropy analysis and Z-numbers) [29].

Incorporation of fuzzy sets and the PROMETHEE was primarily introduced by Le
Teno and Mareschal [23]. Goumas and Lygerou [15] extended the fuzzy PROM-
ETHEE to consider fuzzy inputs (performance of the alternative) and crisp weights for
the ranking of alternative energy utilization projects. Geldermann et al. [14] applied
fuzzy preference and fuzzy weights to gain fuzzy scores. They used trapezoidal fuzzy
numbers to symbolize the ambiguities in iron and steel industry. Other fuzzy
PROMETHEE are studied [7, 9, 10, 16, 18, 22, 24, 30, 34].

Although, during the last decades, conventional fuzzy set has been broadly used in
the different fields and a lot of fruits have been attained [21], however, fuzzy sets face
with the fundamental limitation. According to Aliev et al. [1], when dealing with real
life information, it is not satisfactory to take into consideration only uncertainty.
Another critical property of information is its level of reliability. In order to take into
account this reality, Zadeh [38] introduced the idea of a Z-number as a more efficient
notion for explanation of real world information. Kang et al. [21] suggested a new
MCDM approach on the basis of Z-number to cope with linguistic terms. Azadeh et al.
[3] proposed a novel AHP on the basis of Z-number. The key problem that occurs in
processing Z-numbers-based method is computation with Z-numbers. According to
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Zadeh [38], problem involving calculation with Z-numbers is straightforward to state
but very complicated to solve. Kang et al. [20] proposed an efficient technique for
transforming a Z-number into a fuzzy number based on a fuzzy expectation. In this
paper, we extend PROMETHEE under a fuzzy environment to solve MCDM problems
in which the criteria weights are Z-numbers, which can be transformed into traditional
fuzzy numbers on the base of fuzzy expectation [20]. It is essential to state that
transforming Z-numbers into conventional fuzzy numbers leads to loss of information.
However, According to Aliev et al. [1] the key benefit of this method is low compu-
tational complexity, which allows for an extensive range of its use.

The rest of this study is ordered as follows. Section 2 contains the basic definitions
are applied in the remaining parts of this study. Section 3 concentrates on the proposed
approach. Section 4 provides an instance for illustrating the applicability of the pro-
posed method. Section 5 presents conclusions.

2 Preliminaries

In this section, various fundamental definitions of a fuzzy set theory and the PROM-
ETHEE are reviewed.

2.1 Fuzzy Set Theory

A fuzzy set is characterized with a membership function, which allocates to each
element a degree of membership ranging between zero and one [27].

Definition 1 (Linguistic Variables): A linguistic variable is a variable whose values
are linguistic term i.e., word or sentence [37]. These linguistic values can be repre-
sented by fuzzy numbers (see Table 1). In FMCDM problems, the ratings and weights
of the criteria are expressed in linguistic variables and then transformed into triangular
fuzzy numbers.

Definition 2 (Z- number): The Z-number is a new fuzzy concept, relates to the topic of
certainty of information. A Z-number has two components, Z ¼ ðA;BÞ; used to explain
a value of a random variable X, where A is an estimation of a value of X and B is a
measure of confidence of A [38]. For example, suppose a researcher gives the pre-
diction of a condition of economy as follows [1]: Prediction of a condition of economy

Table 1. Linguistic terms and their corresponding triangular fuzzy numbers

Triangle fuzzy numbers Ratings of alternatives

(0,0,0.25) Worst
(0,0.25,0.5) Poor
(0.25,0.5,0.75) Fair
(0.5,0.75,1) Good
(0.75,1,1) Best
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for the next year = (sturdy growth, sure). This forecast can be expressed as a Z-number
evaluation, where X is the variable state of economy, A is a fuzzy number applied to
explain the constraint “sturdy growth” and B is a fuzzy number to describe the degree
of certainty of A.

In this paper, A is a triangular fuzzy number and B is a linguistic terms (Table 2).

2.2 PROMETHEE and Fuzzy PROMETHEE

The fuzzy PROMETHEE is a mixture of the fuzzy logic and PROMETHEE, which is
more applicable. The fuzzy PROMETHEE [10, 33] consists of the following steps.

Step 1: Determine alternatives, criteria and establish a group of experts. Assume
n decision-makers (experts), m alternatives (options) and k criteria (factors).

Step 2: Characterize linguistic terms and their corresponding triangular fuzzy number.
Linguistic values were applied to assess the criteria weights and performance ratings
(see Tables 1 and 2).

Step 3: Aggregate expert’s valuations. A result is concluded by aggregating the fuzzy
criteria weights and fuzzy rating of alternatives (1). The preferences of experts of the
alternative i under the criterion j can be calculated using (2).

~wj ¼ 1
n

Xn
e¼1

~we
j

" #
¼ 1

n
~w1
j þ ~w2

j þ . . .þ ~wn
j

h i
ð1Þ

~xij ¼ 1
n

Xn
e¼1

~xeij

" #
¼ 1

n
~x1ij þ ~x2ij þ . . .þ ~xnij
h i

ð2Þ

Step 4: Make a fuzzy decision matrix and calculate the average fuzzy weight of
criterion, where ~xij indicates the rating of the alternative i under the criterion j and ~wj is
the weight of the criterion j.

Table 2. Fuzzy numbers for each linguistic term

Criteria weights Triangle fuzzy numbers

Very low (VL) (0,0,0.25)
Low (L) (0,0.25,0.5)
Medium (M) (0.25,0.5,0.75)
High (H) (0.5,0.75,1)
Very high (VH) (0.75,1,1)
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Step 5: Create the fuzzy preference function. Suppose A be a collection of alternatives.
a and b are two alternatives of A. Preference function ~Pjða; bÞ can be determined as
follows:

~Pjða; bÞ ¼ 0 ;~xaj �~xbj
~xaj � ~xbj ;~xaj [~xbj

�
j ¼ 1; 2; . . .; k ð4Þ

where ~Pjða; bÞ means the outranking severity that a is premier to b.
A preference function ~Pjða; bÞ is a function of the discrepancy between the ratings

of two alternatives for every criterion. See to [5, 6] for more details. The following
preference function is applied here:

~xaj [~xbj , aPb
~xaj ¼ ~xbj , ~xajI~xbj

�
ð5Þ

Step 6: Determine the multi-criteria preference index to choose the rate of the out-
ranking relation. This index ~pða; bÞ is calculated by:

~pða; bÞ ¼

Pk
j¼1

½~wj~Pjða; bÞ�

Pk
j¼1

½~wj�
ð6Þ

Step 7: Compute the flow to preorder the options. Fuzzy PROMETHEE I: show a
number of alternatives, which are incapable to compare together using partial preorder.
The leaving flow is as follows:

~/þðaÞ ¼
X
y 6¼a

~pða; yÞ; 8a; y 2 A ð7Þ

where ~/þðaÞ demonstrates the sum of preference that a is better another options. The
entering flow is as follows:

~/�ðaÞ ¼
X
y 6¼a

~pða; yÞ; 8a; y 2 A ð8Þ
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where ~/�ðaÞ demonstrates the sum of preference that other options are superior
to a. The further the leaving flow and the smaller the entering flow, the superior the
alternative.

This stage applies the maximize set and minimize set [8] to defuzzification.
Maximize set R ¼ fðx; fRðxÞÞ x 2 Rgj and

fLðxÞ ¼
x�x2
x1�x2

x1 � x� x2
0 otherwise

�
ð10Þ

Right Utility

URð~/þðiÞÞ ¼ supðf~/þðiÞðxÞ ^ fRðxÞÞ ð11Þ

Left Utility

ULð~/þðiÞÞ ¼ supðf~/þðiÞðxÞ ^ fLðxÞÞ ð12Þ

Total preference rate is as follows:

UTð~/þðiÞÞ ¼ ~/þðiÞ ¼ URð~/þðiÞÞ þ 1� ULð~/þðiÞÞ
2

i ¼ 1; 2; . . .;m ð13Þ

The preference relation and the partial preorder ðPðIÞ; IðIÞ;RÞ as follows:

aPþb :
P iff/þðaÞ[/þðbÞ; 8a; b 2 A
I iff/þðaÞ ¼ /þðbÞ; 8a; b 2 A

�

aP�b :
P iff/�ðaÞ[/�ðbÞ; 8a; b 2 A
I iff/�ðaÞ ¼ /�ðbÞ; 8a; b 2 A

� ð14Þ

According to (14), we find the outranking relation and the partial preorder as
follows:

Fuzzy PROMETHEE II: order all options by using the full preorder. This method
ranks alternatives by their net flows. The net flow is calculated using the following
equations.
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/ðaÞ ¼ /þðaÞ � /�ðaÞ; 8a 2 A ð16Þ

A higher value shows a higher suitability of alternative. The preference relation is
calculated as follows:

aPðIIÞb ða outranks bÞ iff/ðaÞ[/ðbÞ; 8a; b 2 A
aPðIIÞb ða is indifferent to bÞ iff/ðaÞ ¼ /ðbÞ; 8a; b 2 A

�
ð17Þ

Step 8: Make a value outranking diagram to estimate the preference rank of each
option.

3 Proposed Method

In this work, we extend the PROMETHEE to solve MCDM problem with Z-numbers.
In our approach, we initially organize a committee of decision makers and establish our
criteria and alternatives. Then by Z-numbers, we determine the weights of criteria.
After that, a technique of transforming a Z-number into a traditional fuzzy number is
used. The rating of each alternative is articulated in triangular fuzzy numbers. After
that, we used these fuzzy values in the fuzzy PROMETHEE. According to Z-numbers
and PROMETHEE, Z-PROMETHEE can be described as follows:

Step 1: Specify the factors that are the most considerable for the experts.

Step 2: Assign the criteria weights by applying Z-numbers. This step involves
appropriation of Z-numbers to the criteria weights by the decision maker. The level of
reliability (~B) is prepared from Table 2. After that, a technique for transmuting a Z-
number into a classical fuzzy number is used.

Kang et al. [20] presented an efficient approach of turning a Z-number into a fuzzy
number on the base of the fuzzy expectation. This procedure is given as follows:

Step 2.1: Change the reliability ð~BÞ into a crisp value. This computation is made by:

a ¼
R
xl~BðxÞdxR
l~BðxÞdx

ð18Þ

As mentioned earlier, triangular fuzzy number is applied in this paper to state the
degree of reliability. When ~B ¼ ðb1; b2; b3Þ, the above formula becomes as follows:

a ¼ b1 þ b2 þ b3
3

ð19Þ

Step 2.2: Add the weight of the certainty ð~BÞ to the constraintð~AÞ. Weighted Z-number
can be explained by:
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~Za ¼ ðx; l~Aa

� Þ l~Aa ¼ al~AðxÞ; x 2 ½0; 1�g�� ð20Þ

Step 2.3: Transform the weighted Z-number into a fuzzy number by multiplying
ffiffiffi
a

p
by:

~Z 0 ¼ ffiffiffi
a

p � ~Aa ¼ ð ffiffiffi
a

p � a;
ffiffiffi
a

p � b;
ffiffiffi
a

p � c;
ffiffiffi
a

p � dÞ ð21Þ

The proofs of these theorems are omitted [20]. After this alteration, the Z-number
model can be changed to the standard fuzzy form.

Step 3: Assign the suitable fuzzy numbers or linguistic terms for the rating of each
alternative.

Step 4: Conducting fuzzy PROMETHEE to attain the final ordering results.

4 Numerical Example

In this part, we give an example to show how the proposed method can be used. This
example is taken from [10, 33]. A firm desires to choose an appropriate location for
establishing a new facility. The assessment is done by a group of four decision-makers.
After introductory screening, four candidates stay for more assessment. This firm
considers seven factors to select the most correct option. The committee used Z-
numbers to rate the weight of each criterion. A is a triangular fuzzy number and B is
stated by linguistic terms (Table 2). The result is shown in Table 3. The information in
this table should be converted into a triangular fuzzy number in order to make com-
putation possible. Table 4 demonstrates the outcomes of conversion according to [20].
Note that from this step, the results of [10] and [33] are exactly repeated.

The committee applied linguistic terms (Table 1) to rate the four alternatives. The
results are shown in Table 5. According to (2), the fuzzy preference function can be
worked out. See an example shown in Table 6. After that, we can find the multi-criteria
preference index ~pða; bÞ. The result is shown in Table 7.

Table 3. Weight of each criteria using the Z-number

D1 D2 D3 D4

C1 ((0.86,1.15,1.15),H) ((0.86,1.15,1.15),H) ((0.707,1.06,1.41),M) ((0.57,0.866,1.15),H)
C2 ((0.522,0.783,1.04),VH) ((1.06,1.41,1.41),M) ((0.288,0.577,0.866),H) ((0.577,0.866,1.15,)H)
C3 ((0.866,1.154,1.154),H) ((0.866,1.154,1.154),H) ((0.577,0.866,1.54),H) ((0.707,1.06,1.414),M)
C4 ((1.06,1.414,1.414),M) ((0.86,1.154,1.154),H) ((0.522,0.783,1.04),VH) ((0.866,1.154,1.154),H)
C5 ((0.866,1.154,1.154),H) ((0.783,1.044,1.044),VH) ((0.577,0.866,1.154)),H) ((1.5,2,2),L)
C6 ((0.707,1.06,1.414),M) ((1,1.5,2),L) ((0261,0.522,0.783),VH) ((0.577,0.866,1.154),H)
C7 ((0.866,1.154,1.154),H) ((0.522,0.783,1.044),VH) ((0,0.288,0.577),H) ((0.5,1,1.5),L)
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Table 4. Transformation from Z-numbers into fuzzy numbers

D1 D2 D3 D4

C1 (0.75,1,1) (0.75,1,1) (0.5,0.75,1) (0.5,0.75,1)
C2 (0.5,0.75,1) (0.75,1,1) (0.25,0.5,0.75) (0.5,0.75,1)
C3 (0.75,1,1) (0.75,1,1) (0.5,0.75,1) (0.5,0.75,1)
C4 (0.75,1,1) (0.75,1,1) (0.5,0.75,1) (0.75,1,1)
C5 (0.75,1,1) (0.75,1,1) (0.5,0.75,1) (0.75,1,1)
C6 (0.5,0.75,1) (0.5,0.75,1) (0.25,0.5,0.75) (0.5,0.75,1)
C7 (0.75,1,1) (0.5,0.75,1) (0.00,0.25,0. 5) (0.25,0.5,0.75)

Table 5. Rating of alternatives [10]

Criteria Supplier Decision makers
D1 D2 D3 D4

C1 A1 G G F F
A2 G G G F
A3 F F F G
A4 F F F F

C2 A1 G G G G
A2 G G G G
A3 F G F F
A4 F G F F

C3 A1 G G G G
A2 G B G G
A3 F F F F
A4 F F F F

C4 A1 G F F F
A2 F G G G
A3 F F F F
A4 F F F F

C5 A1 G G G F
A2 F G G G
A3 F F F F
A4 F F F F

C6 A1 G F F G
A2 F G F F
A3 F F F F
A4 F F F F

C7 A1 G G G G
A2 F G F G
A3 P F F F
A4 P F F F
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According to (5) and (6), the fuzzy leaving flow and fuzzy entering flow are
calculated. The next stage is the defuzzification. According to Table 8, A2 is recognized
as the best option. As shown here, the results generated are similar to [10] results. Note
that this case is used just to explain the computational process of the proposed method
and such a comparison may be worthless (Table 8).

5 Conclusion

Selecting the proper facility location from a set of alternatives has been an intricate
multi-criteria problem and several quantitative and qualitative factors should have been
considered during this process. Due to the fact that determining the crisp values of the
attributes is very difficult, it is more realistic to consider them as Z-numbers. In this
paper, a new PROMETHEE with a Z-number called Z-PROMETHEE has been pro-
posed to solve the facility location selection (FLS) problem by using Z-numbers to
extend the traditional PROMETHEE. For explanation of real-life information,

Table 6. Fuzzy preference function [10]

~PjðA1;A2Þ ~PjðA1;A3Þ
C1 (0.250,0.750,1.25) (0.375,0.875,1.375)
C2 (0.250,0.750,1.25) (0.5,1,1.5)
C3 (0.312,0.750,1.25) (0.562,1.062,1.250)
C4 (0.187,0.750,1.25) (0.375,0.750,1.375)
C5 (0.312,0.812,1.312) (0.5,1,1.5)
C6 (0.375,0.875,1.375) (0.437,0.937,1.437)
C7 (0.437,0.937,1.437) (0.625,1.125,1.625)

Table 7. The ~pða; bÞ index [10]

a b ~pða; bÞ
A1 A2 (0.176,0.794,2.206)

A3 (0.278,0.976,2.511)
A4 (0.284,0.985,2.527)

A2 A1 (0.197,0.831,2.236)
A3 (0.292,0.994,2.518)
A4 (0.298,1.004,2.533)

Table 8. Ranking [10]

a /þðaÞ /�ðaÞ /ðaÞ Order

A1 0.436 0.365 0.07 2
A2 0.443 0.358 0.085 1
A3 0.365 0.437 –0.072 3
A4 0.36 0.441 –0.081 4
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fuzziness and degree of certainty has been indispensable. The Z-numbers not only
maintain the benefit of the fuzzy numbers, but also can handle the level of reliability of
information. In the proposed method, Z-number has been applied to state the weight of
each criterion and the criteria weights have been determined by transforming Z-number
weights into triangular fuzzy numbers on the base of fuzzy expectation. This frame-
work is very simple and flexible and can be applied in various other fields.
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Abstract. In a multi-criteria group decision analysis, numerous methods have
been developed and proposed to determine the weight of each criterion; how-
ever, the group decision methods, except AHP, have rarely considered for
obtaining the criteria weights. This study presents a new TOPSIS method based
on interval-valued hesitant fuzzy information to compute the criteria weights. In
this respect, the weight of each expert and the experts’ judgments about the
criteria weights are considered in the proposed procedure. In addition, an
application example about the location problem is provided to show the capa-
bility of the proposed weighting method. Finally, results of the proposed method
are compared with some methods from the related literature in the presented
illustrative example to show the validation of the proposed interval-valued
hesitant fuzzy TOPSIS method.

Keywords: Criteria weights � Group decision making � Interval-valued hesitant
fuzzy set � Utility degree � Individual regret

1 Introduction

In modern group decision analysis, multi-criteria group decision making (MCGDM)
problems are important part of operations research, which can rank the candidate
potential alternative regarding to experts’ judgments. One of the main factors that can
affect ranking results is the criteria weight. In some decision problems, the authors
focused on determining the criteria weights based on subjective, objective and inte-
grated methods.

The subjective methods compute the criteria weights based on preferences and
judgments of experts, such as ranking ordering method of criteria [1–3], direct rating
method [4, 5], Delphi method [6], eigenvector method [7], point allocation method
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[8, 9], linear programming of preference comparisons [10], and linear programming
techniques for multidimensional analysis of preferences [11]. In addition, the objective
methods calculate the criteria weights by utilizing the information of objective decision
matrix, such as criteria’ importance through inter-criteria correlation method [12],
entropy method [6, 12], maximizing deviation method [13, 14], and standard deviation
method [12, 15]. Thus, in integrated methods, the weight of each criterion is deter-
mined based on considering the objective decision matrix and experts’ subjective
judgments [16, 17].

In real-world, the natures of the objects have been uncertain and imprecise, because
the preferences and judgments of experts are hesitant or vague. Therefore, the criteria
of group decision-making problems in an uncertain condition should be expressed by
fuzzy values [18, 19], such as interval values [20, 21], linguistic variables [21, 22],
intuitionistic fuzzy values [23, 24], hesitant fuzzy sets [25, 26], and interval-valued
hesitant fuzzy sets [27, 28].

Fuzzy sets theory and its extensions have widely utilized in imprecise situations for
evaluating the problems in many fields, such as artificial intelligence [29], management
[30], pattern recognition [31] and group decision making [32, 33]. Hence, in fuzzy
group decision-making problems the criteria weights is an important issue to provide
the best solution. Therefore, some researchers have studied on determining the criteria
weights regarding to the uncertain environment. In this respect, Fan et al. [34] proposed
an optimization model to determine the criteria weights by according to the experts’
fuzzy judgments and objective fuzzy decision matrices. Wang and Parkan [35] pre-
sented a general multi-attribute decision making framework by considering the
objective information and subjective preferences to determine the criteria weights
under fuzzy environment. Chen and Lee [36] proposed a fuzzy AHP method regarding
to triangular fuzzy numbers for determining the criteria weights of professional con-
ference organizer.

In some complex situations, the experts have defined their preferences and judg-
ments by assigning some interval-values membership degrees for an object under a set
to decrease the uncertainty risk and margin of errors. Therefore, the interval-valued
hesitant fuzzy set (IVHFS), which first introduced by Chen et al. [27] is a powerful tool
to deal with these situations. Thus, each criterion can be defined based on IVHFS and
expressed in terms of experts’ preferences. In this case, Zhang et al. [37] proposed an
objective weighting approach by utilizing the Shannon information entropy under a
hesitant fuzzy environment. Xu and Zhang [38] developed an optimization model
regarding to the maximizing deviation method to determine the criteria weights under
hesitant fuzzy and interval-valued hesitant fuzzy-environments. They proposed a
hybridized group decision making method under some steps to specify the criteria
weighs which led to be more easy to use versus the optimization model. Beg and
Rashid [39] proposed a method to aggregate the preferences expert’s judgments among
the different criteria, in which the experts’ opinions are expressed based on the hesitant
fuzzy linguistic variables sets. Zhang et al. [40] constructed a hesitant fuzzy multiple
attribute group decision making approach based on the distance measure to avoid
the aggregation complexity of the hesitant fuzzy information. Feng et al. [41] utilized
the TOPSIS (technique for order performance by similarity to ideal solution) method to
solve the hesitant fuzzy multiple attribute decision making problems, in which the

158 R. Tavakkoli-Moghaddam et al.



weight information are completely known. The literature review shows that deter-
mining the criteria weights based on ranking methods and especially under the IVHF-
environments is still an open problem. In this paper, a hybridized group decision
making approach is proposed based on the TOPSIS method and preferences experts’
judgments about the criteria weights to determine the weight of each criterion under
hesitant fuzzy environment. In addition, a group of experts is established to assess the
problem based on the linguistic variables that indicate their subjective preferences. In
sums, some merits and advantages of this study, which provide the proposed method to
be more precise are expressed as follows: (1) Proposing a new TOPSIS method in an
interval-valued hesitant fuzzy setting; (2) a group of experts is established to evaluate
the problem by assigning their opinions by linguistic terms based on the interval-valued
hesitant fuzzy information, which converted to interval-valued hesitant fuzzy elements;
and (3) proposing a new relative closeness index to obtain the criteria weights. In
addition, the weight of experts is applied in procedure of the proposed method. The
validation of the proposed approach is obtained by comparing with other weighting
methods for determining criteria weights.

The rest of this paper organized as follows. In Sect. 2, some methods to determine
the criteria weights are explained and the interval-valued hesitant fuzzy TOPSIS
(IVHF-TOPSIS) method for estimating the criteria weights are elaborated. In Sect. 3,
an illustrative example in the selection of the best site for building a new factory
provided to show the implementation process of the proposed approach. Finally, in
Sect. 4, the paper is concluded.

2 Proposed Method

In this section, three techniques for computing the weight of criteria under the interval-
valued hesitant fuzzy environment are extended to compare the computational results
of criteria weights with the proposed approach.

2.1 Methods of Determining the Criteria Weights

In this subsection, these three approaches are considered to compute the criteria
weights. Firstly, the criteria weights can be computed based on maximizing a deviation
method introduced by Xu and Zhang [38] when the information completely unknown.
In this paper, the method is extended based on the interval-valued hesitant fuzzy
Hamming distance measure to determine the optimal weight vector as follows; let

h ¼ hLij; h
U
ij

h i
m�n

is an interval-valued hesitant fuzzy element:

wj ¼
Pm
i¼1

Pm
r¼1

1
2l

Pl
k¼1

hr kð ÞL
ij � hr kð ÞL

rj

���
���þ hr kð ÞU

ij � hr kð ÞU
rj

���
���

� �� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn
j¼1

Pm
i¼1

Pm
r¼1

1
2l

Pl
k¼1

hr kð ÞL
ij � hr kð ÞL

rj

���
���þ hr kð ÞU

ij � hr kð ÞU
rj

���
���

� �� �� �2
s ð1Þ
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w�
j ¼

wj

Pn
j¼1

wj

; j ¼ 1; 2; . . .; n ð2Þ

where the hr kð ÞL
ij ,hr kð ÞU

ij ,hr kð ÞL
rj and hr kð ÞU

rj are the kth largest value in hLij,h
U
ij ,h

L
rj and hUrj ,

respectively and also the w�
j is the normalized criteria weight vector.

Secondly, the decision makers (DMs) specify the relative importance of criteria
weights by linguistic variables that can be converted to the IVHFS and denoted

bytj ¼ lLj ; l
U
j

h i
. In this respect, the final aggregated criteria weights regarding to

DMs’ judgments are obtained by the HIVFG operator are as follows:

tj ¼ HIVFG ~h1; ~h2; . . .; ~hK
� 	 ¼ �K

k¼1
kfk~hk

� �1
K

� �

¼ [~c12~h1;~c22~h2;...;~ck2~hk
YK
j¼1

kLk c
L
k

� 	1
K ;
YK
j¼1

kUk c
U
k

� 	1
K

" #( )
ð3Þ

where the weight of each DM is represented as kfk ¼ kLk ; k
U
k


 �
and is considered in the

computational process of the criteria weights to decrease the errors.
Thirdly, the above-mentioned methods can be hybridized, and thus the following

relation for computing the criteria weights can be proposed by:

xj ¼ �tj:wj ð4Þ

�tj ¼
lLj þ lUj

2
8j ð5Þ

x�
j ¼

xj

Pn
j¼1

xj

; j ¼ 1; 2; :. . .n ð6Þ

where x�
j is the normalized criteria weight vector.

2.2 TOPSIS Method with IVHFS

In this subsection, the proposed novel TOPSIS method is introduced based on the
IVHFSs. In this respect, the DMs’ opinions about the relative importance of each
criterion are considered in process of the proposed method. Therefore, the procedure of
the proposed method is defined based on the following steps:

Step 1. Construct an interval-valued hesitant fuzzy decision matrix (IVHF-decision
matrix) for each criterion (Cj; 1,2,…,n) regarding to the possible alternatives (Ai; 1,2,
…,m) and opinions of each DM (k; 1,2,…,K).
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k1 k2 � � � kK

Gj ¼
A1

..

.
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lL11j ; l
U1
1j

h i
lL212 ; l

U2
12


 � � � � lLk1j ; l
Uk
1j

h i

..

. ..
. . .

. ..
.

lL1mj ; l
U1
mj

h i
lL2mj ; l

U2
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h i
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h i

0
BBBBB@

1
CCCCCA

m�k

8j ð7Þ

where lLkmj; l
Uk
mj

h i
is the interval-value membership degree for the m-th alternative that

expressed by the k-th expert to construct the j-th IVHF-decision matrix.

Step 2. Normalize each IVHF-decision matrix GN
j ¼ gLkij ; g

Lk
ij

h i
m�k

� �
based on the

following relations [42]:

gLkij ¼ lLkijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pm
i¼1

PK
k¼1

½ðlLkij Þ2 þ ðlUkij Þ2�
s 8i; j; k ð8Þ

gUkij ¼ lUkijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pm
i¼1

PK
k¼1

½ðlLkij Þ2 þ ðlUkij Þ2�
s 8i; j; k ð9Þ

Step 3. Determine the interval-valued hesitant fuzzy positive ideal solution matrix
(IVHF-PIS) and the interval-valued hesitant fuzzy negative ideal solution matrix
(IVHF-NIS) by regarding to normalize IVHF-decision matrix as follows:

k1 k2 � � � kK
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where the average of the group decision matrix is calculated by the following relations:
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l�Lki ¼ 1
n

Xn
j¼1

lLkij 8i; k ð12Þ

l�Uki ¼ 1
n

Xn
j¼1

lUkij 8i; k ð13Þ

l�Lk
i ¼ min

j
lLkij

n o
8i; k ð14Þ

l�Uk
i ¼ max

j
lUkij

n o
8i; k ð15Þ

Step 4. Compute the separation measure for each normalized IVHF-decision matrix
from the IVHF-PIS matrix and the IVHF-NIS matrix by using the IVHF-Euclidean
distance measure, which indicates by S�j and S�j , respectively.

S�j ¼
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Step 5. Specify the relative closeness Cj
� 	

for determining the most important criterion.

Cj ¼
d S�j ; �S

�
� �

d S�j ; �S�
� �

þ d S�j ; �S�
� � 8j ð18Þ

�S� ¼ 1
n

Xn
j¼1

S�j ð19Þ

�S� ¼ 1
n

Xn
j¼1

S�j ð20Þ

where �S� the average of S�j j ¼ 1; 2; ::; nð Þ, and also the average of S�j j ¼ 1; 2; ::; nð Þ
represented as �S�. The DM often specifies their opinion by linguistic variables, which
applied in our proposed method and established a new hybrid approach. In this respect,

the hybrid relative closeness Ch
j

� �
is defined as follows:
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where the final weight of each DM is indicated bykk ¼ kLk ; k
U
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that is computed by:
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lUkij þ lLkij
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k
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i

Pn
j
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where, the final DMs’ weights kfk

� �
is

PK
k¼1

kfk ¼ 1.

Step 6. Estimate the weight of each criterion wj according to the relative closeness.

wj ¼
Cj

Pn
j¼1

Cj

8j ð27Þ

3 Illustrative Example

In this section, an illustrative example about the location problem from the literature [28]
is considered to show the capability of the proposed method for determining the weight
of each criterion. In this respect, for showing the verification of the proposed method,
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the application example is solved under three decision approaches, and then we compare
them with our decision method. The application example is about the best site selection
for building a new factory that is established by four DMs (k = 1, 2, …, 4), three
potential alternative (A1, A2, A3) and the following six criteria: C1: Climate, Condition;
C2: Regional demand; C3: Expansion possibility; C4: Transportation availability;
C5: Labor force; and C6: Investment cost.

As represented in Tables 1 and 2, the relative importance of each hesitant fuzzy
linguistic term for rating the importance of each criteria and rating of potential alter-
natives are defined, respectively. In addition, the evaluation of alternatives expressed
by DMs’ opinions with hesitant fuzzy linguistic terms that shown in Table 3. Similarly,
the DMs’ judgments about relative importance of each criterion are expressed as
hesitant fuzzy linguistic terms in Table 4. Then, these linguistic variables are converted
to interval-valued hesitant fuzzy elements (IVHFEs).

The IVHF-decision matrix is normalized by regarding Eqs. (8) and (9); then, the
IVHF-PIS matrix and the IVHF-NIS matrix are constructed by considering the relations
Eqs. (10)−(15). In addition, the separation measure for each criterion is calculated by
applying Eqs. (16) and (17). Then, the relative closeness is specified by Eqs. (18)−(20).
Also, in hybrid decision approach, the DMs’ judgments about the relative importance
of each criterion are considered and computed by Eqs. (21)−(26). The Eq. (27) is
utilized to compute the weight of each criterion in the proposed approach and in the

Table 1. Hesitant fuzzy variables for rating the importance of criteria and the DMs

Hesitant fuzzy linguistic variables IVHFE

Very important (VI) [0.90,0.90]
Important (I) [0.75, 0.80]
Medium (M) [0.50, 0.55]
Unimportant (UI) [0.35, 0.40]
Very unimportant (VUI) [0.10,0.10]

Table 2. Hesitant variables for the rating of possible alternatives

Hesitant fuzzy linguistic variables IVHFE

Extremely good (EG) [1.00,1.00]
Very very good (VVG) [0.90,0.90]
Very good (VG) [0.80, 0.90]
Good (G) [0.70, 0.80]
Medium good (MG) [0.60, 0.70]
Fair (F) [0.50, 0.60]
Medium bad (MB) [0.40, 0.50]
Bad (B) [0.25, 0.40]
Very bad (VB) [0.10, 0.25]
Very very bad (VVB) [0.10,0.10]
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proposed hybrid approach. The above-mentioned results have shown in Tables 5 and 6.
Other weighting techniques for determining the relative importance of criteria are
extended and illustrated in Subsect. 2.1. In this respect, each extended technique in
our application example is applied and for showing the low difference between them
and proposed approaches, the mean value and the variance of criteria weights are
provided.

Utilizing different techniques commonly leads to different results. It is unsuitable
to say which method is powerful and capable because every method has various
results underlying assertion or theory. However, the extended TOPSIS for the criteria
weights is more capable for compromise of nearby to the ideal and farther from the
negative ideal. Since the criteria weights of the proposed approaches are generated
from the DMs’ judgments, “biased” or “false” judgments lead to a low weight [43].

Table 3. Linguistic evaluations by the decision makers

Main
criteria

Alternatives k1 k2 k3 k4

C1 A1 MG MG G VG
A2 VG G G G
A3 F MG F MG

C2 A1 G VG VG MG
A2 F MG F F
A3 VG VG VG G

C3 A1 F MG MG MG
A2 VG G VG VG
A3 MG MG G MG

C4 A1 VG VG G G
A2 G G G MG
A3 G G VG F

C5 A1 MG G G VG
A2 MG MG VG G
A3 VG G G G

C6 A1 VVG VG VVG EG
A2 F B B MG
A3 VVG VVG VG VVG

Table 4. Linguistic evaluations for weights of criteria assigned by the decision makers

k1 k2 k3 k4
C1 I VI M I
C2 M I M I
C3 I M I VI
C4 I UI M M
C5 M I I M
C6 M M I I
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In this regard, the proposed approach versus the classical/modern methods is more
precise, because of two main features as considering the IVHFSs and the DMs’
opinions about the criteria weights. The IVHFSs aid to DMs by assigning some
interval-values membership degrees for an element under a set to margin of errors. In
addition, the preferences DMs’ judgments about the relative significance of the cri-
teria are provided in procedure of the proposed method to decrease the errors.

4 Conclusions and Future Direction

In group decision making problems, determining the relative importance of each cri-
terion has been very important issue. In this regard, a novel TOPSIS method has been
proposed by utilizing the IVHFS regarding to the experts weights and their opinions
about the criteria weights. In the proposed approach, the preferences experts’ judg-
ments have been expressed by linguistic variables which transformed to interval-valued
hesitant fuzzy element. Hence, an illustrative example about the location problem has
been considered to illustrate the steps of the proposed decision method. Finally, the

Table 5. Computational results of Sj
*, Sj

− and Cj

Sj
* Sj

− Cj

S1
* 0.111190 S1

− 0.200000 C1 0.034653
S2
* 0.098327 S2

− 0.191599 C2 0.514718
S3
* 0.119171 S3

− 0.208143 C3 0.38869
S4
* 0.073633 S4

− 0.186870 C4 0.285241
S5
* 0.060673 S5

− 0.182734 C5 0.273389
S6
* 0.173451 S6

− 0.229551 C6 0.306194
�S� 0.1060746 �S� 0.199816

Table 6. Final criteria weight by the proposed method and hybridized method and comparative
analysis

wj Proposed
approach

Proposed
hybridized
approach

Maximizing
deviation
method

Linguistic
variables

Hybridized
maximizing deviation
method and linguistic
variables

w1 0.019221 0.021825 0.146788 0.182418 0.163515
w2 0.285496 0.283351 0.183486 0.159441 0.178648
w3 0.215593 0.244808 0.146788 0.182418 0.163515
w4 0.158213 0.130957 0.091743 0.132973 0.074495
w5 0.151639 0.150499 0.091743 0.159441 0.089324
w6 0.169835 0.168558 0.339449 0.159441 0.330500
�X 0.166667 0.166666667 0.166666667 0.1626893 0.16666667

r2 0.0077124 0.008448048 0.008430828 0.00033864 0.00829643
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results have been compared with several approaches implemented in a practical
example to show the validation of the proposed approach. For future direction, the
proposed method can be enhanced by considering the hierarchical structure of the
criteria.
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Abstract. Hesitant fuzzy set is a very useful means to depict the deci-
sion information in the process of decision making. In this paper, moti-
vated by the extension principle of hesitant fuzzy sets, we export Einstein
operations on fuzzy sets to hesitant fuzzy sets, and develop some new
arithmetic averaging aggregation operators, such as the hesitant fuzzy
Einstein weighted averaging (HFWAε) operator, hesitant fuzzy Einstein
ordered weighted averaging (HFOWAε) operator, and hesitant fuzzy
Einstein hybrid weighted averaging (HFHWAε) operator, for aggre-
gating hesitant fuzzy elements. Finally, we apply the proposed oper-
ators to multiple attribute group decision making with hesitant fuzzy
information.

Keywords: Hesitant fuzzy set · Einstein operation · Hesitant fuzzy
Einstein arithmetic averaging operator · Multiple attribute group deci-
sion making (MAGDM)

1 Introduction

Aggregation operators, usually taking the forms of mathematical functions, are
common techniques to fuse all the input individual data into a single one [1–4].
Three of the most common arithmetic operators for aggregating arguments
are the weighted averaging (WA) operator [5], the ordered weighted averaging
(OWA) operators [6] and the hybrid weighted averaging operator [3,7]. In the
real-life world, due to the increasing complexity of the socioeconomic environ-
ment and the lack of knowledge or data about the problem domain, crisp data
are sometimes unavailable. Thus, the input arguments may be vague or fuzzy
in nature. Besides fuzzy sets (FSs) by Zadeh [8], several extensions of this con-
cept have been introduced in the literature, for example, intuitionistic fuzzy sets
(IFSs [9], interval-valued fuzzy sets [10], type 2 fuzzy sets [11,12], fuzzy multisets
[13,14] and hesitant fuzzy sets (HFSs) [15]. IFSs are equivalent to interval-valued
fuzzy sets [16,17], and the prominent characteristic of IFS is that it assigns to
each element a membership degree and a nonmembership degree. The member-
ship of an element to a type 2 fuzzy set is defined in terms of a fuzzy set on the
domain of memberships. IFSs can be seen, from a mathematical point of view,
c© Springer International Publishing Switzerland 2015
B. Kamiński et al. (Eds.): GDN 2015, LNBIP 218, pp. 171–182, 2015.
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as a particular case of type 2 fuzzy sets [18]. Fuzzy multisets, or fuzzy bags, per-
mit us to have multiple occurrences of the elements. Recently, Torra [15] defined
the notion of a HFS, whose basic elements are hesitant fuzzy elements (HFEs)
[19], each of which is characterized by a membership degree consisting of a set
of possible values. Although all HFSs can be represented as fuzzy multisets, the
operations on fuzzy multisets do not apply properly on HFSs. In addition, it can
be proved that HFSs can also be represented as type 2 fuzzy sets and IFS is a
particular case of HFS [15].

In many practical situations, particularly in the process of group decision
making under uncertainty and anonymity, the experts may come from different
research areas and thus have different backgrounds and levels of knowledge, skills,
experience, and personality, the experts may not have enough expertise or pos-
sess a sufficient level of knowledge to precisely express their preferences over the
objects, and then, they usually have some uncertainty in providing their prefer-
ences; Moreover, the experts have only assigned a small and finite set in providing
their preferences, where the difficulty may be caused by a doubt between a few
different values. In such cases, the data or preferences given by the experts may
be appropriately expressed in HFEs. For example, in multiattribute decision-
making problems, such as presidential election, blind peer review of thesis, etc.,
each HFE provided by the experts can be used to express the degree that an
alternative should satisfy a attribute. Up to now, some authors have paid atten-
tion to the HFS theory. Torra [15] proposed the concept of hesitant fuzzy sets,
which is different from other extensions exist for fuzzy sets, and also introduce
some basic operations on HFSs. Torra and Narukawa [20] present an extension
principle of HFSs, which permits to generalize existing operations on fuzzy sets
to HFSs, and also discuss their use in decision making. Xia and Xu [19] and Xu
[21] developed a series of aggregation operators for hesitant fuzzy information,
and then give their application in solving decision making problems. Based on
the extension principle of HFSs, it is clear that the hesitant fuzzy aggregation
operators proposed by Xia and Xu [19] are the corresponding extensions of the
fuzzy aggregation operators [22–24]. Moreover, the extension principle of HFSs
permits us to export operations on FSs to HFSs. The basic algebraic operations
on FSs include Algebraic product and Algebraic sum, which are not the only
operations that can be chosen to model the intersection and union on FSs, but
they are the most commonly used ones in decision making applications [25,26].
For an intersection, a good alternative to the algebraic product is the Einstein
product, which typically gives the same smooth approximations as the algebraic
product. Equivalently, for an intersection, a good alternative to the algebraic
sum is the Einstein sum. Therefore, how to extend the Einstein operations on
FSs to aggregate these hesitant fuzzy elements is a meaningful work, which is
also the focus of this paper.

The paper is structured as follows. In Sect. 1 we give an introduction of the
research background. In Sect. 2 we briefly reviews some basic concepts related to
the HFSs and the exsiting arithmetic averaging operators for aggregating HFEs.
In Sect. 3 we introduce some Einstein operations on HFSs, and then develop some
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novel arithmetic aggregation operators for aggregating a collection of HFEs.
In Sect. 4 we apply the hesitant fuzzy Einstein weighted averaging operator to
MAGDM with hesitant fuzzy information. In Sect. 5 we have a conclusion.

2 Preliminary

The FS, an extension of the classical notion of set, was introduced by Zadeh [8]
as follows

Definition 1. Let a set X be fixed, a FS F on X is defined as:

F = {〈x, μF (x)〉|x ∈ X}, (1)

where μF is a mapping from X to the closed interval [0,1], and for each x ∈ X,
μF (x) is called the degree of membership of x in X.

However, when giving the membership degree of an element on FS, the difficulty
of establishing the membership degree is not because we have a margin of error,
or some possibility distribution on the possibility values, but because we have
several possible values. For such cases, Torra [15,20] proposed another generation
of FS as follows:

Definition 2. Let X be a reference set, then hesitant fuzzy set on X is defined
in terms of a function h that when applied to X returns a subset of [0, 1].

To be easily understood, Xia and Xu [19] express the HFS as follows:

Definition 3. Let X be a fixed set, a HFS E on X is defined as:

E = {〈x, hE(x)〉|x ∈ X}, (2)

where hE(x) is a set-valued function from X to the power set of the unit interval
(i.e., 2[0,1]), and denotes the possible membership degrees of the element x ∈ X
to the set E. For convenience, let Ω be the set of all HFSs on X.

Given x ∈ X, hE(x) is called as a hesitant fuzzy element (HFE) [19], which simply
denoted as h = h(x). For convenience, let H be the set of all HFEs on X.

To compare the HFEs, Xia and Xu [19] define the following comparison laws:

Definition 4. For a HFE h, s(h) = 1
#h

∑
γ∈h γ is called the score function of

h, where #h is the number of the elements in h. For two HFEs h1 and h2, if
s(h1) > s(h2), then h1 > h2; If s(h1) = s(h2), then h1 = h2.

Torra and Narukawa [20] introduced the extension principle for extending func-
tions to HFEs as follows.
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Definition 5. Let O be a function O : [0, 1]n → [0, 1], and � = {h1, h2, . . . , hn}
be a set of n HFEs, then the extension of O on � is a function O� : Hn → H,

O� = ∪γ∈{h1×h2×...×hn}{O(γ)}, (3)

where O�, the extension of an operator O on a set of HFEs �, considers all the
values in such sets and the application of O on them.

3 Hesitant Fuzzy Einstein Arithmetic Averaging
Aggregation Operators

Let O be the Einstein sum and Einstein product on FSs respectively, then the
extensions of the Einstein sum and Einstein product on h1 and h2, denoted by
h1 ⊕ε h2 h1 ⊗ε h2, are defined as follows respectively:

h1 ⊕ε h2 = ∪γ1∈h1,γ2∈h2{
γ1 + γ2
1 + γ1γ2

} (4)

h1 ⊗ε h2 = ∪γ1∈h1,γ2∈h2{
γ1γ2

1 + (1 − γ1)(1 − γ2)
}. (5)

Theorem 1. If n is any a positive integer and h is a HFE of H, then the scale
multiplication operation n·εh is a mapping from Z+ × H to H :

n·εh = ∪γ∈h

{
(1 + γ)n − (1 − γ)n

(1 + γ)n + (1 − γ)n

}
, (6)

where n·εh =

n︷ ︸︸ ︷
h⊕εh⊕ε . . . ⊕εh.

Proof. Mathematical induction can be used to prove that (6) holds for all positive
integers n. (6) is called P (n).

Basis: Show that the statement P (n) holds for n = 1. The statement P (n)
amounts to the statement P (1):

1·εh = ∪γ∈h

{
(1 + γ) − (1 − γ)
(1 + γ) + (1 − γ)

}

In the left-hand side of the equation, 1·εh = h = ∪γ∈h{γ}; In the right-hand

side of the equation, ∪γ∈h

{
(1+γ)−(1−γ)
(1+γ)+(1−γ)

}
= ∪γ∈h{γ}. The two sides are equal,

so the statement P (n) is true for n = 1. Thus it has been shown the statement
P (1) holds.

Inductive Step: Show that if P (n) holds, then also P (n + 1)holds. Assume P (n)
holds (for some unspecified value of n). It must then be shown that P (n + 1)
holds, that is:

(n + 1)·εh = ∪γ∈h

{
(1 + γ)n+1 − (1 − γ)n+1

(1 + γ)n+1 + (1 − γ)n+1

}
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Using the induction hypothesis that P (n) holds, the left-hand side can be
rewritten to n·εh⊕εh and based on the Einstein sum operation of two HFEs
(i.e., (4)), we have

n·εh(x)⊕εh = ∪γ∈h

⎧
⎨

⎩

(1+γ)n−(1−γ)n

(1+γ)n+(1−γ)n + γ

1 +
(1+γ)n−(1−γ)n

(1+γ)n+(1−γ)n · γ

⎫
⎬

⎭
= ∪γ∈h

{
(1 + γ)n+1 − (1 − γ)n+1

(1 + γ)n+1 + (1 − γ)n+1

}

.

Thereby showing that indeed P (n+1) holds. Since both the basis and the induc-
tive step have been proved, it has now been proved by mathematical induction
that P (n) holds for any positive integer n.

Theorem 2. Let h, h1 and h2 be three HFEs and let h3 = h1+h2 and h4 = λ·εh
λ > 0, then both h3 and h4 are also HFEs.

Proof. It is trivial.

In the following, let us look at λ·εh for some special cases of λ and h.

Proposition 1. Let h, h1 and h2 be three HFEs, λ, λ1, λ2 > 0, then

(i) h1⊕εh2 = h2⊕εh1,
(ii) λ·ε(h1⊕εh2) = λ·εh1⊕ελ·εh2,
(iii) λ1·εh⊕ελ2·εh = (λ1 + λ2)·εh,
(iv) (λ1λ2)·εh = λ1·ε(λ2·εh).

Proof.

(i) It is trivial.
(ii) Since h1 ⊕ε h2 = ∪γ1∈h1,γ2∈h2{ γ1+γ2

1+γ1γ2
}, which can be transformed into the

following form:

h1 ⊕ε h2 = ∪γ1∈h1,γ2∈h2

{
(1 + γ1)(1 + γ2) − (1 − γ1)(1 − γ2)
(1 + γ1)(1 + γ2) + (1 − γ1)(1 − γ2)

}
. (7)

Let
a = (1 + γ1)(1 + γ2), b = (1 − γ1)(1 − γ2), (8)

then h1 ⊕ε h2 = ∪γ1∈h1,γ2∈h2{a−b
a+b}, by Theorem 1, it follows that

λ·ε(h1⊕εh2) = ∪γ1∈h1,γ2∈h2

{
aλ − bλ

aλ + bλ

}

based on (8), we have

λ·ε(h1⊕εh2) = ∪γ1∈h1,γ2∈h2

{
(1 + γ1)

λ(1 + γ2)
λ − (1 − γ1)

λ(1 − γ2)
λ

(1 + γ1)
λ(1 + γ2)

λ − (1 − γ1)
λ(1 − γ2)

λ

}

Also since

λ·εhi = ∪γi∈hi

{
(1 + γi)

λ − (1 − γi)
λ

(1 + γi)
λ + (1 − γi)

λ

}
, i = 1, 2.
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Let

a1 = (1 + γ1)λ, b1 = (1 − γ1)λ, a2 = (1 + γ2)λ, b2 = (1 − γ2)λ (9)

then, by the Einstein operation (8), it follows that

λ·εh1⊕ελ·εh2 = ∪γ1∈h1

{
a1 − b1
a1 + b1

}
⊕ε∪γ2∈h2

{
a2 − b2
a2 + b2

}

= ∪γ1∈h1,γ2∈h2

{
a1a2 − b1b2
a1a2 + b1b2

}

based on the substitutes (9), we have

λ·εh1⊕ελ·εh2 = ∪γ1∈h1,γ2∈h2

{
(1 + γ1)

λ(1 + γ2)
λ − (1 − γ1)

λ(1 − γ2)
λ

(1 + γ1)
λ(1 + γ2)

λ − (1 − γ1)
λ(1 − γ2)

λ

}
.

Hence λ·ε(h1⊕εh2) = λ·εh1⊕ελ·εh2.
(iii) Since

λi·εh = ∪γ∈h

{
(1 + γ)λi − (1 − γ)λi

(1 + γ)λi + (1 − γ)λi

}
, λi > 0 (i = 1, 2)

Let

a1 = (1 + γ)λ1 , b1 = (1 − γ)λ1 , a2 = (1 + γ)λ2 , b2 = (1 − γ)λ2 . (10)

then, by the Einstein sum (4), it follows that

λ1·εh⊕ελ2·εh = ∪γ∈h

{
a1 − b1
a1 + b1

}
⊕ε∪γ∈h

{
a2 − b2
a2 + b2

}

= ∪γ∈h

{
a1−b1
a1+b1

+ a2−b2
a2+b2

1 + a1−b1
a1+b1

· a2−b2
a2+b2

}

= ∪γ∈h

{
a1a2 − b1b2
a1a2 + b1b2

}

based on the substitutes (10), we have

λ1·εh⊕ελ2·εh

=∪γ∈h

{
(1 + γ)λ1(1 + γ)λ2 − (1 − γ)λ1(1 − γ)λ2

(1 + γ)λ1(1 + γ)λ2 − (1 − γ)λ1(1 − γ)λ2

}

=∪γ∈h

{
(1 + γ)λ1+λ2 − (1 − γ)λ1+λ2

(1 + γ)λ1+λ2 − (1 − γ)λ1+λ2

}
= (λ1 + λ2)·εh

i.e., λ1·εh⊕ελ2·εh = (λ1 + λ2)·εh.
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(iv) Since

λ2·εh = ∪γ∈h

{
(1 + γ)λ2 − (1 − γ)λ2

(1 + γ)λ2 + (1 − γ)λ2

}
, λ2 > 0.

Let
a = (1 + γ)λ2 , b = (1 − γ)λ2 , (11)

then λ2·εh = ∪γ∈h{a−b
a+b}, by Theorem 1, it follows that

λ1·ε(λ2·εh) = ∪γ∈h

{
aλ1 − bλ1

aλ1 + bλ1

}

based on the substitutes (11), we have

λ1·ε(λ2·εh) = ∪γ∈h

{
(1 + γ)λ1λ2 − (1 − γ)λ1λ2

(1 + γ)λ1λ2 + (1 − γ)λ1λ2

}
= (λ1λ2)·εh

which completes the proof of Proposition 1.

Based on the above Einstein operational laws of HFEs and Definition 4, we will
propose some arithmetic averaging aggregation operators for aggregating HFEs
as listed below:

For a collection of n HFEs hj(j = 1, 2, . . . , n), the hesitant fuzzy weighted
averaging (HFWAε) operator is defined as

HFWAε
ω(h1, h2, . . . , hn)

= ∪γ1∈h1,γ2∈h2,...,γn∈hn

⎧
⎪⎪⎨

⎪⎪⎩

n∏
j=1

(1 + γj)
ωj −

n∏
j=1

(1 − γj)
ωj

n∏
j=1

(1 + γj)
ωj +

n∏
j=1

(1 − γj)
ωj

⎫
⎪⎪⎬

⎪⎪⎭
(12)

where ω = (ω1, ω2, . . . , ωn)T is the weight vector of hj(j = 1, 2, . . . , n) with
ωj ∈ [0, 1] and

∑n
j=1 ωj = 1.

Corollary 1. The HFWA operator [19] and the HFWAε operator have the fol-
lowing relation

HFWAε
ω(h1, h2, . . . , hn) � HFWAω(h1, h2, . . . , hn),

where hj(j = 1, 2, . . . , n) be a collection of HFEs and ω = (ω1, ω2, . . . , ωn)T is
the weight vector of hj(j = 1, 2, . . . , n), with ωj ∈ [0, 1], (j = 1, 2, . . . , n) and∑n

j=1 ωj = 1,

HFWAω(h1, h2, . . . , hn) = ∪γ1∈h1,γ2∈h2,...,γn∈hn

⎧
⎨

⎩1 −
n∏

j=1

(1 − γj)
ωj

⎫
⎬

⎭ (13)
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Corollary 1 shows that the values obtained by the HFWAε operator are smaller
than the ones obtained by the HFWA operator.

Based on Eq. (12), we have some properties of the HFWAε operator.

Proposition 2. Let hj(j = 1, 2, . . . , n) be a collection of HFEs, ω =
(ω1, ω2, . . . , ωn)T is the weight vector of hj(j = 1, 2, . . . , n), with ωj ∈ [0, 1], (j =
1, 2, . . . , n) and

∑n
j=1 ωj = 1, then, we have the following properties.

(i) Idempotency: If all hj(j = 1, 2, . . . , n) are equal, i.e., hj = h , for all
j = 1, 2, ..., n, then

HFWAε
ω(h1, h2, . . . , hn) = h;

(ii) Boundary:
hmin � HFWAε

ω(h1, h2, . . . , hn) � hmax

where hmin = min{h1, h2, . . . , hn} and hmax = max{h1, h2, . . . , hn}
(iii) Monotonicity: Let h1

j and h2
j , (j = 1, 2, . . . , n) be two collection of HFEs,

and h1
j � h2

j , for all j, then

HFWAε
ω(h1

1, h
1
2, . . . , h

1
n) � HFWAε

ω(h2
1, h

2
2, . . . , h

2
n).

The hesitant fuzzy ordered weighted averaging (HFOWAε) operator is defined as

HFOWAε
w(h1, h2, . . . , hn) =

∪γσ(1)∈hσ(1),γσ(2)∈hσ(2),...,γσ(n)∈hσ(n)

⎧
⎪⎪⎨

⎪⎪⎩

n∏
j=1

(
1 + γσ(j)

)ωj −
n∏

j=1

(
1 − γσ(j)

)ωj

n∏
j=1

(
1 + γσ(j)

)ωj +
n∏

j=1

(
1 − γσ(j)

)ωj

⎫
⎪⎪⎬

⎪⎪⎭

(14)

where hσ(j) is the jth largest of hk(k = 1, 2, . . . , n), and w = (w1, w2, . . . , wn)T

is the aggregation-associated vector with wj ∈ [0, 1] and
∑n

j=1 wj = 1.

Corollary 2. The HFOWA operator [19] and the HFOWAε operator have the
following relation

HFOWAε
w(h1, h2, . . . , hn) � HFOWAw(h1, h2, . . . , hn),

where hσ(j) is the jth largest of hk(k = 1, 2, . . . , n), and w = (w1, w2, . . . , wn)T

is the aggregation-associated vector with wj ∈ [0, 1] and
∑n

j=1 wj = 1.

HFOWAw(h1, h2, . . . , hn)

= ∪γσ(1)∈hσ(1),γσ(2)∈hσ(2),...,γσ(n)∈hσ(n)

⎧
⎨

⎩1 −
n∏

j=1

(
1 − γσ(j)

)wj

⎫
⎬

⎭ (15)
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Corollary 2 shows that the values obtained by the HFOWAε operator are smaller
than the ones obtained by the HFOWA operator.

Similar to the HFWAε operator, the HFOWAε operator satisfies the prop-
erties of idempotency, boundary and monotonicity.

The hesitant fuzzy hybrid weighted averaging (HFHWAε) operator is
defined as

HFHWAε
ω,w(h1, h2, . . . , hn) =

∪γ̇σ(1)∈ḣσ(1),γ̇σ(2)∈ḣσ(2),...,γ̇σ(n)∈ḣσ(n)

⎧
⎪⎪⎨

⎪⎪⎩

n∏
j=1

(
1 + γ̇σ(j)

)ωj −
n∏

j=1

(
1 − γ̇σ(j)

)ωj

n∏
j=1

(
1 + γ̇σ(j)

)ωj +
n∏

j=1

(
1 − γ̇σ(j)

)ωj

⎫
⎪⎪⎬

⎪⎪⎭

(16)

where ḣσ(j) is the jth largest of ḣk(ḣk = h
(nωk)
k , k = 1, 2, . . . , n), and ω =

(ω1, ω2, . . . , ωn)T is the weight vector of hj(j = 1, 2, . . . , n) with ωj ∈ [0, 1] and∑n
j=1 ωj = 1, w = (w1, w2, . . . , wn)T is the aggregation-associated vector such

that wj ∈ [0, 1] and
∑n

j=1 wj = 1.

Corollary 3. The HFWAε and HFOWAε operators are two special cases of the
HFHWAε operator.

Similarly, the HFHWAε operator satisfies the properties of idempotency, bound-
ary and monotonicity.

4 Multiple Attribute Group Decision Making Based on
Hesitant Fuzzy Information

Multiple attribute group decision making problems are widespread in real life
decision situations. In some practical problems, such as presidential election or
the blind peer review of thesis, the experts propose the preferences or opinions for
the alternatives with anonymous in order to protect their privacy or avoid influ-
encing each other. In such situations, hesitant fuzzy element permits us to repre-
sent the rating of the alternative on the attribute given by several experts, so we
use a hesitant fuzzy decision matrix to describe the group decision making prob-
lems. Let E = {e1, e2, . . . , el} be the set of experts and λ = {λ1, λ2, . . . , λl} be
the weight vector of experts, where λk ∈ [0, 1], (k = 1, 2, . . . , l) and

∑l
k=1 λj = 1,

and suppose that there are n alternatives X = {x1, x2, . . . , xn} and m attributes
G = {g1, g2, . . . , gm} with the attribute weight vector ω = (ω1, ω2, . . . , ωm)T

such that ωj ∈ [0, 1], (j = 1, 2, . . . ,m) and
∑m

j=1 ωj = 1. The rating of alter-
native xi (i = 1, 2, . . . , n) on attribute gj (j = 1, 2, . . . ,m) given by the expert
ek, (k = 1, 2, . . . , l) is HFE hk

ij (i = 1, 2, . . . , n; j = 1, 2, . . . ,m; k = 1, 2, . . . , l),
where hk

ij indicates the set of the degrees that the alternative xi satisfies the
attribute gj given by the expert ek. In the case where more than one experts
provide the same value, then the value emerges only once in hk

ij . Hence, a fuzzy
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multi-attribute group decision making problem can be concisely expressed in
matrix format as follows: Dk = (hk

ij)n×m(k = 1, 2, . . . , l).
In what follows, we propose an approach to hesitant fuzzy multiple attribute

group decision making, which involves the following steps.

Step 1. Obtain the normalized hesitant fuzzy decision matrix. In general,
attributes can be classified into two types: benefit attributes and cost
attributes. In other words, the attribute set G can be divided into
two subsets: G1 and G2, where Gt (t = 1, 2) is the subset of benefit
attributes and cost attributes, respectively. Furthermore, G1 ∪ G2 = G
and G1 ∩ G2 = ∅, where ∅ is empty set. Since the m objectives may be
measured in different ways, the decision matrix Dk needs to be normal-
ized besides all the attributes gj(j = 1, 2, . . . ,m) are of the same type.
In this paper we choose the following normalization formula to update
the hesitant fuzzy decision matrices Dk, k = 1, 2, . . . , l.

rk
ij =

{
hk

ij j ∈ G1

h̄k
ij j ∈ G2

(17)

where h̄k
ij is the complement of hk

ij . Hence, we obtain l normalized
hesitant fuzzy decision matrices Rk = (rk

ij)n×m, (k = 1, 2, . . . , l), (see
Table 1).

Table 1. The normalized hesitant fuzzy decision matrix Rk

g1 g2 · · · gm

x1 rk
11 rk

12 · · · rk
1m

x2 rk
21 rk

22 · · · rk
2m

...
...

...
. . .

...

xn rk
n1 rk

n2 · · · rk
nm

Step 2. Fuse all the individual decision opinion into a group opinion so as to
make a final decision. Utilize the HFHWAε operator to aggregate all
individual normalized decision matrices Rk, k = 1, 2, . . . , l into the col-
lective normalized decision matrix R = (rij)n×m, where

rij = HFHWAε
λ,w(r1ij , r2ij , . . . , rl

ij) =

∪
γ̇

σ(1)
ij ∈ṙ

σ(1)
ij ,γ̇

σ(2)
ij ∈ṙ

σ(2)
ij ,...,γ̇

σ(l)
ij ∈ṙ

σ(l)
ij

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

l∏

k=1

(
1 + γ̇

σ(k)
ij

)wk −
l∏

k=1

(
1 − γ̇

σ(k)
ij

)wk

l∏

k=1

(
1 + γ̇

σ(k)
ij

)wk
+

l∏

k=1

(
1 − γ̇

σ(k)
ij

)wk

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(18)
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where ṙ
σ(k)
ij is the kth largest of ṙt

ij(ṙ
t
ij = (rt

ij)
lλt , t = 1, 2, . . . , l), and

λ = (λ1, λ2, . . . , λl)T is the weight vector of rt
ij(t = 1, 2, . . . , l) with

λt ∈ [0, 1] and
∑l

t=1 λt = 1, w = (w1, w2, . . . , wl)T is the aggregation-
associated vector such that wk ∈ [0, 1] and

∑l
k=1 wk = 1.

Step 3. Compute the overall ratings of alternatives. Utilize the HFWAε operator
to aggregate all the rating values rij (j = 1, 2, . . . ,m) of the ith line
and get the overall rating value ri corresponding to the alternative xi

(i = 1, 2, . . . , n), i.e.,

ri = HFWAε
ω(ri1, ri2, . . . , rim), (i = 1, 2, . . . , n). (19)

Step 4. Rank the order of all alternatives. Utilize the method in Definition 4
to compute the scores of the overall rating values ri (i = 1, 2, . . . , n),
and rank all the alternatives xi (i = 1, 2, . . . , n) in accordance with ri

(i = 1, 2, . . . , n) in descending order, finally select the most desirable
alternative(s) with the largest overall rating value.

Note that if we change the aggregation operators in hesitant fuzzy multi attribute
group decision making, in general, the method returns different ranking orders
and different winners. These hesitant fuzzy aggregation operators are based on
different t-norms and their associated t-conorms. Each t-norm offers a kind of
conjunction tool, and it represents the situation under a different perspective,
i.e., some t-norms can be characterized as optimistic, whereas others as pes-
simistic in the aggregation process of decision making.

5 Conclusion

The Einstein operations on FSs typically give the same smooth approximations
as the algebraic operations. In this paper, motivated by the extension princi-
ple of hesitant fuzzy sets, we have extended the Einstein operations on FSs to
HFSs. We have developed some new hesitant fuzzy aggregation operators, includ-
ing the HFWAε operator, HFOWAε operator, and HFHAε operator. Then, we
have applied the HFWAε to the decision making problems with anonymity. It is
worth point out that these aggregation operators are the same effective tools as the
aggregation operators proposed by Xia and Xu [19], for aggregating hesitant fuzzy
information. Correspondingly, using different hesitant fuzzy aggregation opera-
tors reflects the decision makers optimistic (or pessimistic) attitude. For exam-
ple, the proposed HFWAε operator shows the decision makers more pessimistic
attitude than the HFWA operator proposed by Xu [19] in aggregation process.
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Abstract. We present an interactive evolutionary multiple objective
optimization (MOO) method incorporating preference information of
several decision makers into the evolutionary search. It combines NSGA-
II, a well-known evolutionary MOO method, with some interactive value-
basedapproaches basedon theprinciple of ordinal regression.We introduce
several variants of the method distinguished by an elitist function indi-
cating a comprehensive value that each solution represents to the group
members. The experimental results confirm that all proposed approaches
are able to focus the search on the group-preferred solutions, differing,
however, with respect to both part of the Pareto front to which they con-
verge as well as the convergence speed measured in terms of a change of
utilitarian value of the returned solutions.

Keywords: Evolutionary multiple objective optimization · Interactive
method · Group decision · Additive value function · Preference disag-
gregation · NEMO

1 Introduction

In Multiple Objective Optimization (MOO), several objectives are optimized
simultaneously. As goals to be attained usually represent conflicting viewpoints,
it is impossible to find a solution for which all objectives reach their individual
optima [1]. Instead, we can identify a set of Pareto-optimal (non-dominated)
solutions which are considered equivalent in case no additional information is
available. A solution is called Pareto-optimal if none of the objective functions
can be improved in value without deteriorating some of the other objective val-
ues. A possibly infinite set of such solutions forms a Pareto front in the objective
space.

Traditionally, in MOO, two separate methodological streams have been devel-
oped: evolutionary and interactive ones [1]. On the one hand, the role of Evo-
lutionary MOO (EMO) is to approximate the entire Pareto front. On the other
hand, Interactive MOO (IMO) deals with identification of the most preferred
solution. IMO techniques require participation of a Decision Maker (DM) who

c© Springer International Publishing Switzerland 2015
B. Kamiński et al. (Eds.): GDN 2015, LNBIP 218, pp. 185–198, 2015.
DOI: 10.1007/978-3-319-19515-5 15
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is expected to provide her/his subjective preference information. By develop-
ing a comprehensive model of such preferences, IMO makes the Pareto optimal
solutions more comparable.

The recent trend in MOO consists in merging the interactive and evolutionary
approaches (for a review, see [1,2]). This is achieved by integrating preference
information into the EMO algorithms already during their optimization runs.
The appealing effects of such integration consist in focusing the search on the
area of the Pareto front which is most suitable to the DM and in speeding the
convergence towards the most preferred region of the objective space.

The existing interactive EMO methods incorporate user preferences into evo-
lutionary algorithms in different ways. In this paper, we focus on Necessary-
preference-enhanced Evolutionary Multiobjective Optimizer (NEMO) [2] which
combines the evolutionary method, called Non-dominated Sorting Genetic Algo-
rithm II(NSGA-II) [3], with interactive ordinal regression approaches [4,5].
NEMO requires the DM to compare some pairs of solutions from the current
population, and constructs a set of compatible general additive value functions.
Then, it exploits these functions so that to guide the evolutionary search into
regions of the Pareto front which are more desirable from the DM’s point of view.

Our interest in NEMO comes from its favorable characteristics in terms of
both preference information and preference model it employs. When it comes
to pairwise comparisons, they represent indirect preference information whose
elicitation is less demanding in terms of cognitive effort of the DM than direct
specification of values for some preference model parameters. As far as general
additive value functions are concerned, they can be computed efficiently with
Linear Programming (LP), at the same time being flexible enough to handle
preference information provided by the DMs with different value systems. More-
over, they do not require a pre-defined scaling of the objectives [2].

NEMO, alike other existing interactive EMO methods, was originally designed
to deal with preferences expressed by a single DM. However, it is group decision
making that is among the most important and frequently encountered processes
within companies and organizations. When dealing with multiple DMs in the
context of MOO, the main challenge consists in designing the algorithms so that
they are able to focus the search on the group consensus solutions.

In this paper, we extend NEMO so that it is capable of dealing with MOO
group decision problems. In particular, we propose a few variants of NEMO-
GROUP that incorporate preference information of several DMs. Each of these
variants is distinguished by a unique elitist function which indicates a com-
prehensive value that each solution represents to the group members. These
values are employed to properly modify NSGA-II so that it promotes the group-
preferred solutions in the optimization run. The use of proposed methods is
illustrated by examples and experiments revealing the differences with respect
to the regions of the Pareto front to which the methods converge, the quality
of constructed solutions measured in terms of their utilitarian value, and the
convergence speed.
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The paper is organized as follows. The next section provides a brief reminder
of ordinal regression methods. Section 3 describes the basic concepts of NSGA-II
and NEMO. Section 4 presents different variants of our method, NEMO-GROUP.
The experimental results are discussed in Sect. 5. The last section concludes.

2 Ordinal Regression

We are considering a multiple criteria decision problem where a set of solutions
A = {a1, a2, . . .} is evaluated on a family F = {g1, g2, . . . , gn} of n criteria. We
assume, without loss of generality, that the smaller gj(a), j = 1, . . . , n, the better
solution a on criterion gj , for all a ∈ A. Let Gj denote the value set of criterion gj .
Following [2], we assume that Gj ⊆ R, and that the value space on each criterion
gj is bounded, such that Gj = [αj , βj ], αj < βj , where αj and βj are, respec-
tively, the worst and the best evaluations. Consequently, G = G1 × G2 × . . . Gn

represents the evaluation space, and each solution a ∈ A is associated with an
evaluation vector denoted by g(a) = (g1(a), g2(a), . . . , gn(a)) ∈ G.

Preference Model. To model the preferences provided by the DM and eval-
uate a set of solutions, we use an additive value function. It is defined on A as
follows [4]:

U(a) =
n∑

j=1

uj(gj(a)) =
n∑

j=1

uj(a), (1)

where uj : Gj → R, j = 1, . . . , n, are subject to monotonicity and normalization
constraints:

uj(gj(a)) ≥ uj(gj(b)), if gj(a) < gj(b),
uj(αj) = 0,

∑n
j=1 uj(βj) = 1.

}
EU (2)

Group Preference Model. We consider a set of DMs (let us denote it by D =
{DM1, . . . , DMk, . . . , DMs}, where s is the number of DMs) cooperating to find
a subset of the best consensus solutions. We assume that each DM plays the same
role in the committee, so we do not differentiate their weights. Each DMk ∈ D
evaluates solutions with her/his individual “true” value function UTRUE

k . The col-
lective utilitarian preference model combines these evaluations into a comprehen-
sive value that solution a ∈ A represents to the whole committee:

UD(a) = 1/s

s∑

k=1

UTRUE
k (a). (3)

Preference Information. Each DMk ∈ D offers individual preference infor-
mation which is a set Bk of pairwise comparisons of some reference solutions in
AREF

k . In the considered setting, either each DM is allowed to choose the solu-
tions (s)he wishes to compare on her/his own or the pairs to be compared by each
DM are drawn randomly. Thus, in general, AREF

k �= AREF
l for DMk,DMl ∈ D.

The comparison of a pair (a∗, b∗) ∈ Bk ⊆ AREF
k × AREF

k provided by DMk
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states the strict preference, weak preference, or indifference. These relations are
denoted by, a∗ �k b∗, a∗ �k b∗, and a∗ ∼k b∗, respectively.

Let each pairwise comparison from Bk be denoted by Bt
k, t = 1, . . . , pk, where

pk is the number of comparisons contained in Bk. The set of constraints Ek given
below translates such a reference pre-order provided by DMk to a value function:

U(a∗) ≥ U(b∗) + ε, for Bt
k = (a∗ �k b∗)

U(a∗) ≥ U(b∗), for Bt
k = (a∗ �k b∗)

U(a∗) = U(b∗), for Bt
k = (a∗ ∼k b∗)

⎫
⎬

⎭ for t = 1, . . . , pk

⎫
⎬

⎭ Ek (4)

where ε is an arbitrarily small positive value.
The pairwise comparisons provided by each DMk ∈ D form the input data for

the ordinal regression [4] that finds the whole set of value functions Uk being able
to reconstruct these judgments. It is defined by a set of constraints EUk = EU∪Ek.
The set of value functions UD compatible with the pairwise comparisons of all DMs
is defined with EUD = EU ∪ Ek, k = 1, . . . , s. Note that UD corresponds to the
intersection of sets of compatible value functions for all DMs in D.

If ε∗ = max ε, s.t. EUk (EUD ), is greater than 0 and EUk (EUD ) is feasible,
the set of compatible value functions Uk (UD) is non-empty. Otherwise, the pro-
vided preference information is inconsistent with the assumed preference model,
which means that there is no value function that would reproduce the pairwise
comparisons provided by DMk (if Uk = ∅) or all DMs (if UD = ∅).

Representative Value Function. There is usually more than one compatible
value function. The issue of selecting a single representative function has been
discussed in detail in [6]. In this paper, we will use the most discriminant value
function UR

k (UR
D ), which is obtained by maximizing ε, subject to EUk (EUD ).

It discriminates comprehensive values of reference solutions related by the pref-
erence in the DM’s (DMs’) partial ranking.

Dealing with Incompatibility of Preference Information. In case of
incompatibility, there is no value function compatible with the preference infor-
mation provided by all DMs. Treating this problem, we will maximize a minimal
number of pairwise comparisons of any DM which are consistent, being repre-
sentable by a single additive value function [7]. It can be achieved by solving the
following Mixed Integer Linear Programming (MILP) problem:

Maximize v, s.t. (5)

for k = 1, . . . , s, for t = 1, . . . , |Bk| :
[1 − vk

t (a∗, b∗)] + U(a∗) ≥ U(b∗) + ε,
vk
t (a∗, b∗) ∈ {0, 1},

for k = 1, . . . , s :
v ≤ ∑|Bk|

t=1 vk
t (a∗, b∗),

EU .

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

E
′UD
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Apart from providing the minimal number of non-contradictory pairwise com-
parisons of all DMs (v∗), the solution of the above problem indicates which
pairwise comparisons can be reproduced together by an additive value function
(they are distinguished with vk,∗

t = 1). If for all DMs the numbers thereof are
imbalanced, we arbitrarily choose the last v∗ non-contradictory pairwise com-
parisons provided by each DM, so that none of them is favored. Then, we deter-
mine a representative (most discriminant) value function compatible with thus
selected subset of holistic judgments.

3 Reminder on NSGA-II and NEMO

The role of genetic algorithms is to estimate meta-heuristically the Pareto fronts
in MOO problems. In particular, NSGA-II [3] incorporates a fast non-dominated
sorting algorithm to identify Pareto optimal solutions, and a diversity preser-
vation mechanism for maintaining a well-spread Pareto front. It starts with the
initialization of a random parent population P0 of size N . Then, the offspring Q0

of the same size is created using the usual selection, recombination and mutation
operators. Further, the parents and their offspring (Rt = Pt ∪ Qt) are combined
to obtain a population of size 2N .

The new population (Pt+1) is filled with the best Pareto fronts from Rt

(first F1 (i.e., non-dominated solutions), then F2 (i.e., solutions dominated only
by some solutions from F1, etc.), until the size of the next front (Fl) is larger
than the number of free slots in Pt+1. To have exactly N members in the new
population and to maintain diversity, the front Fl is ordered using the crowded
distance comparison operator (�n). The total crowding distance of a solution
is the sum of its individual objectives’ distances which are computed as the
absolute normalized differences between the solution and its closest neighbors.
Then, the N −|Pt+1| solutions with the greatest crowding distance are added to
Pt+1. The process is iterated until a stopping criterion is met.

NEMO [2] is an interactive evolutionary hybrid which combines NSGA-II with
IMO approaches based on the principle of ordinal regression. Alike NSGA-II,
NEMO uses the Pareto fronts as a primary criterion to rank individuals. The
major innovation consists in asking the DM at regular intervals to compare a sin-
gle pair of solutions (note that a set A is composed of solutions from the current
population). The accumulated preference information is used to select a repre-
sentative additive general value function UR [6]. Then, the solutions within each
Pareto front are ranked using a representative value comparison operator �UR

(the greater UR(a), the better the solution a). Algorithm 1 describes the use of
NEMO for the t-th generation.

4 Using Ordinal Regression for Interactive Evolutionary
Multiple Objective Optimization Group Decision

In this section, we propose a few approaches for interactive evolutionary multi-
ple objective optimization incorporating preference information of several DMs.
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Algorithm 1. A single NEMO iteration for constructing the t-th generation
Rt = Pt ∪ Qt

if Time to ask the DM {not conducted in NSGA-II} then
Elicit DM’s preferences {present to the DM a pair of non-dominated solutions and
ask for a preference comparison}
Determine the representative value function UR

end if
F = fast-non-dominated-sort(Rt)
Within each non-dominance rank, sort individuals according to representative value
function {UR replaces the crowding distance in NSGA-II}
Pt+1 = ∅ and i = 1
while |Pt+1| + |Fi| ≤ N do

representative-value(Fi) {instead of crowding-distance-assignment(Fi)}
Pt+1 = Pt+1 ∪ Fi

i = i + 1
end while
Sort(Fi,�UR) {instead of Sort(Fi,�n) in NSGA-II}
Pt+1 = Pt+1 ∪ Fi[1 : (N − |Pt+1|)]
Qt+1 = make-new-pop(Pt+1)

t = t + 1

Each of these approaches extends NEMO, originally designed for dealing with
preferences of just a single DM. The scheme of this extension is common for
all proposed variants with each DM being asked at regular intervals to compare
a pair of randomly drawn solutions, and using the Pareto ranking as a primary
criterion to rank individuals. The major differences concern a secondary crite-
rion, and treating the population as a whole or evolving its parts individually
for each DM. In particular, we propose the following variants of the NEMO-
GROUP method:

– NEMO-G1 determines a representative value function UR
k for each DMk ∈ D

based on her/his pairwise comparisons only, and then ranks subsets of Pareto
fronts according to their comprehensive values UR

G1(a) =
∑s

k=1 UR
k (a);

– NEMO-G2 determines UR
k for each DMk ∈ D, and ranks subsets of Pareto

fronts using UR
G2(a) = mink=1,...,sU

R
k (a);

– NEMO-G3 maximizes the minimal number of pairwise comparisons of any
DMk ∈ D that can be represented together by an additive value function,
determines the representative value function UR

G3(a) compatible with the con-
sistent pairwise comparisons of all DMs (equal number of comparisons pro-
vided by each DM), and uses it to rank subsets of Pareto fronts;

– NEMO-G4 divides a population into 1/s equal sub-populations, one for each
DMk ∈ D, and evolves them separately using a representative value function
UR
k (a) of each DMk ∈ D; a final population is obtained by combining together

sub-populations of all DMs.
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5 Experimental Results

To study the performance of different variants of NEMO-GROUP, we use ZDT1
and DTLZ2 with two (2D) and five (5D) objectives, respectively. We use artificial
DMs who apply a pre-defined individual value functions for comparing pairs
of solution whenever preference elicitation is conducted. Precisely, we use the
linear functions, so the goal of each DMk ∈ D is to minimize UTRUE−LIN

k (a) =∑n
j=1 wk

j gj(a), where wk
j , j = 1, . . . , n, are weights of the n cost-type objectives.

Thus, the whole group aims at minimizing UD(a) = 1/s
∑s

k=1 UTRUE−LIN
k (a).

All these individual functions are unknown to the NEMO-GROUP algorithms,
which instead use an additive value function defined in Sect. 2 as an internal
preference model.

In our tests, we use a real-valued representation. We generate offspring by
simulated binary crossover with probability of 0.9 and κc = 1, whereas mating
selection is performed by tournament selection. We also apply Gaussian mutation
with probability of 1/30. The population size is set to 60, and all methods are
run for 500 generations.

5.1 Illustrative Examples

In this subsection, we use ZDT1-2D for an initial graphical comparison of the
proposed approaches. We assume that preference elicitation is performed every
10 generation, and that DMs’ value functions are parameterized with the fol-
lowing weights (wk

1 , wk
2 ) for k = 1, 2, 3, 4: DM1 − (0.7, 0.3), DM2 − (0.4, 0.6),

DM3 − (0.5, 0.5), and DM4 − (0.3, 0.7). Intuitively, the greater the weight, the
more important it is to minimize the respective objective.

Figure 1 shows the results for different variants of NEMO-GROUP for three
DMs (DM1 − DM3). To demonstrate the convergence to the Pareto front, for
NEMO-G1, NEMO-G4, and NSGA-II, we depict populations obtained after 100,
300, and 500 generations. For clarity, for NEMO-G2 and NEMO-G3, we provide
results only after 500 generations.

As can be seen, NSGA-II approximates the whole Pareto front, whereas all
variants of NEMO-GROUP are focused on the solutions preferred to the DMs.
For algorithms using an aggregated group value function as a secondary criterion
(i.e., NEMO-G1, NEMO-G2, and NEMO-G3), the final population is narrowed
to a single small part of the Pareto front composed of solutions which can be
seen as the best compromise for all DMs. However, each of these approaches con-
vergences to a slightly different region of the Pareto front (see the top-right part
of Fig. 1). Typically, the populations constructed by NEMO-G1 and NEMO-
G2 are closer to each other when compared with the population constructed by
NEMO-G3. Indeed, NEMO-G1 and NEMO-G2 employ the group value functions
aggregating the same DMs’ individual representative value functions, though in a
slightly different way, whereas NEMO-G3 constructs a single representative value
function which is common for all DMs. Finally, since NEMO-G4 evolves a sep-
arate sub-population for each DM, the final population in our illustrative study
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Fig. 1. Exemplary results of NEMO-G1, NEMO-G4, and NSGA-II on ZDT1-2D with
three decision makers after 100, 300, and 500 generations. The results for NEMO-G2
and NEMO-G3 after 500 generation are provided in the top-right corner.

is composed of three clearly disjoint sets of solutions. These sub-populations
contain solutions which are most preferred to a particular DM.

Such characteristic performance of different variants of NEMO-GROUP is
confirmed by analogous results in the context of four DMs (DM1 − DM4; see
Fig. 2). Obviously, NEMO-G1, NEMO-G2, and NEMO-G3 converge to differ-
ent regions of the Pareto front than in case of three DMs, whereas NEMO-G4
approximates fourth sub-population with solutions more oriented to minimiza-
tion of the second objective (as indicated by the weights for DM4 - (0.3, 0.7)).

5.2 Convergence in Terms of a Utilitarian Value of the Solutions

In this subsection, we study the evolution of a utilitarian value for the best-of-
population and average-in-population solutions in successive generations. These
convergence factors permit to assess the performance of different variants of
NEMO-GROUP from the point of view of a whole group of DMs. On the one
hand, the best solution in the returned population may be perceived as a default
outcome of the method that is most likely to be accepted by the DMs. On the
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Fig. 2. Exemplary results of NEMO-G1, NEMO-G4, and NSGA-II on ZDT1-2D with
four decision makers after 100, 300, and 500 generations. The results for NEMO-G2
and NEMO-G3 after 500 generations are provided in the top-right corner.

other hand, an average quality of the individuals contained in the population
reveals if the search has been appropriately focused on the group consensus
solutions [2].

All results presented in this section have been averaged over 100 independent
runs, each for different weight vectors for the DMs’ value functions. Figures 3
and 4 present the convergence plots for, respectively, value of the best solution
and average value of all solutions in the population for ZDT1-2D with three
DMs. The top-right parts of the figures depict the convergence plots for NEMO-
G1 and NEMO-G4 starting from the first generation, whereas the main parts
of the figures demonstrate the convergence between 100 and 500 generation for
all considered algorithms. In this way, we can better illustrate when different
approaches start to converge towards the Pareto front, what is their convergence
speed measured in terms of a change of a utilitarian value, and what is value of
the solution(s) at which their performance stabilizes.
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Fig. 3. Utilitarian value of the best-of-population solution in successive generations
of NEMO-G1, NEMO-G2, NEMO-G3, and NEMO-G4 for three decision makers, and
NSGA-II applied to ZDT1-2D (results averaged over 100 runs).

To compare the performance of proposed approaches for various benchmark
problems and different numbers of DMs, we focus on the precise measures derived
from the convergence plots. In this section, when presenting the experimental
results in a tabular form, the text in bold and italics indicates the best perform-
ing algorithm across all 100 optimization runs. Additionally, we indicate in bold
these approaches whose distance from the best performer proved to be statistically
insignificant according to a Mann-Whitney-U test with 5% significance level.

First, we refer to the minimal values obtained throughout the 500 gener-
ations (see Table 1). When it comes to the best utilitarian solution obtained
during the optimization run (i.e., the minimal best-of-population value) for
ZDT1-2D, NEMO-G1 and NEMO-G2 are most advantageous, while NEMO-G3
and NEMO-G4 are significantly worse than other approaches. Surprisingly, the
value of the best solution discovered by NSGA-II is only slightly worse than that
of the best performing variants of NEMO-GROUP. For DTLZ2-5D, NEMO-G4
and NEMO-G1 outperform other algorithms (except for the case with 2 DMs
where the differences are statistically insignificant). Moreover, when moving to
five dimensions, the best solution discovered by NSGA-II is much worse than in
case of all NEMO-GROUP variants.
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Fig. 4. Utilitarian value of the average-in-population solution in successive generations
of NEMO-G1, NEMO-G2, NEMO-G3, and NEMO-G4 for three decision makers, and
NSGA-II applied to ZDT1-2D (results averaged over 100 runs).

When comprehensively judging the returned population of solutions being
most favorable from the point of view of the whole group (i.e., the best average-
in-population value), NEMO-G1 performs the best for all considered problems
and numbers of DMs except DTLZ2-5D and 3 DMs. However, when compared
with NEMO-G2 or NEMO-G3, its advantage is statistically insignificant for
some tested configurations. Furthermore, among all variants of NEMO-GROUP,
NEMO-G4 proves to be the worst for all considered settings except DTLZ2-5D
and 5 DMs. Finally, NSGA-II is significantly worse than NEMO-G1, NEMO-
G2, and NEMO-G3, which construct only solutions which are relevant from
the point of view of the whole group. This difference is particularly visible for
a higher dimensional DTLZ2-5D.

As the other set of measures derived from the convergence plots we consider
the average group utilitarian values observed throughout 500 generations. In this
way, we are able to judge the overall performance of the algorithms from the
point of view of either the best solution or a complete population returned after
each generation. Since the value to which the algorithms converge highly affects
the overall performance, the conclusions about the best and worst performing
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Table 1. Minimal (best) value throughout 500 generations (results averaged over 100
runs; SD = standard deviation).

2 DMs 3 DMs 4 DMs 5 DMs
UD SD UD SD UD SD UD SD

Approach Best-of-population value for ZDT1-2D
NSGA-II 0.3009 0.0978 0.3352 0.0662 0.3574 0.0491 0.3616 0.0435

NEMO-G1 0.2971 0.1006 0.3324 0.0703 0.3572 0.0569 0.3582 0.0455
NEMO-G2 0.2994 0.1008 0.3451 0.0742 0.3661 0.0559 0.3691 0.0484
NEMO-G3 0.3121 0.1126 0.3567 0.0888 0.3892 0.0691 0.3991 0.0701
NEMO-G4 0.3052 0.1059 0.3467 0.0753 0.3816 0.0600 0.3979 0.0574

Average-in-population value for ZDT1-2D
NSGA-II 0.4372 0.0189 0.4372 0.0154 0.4392 0.0107 0.4370 0.0109

NEMO-G1 0.3130 0.1025 0.3410 0.0709 0.3666 0.0543 0.3686 0.0456
NEMO-G2 0.3148 0.0950 0.3551 0.0752 0.3802 0.0527 0.3816 0.0519
NEMO-G3 0.3321 0.1118 0.3838 0.1044 0.4096 0.0788 0.4232 0.0782
NEMO-G4 0.3528 0.1124 0.4150 0.0842 0.4490 0.0579 0.4659 0.0500

Best-of-population value for DTLZ2-5D
NSGA-II 0.1392 0.0531 0.1547 0.0552 0.1619 0.0451 0.1702 0.0463

NEMO-G1 0.0943 0.0528 0.1097 0.0520 0.1279 0.0614 0.1239 0.0442
NEMO-G2 0.0919 0.0608 0.1199 0.0731 0.1338 0.0664 0.1349 0.0543
NEMO-G3 0.0954 0.0600 0.1163 0.0546 0.1282 0.0538 0.1516 0.0693
NEMO-G4 0.0887 0.0533 0.1045 0.0458 0.1102 0.0366 0.1194 0.0388

Average-in-population value for DTLZ2-5D
NSGA-II 0.3932 0.0375 0.3906 0.0268 0.3915 0.0258 0.3872 0.0288

NEMO-G1 0.1259 0.0742 0.1603 0.0769 0.1646 0.0734 0.1607 0.0539
NEMO-G2 0.1259 0.0754 0.1548 0.0803 0.1723 0.0748 0.1749 0.0699
NEMO-G3 0.1346 0.0743 0.1509 0.0657 0.1721 0.0699 0.1951 0.0747
NEMO-G4 0.1411 0.0648 0.1683 0.0543 0.1769 0.0411 0.1863 0.0423

algorithms are analogous to the case of considering only the best results. The
important differences are the following:

– NEMO-G4 performs poorly for ZDT1-2D, because it starts to converge later
than other algorithms.

– NSGA-II and NEMO-G3 are even less advantageous for DTLZ2-5D than in
case of considering the best results only, because their convergence curves are
more erratic than the others, deteriorating several times in the phase when
performance of other algorithms stabilizes or still slightly improves.

– NEMO-G2 shows clear advantages with respect to NEMO-G1 in terms of
average-in-population value, because in the initial generations the perfor-
mance of both algorithms is very similar and NEMO-G1 derives its com-
prehensive superiority from exploiting more favorable search directions only
after 250 generation (Table 2).
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Table 2. Average value throughout 500 generations (results averaged over 100 runs;
SD = standard deviation).

2 DMs 3 DMs 4 DMs 5 DMs
UD SD UD SD UD SD UD SD

Approach Best-of-population value for ZDT1-2D
NSGA-II 0.3370 0.0997 0.3693 0.0706 0.3910 0.0530 0.3951 0.0479

NEMO-G1 0.3367 0.1032 0.3701 0.0733 0.3913 0.0558 0.3959 0.0495
NEMO-G2 0.3368 0.1029 0.3772 0.0765 0.3991 0.0578 0.4027 0.0513
NEMO-G3 0.3459 0.1081 0.3858 0.0799 0.4108 0.0513 0.4189 0.0453
NEMO-G4 0.3608 0.1079 0.4069 0.0840 0.4399 0.0677 0.4566 0.0675

Average-in-population value for ZDT1-2D
NSGA-II 0.4780 0.0320 0.4779 0.0239 0.4783 0.0182 0.4785 0.0171

NEMO-G1 0.3882 0.0897 0.4142 0.0634 0.4323 0.0501 0.4359 0.0436
NEMO-G2 0.3846 0.0866 0.4207 0.0696 0.4394 0.0576 0.4409 0.0521
NEMO-G3 0.3995 0.0973 0.4455 0.0815 0.4649 0.0528 0.4773 0.0426
NEMO-G4 0.4315 0.1016 0.4832 0.0778 0.5097 0.0570 0.5233 0.0551

Best-of-population value for DTLZ2-5D
NSGA-II 0.1357 0.0499 0.1551 0.0418 0.1625 0.0372 0.1695 0.0390

NEMO-G1 0.0966 0.0477 0.1128 0.0444 0.1263 0.0416 0.1271 0.0368
NEMO-G2 0.0974 0.0511 0.1173 0.0448 0.1269 0.0405 0.1325 0.0375
NEMO-G3 0.0984 0.0488 0.1235 0.0413 0.1343 0.0397 0.1468 0.0432
NEMO-G4 0.0995 0.0503 0.1140 0.0416 0.1227 0.0335 0.1331 0.0365

Average-in-population value for DTLZ2-5D
NSGA-II 0.3935 0.0177 0.3940 0.0135 0.3940 0.0128 0.3944 0.0118

NEMO-G1 0.1449 0.0503 0.1640 0.0484 0.1755 0.0406 0.1741 0.0343
NEMO-G2 0.1460 0.0517 0.1682 0.0444 0.1799 0.0407 0.1828 0.0389
NEMO-G3 0.1573 0.0527 0.1883 0.0477 0.2050 0.0482 0.2195 0.0504
NEMO-G4 0.1681 0.0580 0.1818 0.0480 0.1938 0.0399 0.2016 0.0415

6 Conclusions and Future Research

In this paper, we presented an interactive evolutionary multiple objective opti-
mization method incorporating preference information of several decision makers
into the evolutionary search. After recalling NEMO designed for interaction with
a single decision maker, we extended it in different ways to group decision. In all
proposed variants of NEMO-GROUP, the user interaction is based on ordinal
regression. The main differences between these variants concern construction
of an elitist function indicating values that solutions represent to the group
members.

The experimental results confirm that the proposed approaches are able to
focus the search on the group-preferred solutions. Nevertheless, they indicate
that the proposed approaches differ with respect to both part of the Pareto
front to which they converge as well as the convergence speed measured in terms
of a change of a utilitarian value of the returned solutions.
We envisage the following developments:
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– employing different procedures for selecting a single representative value func-
tion within ordinal regression (e.g., optimizing the misranking error ε in case
of incompatibility) and using methods derived from Robust Ordinal Regres-
sion [5] for preserving elitism;

– verifying how different values of elicitation interval influence the convergence
speed of the algorithms;

– testing the proposed approaches more thoroughly on a set of benchmark prob-
lems with different dimensions, various forms of the assumed DMs’ true value
functions, and different group value functions (e.g., egalitarian or elitist ones).
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Abstract. The paper deals with the fiscal-monetary game. In the game the
fiscal and the monetary authorities take decisions on the choice of the optimum
strategy from the point of view of realization of their respective economic
objectives. A macroeconomic model has been constructed and used to represent
the interrelations between, on the one hand, the instruments of fiscal policy and
of the monetary policy, and, on the other hand – the economic effects resulting
from their application. The best response strategies of the authorities and the
Nash equilibrium state are analyzed. The simulation results obtained indicate
that in a general case the Nash equilibrium is not Pareto optimal. It means that
the policies should be coordinated and that respective negotiations leading to a
Pareto-optimal consensus are needed.

Keywords: Macroeconomic modeling � Fiscal-monetary game � Nash
equilibrium � Bargaining problem � MCDM � Negotiations

1 Introduction

The present paper concerns the problem of choice of fiscal and monetary policies in the
context of mutual decision conditioning between the fiscal authority (the government)
and the monetary authority (the central bank). Each policy is characterized by the
definite degrees of restrictiveness and expansiveness. A noncooperative game is for-
mulated in which the fiscal and monetary authorities play roles of players. Each
authority tries to obtain his respective economic objective: a desired value of the GDP
dynamics in the case of the fiscal authority, and a desired value of the inflation in the
case of the monetary authority. Instruments of the policies, considered as strategies in
the game include: the budget deficit in relation to the GDP value, in the case of the
fiscal authority, and the real interest rate, in the case of the monetary authority.

A macroeconomic model is proposed and used in the game to express influences of
the policies’ instruments on the game outcomes. The model describes the business cycles
mechanism and allows to analyze the state of the economy in time. Using the model the
GDP growth and inflation can be derived as dependent on the instruments of the policies.

The fiscal-monetary game is analyzed under assumption of the independence of
the fiscal and the monetary authorities. In many situations the Nash equilibrium in the
game is not Pareto optimal. Therefore the multicriteria optimization is applied to derive
Pareto optimal strategies with respect to the objectives of the authorities. Such
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strategies can be applied and resulting outcomes obtained under respective coordina-
tion of the policies.

The paper is constituted as follows. The macroeconomic model is presented in
Sect. 2 including descriptions of the product and the money markets as well as
interrelations between them. Section 3 includes formulation of the fiscal monetary
game and analysis of the game properties. The analysis is illustrated by selected results
of simulations. Conclusions and references finish (close) the paper.

The references include papers dealing with: analysis of monetary and fiscal policy
interactions, independence and coordination of the policies, policy games [1–3, 14, 20,
21], macroeconomic modeling [4–7, 16], methods of decision support in multicriteria
bargaining [8, 9], the reference point method of multicriteria optimization [17–19].
This paper continues the discussion presented by Nordhaus [14] related to indepen-
dence versus coordination of the fiscal and monetary policies.

2 The Macroeconomic Model

A macroeconomic dynamic model is used in this research. It describes a mechanism of
the business cycles and allows for analysis of economic situation in time. On the other
hand it enables analysis of the monetary and fiscal policies, namely instruments of the
policies: the real interest rate, the deficit of the government budget in relations to GDP,
as well as their influence on the economy, especially on the GDP growth and on
inflation. The model and initial results of simulations have been published by
Woroniecka-Leciejewicz [22].

The model includes two modules describing: a product market and a money
market. The economy is assumed to be in the initial equilibrium state on the product
market as well as on the money market. The product market is described on the basis of
the multiplier model [7] and multiplier- accelerator model of business cycles [6, 16].
Undertaken assumptions and model relations are briefly presented below.

2.1 The Product Market

The production in the period t is calculated on the demand-side as a sum of the
consumption, investments and government expenditures:

YðtÞ ¼ CðtÞ þ IðtÞ þ GðtÞ; ð1Þ

where: Y is the real production, C - the real consumption, I – the real investments,
G - government expenditures (spending on goods and services), t – time period.

It is measured as the real GDP value. The foreign exchange is not included in the
model.

The real consumption C in the period t:

CðtÞ ¼ bðrÞðCAþ cð1� tnÞYðt � 1ÞÞ; ð2Þ
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where: CA denotes the autonomous consumption, c – a marginal propensity to con-
sume, tn – the net tax rate, r – the real interest rate, r* - the neutral interest rate, α, λ are
parameters, β (r) is a coefficient expressing influence of the real interest rate on the
consumption:

bðrÞ ¼ 1� kaðr � r�Þ; 0\k\1; a[ 0: ð3Þ

The real investments I in the period t:

IðtÞ ¼ aðrÞðIAþ kDYðt � 1ÞÞ; ð4Þ

where:

aðrÞ ¼ 1� aðr � r�Þ; a[ 0; ð5Þ

IA denotes the autonomous investments, k – a capital-output ratio (usually, k is
assumed to be in (0,1) interval), DYðtÞ- the increase of the production in the period t,
DYðtÞ ¼ YðtÞ � Yðt � 1Þ, (the increase of values for other model variables is denoted
in an analogic way), a(r) – a coefficient expressing influence of the interest rate on the
investments.

The net tax revenue of the government budget (real) Tn in the period t:

TnðtÞ ¼ tnYðtÞ; ð6Þ

where tn (t) is a net tax rate.
The government budget balance (real) BS in the period t:

BSðtÞ ¼ TnðtÞ � GðtÞ; ð7Þ

where the net taxes value Tn(t) equals revenues from the taxes minus the transfer
payments, G are the expenditures including the government spending on goods and
services without the transfer payments. In an analogical way the fiscal revenues take
only into account the net tax revenues like in Eq. (6).

2.2 The Money Market

The equilibrium on the money market means that the money supply M is in a balance
with the transactional demand for the money. The demand is determined by the level of
prices and by the real production but depends also on velocity of money circulation.

MðtÞ ¼ PðtÞYðtÞ
vðtÞ ; ð8Þ

where: M denotes the money supply, P – an index of prices, v – velocity of money
circulation.

The inflation p in the period t:
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pðtÞ ¼ DPðtÞ
Pðt � 1Þ ¼

DMðtÞ
Mðt � 1Þ �

DYðtÞ
Yðt � 1Þ þ

DvðtÞ
vðt � 1Þ : ð9Þ

The inflation has been described in the model according to the monetarist theory by
Milton Friedman [4, 5]. It is determined by an excessive growth rate of the money
supply and by an increase of velocity of money.

It is assumed that the rate of change of velocity of money is in proportion to the rate
in which the production is changed:

DvðtÞ
vðt � 1Þ ¼ q

DYðtÞ
Yðt � 1Þ ; ð10Þ

where ρ is a parameter.
The growth rate of the money supply in the period t:

DMðtÞ
Mðt � 1Þ ¼ meðtÞ þ mrðtÞ þ mbðtÞ; ð11Þ

where:M is the money supply, me – the expected money supply growth (on the basis of
expected production growth and inflation), me(t) – the money growth being the result of
the monetary policy, mb(t) – the money growth being the result of the fiscal policy.

The growth rate of the money supply as dependent on the policy of the interest rate
in the period t has been described by a convex decreasing nonlinear function of the
form:

mr ¼ DMrðtÞ
Mðt � 1Þ ¼ l0ðr � l1Þl2 þ l3; l2\0; ð12Þ

where: μ0, μ1, μ2, μ3 are parameters, μ2 - the elasticity of the money growth with respect
to the interest rate, μ2 < 0.

The growth rate of the money supply caused by the excess budget deficit in the
period t has been described by a convex increasing nonlinear function:

mb ¼ DMbðtÞ
Mðt � 1Þ ¼ v0ðb� b�Þv1 ; v1 [ 0; ð13Þ

where: b* - a level of the budget deficit in relations to GDP which does not require to
increase the money supply, χ0, χ1 - parameters, χ1 - elasticity of the money growth with
respect to the excess of the budget deficit, χ1 > 0.

It is assumed that in the initial state the money market as well as the product market
is in the equilibrium state. Cyclic changes in the economy are introduced by impulses
in the form of changes of the private investments and changes of the monetary and the
fiscal policies, i.e. by changes of the interest rate value and the budget expenditures.
The cyclic changes tend in time to a new equilibrium state. Besides the cyclic changes
the long-term trade expressing the exogenous technical progress is taken into account
in the model. Effects of the applied monetary and fiscal policies are measured by the
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inflation in the new equilibrium state and by the average annual GDP growth rate in the
considered interval of time.

The model has been tested using hypothetic data. Some number of simulations has
been done. The model parameters, initial values of the model variables, as well as
initial simulation results are presented in [10, 22].

3 The Fiscal-Monetary Game

3.1 Formulation

Relations between the fiscal authority and the monetary authority can be described by a
noncooperative game. The game is defined in the strategic form as follows:

(i) There are two players i = 1, 2: the fiscal authority (the government) and the
monetary authority (the central bank).

(ii) For each player a set Ωi of pure strategies is defined. The strategies of the fiscal
authority are those of the budgetary policy – from the extremely restrictive to the
extremely expansive. The measure, denoted by b, of the degree of restrictiveness/
expansiveness of the fiscal policy is constituted here by the level of budget deficit
in relation to GDP. The strategies of the monetary authority range from the
extremely restrictive one to the extremely expansive. The degree of restrictive-
ness/expansiveness is equivalent simply to the value of the real interest rate and
denoted by r. Let Ω denote the Cartesian product of the sets of the strategies
Ω = Ω1 × Ω2.

(iii) For each player i = 1, 2, a function hi: Ω → R is given defining outcome of the
player i for given strategies undertaken by the both players. The outcome of the
fiscal authority is measured by the GDP growth rate, denoted by y, where
y = h1(b, r). In the case of the monetary authority it is the inflation value, denoted
by p, where p = h2(b, r). The functions hi, i = 1, 2, are defined by the model
relations.

(iv) For each player i = 1, 2, a preference relation is given in the set of the attainable
outcomes. It is assumed here that each authority tries to achieve a given goal: the
fiscal authority – a desired value of GDP growth, the monetary authority – a
desired value of inflation.

Outcomes of the game in the discrete form are presented in Table 1 as in [20]. The
strategies of the fiscal authority are shown in the first row and the strategies of the
monetary authority - in the first column. The outcomes: GDP growth rate and inflation
are denoted by yij and pij, respectively for assumed Fj (budget deficit bj) andMi (interest
rate ri) strategies of the authorities.

3.2 Analysis of the Game

Strategies, outcomes and payoffs of the game were analyzed using the macroeconomic
model presented in Sect. 2. Relations (1–13) allow to derive the output quantities
describing state of the economy, especially GDP growth rate and inflation, as
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dependent on strategies of the fiscal and monetary authorities. It is assumed that
initially the economy is in an equilibrium state. Given fiscal and monetary policies i.e.
given level of the budget deficit in relation to GDP and given value of the real interest
rate create an impulse changing this state and generating oscillations of the output
quantities. It has been observed that amplitude of the oscillations decrease in time and
a new equilibrium state is achieved. The outcomes: GDP growth rate and inflation in
this new equilibrium state are taken as the payoffs in the game.

Computer simulations have been made for wide range of values of the budget
deficit in relation to GDP and values of the real interest rate. Selected results are
presented and discussed below.

Figures 1 and 2 present outcomes of the authorities, as dependent on assumed
strategies.

Inflation (Fig. 1) can be obtained on a low level when a restrictive monetary policy
and a restrictive fiscal policy are applied. Expansive monetary and fiscal policies lead to
enormous nonlinear increase of inflation. On the other hand restrictive monetary and
restrictive fiscal policies lead to decrease of the economic growth (Fig. 2).

Let us assume given goals of the fiscal and the monetary authorities. Let the fiscal
authority try to achieve the GDP growth rate on the level yg, and let the monetary
authority assume the inflation goal on the level pg. Let Ω denotes the set of admissible
pairs (b, r) of strategies. The respective best response strategies can be obtained as
solutions of the optimization problems: Min |h1(b, r)- yg| with respect to b2Ω1 solved for
all r2Ω2, in the case of the fiscal authority and Min |h2(b, r) - pg| with respect to r2Ω2,
solved for all b2Ω1, in the case of the monetary authority, as solutions of the problem.

The best response strategies (marked in the figure by triangles) of the fiscal
authority when the GDP growth yg = 2.2 % can be achieved as well as the best response

Table 1. The fiscal-monetary game – the table of outcomes
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strategies (marked by rhombs) of the monetary authority when the inflation pg = 2.5 %
can be obtained, are presented in Fig. 3. Let us see that the lines presenting the
strategies have not any joint point. The Nash equilibrium [12] exists for the combi-
nation of the most restrictive policy of the monetary authority and the most expansive
policy of the fiscal authority.

Let us consider possible coordination of the policies. We assume that each player
tries to minimize a distance to his goal, i.e. dy = |h1(b, r)-yg| and dp = |h2(b, r)-pg|. In this
case dy and dp can be treated as the criteria that should be minimized jointly. Let dΩ
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denote the set of attainable values of the pairs (dy, dp) for (b, r) 2 Ω. We say that the
pair (dy, dp) is Pareto optimal in the set dΩ if there does not exists any pair (dy, dp)2dΩ,
(dy, dp) ≠ (dy, dp), such that dy ≤ dy and dp ≤ dp. A representation of the strategies
leading to the Pareto optimal outcomes is presented in Fig. 3 using circle marks. The
Nash equilibrium is far from the possible Pareto optimal outcomes of the authorities.

The Pareto optimal strategies have been derived solving the following multicriteria
optimization problem: VMin (|h1(b, r) - yg|, |h2(b, r) - pg|) with respect to (b, r)2Ω,
where VMin means that the criteria are minimized jointly. The representation of the
Pareto optimal strategies and the respective Pareto optimal outcomes have been
obtained applying the reference point method [17, 19].

Figure 4, presents the set of the Pareto optimal outcomes which can be obtained in
the case of coordination of the policies. The point defined by the outcomes corre-
sponding to the Nash equilibrium is also presented as well as the utopia point. The
utopia point represents the outcomes at which the both goals of the authorities are
achieved. The utopia point is not attainable in the considered case.

Let us see that looking for cooperative strategies we deal with the bargaining
problem formulated by Nash [11] and studied by many scientists. Some ideas of
computer based decision support methods in bargaining problems can be found in [8,
9]. The Pareto optimal strategies and the respective Pareto optimal outcomes derived
and presented in Figs. 3 and 4, define frames for negotiations in which the fiscal and
monetary authority may correct their goals and coordinate policies looking for a con-
sensus. In further research a mediation process will be considered, in which mediation
proposals can be derived with use of solution concepts to the bargaining problem. The
solution concepts formulated by Nash [13] and Raiffa [15] could be used in this case.
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Fig. 3. The best response strategies of the authorities and possible cooperative – coordinated
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4 Conclusions

The paper presents selected results obtained within the research dealing with analysis
of interactions of the fiscal and monetary policies with application of the game theory
and the multicriteria optimization tools. Within the research the dynamic macroeco-
nomic model has been constructed, the fiscal monetary game has been formulated and
analyzed. The model describes a mechanism of the business cycles and allows for
analysis of economic situation in time. On the other hand it enables analysis of the
monetary and fiscal policies, namely instruments of the policies: the real interest rate,
the deficit of the government budget in relations to GDP, as well as their influence on
the economy, especially on GDP growth and on inflation.

The model relations have been implemented in the form of the computational
algorithm. The algorithm is a part of a computer-based system used for simulations and
analysis of the game in an interactive way. The simulations were done for some number
of variants including different model parameters and initial values of model variables
describing different states of economy.

The computational results presented show a typical case when the Nash equilibrium
in the game is not Pareto optimal. In this case questions arise: how to support the
players, when they are playing a non-cooperative game, in looking for a Pareto optimal
consensus, how to reach the consensus taking into account specific, in generally con-
flicting objectives and preferences of the players. These questions indicate directions of
further research. In this case a bargaining problem can be formulated and analyzed with
use of the multicriteria optimization tools. Formulation and analysis of the bargaining
problem can be basis for designing negotiations leading to a Pareto optimal consensus.
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Abstract. In business organizations a group decision process, which takes
aggregation of DMs’ final choices into account, usually uses a voting procedure
(VP). Therefore, a relevant part of the decision process consists of choosing the
VP. Since all VPs have some drawbacks that may occasionally lead to unde-
sirable outcomes it is important to characterize decision settings that make
certain performance criteria particularly pertinent for choosing a VP. In this
paper, it is assumed that this decision should be made by the DMs while the
analyst will give some methodological and technical aid, and that a specific
decision model will be used. Therefore, this paper presents a framework for
aiding the choice of a VP in a business organization decision context, based on
an MCDM model.

Keywords: MCDM voting choice � Choosing voting procedures � Preference
analysis � Business organization decision context

1 Introduction

First ideas for proposing an MCDM model for aiding the choice of a voting procedure
(VP) for a business organization decision problem have been considered with pre-
liminary results [1]. Therefore, a framework is proposed in order to deal with the
decision process related to this choice.

It is worth pointing out that, although one might think that VPs have been designed
for political elections rather than for a business decision in a group context, these
procedures are quite appropriate for a range of business decision problems.

The range of such problems analyzed in this paper has a few characteristics,
including that of tackling the multiple objectives by each decision maker (DM) into
account. In other word, each DM needs to undertake a multi-criteria decision making
(MCDM) process.

In business organizations the MCDM group decision process, except in situations
related to a negotiation process, may be of two kinds: (a) aggregation of DMs’ initial
preferences; (b) aggregation of DMs’ individual choices [2]. In the former the DMs
share the same objectives and the criteria are aggregated in an integrated way. In the
latter, the DMs may have different objectives and criteria and integrating these is
conducted over the alternative rankings given by each DM separately [2–4].
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The latter is the focus of this paper. For group decision processes that take the
aggregation of DMs’ final choice into consideration, a VP is a natural approach. How-
ever, another decision problem comes up in this situation, which is related to choosing the
VP. Usually, this decision is based on technical issues associated with the characteristics
and formal properties of the VPs. Although, this decision is not directly related to the
actual decision-making faced by DMs and appears merely to be one of the technical
decisions to be made during the process, we argue that this decision should be made by
the DMs provided that they have some methodological and technical support [1].

In this paper, a framework is proposed in order to deal with the decision process of
choosing a VP for a business organization decision context, and draws attention to
include this in an MCDM model that will aid this choice.

The purpose of this paper is to propose a general framework. For this reason,
specific details, such as which criteria should be used, how standard voting procedures
actually score in these criteria, and particularly which weights should be assigned to the
criteria are not straightforward given, because it should not be given in such way. For
this reason, as it should be in a framework, all of this is presented as being dependent
on the actual decision problem to be solved, so in the framework these questions are
addressed as guidance for the decision process.

The next section discusses a few relevant aspects of business decision context.
Section 3 points out a few issues for establishing the family of criteria in order to
evaluate the VPs. Section 4 presents the framework for aiding the choice of the
VP. Section 5 draws some conclusion and makes a suggestion for further research.

2 The Business Decision Process and the Modeling Process

The type of decision problem may have a great influence on choosing the procedure.
However, the main distinction the type of decision may not be related to the two kinds
of decision context mentioned; that is: a business decision and a political election. The
main issue which makes a difference is related to either: choosing a person or choosing
a policy. Both problems may be faced in business organizations, although the latter
may be more common and usually may be referred to as a choosing an alternative
course of action; for instance, choosing one project from several proposals. In business
organizations, the choice of a person may be more related to recruiting a new employee
(or a selecting a member of staff who will exercise some kind of function, for which
specific skill are required) than choosing a representative of other people.

To choose such a procedure, two situations have to be considered. The first is
related to choosing a procedure to be applied in every decision making process. This is
a typical process of group decision on the Board of any business organization. Nor-
mally, the norms and formal procedures of the organization have to state which VP
should be applied. The second situation is associated with choosing a procedure to be
applied in a specific business decision problem in the organization. In this kind of
situation, each decision problem requires differentiated considerations which may lead
to a particularly suitable procedure.

The focus of this article is on the second situation, although an MCDM model
for aiding the choice of a VP should also be applied for the first kind of situation.
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Many examples may be given of this kind of decision problem. For instance, selecting
suppliers is one of the most common problems in business organizations, in which
many different group decision processes may be conducted. Some kinds of problems
may include the customer in the decision process. For instance, the business of sup-
plying movies by web is one of the situations, in which a group of DMs may be the
users, whose opinions are taken into consideration in order to decide on what movies
they should choose.

In the second situation, in most cases, the decision makers (DMs) may have already
made their own ranking of alternatives, before an aggregation procedure starts to be
considered.

The whole decision process may be divided into two specific decision processes:

• The decision process for choosing a voting procedure (DPVP), by means of aid
from an MCDM model;

• The decision process for the business organization (DPBO), analyzed by means of a
VP, which is directed to a specific decision problem.

The DPVP is the first decision process and is the main focus of this paper. The DPVP is
related to a modeling step in the modeling process, in which an MCDM method is
applied. The DPBO is the second decision process and is the main concern of the
business organization, in which a VP is necessary in order to solve a group decision
problem.

In general the DPBO is approached with little, if any consideration given to the
DPVP. Usually, an analyst chooses a VP, according to some convenience in the
modeling process, without following a structured process for making such a choice,
although considering many technical concerns regarding Social Choice Theory.

2.1 Basic Elements for the DPVP

Some basic elements should be pointed out for the DPVP with regard to the modeling
approach for building a MCDM model. First of all a family of criteria [5] has to be
accounted for. The set of alternatives consists of the VPs to be evaluated for that
particular DPBO. Since the set of alternatives is a discrete set, a consequence matrix
may be considered as shown in Table 1.

The consequence Cij consists of the outcome related to criterion j, that VPi will
give to the problem faced in the DPBO. Therefore, although a criterion may be related

Table 1. Consequence matrix.

VPs Criteria 1 Criteria 2 Criteria 3 …. Criteria j.. … Criteria n

VP1 C11 C12 C13 … … C1n
VP2 C21 C22 C23 … … C2n
… … … … … … … …

VPi … Cij … …

… … … … … … … …

VPm Cm1 Cm2 Cm3 … … … Cmn
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to some property, its consequence regarding a particular VP should be considered in the
context of the particular decision problem, taking into account the business context of
the DPBO. With regard to evaluating these properties in the context of a specific
decision problem, some scholars may agree, whereas others do not for this topic. The
main issue here is that this topic should have an occasion of being evaluated in the
process, avoiding to be ignored, when it might be relevant in some contexts.

This consequence matrix should be translated into a decision matrix, as shown in
Table 2, in which the consequences (or outcomes) are evaluated by a value function V
(Cij), which gives the value of consequence for VPi according to its performance
regarding criterion j in the context of the decision problem as faced in the DPBO. The
scale of evaluation for this value function is an important factor when determining the
MCDM method. For many methods a cardinal scale is required, such as an interval or
ratio scale. However, in some circumstances only an ordinal scale may be obtained. If a
consequence represents how some property (criterion) performs in a particular VP,
considering the context of the DPBO, then the DM may obtain the value function by
subjective evaluation. A typical scale that could be applied in this case is a scale of five
levels (1 to 5). Level 5 indicates the most preferable level of performance that could be
obtained with that property (criterion) for the particular DPBO and level 1 indicates the
least desirable level of performance.

It should be observed that the drawbacks a VP has may occasionally lead to
undesirable outcomes, and therefore, it is important to characterize decision settings
that make certain performance criteria particularly pertinent for choosing a VP. In other
words, a drawback a VP has will not always happen for all input data set; that is, for all
decision problems. To illustrate this, consider the property related to the independence
of irrelevant alternatives. Let this property appear in the column of Tables 1 and 2, as
property j. Then, consider three different VPs, such that, i = x, y, z. Let us assume that
for i = x, there is complete independence of irrelevant alternatives, then V(Cxj) = 5. Let
us assume that for i = y, the independence of irrelevant alternatives does not hold at all,
then V(Cyj) = 1. Now, let us assume that for i = z, the independence of irrelevant
alternatives does hold in 50% of cases, then V(Cyj) = 3. For another VP, in which the
independence of irrelevant alternatives holds for less than in 50 % of cases, then V
(Cyj) = 2. By the value function, the DM could assigns evaluations to these conse-
quences, in accordance with their impact on the DPBO. Still, one may argue that
independence of irrelevant alternatives is a characteristic that a VP have or do not have,

Table 2. Decision matrix.

VPs Criteria 1 Criteria 2 Criteria 3 …. Criteria j.. … Criteria n

VP1 V(C11) V(C12) V(C13) … … V(C1n)
VP2 V(C21) V(C22) V(C23) … … V(C2n)
… … … … … … … …

VPi … V(Cij) … …

… … … … … … … …

VPm V(Cm1) V(Cm2) V(Cm3) … … … V(Cmn)
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regardless of the DPBO; and that is right. However, the question pointed out here is
how often it appears and how this frequency affects that particular DPBO.

The decision matrix illustrated in Table 2 is the input for the MCDM method that is
applied in order to evaluate each VP and the most adequate one is assigned for the
group aggregation in the DPBO.

2.2 The Choice of a Voting Procedure

For the DPVP, it is assumed that such an aiding process includes the participation of an
analyst or facilitator, whose role is to support all DMs in the group decision process.

One of the steps of the procedure requires the analyst to explain to the DMs what
main VPs are available and what their main characteristics are, as well as their behavior
regarding the paradoxes and main properties related to such procedures.

The analyst may adopt two different sequences for the decision process, as follows:

(a) DMs choose the VP before they rank the alternatives, related to the DPBO.
(b) DMs choose the VP after they rank the alternatives, related to the DPBO.

The second process is fine, if the DMs do not know each other’s rankings, in the
DPBO. The first process may lead to manipulation, by means of adopting strategic
choices for the rankings, related to the alternatives in the DPBO. In the second process,
part of the DPBO is conducted before the DPVP and finalized afterwards. In the first
process, the DPBO is conducted completely only after the DPVP has been concluded.

It is expected that if one evaluates VP only after knowing to which problem they
will be applied (including knowledge of alternatives and their evaluations - Table 2),
this might introduce a bias in the selection of a VP. The DMs may consider an
incentive to favor not the VP that is suited best for the problem, but the VP that will
deliver the alternative they would like to see as winner. This issue will be always
present and cannot be avoided, so the analyst has to deal with it.

3 Choice of Criteria for Selecting a Voting Procedure

Two kinds of criteria may be considered for this problem of the DPVP, in accordance
with two main objectives. The first objective is directly related to the DPBO, in which
the context of the business decision problem is considered, thus revealing the first kind
of criteria. The second objective is related to the VPs themselves and their character-
istics and how they affect the DPBO, thereby generating criteria associated with the
properties and other characteristics, such as paradoxes that may be relevant for con-
sideration when analyzing a VP.

There are quite a few studies in the literature related to the analysis and discussion
of properties and paradoxes related to the use of the VP proposed. These properties and
features of the VP have been relevant when choosing them for a particular problem.
Selecting a set of criteria consisting of the most relevant properties for the VPs may be
considered [6–8]. Also, the matrix which evaluates these properties for the main VPs
can be built. This evaluation depends on the context of the decision problem and the
scores this gives have to be consistent with the MCDM method.
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3.1 Comparing Voting Procedures

The best-known results of modern Social Choice Theory pertain to the compatibility of
various choice desiderata. Typically they aim to show that from a set of intuitively
plausible principles of choice, only one proper subset can be adhered to by any given
rule under all circumstances. Those circumstances are important for the incompatibility
captured by Arrow’s Impossibility Theorem [9]. This has been pointed out by many
authors, e.g. Black [10] introduced the notion of single-peakedness to give a sufficient
condition for the avoidance of the incompatibility. This notion turned out to be but one
of several possible restrictions on the domain of preference profiles that would guar-
antee the satisfaction of Arrow’s other conditions.

Most of us most do our daily shopping by simply revealing our true preferences
(given the budget restrictions) when selecting goods for our basket. It would seem that
this also holds for our responses to most opinion surveys. Some voters (perhaps the
vast majority of them) also reveal their true opinions in political elections. This is called
expressive voting.

Although a variety of criteria for comparing voting systems has been introduced
over the past decades, it would seem that two of them are of particular importance since
they can be related to rationality. The first is known as the participation condition and it
can be viewed as an individual rationality criterion since a failure on the participation
condition would conceivably confront an individual with a contingency where his/her
vote would be harmful to his own interest in the sense that the outcome that would
follow from his/her abstaining would be better for him/her.

The second similarly compelling and rationality-related criterion applicable in these
circumstances is Pareto optimality. This can be viewed as a collective rationality
criterion since it states that if each participant strictly prefers alternative x to alternative
y, then y is not chosen. Clearly, a failure on Pareto optimality would be collectively
irrational.

Of a somewhat more controversial nature are criteria connected with the name of
Condorcet: the winner and loser criteria. The former dictates the choice of an alter-
native that would defeat all others in pairwise round-robin contests by a majority of
votes. The latter, in turn, requires that an alternative that would lose against every other
alternative in pairwise comparisons may not be elected.

Of these two Condorcet criteria especially the former has been very commonly
advocated as a plausible desideratum for social choice rules. Those rules that satisfy it do,
however, not satisfy another plausible condition, viz. positional domination [11]. An
alternative x positionally dominates alternative y, if for each of ranks j = 2,…, k, the
number of voters assigning x to rank j or higher is larger than the number of voters
ranking y to rank j or higher. The positional dominance criterion dictates that those
alternatives that are positionally dominated by some other alternative may not be chosen.

In settings where the voters are primarily interested in the outcomes rather than
expressing their opinions, the opinions expressed in balloting may deviate from the
opinions held by the voters. Since the idea of taking a vote is to elicit the voters’
opinions as accurately as possible, it would make sense to resort to systems where it is
difficult to improve upon outcomes by misrepresenting one’s opinions. But, how can
this difficulty be defined in an objective way?
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Successful preference misrepresentation requires information about the preferences
(more precisely, the expressed preferences) of other voters. One way of measuring the
difficulty of misrepresentation is to ask how detailed knowledge of the overall profile
one needs to succeed in misrepresentation. E.g. in plurality voting one typically needs
only information about the distribution of votes over all the alternatives that are the
ranked first.

At the other extreme of difficulty is the single transferable vote (see [12]). Similarly,
Nanson’s and Kemeny’s rules [7] would seem difficult to manipulate.

3.2 How to Deal with Voting Paradoxes

A brief discussion of some paradoxes, such as intransitivity and incompleteness may
illustrate how they may be considered in such process.

It is not difficult to envision a setting where not only collective majority preferences
but even individual ones could be intransitive (see, e.g. [13]). Consider for example an
individual who has been given the task of ranking three universities. In his opinion,
three criteria of equal importance should determine the ranking: research excellence,
quality of education and external impact. Suppose that in terms of the first criterion the
ranking is ABC, in terms of the second BCA and in terms of the third CAB. Using
pairwise comparisons and majority rule in determining the pairwise winners, one ends
up with an intransitive ranking: ABCA…

The occasional plausibility of intransitive individual preferences suggests that
social choice rules could be based on pairwise comparison matrices representing
individual opinions, i.e k-by- k matrices with entry (i; j) equaling 1 if ith alternative is
viewed preferable to the jth one, equalling 0 if jth alternative is preferred to the ith one.
This approach has, in fact, a long history starting from Zermelo’s seminal work [14].

Social choice rules can easily be defined using various tournament solution con-
cepts: Pareto set, uncovered set, Copeland winners, the Banks set, etc.

Incomplete preferences can also be dealt with using the tournament apparatus. If an
individual is unable to express a preference between two alternatives i and j, the
tournament matrix can accommodate this by inserting 0 into both the position (i; j) and
(j; i). Incomplete tournaments have been the focus of some scholarly attention for a
long time. E.g. Zermelo [14] discussed chess tournaments with an unequal number of
contests between various pairs of players. The methodology devised for these settings
is immediately applicable also in voting settings.

Many paradoxical observations of voting systems turn out to be aggregation par-
adoxes. Some of them, e.g. inconsistencies of choice, can be avoided by resorting to
consistent procedures. Usually, however, avoiding one paradoxical contingency leads
to another type of paradox. So, there are trade-offs to be made in dealing with para-
doxes (see e.g. [6, 8] for a summary).

3.3 Criteria Related to the Context of the Business Problem

As previously stated there are kinds of criteria and objectives, which is directly related
to the DPBO, in which the context of the business decision problem is considered.
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Of course these kinds of criteria have an impact on the VPs, since their consequences
have to be explicitly indicated in Table 1. However, such criteria are not related to
properties or paradoxes of the aggregation process of the VP itself, as is the case for the
other kinds of criteria.

The main criterion of this kind may be the kind of input required by a VP. The
input is related to the way in which the DMs will give their information about the
alternatives in the DPBO. For instance, the DM may be required to rank the alterna-
tives. In other methods the DM may be required to make pairwise comparisons of
alternatives. In other situations, the DM may be required to rate the alternatives by
means of evaluating them with some scale, such as a five-level (1 to 5) scale.

In a business organization, the DPBO in general consists of another MCDM model,
which usually is much more complex than the MCDM model for the DPVP. In such
situations, the criterion related to the kind of input may not be relevant, since an
MCDM model will output this information.

On the other hand, for the problem previously mentioned related to a group of DMs
choosing movies, this criterion is rather relevant and may have a great weight, com-
pared with other criteria.

3.4 Influence of the Analyst on the Choice of Criteria

It should be emphasized that the set of criteria for choosing the VP should not be
related to the analyst’s interest in having some kind of influence on the decision
process. The criteria should only be related to the DM’s objectives related to the final
business decision problem.

Therefore, the analyst should avoid exerting any kind of influence on choosing the
criteria. An example is how best to reduce the computational complexity of the
VP. This criterion should not be considered, unless it has some impact in the DPBO,
which is the final purpose of the DPVP.

4 A Framework for Choosing a Voting Procedure

As mentioned, the DPVP is the first part of the whole decision process and is planned
so as to choose a VP by means of an MCDM decision model. This section proposes a
framework for building such a MCDM decision model, which is based on a procedure
for building MCDM decision models [2].

This procedure has three phases:

• A preliminary phase, in which the basic elements of the decision model are
considered

• A phase for preference modeling and choosing the MCDM method
• A finalization phase, in which a recommendation is given.

The preliminary phase has 5 steps which are concerned with identifying the DM and
other actors in the decision process, and the establishing other elements of the decision
model such as: the objectives, the criteria, and the set of alternatives.
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The second phase has three steps, related to preference modeling, in which the
MCDM method is chosen. Finally, in the last phase the alternatives are evaluated, a
sensitivity analysis is made and a recommendation is proposed.

4.1 Framework for the Modeling Process and Choosing the Voting
Procedure

Based on this procedure, Fig. 1 shows a framework for modeling the process for
choosing the VP, which includes the steps that the analyst should follow and his/her
interactions with the DM or a group of DMs.

Pre-selection of 
voting procedures

Establishment of 
criteria

Building consequence 
matrix

Building Decision 
Matrix

Parameterization of 
MCDM model 

Application of model 
and selection of VP

Application of VP in 
DPBO

Decision by:

DM/ Analyst

DM

DM

DM

Aiding action 
by Analyst:
structuring

structuring and 
modeling

modeling

modeling

modeling

modeling

modeling

structuring and 
modeling

Choosing the MCDM
method

Fig. 1. Framework for modeling the process for choosing the voting procedure.
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Figure 1 also shows the actions, at each step, to be taken by at least two actors: the
DM (or a group of DMs) and the analyst. Actions by the DM consist of decision-
making to be made, mainly regarding the inclusion of preference information within
the model. Actions by the analyst may be of two types structuring and modeling.

The first step consists of a pre-selection of the set of VPs, to be included in the set
of alternatives. The establishment of criteria is preceded by setting the objectives and
involves decisions to be made by the DM. There are several structuring methods for
conducting this step and depending on the complexity of the DPBO and the organi-
zational context an appropriate approach should be applied [2, 5, 15]. The following
steps consist of building the consequence matrix and the Decision Matrix.

As to choosing the MCDM method, the DM’s preference structure should be
considered. This step is aided by the analyst who models the evaluation of the DM’s
rationality, in accordance with what is discussed in Sect. 4.2. Next step regard the inter-
criteria evaluation, involving mainly the establishing the criteria weights.

Then, it follows the application of the model, including implementing the model,
conducting the sensitivity analysis and interpreting the results [2].

4.2 Choosing the MCDM Method for Comparing Voting Procedures

Choosing the MCDM method is one of the most important issues for building MCDM
decision models [2, 16]. There are many MCDM methods, which may have a few
different classifications. For the purpose of this study, some of these classifications may
be useful. First, an MCDM method may be classified according to the action space,
which can be either discrete of continuous. The former is of interest for the kind of
problem analyzed.

Another classification considers the form of compensation, if any, for aggregating
the criteria. Two situations may be considered: compensatory and non-compensatory
methods [17, 18]. A number of methods may be included in the first type, for instance:
MAUT (Multi-Attribute Utility Theory) and deterministic additive methods, such as
AHP, SMARTS, MACBETH, among many others [18, 19].

The additive aggregation procedure is the most applied of these methods and can be
represented by the following Eq. (1).

vðVPÞ ¼
Xn
i¼1

kiVi Cij
� � ð1Þ

where:
v(VP) is the global value of a particular VP
ki is the parameter related to the inter-criteria evaluation of criterion i; this parameter is

called either as a “weight” or a “scale constant” of criterion i.
Vi(Cij) is the value of consequence for criterion i, as shown in Table 2.
Cij is the consequence or outcome of VP j for criterion i, as show in Table 1.
Amongst the non-compensatory methods are included lexicographical and outranking

methods, such as: ELECTRE, PROMETHEE, among many others [5, 17, 19].
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A preference relation P is non-compensatory if the preference between two VPs
x and y only depends on the subset of criteria in favor of x and y [20]. Let P(x,y) = {i: xi
Pi yi}, then:

pðx; yÞ ¼ pðz;wÞ
pðy; xÞ ¼ Pðw; zÞ

� �
) xPy , zPw½ �: ð2Þ

In this case, it does not matter how high is the level of the performance of x or y in
each criterion. That is, how high is the level of the performance (Vi(Cij)), in Table 2, of
a VP because a particular criterion is not taken into account. It is enough to know if the
level of performance (Vi(Cij)) of a VP is greater or less than another VP. That is, the
only information needed is if (Vi(Ciz)) > (Vi(Ciy)). This would mean that the perfor-
mance of VPz is greater than the performance of VPy and VPz is preferred to VPy. This
is the only information required in (2).

An example of this kind of evaluation may be illustrated by the PROMETHEE
family of methods [17, 18, 21], in which the outranking degree π(a, b) of each ordered
pair of VPs (a, b) is obtained by (3):

p a; bð Þ ¼
X

wjp a; bð Þ: ð3Þ

where:
wi is the weight of criterion i; the weights are normalized, such that: Σwi = 1.
π(a, b) expresses to which degree a is preferred to b over all the criteria.
Pj(a, b) is a preference function, established for each criterion by the DM; for the most

simple function Pj(a, b) is set to be 1, if the value of a is greater than the value of
b in Table 2, and set to be 0, otherwise.
The weights are given by the DM, and for this kind of method, this straightaway

represents the relative degree of importance of the criterion. For instance, the property
related to the independence of irrelevant alternatives could have a minor impact over a
particular DPBO, and in this case would receive a low weight from the DM. Also, this
DM could consider that the property related to the Condorcet winner criterion would be
twice as important as the former property, with a weight of 0.3. Therefore, the criterion
related to the independence of irrelevant alternatives would have a weight equal to 0.15.

For this non-compensatory approach, (3) indicates that the outranking degree π(a, b),
comparing VPs a and b is the summation of the weights for those criteria, in which a has a
better performance (Vi(Cij)) than b, without considering how much better it is.

On the other hand, for the additive method the level of the performance (Vi(Cij)) of
a VP for a particular criterion is taken into account in the MCDM evaluation process,
so this level is compensated for in the model given in (1). In this sense it is a com-
pensatory method.

An issue to be taken into account is related to the scale of the value function Vi(Cij).
Of course for the additive model in (1) this has to be on a cardinal scale. In general, the
interval scale is assumed for most elicitation procedures for the weights ki. These
procedures have to be applied in an appropriate way, since the weights in the additive
model do not straightaway mean that these are the degrees of importance of a criterion.
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On the other hand, for the non-compensatory methods an ordinal scale for the value
function Vi(Cij), in Table 2 may be applied, which can clearly seen analyzing (2). This
ordinal scale is also applicable for most outranking methods, including the ELECTRE
and PROMETHEE [5, 17, 18, 21]. However, there may be some exceptions in these
methods. The computation of discordance indices may use difference in attribute values
in ELECTRE method, if the analyst so designs the model. Alternatively, the analyst
may consider discordance sets, instead of discordance index, so that qualitative criteria
may be applied [17]. With regard to the PROMETHEE method, the ordinal scale may
also be applied when using the “usual criterion” for Pj(a, b) in (3), as explained above,
which is consistent with the formulation in (2). This process of the method has no
relation with the concepts of preference flow, which produces a cardinal scale for
scores of the alternatives, since they are based on the summation of the criteria weights.
However, when using thresholds in these methods one may consider a need for an
interval scale, instead of an ordinal scale, since thresholds are applied in order to add or
subtract to the value function Vi(Cij). On the other hand, ordinal scale may be applied
as an approximation, given the meaning of thresholds itself, contextualized for small
amounts, with a high degree of approximation. Thus, using ordinal scales in this case
may be seen as a good approximation, as is expected in the modeling process and it is
conducted in some methods. For instance, some VPs use ordinal information (rank
position) in order to produce scores for alternatives, such as the Borda procedure.

When choosing the MCDM method for the DPVP, this issue of compensatory or
non-compensatory rationality [2] should be considered. Which of them is the most
appropriate to the DM? This evaluation should be conducted. This is not a simple
choice that the analyst can make. It should be based on the DM’s preference structure.
For instance, it should be checked if on comparing the performance of the VPs
regarding the desiderata and other possible criteria, the DM is willing to make
compensation.

An important consideration may be taken at this point with regard to the kind of
rationality which would be more appropriate for the decision problem considered. That
is, should the set of VPs be analyzed by a compensatory or non-compensatory
approach?

Some reflections may be provided regarding which rationality would be more
appropriate for the DMs in this particular decision problem.

One may find it hard to consider the possibility of a DM analyzing any two
properties or characteristics of a VP, by making compensation between them. In this
case, the value function of Table 2 is applied only to check which of the two VPs has a
greater performance and there is no need to know by how much its performance is
greater than the other.

On the other hand, one may think that it seems reasonable to consider that a DM
may analyze two properties or characteristics of a VP, by comparing them in terms of
which would be more acceptable. Conversely, a DM could consider which of them
would be a more unsuitable presence in a VP.

If that is the case, it seems to be reasonable to assume that it would be more
appropriate to apply a non-compensatory method in the DPVP. That is, the choice of
the VP may be based on a formulation such as that in (3).
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Alternatively, the DM may require that making comparisons between VPs require
consideration to be given to the extent to which the performance on those properties
(criteria) is analyzed in a model such that (1) should be applied. In this case, the scale
of the value function, represented in Table 2, should be on a cardinal scale.

4.3 Additional Remarks for the Modeling Process

The main issue in the framework presented in Fig. 1 is that related to choosing the
MCDM method in the DPVP and the possibility of a group decision process in the
DPVP, which is the main issue following discussed. A few other issues are briefly
emphasized as follows.

A major concern with this process is the requirement of the DM, mentioned in
Fig. 1. In some DPBO there is a presence of a supra-DM, who has, in general, a
hierarchical position in the organization’s structure, above the other DMs. This is
similar to the concept of the ‘benevolent dictator problem’ [22]. In this case this DM
makes all decisions related to the DPVP. Otherwise, if the context is based on a
‘participatory group problem’ [20], then, all DMs acts jointly in the DPVP. That is, the
DPVP turns out to be a group decision process. In this case, one may wonder that this
may lead to a danger of an infinite regress. That is, a method would be needed to solve
that second order group decision, for that another model would be needed, and so on.
In this situation, the role of the facilitator is considerable relevant, in order to break a
supposed circle of numerous regresses.

Since the second kind of criteria, as explained in Sect. 3, is a set of desiderata,
would it be helpful to think that the DM’s goal is to find a VP that satisfies all the
desiderata? Of course that is not possible, since each VP satisfies a particular set
of desiderata. Therefore, the aim of the DPVP is to find the VP which satisfies a set of
desiderata that is comparatively more desirable to the DM, given a particular DPBO
that this DM is facing. Besides, this is the purpose of the MCDM model in the DPVP.

An important modeling issue is related to establishing the DM’s objectives and the
criteria, and therefore to assigning consequences for building Table 1. Using a 5-level
scale has been recommended for the subjective evaluations regarding the value func-
tion for Table 2. However, in some cases, it may happen that only two levels (0 or 1)
can be applied. In this case, level 0 indicates the least desirable, meaning that a
particular property (criterion) is undesired by the DM. Level 1, on the other hand,
indicates the most desirable, meaning that the property in question is either desired by
the DM or does not affect the decision process, at all.

It is noticeable that for this two-level scale, the two approaches (compensatory and
non-compensatory) are equivalent. This can be easily verified by observing (1) that for
all criteria i to which Vi(Cij) = 1, the weights ki of those criteria are added to the global
value of the VP. This is similar to the effect of the preference function (Pj(a, b)) in (3).
Therefore, (1) acts in the same way as (3). Thus, in such a cases as this, it would be
easier to follow the non-compensatory approach, given the simplicity of the step for
establishing the parameters of the model.

Finally it should be highlighted that while, the process illustrated in Fig. 1 is related
to the DPVP, all its steps should be focused on the DPBO, which is the main purpose
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of the whole process. In this case the analyst should ensure that he/she considers the
DM’s preference throughout the process.

5 Conclusions

This paper presents a framework for aiding the choice of a VP for a business decision
problem. The decision model has considered the following main issues: the non-
compensatory rationality for the DM; the sequence of the decision process; the set of
relevant criteria; and the evaluation matrix of properties by VPs.

The sequence of the decision process and the assumption of a non-compensatory
approach for the MCDM method are justified based on the characteristics and typical
context of this kind of decision.

The set of relevant criteria and the evaluation matrix of properties by VPs have
already been suggested with several considerations to be included in the model [6–8].

The framework may facilitate the aiding process that the analyst will conduct by an
analyst, although a few issues may be considered in future studies, such as: consid-
erations related to a decision process with partial information.
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Abstract. We investigate group manipulation by vote exchange in two-
tiers elections, where voters are first distributed into districts, each with
one delegate. Delegates’ preferences result from aggregating voters’ pref-
erences district-wise by means of some aggregation rule. Final outcomes
are sets of alternatives obtained by applying a social choice function
to delegate profiles. An aggregation rule together with a social choice
function define a constitution. Voters’ preferences over alternatives are
extended to partial orders over sets by means of either the Kelly or
the Fishburn extension rule. A constitution is Kelly (resp. Fishburn)
swapping-proof if no group of voters can get by exchanging their prefer-
ences a jointly preferred outcome according to the Kelly (resp. Fishburn)
extension. We establish sufficient conditions for swapping-proofness. We
characterize Kelly and Fishburn swapping-proofness for Condorcet con-
stitutions, where both the aggregation rule and the social choice function
are based on simple majority voting. JEL Class D71, C70.

Keywords: Representative democracy · Vote swapping · Vote
exchange · Group manipulation

1 Introduction

A society has to choose a subset of a finite set of alternatives through an indirect
voting procedure. Voters are first divided into a fixed number of districts, where
each voter submits a preference described by a linear order over alternatives. Pref-
erences are aggregated district-wise into some district preference. The final out-
come is a subset of alternatives chosen from the profile of district preferences by
means of a social choice function (SCF). It is well-known that the outcome of
indirect voting may be sensitive to the distribution of voters across districts, even
when the prevailing SCF is anonymous. This sensitivity may prevail even when
one of two alternatives has to be chosen. Indeed, if district preferences are defined
by means of simple majority voting while the final outcome is themajority winner
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among districts, it is fairly easy to find voters’ preferences such that two different
“district maps” lead to two different choices.1

The critical role played by the district map is often related to gerryman-
dering. Gerrymandering means a deliberate design of districts to influence the
outcome of the elections. It may operate either by concentrating as many vot-
ers of one type into a single district to reduce their influence in other districts,
or by spreading out voters of a particular type among many districts in order
to prevent a sufficiently large voting block in any particular district. This may
explain why the design of districts is always controversial.2

We adopt in this paper a different approach by considering how, for some
distribution of voters among a given number of districts, voters can manipulate
the procedure by exchanging votes in order to get a mutually preferred out-
come. Instead of considering potential manipulation of the voter distribution by
the incumbent party, we focus on the ability of voters to “re-shape” the dis-
trict map by swapping votes. Hence, while vote swapping basically consists in
re-distributing voters across districts, its scope does not address the same incen-
tives as for gerrymandering. It can even be conceived as a strategic response
to the potential manipulation by governing parties to design districts at their
advantage. Vote swapping actually happens in practice, and has been favored
by the existence of websites especially designed to solve the associated commu-
nication and bargaining problems. A good example is provided by the website
www.votepair.ca/.3 Other websites operated in the United States during the
2000 elections campaign, and launched intense debates about their legal status.4

The final statement was made in 2007, confirming the legality of vote swapping.5

1 Consider for instance the case of 15 voters divided into 5 districts with size 3 each, and
where voters 1 to 9 prefer the alternative a to alternative b. Then place voters 1,2,3
in the first district, voters 4,5,6 in the second district, and dispatch each of the three
remaining supporters of a in one of the last 3 districts. It follows that b wins. If now
voter 3 exchange her location with any of the b supporters, a wins. This example relates
to the referendum paradox (see [23,28]), which holds when indirect majority voting is
inconsistent with direct majority voting (i.e. when the choice is made from the voters’
preferences). Example 1 below provides another illustration of gerrymandering.

2 One may consult the website: http://pjmedia.com/zombie/2010/11/11/the-top-ten-
most-gerrymandered-congressionaldistricts-in-the-united-states/, where real dis-
tricts exhibiting weird shapes are shown.

3 On the welcome page of this website, the following text appears: “You should pair
vote if either: You want to keep a political party from winning, You don’t feel that
there is any point in voting for who you want, as the candidate or party has no chance
of getting elected, You are tired of your vote not being represented in Parliament”.

4 Once threatened by the California Secretary of States, the websites voteswap2000.com
and votexchange2000.com immediately shut their virtual doors.

5 On 8-6-2007, the 9th U.S. Circuit Court of Appeals ruled that “the websites’ vote-
swapping mechanisms as well as the communication and vote swaps they enabled
were constitutionally protected. At their core, they amounted to efforts by politically
engaged people to support their preferred candidates and to avoid election results that
they feared would contravene the preferences of a majority of voters in closely con-
tested states. Whether or not one agrees with these voters’ tactics, such efforts, when
conducted honestly and without money changing hands, are at the heart of the liberty
safeguarded by the First Amendment.”

http://www.votepair.ca/.
http://pjmedia.com/zombie/2010/11/11/the-top-ten-most-gerrymandered-congressionaldistricts-in-the-united-states/
http://pjmedia.com/zombie/2010/11/11/the-top-ten-most-gerrymandered-congressionaldistricts-in-the-united-states/
http://voteswap2000.com
http://votexchange2000.com
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Vote swapping describes a specific type of group-manipulation. Linking group
strategy-proofness for SCFs to the immunity of voting procedures to vote swap-
ping, or in short swapping-proofness, raises two issues. The first issue is that
manipulation of an SCF is conditional to the way individuals compare sets, or put
differently, to the way preferences over alternatives are extended to preferences
over sets.6 We consider two types of preferences over sets. The most conservative
extension of preferences from alternatives to sets is the Kelly extension ([22]):
given a linear order p over alternatives, a subset X of alternatives is preferred to
another subset Y if p ranks all elements of X above all those in Y . Clearly, the
Kelly extension allows to compare only disjoints sets. In contrast, the Fishburn
extension ([20]) allows to compare some pairs of intersecting sets. It states that
X is preferred to Y if p ranks all elements of X\Y above all those of X ∩ Y ,
and all elements of X ∩ Y above all those of Y \X. These two extensions respec-
tively naturally define respectively the notions of Kelly swapping-proofness and
Fishburn swapping-proofness. Clearly, if X is preferred to Y under the Kelly
extension, it is so under the Fishburn extension. Therefore, Fishburn swapping-
proofness implies Kelly swapping-proofness. The second issue when trying to
use existing results on group strategy-proof SCFs is that the final outcome does
not directly depend on individual preferences but instead, on district prefer-
ences. Hence misrepresenting individual preferences can alter the outcome only
indirectly, by affecting aggregated preferences in one or several districts.7

The key notion we use in order to encompass this second issue is the notion
of constitution. A constitution is a pair {θ, F} where θ is an aggregation rule,
which maps every profile of voters’ linear order into a complete binary relation
over alternatives (district preferences), while F is an SCF that maps any profile
of such binary relations into a subset of alternatives. Special attention is paid
to two specific classes of constitutions. In a Condorcet constitution, θ is defined
as the majority tournament built from voters’ preferences while F is a tourna-
ment solution (which chooses from every tournament a subset of alternatives
that uniquely reduces to the Condorcet winner whenever it exists). In a posi-
tional constitution, district preferences are built by using a score vector, and the
choice from district preferences are computed by also using a (maybe different)
score vector. Our results can be summarized as follows. First, we establish a
set of sufficient conditions for Kelly (resp. Fishburn) swapping-proofness, and
we prove that this set characterizes Kelly (resp. Fishburn) swapping-proofness
for Condorcet constitutions. Second, we show that several constitutions based
on well-known tournament solutions are Kelly swapping-proof, while very few
are Fishburn swapping-proof. Finally, we prove that no positional constitution
is Kelly swapping-proof (hence Fishburn swapping-proof).

6 Strategy-proof SCFs (for different extended preferences over sets) are studied in
particular in [3–7,9,11–13,16,19,21,22], and [29,30].

7 Note that “direct” manipulation by vote swapping cannot occur in the case of anony-
mous SCFs.
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The paper is organized as follows. Sect. 2 is devoted to a simple model of indi-
rect voting, where the notion of swapping-proof constitution is formally defined.
Condorcet and positional constitutions are introduced in Sect. 3. Results appear
in Sect. 4, and are further discussed in Sect. 5. Proofs are omitted and are avail-
able upon request.

2 Vote-Swapping in Representative Democracy

2.1 A Model of Representative Democracy

We consider a finite electorate In = {1, ..., i, ..., n} involving a variable number
n ≥ 3 of voters confronting a finite set Am = {a1, . . . , am} of m alternatives
where m ≥ 3 is also variable. Voters’ preferences are represented by linear orders
on Am. A profile is an n-tuple p = (pi)i∈In

∈ L(Am)n, where L(Am) stands for
the set of all linear orders over Am, and where pi is voter i’s preference. We denote
by Π(Am) the set of all profiles over Am, and we define Π = ∪m≥3Π(Am). Given
p ∈ Π(Am) together with a, b ∈ Am, we define pi:a,b as the set of all preference
profiles in Π(Am) such that p′ ∈ pi:a,b if and only if p′

j = pj for all j �= i, and
(a, b) ∈ pi ⇒ (b, a) ∈ p′

i. The electorate is divided into at least two mutually
disjoint subsets, or districts, each sending one delegate to the upper electoral
body. Formally, an apportionment is a partition D = {D1, ...,DK} of In into
K ≥ 2 districts. The delegate of district Dk is denoted by k. Given a profile
p = (pi)i∈In

together with an apportionment D, the profile of district k is the
restriction p |Dk

of p to Dk. We assume that each delegate aggregate voters’
preferences in her district into a complete binary relation over Am by means of
an aggregation rule. Denoting by Q(Am) the set of all complete binary relations
over Am, an aggregation rule is defined as a function θ : Π(A) → ∪m≥3Q(Am)
such that ∀m ≥ 3, ∀p ∈ Π(Am), θ(p) ∈ Q(Am). We assume throughout the
paper that all delegates use the same aggregation rule. An aggregation rule is
called strict if it generates an anti-symmetric district preference at any voters’
profile, that is a tournament. We denote by T (Am) the set of all tournaments
over Am . The aggregation rule θ is strict if ∀m, n ≥ 3, ∀p ∈ L(Am)n, θ(p) ∈
T (Am). Moreover, θ satisfies representation-monotonicity (hereafter Rep-Mon) if
∀p ∈ L(Am), ∀i ∈ In, ∀a ∈ Am, ∀b ∈ A\{a} with a ϕ(p) b, we have (a, b) ∈ ϕ(p′)
for all p′ ∈ pi:a,b. In words, weakly strengthening an alternative in one voter’s
preference without altering other preferences cannot reverse its comparison with
initially less preferred alternatives.

Given a voters’ profile p together with an apportionment D = {D1, ...,DK},
delegate k’s preferences are described by θ(p |Dk

). In order to make notations
as simple as possible, we write Pk = θ(p |Dk

) for all k = 1, ...,K. Gathering all
delegate preferences defines the delegate profile pD,θ = (P1, ..., PK) ∈ Q(Am)K .

Final decisions are obtained by applying a voting rule to the delegate profile.
Formally, a voting rule is a correspondence F : ∪K≥2,m≥3Q(Am)K → ∪m≥3Am

such that ∀K ≥ 2, ∀n ≥ 3, ∀Q ∈ Q(Am)K , F (Q) ⊆ Am. Hence, if p and
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D = {D1, ...,DK} and are the prevailing voters’ profile and apportionment, the
final outcome is given by F (pD,θ) = F (P1, ..., PK).

A constitution is a pair {θ, F} involving an aggregation rule (describing
how delegate preferences emanate from citizens’ preferences) and a voting rule
(describing how one or several alternatives are chosen from delegate preferences).
A constitution {θ, F} is strict if θ is strict. A voting situation for C is a 5−tuple
(In, Am, p,D, C) involving a set In of n voters, a set Am of m alternatives, a pro-
file p ∈ L(Am)n, an apportionment D describing how In is divided into districts,
and a constitution {θ, F}.

2.2 Swapping-Proofness

The well-known sensitivity of indirect elections outcomes to apportionment is
usually associated to gerrymandering, defined as a strategic attempt by a running
office party to establish a political advantage by manipulating district bound-
aries. It is already known that no reasonable constitution is immune to gerry-
mandering in the case where voters cast ballots naming only one alternative and
where only one alternative is finally chosen ([10,14]). Moreover, every constitu-
tion based on simple majority voting is exposed to gerrymandering ([24]). This
is illustrated by the following example.

Example 1. We consider a constitution such that whenever the number of dis-
tricts is odd and each district contains an odd number of voters, (1) delegate
preferences are built pairwise majority comparisons (delegate k ranks alternative
aj above another alternative ah if more than half of voters in district Dk do so),
and (2) the final outcome is the set of all alternatives which defeat the highest
number of alternatives in the delegate profile according to the majority rule.8

Consider the voting situation with 9 voters, 5 alternatives, 3 districts each with
size 3, where voters’ preferences are shown below

p =

⎛

⎜⎜⎜⎜⎜⎜⎝

P1, P2, P3 P4 P5 P6 P7, P8, P9

a4 a5 a5 a2 a3

a5 a2 a4 a3 a1

a1 a3 a2 a1 a2

a2 a1 a3 a4 a4

a3 a4 a1 a5 a5

⎞

⎟⎟⎟⎟⎟⎟⎠

and where the apportionment is D = (D1,D2,D3) = ({1, 2, 3}, {4, 5, 6},
{7, 8, 9}).

8 Given a profile of district preferences pD,θ = (θ(p |D1), ..., θ(p |DK )), the major-
ity tournament among districts T (pD,θ) is defined by ∀a, b ∈ Am, a T (pD,θ) b iff
|{k ∈ {1, ..., k} : aθ(p |Dk)b}| > K

2
. The final outcome we consider in this example is

known as the Copeland set of T (pD,θ).
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3 Condorcet and Positional Constitutions

Special attention is paid below to two specific classes of constitutions: Condorcet
constitutions, where delegate preferences and the voting rule are based on simple
majority voting, and positional constitutions, where simple majority is replaced
by a scoring rule.

3.1 Condorcet Constitutions

A constitution is Condorcet if both delegate preferences and final choices are
based on pairwise majority comparisons of alternatives. Given any integer L
and any L−tuple of tournaments π = (T1, ..., TL) ∈ T (Am)L where L is odd,
the tournament T (π) over Am is defined by: for all h, j ∈ {1, ...,m}, ah T (π) aj

if and only |{i ∈ {1, ..., L} : ahTiaj | > L
2 . We call T (π) the majority tournament

from π. Hence an alternative ah defeats another alternative aj in tournament
T (π) if ah defeats aj in more than half of the tournaments in π . Furthermore,
the Condorcet winner of tournament T the (necessarily unique) alternative cwT

such that cwT T b for all b ∈ Am\{cwT }. We call admissible a voting situation
where each district preference is a tournament, and where the majority tour-
nament across district is also well-defined. Since indifference is not allowed in
voters’ preferences, any voting situation involving tan odd number of districts,
each involving an odd number of voters, is admissible. We define Condorcet
constitutions in restriction to admissible voting situations. The majoritarian
aggregation rule θmaj is defined by: ∀m ≥ 3, ∀n ≥ 3 with n odd, ∀p ∈ L(Am)n,
θmaj(p) = T (p). In Condorcet constitutions, each delegate compare alternatives
according to the majority will in her district. Given a profile P together with an
apportionment D = (D1, ...,DK), delegate k’s preferences are thus described by
T (p |Dk

) = Tk, and the delegate profile is the K−tuple pD,θmaj
= (T1, ..., TK).

The tournament T (pD,θmaj
), called delegate tournament, is well-defined in any

admissible voting situation. A voting rule F is Condorcet consistent if for any
m, n ≥ 3 with n odd and any π = (T1, ..., Tn) ∈ T (Am)n, F (π) = {cwT (π)}
whenever T (π) has a Condorcet winner.

Definition 1. A constitution C = {θ, F} is Condorcet (for admissible voting
situations) if θ = θmaj and F is Condorcet consistent.

In Condorcet constitutions, final choices F (T (pD,θmaj
)) are made from the

delegate profiles by means of a voting rule that uniquely selects an alterna-
tive preferred to any other alternatives in a majority of districts when it exists.
An interesting class of Condorcet constitutions involves tournament solutionsas
voting rules. A tournament solution is a Condorcet consistent correspondence
S : ∪m≥3T (Am) → ∪m≥3Am such that S(T ) ⊆ Am for all m ≥ 3 and all T in
T (Am), S(T ) ⊆ Am. Example 1 above involves a Condorcet constitution based
on the tournament solution called the Copeland Set.

We consider several well-known tournament solutions that we briefly define
below. An extensive survey of tournament solutions can be found in [25]. Given
a tournament T over Am,
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If θ is built by using the Borda score vector for 5 alternatives, we get the
following delegate profile

pD,θ =

⎛

⎜⎜⎜⎜⎜⎜⎝

θ(p |D1) θ(p |D2)
a3 a2, a5

a5 a3

a1 a4

a2 a1

a4

⎞

⎟⎟⎟⎟⎟⎟⎠

It follows that I(pD,θ) = 5, and thus the voting rule F is based on the same
score vector as the one for θ. It is easily checked that F (pD,θ) = {a3, a5}.

4 Results

4.1 Kelly Swapping-Proofness

We first establish a sufficient condition for Kelly swapping-proofness.

Theorem 1. A constitution {θ, F} is Kelly swapping-proof if θ is strict and
satisfies (Rep-Mon) and F satisfies (SWIUA).

An SCF satisfies the property of independence of unchosen alternatives (IUA)
if its outcome is non-sensitive to changes in the delegate profile with respect
to unchosen alternatives. Formally, F satisfies (IUA) if F (P ) = F (P ′) for all
P,P ′ ∈ Q(Am)K such that Pk |{a,b}= P ′

k |{a,b}for all (a, b) ∈ F (P ) × A and all
k ∈ {1, ...,K}. It is easy to prove that IUA) implies (SWIUA). Hence, a corollary
of Theorem 1 is

Corollary 1. A constitution {θ, F} is Kelly swapping-proof if θ is strict and
satisfies (Rep-Mon) and F satisfies (IUA).

As a consequence of Corollary 1, we get the existence of Kelly swapping-proof
Condorcet constitutions. Indeed, BP satisfies (IUA). Moreover, θmaj is strict
at any admissible voting situation and clearly satisfies (Set-Mon). Finally, it
directly follows from the Kelly principle that if {θ,G} is Kelly swapping-proof
and F (pD,θ) ⊇ G(pD,θ) at any voting situation, then {θ, F} is Kelly swapping-
proof. As a consequence, one gets

Corollary 2. If F is a superset of BP , then {θmaj , F} is Kelly swapping-proof
at any admissible voting situation.

Since TC, UC, UC∞ and MC are supersets of BP , a constitution based on
each of those tournament solutions is Kelly-swapping-proof. Furthermore, if F ∈
{COP, SL}, then {θmaj , F} is not Kelly swapping-proof. Indeed, Example 1
shows that {θmaj , COP}. Moreover, it is easily checked that in Example 1,
when S(σ) = {3, 6}, SL(T (pD,θmaj

)) = COP (T (pD,θmaj
)) = {a5} while
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SL(T (pDσ,θmaj
) = COP (T (pDσ,θmaj

)) = {a4}. Since a4pia5 for i ∈ {3, 6}, we
conclude that {θmaj , SL} is not Kelly swapping-proof.

Another consequence of Corollary 1 is that Kelly swapping-proofness holds
under a property of the voting rule weaker than the property of set monotonicity
introduced in [11], where group strategy-proofness is considered in direct vot-
ing (i.e. for one-district elections) and non-transitive asymmetric and complete
preferences. Interpreting districts as voters, an SCF F satisfies set-monotonicity
(Set-Mon) if for all m, K ∈ N, for all p ∈ Q(Am)K , for all k ∈ {1, ...,K}, for all
a ∈ Am and for all b ∈ Am\F (p), we have F (p) = F (pk:a,b). Set-monotonicity
means that the outcome is non-sensitive the weakening of some unchosen alter-
native. It is proved in [11] that a voting rule is Kelly group strategy-proof if and
only if it satisfies set monotonicity.9 It is easy to show that (Set-Mon) implies
(IUA). However, this does not imply Theorem 1, since in our setting the voting
rule is not applied directly to voters’ preferences.

It is obviously checked that θmaj satisfies (Rep-Mon). Our next result is that
(SWIUA) actually characterizes Kelly swapping-proof Condorcet constitutions.

Theorem 2. A Condorcet constitution {θmaj , F} is Kelly swapping-proof if and
only if F satisfies (SWIUA).

In contrast with Condorcet constitutions, all positional constitutions are exposed
to manipulation by vote swapping:

Theorem 3. No positional constitution is Kelly swapping-proof.

We actually prove the following stronger result: every positional constitution is
Kelly manipulable at some voting situation where the outcome is a singleton
and where all districts have the same size.

4.2 Fishburn Swapping-Proofness

Observe first that, since Fishburn swapping-proofness clearly implies Kelly
swapping-proofness, Theorem 3 implies that no positional constitution is Fish-
burn swapping-proof.

We establish below a sufficient condition for Fishburn swapping-proofness.
Beforehand we introduce three properties for SCFs.

An SCF F satisfies the property of symmetric independence of unchosen
alternatives (SIUA) if F (P ) = F (P ′) for all P,P ′ ∈ Z(A)n, if P\P ′ ⊆
(A\F (P ) × A\F (P ))∪ (A\F (P ′) × A\F (P ′)). In words, any two delegate pro-
files that differ only on alternatives unchosen for either of them lead to the
same choice set. Clearly, (SIUA) is stronger than (IUA). Moreover, F satisfies
the property of independence of jointly chosen alternatives (IJCA) if F (P ) =
F (P ′) for all P,P ′ ∈ Z(A)n, if P\P ′ ⊆ [(F (P ) ∩ F (P ′)) × (F (P ) ∩ F (P ′))].
In words, any two delegate profiles that differ only on jointly chosen alter-
natives lead to the same choice set. Furthermore, F satisfies the property
9 (Set-Mon) is actually sufficient for Kelly group strategy-proofness when preferences

are transitive, as proved in [12].
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of strong independence of jointly chosen alternatives (SIJCA) if it satisfies
(IJCA) and if, in addition, F (P ) = F (P ′) for all P,P ′ ∈ Z(A)n, if P\P ′ ⊆
[(F (P ) ∩ F (P ′)) × (A\F (P ) ∪ F (P ′))] ∪ [(A\F (P ) ∪ F (P ′)) × (F (P ) ∩ F (P ′))].

Theorem 4. A constitution {θ, F} is Fishburn swapping-proof if θ is strict and
satisfies (Rep-Mon) and F satisfies (SIUA) and (SIJCA).

Another interesting sufficient condition can be obtained by completing (Set-
Mon) with the property of exclusive independence of chosen alternatives (EICA)
introduced in [13]. A voting rule satisfies (EICA) if unchosen alternatives remain
unchosen when delegate preferences are modified only between chosen alterna-
tives. Formally, F satisfies (EICA) if for all m, K ∈ N where K > 2, for all
P,P ′ ∈ Q(Am)K such that Pk |{a,b}= P ′

k |{a,b} for all k ∈ {1, ...,K} and for all
a, b ∈ Am with b ∈ Am\F (P ), we have F (P ′) ⊆ F (P ). It is shown in [13] that in
direct elections with complete asymmetric and non-transitive preferences, (Set-
Mon) and (EICA) together are sufficient for Fishburn group strategy-proofness.
While this result cannot be directly applied in our framework, we can nonetheless
show the following

Theorem 5. A constitution {θ, F} is Fishburn swapping-proof if θ is strict and
satisfies (Rep-Mon) and F satisfies (Set-Mon) and (EICA).

Since the Top-Cycle TC satisfies (Set-Mon) and (EICA), we get

Corollary 3. The Condorcet constitution {θmaj , TC} is Fishburn swapping-
proof.

Since the Copeland set COP , the Banks set B, the Slater set SL, the Uncovered
set UC and its refinement UC∞ violate (IUA) (see [25] for proofs), we get

Corollary 4. If F ∈ {COP, SL,B,UC,UC∞}, no Condorcet constitution
{θmaj , F} is Fishburn swapping-proof.

While (IUA) necessarily holds in a Fishburn swapping-proof Condorcet constitu-
tion, it is not sufficient. Indeed, the Bipartisan set BP and the Minimal Covering
set MC both satisfy (IUA) but are not Fishburn swapping-proof.

Proposition 1. The constitutions {θmaj ,MC} and {θmaj , BP} are not Fish-
burn swapping-proof.

Our last result in this section is that (SIUA) and (SIJCA) characterizes Fishburn
swapping- proof Condorcet constitutions.

Theorem 6. A Condorcet constitution {θmaj , F} is Fishburn swapping-proof if
and only if F satisfies (SIUA) and (SIJCA).
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5 Discussion

(1) In order to analyze the possibility of strategic manipulation by vote swapping,
we model indirect elections as a two-stage procedure where in the first stage, indi-
vidual votes (linear orders over alternatives) in each district are aggregated into a
delegate preference, and where in the second stage a subset of alternatives is cho-
sen from the profile of all delegate preferences. This two-stage procedure defines a
constitution, that is a pair {θ, F}, where θ is an aggregation rule, and where F is
a multi-valued SCF. We show that if θ satisfies a monotonicity property and if F
is satisfies the symmetric weak independence of unchosen alternatives (resp. sat-
isfies symmetric independence of unchosen alternatives and strong independence
of jointly chosen alternatives), {θ, F} is vote swapping-proof if voters compare
sets according to the Kelly principle (resp. the Fishburn principle). Moreover,
we prove that these conditions respectively Kelly and Fishburn swapping-proof
Condorcet constitutions.

(2) To the best of our knowledge, this paper provides the first analysis of
swapping-proofness. Previous studies of two-tiers elections focus on gerryman-
dering. In particular, every Condorcet constitution is exposed to gerrymandering
([24]). Moreover, the same hold for every constitution satisfying a mild separa-
bility property ([17]). Alternative frameworks are proposed in [1,2,10] and [14].
In [10] and [14,15], constitutions are defined such that in each district voters
vote for a single alternative in A, but differ on the way the final outcome is
chosen from district votes. If a “winners take all” assumption holds (each dele-
gate is given a weight equal to the size of her district), unanimity, anonymity and
immunity to the referendum paradox together characterize the very narrow class
of partial priority rules ([14,15]). If instead district votes are built by means of
some (maybe district-specific) voting function while the final vote is computed
from district votes by using another voting function, and if the constant con-
stitution (that gives the same outcome regardless the vote profile)) is banned,
gerrymander-proofness combined with mild additional assumptions implies that
each voter is pivotal, in the sense that she can change the winner by changing her
vote at some unanimous profile ([10]). In [1,2], voters in each district do not vote
directly on alternatives, but instead select a candidate defined as a linear order
over alternatives. Voters rank candidates according to the Kemeny distance to
their own ranking. If simple majority voting operates both for candidate selection
and for choosing the set of winning candidates, then direct voting and indirect
voting may fail to coincide even if voters’ preferences are such that majority
voting leads to a clear winner. In contrast with these approaches, a key feature
of ours is that voters vote neither for one alternative nor for a candidate. Each
voter report preferences over alternatives, and these preferences are aggregated
district-wise into a district preference. Moreover, in contrast with [1,2], we do
not model how delegates are chosen: each district is assigned one delegate whose
preferences are emanating from voters’ preferences. In particular, no choice is
made at the district level. Furthermore, in contrast with [10] and [14,15], we do
not restrict the agenda at the district level (all alternatives remain potentially
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chosen from district preferences), and the final outcome is defined as a subset of
alternatives rather than a single one.

(3) Manipulation by vote swapping extends to constitutions where dis-
trict actually select alternatives, and by doing so restrict the agenda for
the final outcome provide additional assumptions hold for the prevailing
SCF. Given an aggregation rule θ and an SCF F , the sequential con-
stitution Seq{θ, F} is formally defined as follows. Consider an apportion-
ment D = (D1, ...,DK) of the voter set In, and a voter profile p over
Am. Each district Dk chooses the subset F (p |Dk

) and rank all alterna-
tives according to the district preference θ(p |Dk

). The agenda at the upper
level of choice is the set of all alternatives chosen in at least one dis-
trict, that is ∪1≤k≤KF (p |Dk

), and the profile of district preferences over
the agenda is thus pD,θ|∪1≤k≤KF (p|Dk

) = (θ(p |D1)|∪1≤k≤KF (p|Dk
), ..., θ(p |DK

)
|∪1≤k≤KF (p|Dk

)). Then Seq{θ, F} is Kelly swapping-proof if there is no n,m ∈ N,
no apportionment D, no voters’ profile p, and no permutation σ of In such that
F (pDσ,θ)|∪1≤k≤KF (p|Dσ

k
) pK

i F (pD,θ)|∪1≤k≤KF (p|Dk
) for all i ∈ S(σ). Fishburn

swapping-proofness is similarly defined. Then we have the following

Proposition 2. Let F be an SCF satisfying the Aizerman property (resp. the
strong superset property). If a constitution C = {θ, F} is not Kelly (resp. Fish-
burn) swapping-proof, then any sequential constitution {θ, F, F1, ..., Fk, ...} is not
swapping-proof.10

Since MC and BP satisfies the strong superset property, Propositions 1 and 2
together imply that neither Seq{θmaj ,MC} nor Seq{θmaj , BP} is Fishburn
swapping-proof. Moreover, since scoring rules satisfy the Aizerman property,
combining Theorem 3 and Proposition 2 shows that no positional sequential
constitution is Kelly swapping-proof.

(4) While we mainly focus on Condorcet and positional constitutions, we
can also make several statements about other constitutions. For instance, it fol-
lows from Theorem 2 that if θ satisfies (Rep-Mon) and F is either the Con-
dorcet SCF (that uniquely selects the Condorcet winner whenever it exists,
and all alternatives otherwise) or the Pareto SCF (that selects all alternatives
not Pareto-dominated), then {θ, F} is Fishburn swapping-proof, hence Kelly
swapping-proof.
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21. Gardenförs, P.: Manipulation of social choice functions. J. Econ. Theor. 13, 217–

228 (1976)
22. Kelly, J.S.: Strategy-proofness and social choice functions without single-

valuedness. Econometrica 45, 439–446 (1977)
23. Lacy, D., Niou, E.M.S.: A Problem with referendums. J. Theor. Polit. 12, 5–31

(2000)
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Abstract. The community of voting system experts is largely divided
on the issue of the best voting rule. Some – perhaps a majority – of
the community stresses the performance related to Condorcet’s intuition,
while others take a more “positional” view of the voting rules. This paper
approaches the choice of the rule from the viewpoint of the individuals
that will subsequently be applying the chosen rule in solving opinion
aggregation problems. Our first starting point is that each individual has
a preference ranking over the criteria. This starting point reduces the rule
selection into the classic social choice problem. Using the Borda count one
is able to construct a vector of weights that reflects the importance that
the individuals assign to various criteria. Using the analytic results on
the compatibility of various rules and criteria we can then associate each
rule with a value that reflects the aggregated opinion of the importance
criteria. Hence, the choice of the rules gets its justification from the views
that the individuals have on the significance of the criteria. Our second
starting point is based on weights that individuals associate with the
criteria. The collective weights are then determined as in range voting.
Again a justification of the chosen rules can be expressed in terms of the
importance that individual assign to criteria.

Keywords: Voting procedures · Kemeny’s rule · Borda count ·
PROMETHEE

1 Introduction

Some years ago a group of voting theorists and electoral experts got together
for a symposium in Normandy, France. The proceedings of the symposium were
later on edited by Felsenthal and Machover [7]. At the end of the symposium an
impromptu discussion was held among the participants about the best voting
system to be used in a hypothetical situation involving the election of the director
of a municipality. In other words, the system should be applicable in electing a
single winner. In the discussion various procedures were proposed and the session
was concluded with a vote. The alternatives – altogether 18 in number – were
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the voting systems proposed in the discussion and the ballot aggregation method
was the approval voting.1 The results are reproduced in Table 1.

Table 1. The number of approved procedures. Source: [10].

Number of approvals 0 1 2 3 4 5 6 7 8 9 10 > 10 total

Number of ballots 0 2 7 3 5 2 1 1 0 0 1 0 22

The table shows a fairly wide variation in the number of approved systems.
Yet, a vast majority of voters approved 2− 4 systems. The procedures are listed
in Table 2 which also indicates the number of approvals given to each one of
them as well as the percentage of voters approving of each system. The reader
unfamiliar with the procedures is referred to Laslier’s article [10] which also
provides a comprehensive analysis of the voting data.

A couple of observations about Table 2 are in order. Firstly, no procedure
was approved of by all participants. Secondly, some proposed systems received
no approval votes at all. Thirdly (and related to the preceding point), the most
common voting system – the plurality or one-person-one-vote procedure – was
voted for by no participant. Fourthly, the winner – the approval voting – was
approved of by more than two thirds of the voters.

The first point provides the main motivation for this article. It shows that the
expert community is not unanimous about the best voting procedure. Glancing
at the statements that several voters give to support their ballots one immedi-
ately notices that the participants seem to emphasize somewhat different criteria
when choosing their favorite systems. It is plausible to think that the very exis-
tence of many voting procedures can similarly be explained by the emphasis
placed on different criteria of performance of procedures. The next section pro-
vides a theoretical reconstruction of some of the best-known systems in terms
of this reasoning. Thereafter, we present the main contribution of this article,
viz. a method for choosing a voting procedure on the basis of the participants’
priorities regarding the performance criteria.

2 A Reconstruction of the Emergence of Some Voting
Procedures

The literature on choosing the rule to make choices has a long history. Indeed,
all constitutional thinking based on popular sovereignty touches upon the issue
1 The impromptu nature of the proceedings is reflected by the somewhat light-hearted

brainstorming debate preceding the vote as well as by the fact that the voters were
not asked to reveal anything else but their approved systems. Several weeks after
the meeting the participants were asked to disclose their reasons for voting the way
they did, but at this time many didn’t recall the systems they approved of, much
less the reasons for doing so. Thus, we do not know how much the election outcome
depends on the aggregation system adopted [10].
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Table 2. The procedures and the distribution of approvals. Source: [10]

Voting rule Approvals Approving %

approval 15 68.18

alternative 10 45.45

Copeland 9 40.91

Kemeny 8 36.36

runoff 6 27.27

Coombs 6 27.27

Simpson 5 22.73

m. judgment 5 22.73

Borda 4 18.18

Black 3 13.64

range 2 9.09

Nanson 2 9.09

leximin 1 4.54

top cycle 1 4.54

uncovered 1 4.54

Fishburn 0 0

untrapped 0 0

plurality 0 0

of the principles of how the collectively binding choices are to be made and
how the changes in those principles can legitimately be brought about. Three
major works published about half a century ago set the stage and basic parame-
ters for the recent contributions: Buchanan and Tullock’s treatise, Rae’s seminal
article on majority rule and Niemi and Weisberg’s edited volume [3,14,19].2

All these focused on the rule that from an individual’s point of view would
be optimal either in minimizing the expected external and decision making
costs (Buchanan and Tullock) or minimizing the expected probability of being
on the losing side (Rae) or maximizing the long-term expected utility under
various assumptions regarding other people’s support probabilities (Niemi and
Weisberg). More recently, the focus has shifted to the stability (or self-stability)
of voting rules. The rule is defined as stable whenever it – once in use – will not
be defeated by any other rule in pairwise contest when the said rule is being
applied [1].

In the present paper these works are of limited applicability. To wit, they
focus on optimal majority thresholds to be applied in dichotomous choice situ-
ations. Hence, they are not directly useful in settings involving more than two

2 The problem of ‘optimal’ decision rule has, of course, a much longer history. See
e.g. [22].
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alternatives. Secondly, they assume individual utilities over outcomes (present
or future) ensuing from the application of the chosen rules. As far as utilities
over future outcomes are concerned, these are inherently ambiguous (see [18]):
not only are the outcomes uncertain, but so are the utility functions of the par-
ticipants. For our purposes a more useful approach is the one adopted by Diss
and Merlin [5]. These authors start from individual preferences over procedures
or procedural preferences. A given procedure is self-selecting in a profile (over
procedures) if it results in itself being chosen in this profile. A set of procedures,
on the other hand, is stable if in any profile over procedures at least one of
its elements is self-selective. Our approach differs from that of Diss and Mer-
lin in not assuming individual preferences over procedures. Instead we assume
preferences over social choice desiderata, i.e. properties that choice rules may or
may not be endowed with. In other words, we start from procedural preferences,
but in a roundabout manner. Instead of assuming voter preference ranking over
rules, we assume their preference rankings over values or norms or performance
criteria. In this assumption we are closer to Dietrich’s view [4] which is based
on a property called procedural autonomy (see also [21]). This amounts to the
requirement that the procedural judgments within the group should determine
the social choice rule to be adopted. Now, procedural judgments can, of course,
be simply rankings over procedures, but – at least conceptually – they can be
properties of procedures as well.

Perhaps the most common of all voting procedures is the plurality rule: each
voter has one vote at his/her disposal and the candidate or policy alternative
receiving more votes than any of its contestants wins. The rationale of this rule
is obvious: no other candidate gets as many votes as the winning one. However,
it may happen that the plurality winning candidate gets less than 50% of the
votes. Hence it may not always get the support of the majority. To rectify this
eventuality the plurality runoff system has been devised. It works precisely as the
plurality procedure, but in case the plurality winner receives at most 50% of the
votes, a runoff is arranged between the two largest vote-getters. Whichever gets
more votes than the other on this second round of voting is the winner. Thus,
the winner can always claim to be supported by more than half of the electorate.
More importantly, the runoff system guarantees that an eventual Condorcet loser
is not elected. This simply follows from the fact that the plurality winner has to
defeat by a majority of votes at least one other alternative, viz. its competitor
on the second round of voting. If there is a winner already on the first round,
i.e. there is a candidate ranked first in the opinion of a majority of voters, then
of course the winner would defeat all the others in pairwise contests.

Another way of avoiding Condorcet losers being elected was discovered about
two hundred years ago by Jean-Charles de Borda and is today known as the
Borda count.3 Thus, we have two solutions to the problem of electing a Condorcet

3 The method was invented already in the 15’th century by Nicholas of Cusa, but
arguably he did not emphasize the particular problem related to the plurality voting,
viz. that it may result in the election of a candidate that would lose the pairwise
contests against any other candidate (see [9,12]).
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loser: the plurality runoff and the Borda count. Yet, the former is accompanied
with a new problem, not faced with by the latter and, more importantly, by the
plurality procedure, viz. nonmonotonicity. Table 3 illustrates this problem.

Table 3. Nonmononicity of the plurality runoff

6 voters 5 voters 4 voters 2 voters

A C B B

B A C A

C B A C

Supposing that the voters vote according to their preferences listed in Table 3,
there will not be a first-round winner, but a runoff that takes place between A
and B. In this runoff the winner is A since it is preferred to B by those 5 voters
whose favorite didn’t make it to the runoff. Suppose now that the two voters on
the right with ranking BAC would change their opinion with regard to A and
B (marked by bold letters in the table) so that the winner A would be preferred
to B by these two voters. In this new profile – which differs from the Table 3
one so that the winner (A) gets more support than originally – a runoff is still
needed, but this time one between A and C. This runoff is won by C. This shows
that additional support may, indeed, turn winners into non-winners under the
plurality runoff system. Hence the procedure is nonmonotonic.

Similarly as plurality runoff can be seen as an attempt to improve upon the
plurality system, Nanson’s method can be seen – and was in fact seen by its
inventor E. J. Nanson – as a way to rectify an apparent flaw in another system,
viz. the Borda count (see [12]). For more than two centuries it has been known
that the Borda count does not always end up with the Condorcet winner. Nanson
set out to devise a system that would be as similar to the Borda count as possible,
but still guarantee the choice of an eventual Condorcet winner. The system is
based on the observation concerning the relationship between Condorcet and
Borda winners. While it is known that the former winners are not necessarily
ones with the highest Borda scores, it is still the case that they never have very
low Borda scores. More specifically, an eventual Condorcet winner always has a
higher than average Borda score. Nanson’s method is based on this observation:
it proceeds in rounds whereby the alternatives with an average or lower Borda
score are eliminated and new scores are computed for the remaining alternatives
until the winner is found. The criterion used in elimination guarantees that an
eventual Condorcet winner is not eliminated.

So, the system invented by Nanson was, indeed, capable of solving a specific
shortcoming of the Borda count. However, as was the case with plurality and
plurality runoff systems, the solution procedure (here Nanson’s method) has a
flaw that the “flawed” system (here the Borda count) is not associated with. This
is nonmonotonicity: while the Borda count is monotonic, Nanson’s method isn’t
[8]. This illustrates the nature of many social choice results: they demonstrate
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incompatibilities between properties of choice functions. In short, procedures
with all desirable properties do not exist. Trade-offs have to be made between
desiderata.

This well-known state of affairs suggests a new angle to the problem of choos-
ing a procedure of choice. Instead of fixing specific flaws in the systems that
are being used – and thereby conceivably coming up with systems with flaws
that the already used ones do not have – one could start from the criteria that
one regards of primary importance. Different people may put different value on
various criteria. This was clearly exemplified in the introduction of this article.
Hence, it would make sense to take into account and make use of the information
regarding differences in valuation by different voters when choosing a system to
be resorted to in collective decisions. In the next section we outline several ways
of going about this.

3 From Criterion Preferences to Voting Systems

The most straight-forward way to proceed is consider the problem as any pref-
erence aggregation problem, i.e. to use criterion preferences as inputs and, using
some social choice rule, aggregate them into a collective preference ranking. Con-
sider the following set of criteria (Table 4).4

Table 4. A set of choice criteria

a the Condorcet winner criterion

b the Condorcet loser criterion

c the strong Condorcet criterion

d monotonicity

e Pareto

f consistency

g Chernoff property

h independence of irrelevant alternatives

i invulnerability to the no-show paradox

Table 4 exhibits but a relatively small subset of criteria discussed in the lit-
erature, but arguably some of the most important criteria are included in the
list. More extensive sets are introduced and analyzed e.g. in [6] and in [20]. To
work out a collective preference ranking over these 9 criteria, some aggregation
rule has to be used. To do this, one would have to assume what one is aim-
ing at, viz. a suitable choice rule. When due attention is given to their metric
representations (see [13,15], two rules, however stand out: Kemeny’s rule and
the Borda count. The former chooses the collective ranking that is closest to
4 For explanation of the criteria, see e.g. [16]).
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the reported individual rankings in terms of binary reversals (inversion metric),
while the latter counts for each alternative (choice rule) the number of binary
preference reversals that are needed to make this alternative unanimously first
ranked. Thus, both rules resort to the same metric, but different end state. In the
present context Kemeny’s rule would perhaps seem more appropriate since the
choice procedure is to be chosen using the following performance table (Table 5).

Table 5. A comparison of voting procedures

Voting system Criterion

a b c d e f g h i

Amendment 1 1 1 1 0 0 0 0 0

Copeland 1 1 1 1 1 0 0 0 0

Dodgson 1 0 1 0 1 0 0 0 0

Maximin 1 0 1 1 1 0 0 0 0

Kemeny 1 1 1 1 1 0 0 0 0

Plurality 0 0 1 1 1 1 0 0 1

Borda 0 1 0 1 1 1 0 0 1

Approval 0 0 0 1 0 1 1 0 1

Black 1 1 1 1 1 0 0 0 0

Pl. runoff 0 1 1 0 1 0 0 0 0

Nanson 1 1 1 0 1 0 0 0 0

Hare 0 1 1 0 1 0 0 0 0

The table indicates whether a procedure represented by a row satisfies
(denoted by 1) or does not satisfy (denoted by 0) the criterion represented by
the column (a, . . . , i). Again, the procedures are just a sample of the procedures
discussed in the literature.

Suppose now that the collective ranking obtained by applying Kemeny’s rule
to the profile of reported rankings over criteria has criterion l ranked first. One
then looks for all procedures that have a unity in the column l. If several pro-
cedures satisfy l, one then picks the criterion ranked second in the collective
(Kemeny) ranking. Let this criterion be m. One then looks for procedures that
satisfy both l and m. Again there may be several procedures, but continuing
in this (lexicographic) manner one eventually ends up in a situation where all
remaining procedures satisfy all top-most criteria in the collective preference
ranking down to a point after which none of them satisfies the next one in
the collective ranking. Those remaining procedures then constitute the choice
set of procedures. To take an example, suppose that the Kemeny ranking is
d � e � b � f . . .. Then the outcome is a 3-way tie {Copeland,Kemeny,Black}
since all these satisfy monotonicity (d), Pareto (e) and Condorcet loser (b) cri-
teria, but none of them is consistent (f).
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Obvious objections can be presented against this system, perhaps the most
important being its reliance of lexicographic ordering of criteria. A poor per-
formance on the first ranked criteria cannot be ‘bought’ by good performance
on criteria ranked lower in the collective ordering. This can be illustrated by a
setting where the collective ranking puts consistency on the first place. It then
follows that just three systems are left after the first criterion is considered. If
the collective ranking puts the Condorcet loser criterion in the second place, the
Borda count emerges as the chosen system. In other words, the other criteria
have no role whatsoever in determining the chosen system.

In view of these considerations another set of procedures is suggested. The
input is either the set of individual preference rankings over criteria or the distri-
bution of utility values in a fixed interval, say [0, 10], that each voter assigns to
each criterion. We illustrate one version of the procedure by using Borda points
given by each voter to each criterion. Suppose that there are three individuals
and their preference ranking over the 9 criteria are as follows:

individual 1 abcdefghi

individual 2 dcbafeihg

individual 3 ihgfedcba

Criterion a, thus, gets 8 Borda points from 1, 5 points from 2 and 0 points
from 3. It would then make sense to argue that procedures satisfying a, get 13
points from these three individuals, while the other procedures get no points.
Similarly b gets 7 points from 1, 6 from 2 and 1 from 3. And so on. Those
procedures that do not satisfy the criterion considered do not get any points
from voters on that criterion. In effect, then, for each column of the table the
entries are obtained by multiplying the points given by voters to the criterion
represented by the column by the corresponding entry of Table 5. The results
are seen in Table 6.

On the basis of criterion preferences and using the Borda count in the point
assignment, the winning procedure is Kemeny’s rule followed by a tie between
Copeland’s and Black’s procedures.

In the preceding we have resorted to Kemeny’s and Borda’s rules in deriving
collective rankings over choice desiderata. It is reasonable to ask the reason for
adopting these two systems. Are we thereby not assuming something that we
should find out, viz. a plausible way to choose rules? Yes and no. In the present
context our aim has been to illustrate how aggregating views on properties can
give us collective rankings over procedures in a systematic and objective manner.
Other procedures could be used instead of these two. However, a more important
justification for Kemeny’s and Borda’s rules can be given. To wit, they can
both be given a metric representation that it is particularly plausible in the
rule choice context. Given a profile of rankings over k alternatives, the Kemeny
rule generates all k! rankings and measures the distance of the observed profile
from each of the generated rankings. The measurement uses inversion metric:
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Table 6. The assignment of points to procedures on the basis of criterion preferences

Voting procedure Criteria

A B C D E F G H I sum

Amendment 13 14 15 16 0 0 0 0 0 58

Copeland 13 14 15 16 11 0 0 0 0 69

Dodgson 13 0 15 0 11 0 0 0 0 39

Maximin 13 0 15 16 11 0 0 0 0 55

Kemeny 13 14 15 16 11 12 0 0 0 81

Plurality 0 0 15 16 11 12 0 0 10 64

Borda 0 14 0 16 11 12 0 0 10 63

Approval 0 0 0 16 0 12 8 0 10 46

Black 13 14 15 16 11 0 0 0 0 69

Pl. runoff 0 14 15 0 11 0 0 0 0 40

Nanson 13 14 15 0 11 0 0 0 0 53

Hare 0 14 15 0 11 0 0 0 0 40

the distance between two rankings is the number of binary preference inversions
that are needed (at the minimum) to make one of them identical to the other.
The distance between a generated ranking and the observed profile is simply the
sum of distances between each ranking of the profile and the generated ranking.
Of the generated rankings the Kemeny rule singles out the one with the smallest
distance to the observed profile. The singles out ranking – the Kemeny ranking –
can be viewed as the nearest to consensus one. In the present context the Kemeny
solution is a ranking over criteria that is closest to the views of the voters.

The Borda rule has a similar justification: the Borda ranking also measures
the distance between the observed profile and a generated one. Each generated
profile, however, resembles the observed one differing from the latter only in
ranking one alternative first in every individual’s opinion. In the Borda count
one effectively tallies the number of binary switches needed to make any given
alternative unanimously first-ranked. The alternative that needs the minimum
number of such switches is the Borda winner. So, both Kemeny and Borda rules
are based on the same metric, but different ‘goal states’, the former aiming at a
consensus that applies to each position of the collective ranking, while the latter
looks at distances from profiles having the same alternative ranked first. It would
seem that the metric representation speaks in favour of these two systems.

We are here dealing with a set of procedures rather than a single method of
aggregating opinions into a collective choice of a system. Instead of Borda points
one could use Copeland scores (the number of criteria defeated by the criterion
under scrutiny) or utility values. For reasons stated above (distance rational-
izability), the Borda count and Kemeny’s rule are, however, more appealing.
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Anyway, the point is to outline a reasonable method for choosing the method
of choice using systematically the information regarding voter ‘values’ or prefer-
ences over criteria.

This set of procedures is similar to the PROMETHEE methods [2]. There are
essential differences as well. E.g. in the technique introduced above the ranking
of a procedure is determined by the ranking assigned by various voters to those
properties that the procedure satisfies. In PROMETHEE, on the other hand, the
collective ranking is determined by pairwise comparisons of alternatives on var-
ious criteria of performance. Still, both sets of methods determine the collective
ranking on the basis of weighted sum scores. In the next section we shall sketch
how a variation of PROMETHEE II might look like in the present context.

4 The PROMETHEE II Approach: A Sketch

PROMETHEE methods start from the evaluation table k rows and m columns,
each row representing an alternative, i.e. a voting rule and each column rep-
resenting a criterion. Entry i, j thus gives the value of the i’th rule on j’th
criterion.5 This is essentially Table 5 above. In contrast to many MCDM prob-
lems, this is a 0 − 1 matrix consisting of objective values. The distance of two
rules, say, amendment and Borda, on a criterion, say Condorcet winning denoted
by a in Table 5, is the difference of their values on the criterion under scrutiny.
For example

da(amendent,Borda) = ga(amendment) − ga(Borda) = 1 − 0 = 1.

The degree of preference of a rule i over another m with respect to criterion
j, denoted by Pj(i,m), is a monotonically increasing function of the absolute
value of distance which is |dj(gj(i) − gj(k)|. The overall preference of rule i over
rule m is defined as

π(i,m) =
∑

j

Pj(i,m)wj

Here wj , where wj ≥ 0 and
∑

j wj = 1, denotes the weight assigned to crite-
rion j by the decision maker. Hence, even though the evaluation table consists
of objectively determined entries, the preferences that different decision makers
entertain over rules may be different due to the different weights assigned to
criteria.

The overall preferences enable us to compute, for any rule i, the positive
(φ+(i)) and negative (φ−(i)) outranking flows as follows:

φ+(i) =
1

k − 1

∑
x
π(i, x)

φ−(i) =
1

k − 1

∑
x
π(x, i)

5 A few adaptations notwithstanding, the PROMETHEE description given here essen-
tially follows that of [2,11].
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The PROMETHEE II ranking is obtained as the net flow associated with each
alternative i, that is, as the value φ(i) = φ+(i)−φ−(i). Alternatives with identical
net flows are considered indifferent, while the ranking of net flows determines
the asymmetric part of the ranking. The ranking of individual r thus computed
is denoted by φr. Let now the weight of each individual r in a group N be Wr,
with Wr ≥ 0 for each r and

∑
r Wr = 1. Obviously with equal weight assigned

to each individual we have Wr = 1/|N |. The PROMETHEE II group ranking of
alternatives now is obtained as the ranking of the values:

φG(i) =
∑

r

φr(i)Wr

In other words, the ranking of alternatives is determined by the summed net
flows of alternatives weighted by the individual weights.

It can be seen that the methods outlined in the preceding section are sim-
ilar in spirit to the PROMETHEE methods, but not identical with them. The
main difference is that the latter approach the rule selection problem through
individual preferences over rules, while the former start from the views that the
individuals have on the properties of rules.

5 Conclusion

Given the plethora of voting systems currently in use in various contexts it
is arguable that the designers have different desiderata in mind when devising
those systems. Focusing on a single desideratum only is bound to cause problems
because typically a good performance on one criterion is accompanied with bad
performance on some others. Hence we suggest that the opinions regarding the
desiderata ought to be made explicit in the choice of the system to be used.
We have outlined a couple of ways of using voter opinions regarding criterion
preferences in a systematic way in the choice of a voting procedure. These ways
presuppose full rankings by voters over criteria of performance. Incomplete pref-
erence rankings constitute undoubtedly a major challenge to the methods out-
lined above. The present author has discussed them in the context of the Borda
count in another paper [17].

Acknowledgements. The author is grateful to the referees for perceptive comments
on an earlier version.
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Abstract. Unprecedented low water levels and a perception of inaction after a
five-year study of the International Upper Great Lakes led activists to stir up
controversy. This paper analyzes this conflict just prior to the release of the
International Joint Commission’s report on April 15, 2013 and proposes reso-
lutions towards cooperation and improved public perception.
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1 Introduction

The water level on Lakes Michigan and Huron and the adjacent Georgian Bay in North
America hit a record low in 2013 at 175.57 m referenced to the International Great Lakes
Datum of 1985 (IGLD85) [1]. This occurred coincidentally after the completion of a
five-year study by the International Upper Great Lakes Study (IUGLS) Board and two
final reports on the impacts of the St. Clair River on the Upper Great Lakes water levels
[2] and Lake Superior regulation [3]. The results of the IUGLS led to recommendations
released by the International Joint Commission (IJC) on April 15, 2013 on Lake Superior
regulation, multi-lake regulation, restoration of Lake Michigan-Huron water levels, and
adaptive management and the Great Lakes-St. Lawrence Water Levels Advisory Board
[4]. However, the adaptive management plan is criticized by Sierra Club Canada for
being insufficient to remedy the persistent low water levels [5] or the recent experience of
unusually high water level in Lakes Michigan and Huron [6]. This paper examines the
contextual information surrounding the IJC’s report released in April 2013 and how the
preferences of the decision makers played a key role in determining the most stable
scenario for this situation.
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2 Water Levels of the Laurentian Great Lakes

2.1 Economic Context

The Laurentian Great Lakes consist of large and complex ecosystems that provide
water and means for economic activities to millions of people in the United States and
Canada. There are several different groups of people that rely on the ebb and flow of the
system’s water for their own uses, including those involved in shipping industries,
commercial fishing, power generation, manufacturing, recreation and tourism. In 2010,
the Great Lakes-St. Lawrence Seaway system directly employed 92,923 people, who
received a total of $4.5 billion dollars (CAD) in wages and salary [7]. The firms that
provide vessel services, cargo handling, and inland transportation services earned $34.6
billion (CAD) in business revenue, which was split almost evenly between the United
States and Canada [7]. These pursuits are spread out over two Canadian provinces and
eight American states that border the system. Moreover, there are about 73 million
tourist visits to the Great Lakes each year and over 100,000 cottage owners on the
shoreline [8].

However, each of these interested parties can have a strong opinion about the
water’s use and distribution, which may lead to controversy over the desired water
levels. The president of the Canadian Ship Owners Association, Robert Lewis-Man-
ning, confirmed that “we are seeing lower cargo volumes just out of constraint from
draft – the amount of water available to a ship – in certain sections of the system”
which means that ships cannot carry as much cargo as before, but fortunately “it is
nowhere near the point where the bottom line is being seriously impacted” [9]. Hence,
controlling water levels may not be of benefit to the shipping industry if it incurs a high
cost. On the other hand, Mary Muter, chair of the Sierra Club Ontario’s Great Lakes
section, advocates for a gradual increase of 25 cm to Lakes Huron and Michigan water
levels to compensate for losses over the last 40 years [10]. Such intervention to restore
water levels is supported by observed environmental impacts such as the destruction of
wetlands due to lowered water levels. As a vital and finite resource, it seems obvious to
environmental groups that water is something worth saving at any cost.

2.2 Environmental Context

The controversy is worsened by the considerable fluctuation of the water levels in the
Great Lakes in recent history as shown in Fig. 1. The Great Lakes have receded to
60 cm below the historic average over the last 80 years [10]. These fluctuations are
caused by anthropogenic factors as well as long-term climate trends. When the water
levels reach the extremes of the ranges shown in Fig. 1, there can be impacts such as
loss of beaches due to high water levels and destruction of wetlands due to low water
levels [11]. High water levels can cause flood, soil erosion, loss of wetlands, greater
susceptibility to storm damage and economic loss due to flooding of recreational lands.
There is also a risk of high channel flows that can impede navigation for industrial
shipping [11]. On the other hand, low water levels can lead to increased dredging to
maintain shipping lanes, loss of marina services, shipping delays caused by ships
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needing to lighten their load, and exposure of mudflats. There is also an increased risk
of near-shore water quality issues, loss of hydropower generation and risks to water
supply infrastructure [11].

2.3 Historical Context

In an effort to regulate water levels, the physical systems have been altered by con-
structing diversions, dams, and locks, by dredging the connecting rivers and by
hardening the shore line. There are two main facilities to regulate the water flow
throughout the Great Lakes system: the Soo locks located in the St Mary’s river
connecting Lake Superior to Lake Huron near St. Mary’s Falls Canal, and the Welland
Canal connecting Lake Erie to Lake Ontario and traversing the Niagara Peninsula [13].
The St. Clair River has been dredged to make it deeper and wider so that commercial
shipping may have easier access to the city of Detroit through Lake St. Clair and to the
Atlantic Ocean via the St. Lawrence River [10]. The locks and canal are controlled
water drainage points, whereas the St. Clair River is largely uncontrolled. These
locations can be seen in Fig. 2.

Fluctuating water levels is an issue that has been studied many times by the IJC
since the early 1960’s. The IJC is mandated by the Canadian and United States gov-
ernments to resolve disputes between the two countries under the Boundary Waters
Treaty of 1909 and regulates projects affecting boundary waters [4]. The most notable
studies in this time are listed in Table 1. The most recent study, titled the “International
Upper Great Lakes Study”, has created considerable controversy among interest groups
about what is to be done about fluctuating water levels.

2.4 Cooperative Context

Although the interest groups in this case have different priorities, there is a mean-
ingful reciprocal arrangement between them that should not be overlooked. The

Fig. 1. Water level on Lakes Michigan and Huron over the historical record [12].
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environmental groups rely on the local populace for support and the local populace
relies on the shipping industry to provide economic stimulus to the area. These groups
are consulted by the IJC, as well as the IJC’s commissioned scientists [4]. However,
these multiple interest groups each work to achieve their own objectives, which can
result in a lack of cooperation that seriously hinders dialogue between groups. This lack
of voluntary cooperation as well as enforceable cooperation between groups means that
the conflict must be modeled as a non-cooperative game with an appropriate method
like the graph model for conflict resolution (GMCR) methodology [14, 15].

Fig. 2. A map of the Laurentian Great Lakes basin. The Soo Locks is used to regulate the water
level in Lake Superior and the Welland Canal controls water flow from Lakes Erie to Ontario.
Water flow through the St. Clair River is uncontrolled.

Table 1. Studies by the IJC concerning water levels [11].

Year Study

1964–1973 Regulation of Great Lakes Water Levels Reference Study
1977–1981 Great Lakes Diversions and Consumptive Uses Reference Study
1977–1983 Limited Regulation of Lake Erie Study
1987–1993 Water Levels Reference Study
1999–2000 Report on the Protection of Waters of the Great Lakes
2001–2006 Lake Ontario – St. Lawrence River Study
2007–2012 International Upper Great Lakes Study
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In the next sections, the controversy over the recommendations is investigated by
modelling and analyzing the conflict with the graph model for conflict resolution in
order to gain insights on why the public reacted negatively to the IJC report and
whether there are pathways to improve public perception by influencing the conflict
towards win-win resolutions for all interested parties.

3 Modelling and Analysis of the International Upper Great
Lakes Water Level Conflict

On April 15th 2013, the IJC released a report to the Canadian and United States
governments containing advice on the recommendations of the International Upper
Great Lakes Study [4]. The report was based on the findings of a technical study
performed by the International Great Lakes Study Board which determined possible
impacts of climate change and water variability on water levels in the Great Lakes. The
study concluded that an active management plan and team was the only necessary
solution to the water level problem, which would consist of active monitoring of water
levels and the option to revisit the issue in the future [11].

There were public outcries from several stakeholders before and after the report was
released. Many who lived, worked, and played on the Great Lakes felt that the rec-
ommendation from the IJC did not agree with their values, the objectives of which are
mainly to protect the lakes environmentally and to keep the water levels steady so that
business is not interrupted [16]. Shlozberg et al. [17] estimate a cost of $18.82 billion
(CAD) by 2050 due to low water levels in the Great Lakes. In particular, the greatest
economic impact will be to commercial fishing and recreational boating at $12.86
billion (CAD) [17]. The vice-chair of Restore Our Water International also agrees that
the environmental effects are significant; for example, the increased drainage from the
St. Clair River and other sources causes less dilution of fertilizer and other pollutants
resulting in large algae blooms [5].

Given the significance of the IJC’s role in making recommendations to both
Canada’s and the United States governments, the publishing of its advice on the
recommendations of the International Upper Great Lakes Study [4] is a key event in
this conflict’s pathway to resolution. Hence, the point in time chosen to analyze the
conflict among different parties in how to manage the water level of Lakes Michigan
and Huron and Georgian Bay is just prior to the release of the IJC Report on April 15th

2013.

3.1 Modelling: Decision Makers, Options, and Preferences

To model a conflict between multiple participants, an appropriate systemic structure
designed to encapsulate the characteristics of a conflict, known as a conflict model,
must be chosen [14]. This structure is employed so that the conflicts between partic-
ipants can be analyzed to reveal conflict resolutions or equilibria. The GMCR method
can be visualized as a graph, where the conflict moves from state to state (the vertices
of a graph) through transitions (the arcs of a graph) controlled by the participants or
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decision makers (DMs), who can influence the outcome of the conflict [14]. If a DM is
not motivated to move from a particular state, the state is considered stable for that DM.
If a state is stable for all of the DMs, the state constitutes an equilibrium [14]. Figure 3
is an example of the visual representation of this method. The GMCR method was
chosen for this analysis because it best represents a situation where the DMs have
different objectives [14]. The GMCR method also has the advantage of being able to
incorporate irreversible moves, where a DM can move to a state but not from the same
state, and can describe common moves, where multiple DMs can cause the conflict to
move from one state to another [14].

It is crucial to the integrity of the analysis to properly identify the decision makers.
For this case, the groups most directly affected by the changing water levels would be
the house or cottage owners and businesses living in and around the Great Lakes. These
people would have a strong preference for keeping the water levels at their historical
average so that their housing values, industry, fishing and general recreation
are undisturbed. Property owners advocate their position through groups that require
property ownership in the Great Lakes area, like the Georgian Bay Association and
the Federation of Ontario Cottagers’ Associations. Conservationists are concerned
about the effect that water levels would have on the environment and have formed
many environmental groups advocating for water levels consistent with the historical
average, such as Great Lakes United and Lake Huron Center for Costal Conservation
[8]. Another interested group consists of the shipping industries that use the Great
Lakes-St. Lawrence Seaway to transport oil and other goods [8]. This group has an
economic interest in keeping the water levels consistent, but has no interest in returning
them to historical levels. Finally, the International Joint Commission is a neutral body
comprised of members from the USA and Canada that is mandated to protect the
shared waterways and to regulate shared water issues in an objective manner. The main
DMs involved in the conflict before the IJC report was released can be categorized into
three main groups: Local DMs, Shipping DMs and the IJC, as shown in Table 2.

Fig. 3. Pareto optimal analysis using the graph representation of the conflict.
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The Local DMs would like there to be some intervention by the governments to return
water levels to the historical average and stabilize them at that desired level, the
Shipping DMs would like there to be no costly intervention because there is little for
them to gain from one. Finally, the IJC is interested in coming to objective and
scientifically sound recommendations for the governments of Canada and the United
States to consider. In this case, the Local DMs consist of municipalities, local indus-
tries, and cottagers. The Shipping DMs in this conflict are the oil and shipping
industries, which have an economic preference for the current water levels so that they
will not need to alter shipping routes or equipment and ports [8]. The IJC is by mandate
neutral between the Canadian and American governments and is also mandated to
solution.

There are 16 feasible states as shown in Table 3. State 2 is known as the status quo
state, or the state of the decision makers’ positions before the game is started. In this
state, the Local DMs are protesting publicly as a way to influence change in the
management of the water levels while the Shipping DMs have not reduced shipping on
the Great Lakes and the IJC has not made any recommendations yet.

The preferences for each DM are described in Table 4. This table uses the option
numbers from Table 3 and a series of prioritized logic statements to specify the nature

Table 2. Decision makers and their options.

Decision
maker

Option Description

Local
DMs

1. Protest publicly If the Local DMs feel that their needs are not being
represented, they can protest publicly in the form of
demonstrations and through the media

Shipping
DMs

2. Reduce shipping
via Great Lakes

If the Shipping DMs feel that the cost burden is too
great to transit through the Great Lakes, they can
substitute marine shipping with another
transportation mode

IJC 3. Recommend a
permanent solution

A permanent solution would be a series of locks, a
canal, or speed bumps at one of the major
uncontrolled drainage points like the St. Clair River.
Requires a large investment from both governments
in terms of time, money and other resources

4. Recommend a
temporary solution

A temporary solution needs a much smaller investment
than a permanent solution, but still requires the
approval of both nations because it affects them both.
It would provide a short-term solution to fluctuating
water levels. A temporary solution would be the use
of large floating buoys to displace water and
temporary structures in the St. Clair River

5. Recommend
active
management

An active management solution would be to wait,
watch and determine if there is enough evidence to
support the implementation of a permanent or
temporary solution
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of the preference. The resulting ordinal ranking of states according to each DM’s
preferences is listed in Table 5.

3.2 Analysis: Static Stability, Status Quo Analysis, and Pareto Optimal
States

A state is considered an equilibrium if it is a state where none of the DMs are motivated
to move to another state based on a defined solution concept. Using GMCR II [19, 20]
only states 14 and 16 are found to be equilibria. In both equilibria, the public protests
while the IJC recommends active management. They are only differented by the
reaction of the Shipping DMs, whereas in state 14 the Shipping DMs maintain the
status quo, in state 16 the Shipping DMs decide to reduce shipping through the Great
Lakes. State 14 is considered a strong equilibrium based on Nash stability, general
metarationality (GMR), symmetric metarationality (SMR), sequential stability, and
nonmyopic stability. On the other hand, State 16 is a weak equilibrium as it is found to
be an equilibium only by GMR and SMR solution concepts. Relative to DMs’ pref-
erences, states 14 and 16 are highly preferred states for Shipping DMs and the IJC and
in the lower end of the spectrum for the Local DMs.

Table 6 shows a status quo analysis, where it can be seen that state 14 is reachable
from the status quo of state 2 simply by IJC making a unilateral improvement from
state 2 to state 14. On the other hand, state 16 is not reachable from the status quo as it
would require the Shipping DMs to disimprove its position unilaterally either from
state 14 to move to state 16 or from state 2 to state 4. As a result, state 14 is the most
likely resolution of the modelled conflict.

Pareto optimal states are states in which it is not possible for a DM to make an
improvement without making another DM worse off. Figure 3 shows the graph rep-
resentation of the conflict where the vertices denote states and the edges represent
allowable state transitions. In this model, state transitions are reversible, hence a DM
can move in both directions of an edge. An arrow denotes a unilateral improvement for
the DM that controls the transition as well as an improvement for other DMs. State
transitions that would make at least one DM worse-off do not have an arrow head.

Table 3. Feasible states.

States
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Local DMs
1. Protest N Y N Y N Y N Y N Y N Y N Y N Y
Shipping DMs
2. Reduce N N Y Y N N Y Y N N Y Y N N Y Y
IJC
3. Permanent N N N N Y Y Y Y N N N N N N N N
4. Temporary N N N N N N N N Y Y Y Y N N N N
5. Active
management

N N N N N N N N N N N N Y Y Y Y
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Starting from the status quo state, unilateral improvements where all DMs improve are
marked. From the graph, the Pareto optimal states that are reachable from the status quo
state are vertices that have at least one arrow directed into the vertice and no arrows
leading out. Hence, states 9 and 14 are Pareto optimal states.

Table 4. Prioritized preference statements for all decision makers.

Decision
maker

Preference
statement

Explanation

Local
DMs

3 From this perspective, a permanent solution would return
water levels to the historical average

1 IFF 5 Local DMs will protest if active management is recommended
4 A temporary solution would also be preferred over no solution

as it also provides some stability (albeit in a short-term way)
−5 An active management solution has been deemed unacceptable

to many activist groups [5]
−2 The city and local industries do not want to impede the

shipping industry
Shipping
DMs

5 The current set up of docks, shipping lanes and canals is
profitable for the oil and shipping industry. Therefore, they
would prefer the solution that does not disrupt shipping and
is the least expensive: active management

2 IFF 3 If shipping in the Great Lakes were to become too expensive,
i.e. more than $3.6 billion CAD in transportation costs a year
[18], the goods could be shipped over land.

4 However, a temporary solution costs less than a permanent
one, which means less taxes and toll increases

−3 Shipping DMs would prefer to not have a permanent solution
due to shipping disruptions and increased tolls

−1 They would like to remain on friendly terms with the cities to
prevent business disruptions

IJC 5 The IJC has a preference for an active management solution
because the IUGLS found that the water levels are adequate
and consistent enough to not require immediate action [3]

4 A temporary solution is preferred over a permanent one
because its study shows that the water levels do not require
drastic action [3]

−1 The IJC is tasked with finding an objective solution to the
problem without thought to the opinion of other
stakeholders, but as a government-sponsored commission, it
must have a slight preference for the welfare of citizens over
that of the commercial industry

−2

3 IFF 1 & 2 A permanent solution with the support of the public and
industry is slightly preferred over its singular opinions due to
the collaborative mandate of the IJC
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3.3 Discussion

The stability, status quo and Pareto optimal analyses show that the most likely resolution
to the conflict is state 14, where the IJC recommends that the governments of Canada and
the United States implement an active management solution to manage the water levels
in the Upper Great Lakes, the Shipping DMs do not reduce shipping traffic in the Great
Lakes-St. Lawrence Seaway, and the Local DMs protest publicly. Indeed, local DMs
continued to protest publicly through statements in newspaper articles that appeared
shortly after the IJC report was released. Headlines such as “Activists denounce inaction
on Great Lakes’ low water ‘crisis’” appeared on April 18, 2013 [5] and “It will take all
our efforts to restore the Great Lakes” appeared on July 3, 2013 [21]. If the IJC had
hoped to reduce protests by Local DMs which play a role in shaping public perception,
the IJC would need to assuage fears that the water levels will continue to decrease. This
could perhaps be achieved by publishing counter-argument articles in newspapers and
other media on the reasons why an active management solution is best and backed by
sound science to support its conclusions. Its findings will have to be presented in a
format that is more accessible and intuitive than the documents outlining its recom-
mendations to the Canadian and American governments. The status quo analysis further
confirmed that state 14 is the likely resolution to the conflict since the only other
equilibrium is not reachable via unilateral improvements from the status quo.

Table 5. Ordering of states based on DMs’ preferences from most preferred to least preferreed
states (left to right).

 Most preferred state

Local DMs 5 7 6 8 9 11 1 3 14 16 10 12 2 4 13 15
Shipping
DMs

13 14 15 16 9 10 1 2 7 8 11 12 3 4 5 6

IJC 13 15 14 16 9 11 10 12 1 5 3 7 2 6 8 4

Table 6. Status quo analysis.
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The search for Pareto optimal states was undertaken to find pathways towards
possible win-win resolutions. As it turns out, state 14 is a Pareto optimal state. From the
perspective of the Local DMs, state 14 is generally not considered a win. However, the
analysis also revealed state 9, where IJC recommends a temporary solution and this
recommendation is essentially supported by both Local and Shipping DMs. While this
state is less preferred than state 14 for both IJC and Shipping DMs, it is a compromise
which is much more satisfying for Local DMs than the status quo and compared to
active management. As an evolutionary resolution, a temporary solution could be
argued as a reasonable and reachable compromise, however, not a win-win. Conse-
quently, it should be noted that state 9 may not appeal to Local DMs with extremist
perspectives and who are not willing to compromise.

4 Conclusions

This paper has examined the circumstances and participants in a situation that led to a
controversial recommendation being submitted to the Canadian and American gov-
ernments. It was found that there were three main groups of DMs: the Local DMs, who
advocated for a permanent solution to restore water levels to the historical average, the
Shipping DMs who generally do not wish to face business disruptions, and the IJC,
which was tasked with recommending an objective solution to the involved govern-
ments. The model was found to produce results that reflected the real-world conflict.
The most likely resolution to the modelled conflict is an active management solution
recommended to the governments where Local DMs continue to protest and Shipping
DMs maintain shipping traffic. Further discussion determined that this state was both
reachable through status quo analysis and further strengthened by Pareto optimality.
However, Pareto optimal analysis also revealed an alternative future in which a tem-
porary solution is recommended, representing a compromise rather than a win-win
resolution unfortunately. Arguably however, it may be in the best interests of all parties
and help to nurture collaboration by taking action towards preserving the environ-
mental integrity of the Great Lakes without causing undue difficulties to any partici-
pant. This model and analysis indicates that this goal is not only possible, it is
attainable. An opportunity for further study would be an analysis of the conflict after
the IJC published its report, thereby changing to role of the IJC from a DM role to a
support role, and how the Canadian and American governments enter the case as
decision makers.
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Abstract. A three-level preference (or called strength of preference) ranking
structure based on option prioritization is developed within the paradigm of the
Graph Model for Conflict Resolution. In a strategic conflict, a decision maker
usually controls various courses of actions which are referred to as options. An
option-based preference structure could efficiently model preferences under a
complex conflict situation. There are three preference representations in a graph
model for simple preference (or two-level preference), including Option
Weighting, Direct Ranking, and Option Prioritizing in which the Option Pri-
oritizing approach is the most effective. Therefore, the Option Prioritizing
approach is extended to three-level preference from the two levels of preference
in this paper. This proposed approach is more effective and convenient for
modeling preference and is easy to implement into a decision support system.
A specific case study is provided to show how three-level preference is calcu-
lated using the proposed approach.

Keywords: Option-based preference � Option prioritizing � Three-level pref-
erence � Graph model for conflict resolution � Decision makers

1 Introduction

The graph model for conflict resolution (GMCR) proposed by Kilgour et al. [1] con-
tains modeling module and analysis module. The key ingredients in any conflict model
are the decision makers (DMs), states or scenarios that could take place, and the
preferences of each DM. Preference plays an important role in strategic conflicts.
Different types of preference structures are developed and integrated into GMCR,
which include two-level preference (or simple preference) [2], unknown preference [3],
multiple-level preference [4–6], and hybrid preference [7]. In 2004, Hamouda et al. [4]
proposed a new preference framework called “strength of preference” that includes two
new binary relations, “≫ greatly preferred”, and, “> mildly preferred”, to express DM
i’s strong and mild preferences for one state over another, respectively, as well an equal
relation. This is referred to as a 3-level preference structure in this paper. If one does
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not consider strength in preferences, the three levels of preference will reduce to the
two-level structure defined by Fang et al. [2].

Three methods are available to generate preference for a DM: direct ranking for
preference over states; and two implicit ranking methods based on options including
option weighting and option prioritizing [8]. Option weighting process contains
weights assigned to each option choice and total weights are used to determine an
ordering of states. For an option prioritizing approach, it is based upon a set of lexi-
cographic statements about options. Let m and h denote the number of states and the
number of options, respectively. Then, m = 2h that means the number of options is
much less than the number of states. For small models, direct ranking technique is the
most convenient method of ranking. However, for a complex conflict, it is more
efficient to use option weighting or option prioritizing method. Among the three
approaches, the option prioritizing approach is more flexible, effective and convenient
for modeling preference with regard to nearly all sizes of models owing to that it is
easier for a DM to provide an ordered set of preference statements that the DM likes to
see about the available options.

Until now, option prioritizing is available and integrated into GMCR II [8, 9] for
two-level preference, but it cannot be used for complex situations with three-level
preference or unknown preference. Another decision support system (DSS) based on
matrix representation for stabilities in GMCR has very strong functions to analyze
stabilities for three levels of preference [10], unknown preference [11], and hybrid
preference [12]. However, the preference modeling of this DSS contains direct ranking
only, so it is hard to be used in practice with complicated situations.

In this research, option prioritizing approach for two-level preference is extended to
model three levels of preference. The option form of preference representation is
especially useful for practical applications because it can easily handle conflicts having
any finite numbers of DMs, each of whom controls a finite number of option or courses
of action. Consequently, as is done throughout this research, often option form is
employed for writing down a conflict as part of the GMCR methodology. Because the
number of states is typically much larger than the number of options in a conflict, when
option form is employed in practice, the user only has to provide a relatively short list
of options, for which it is easy to expand the option prioritizing to handle general and
flexible preference structures, and easy to implement into a DSS. In addition, the
concept of preference trees for two-level preference [13] is extended to present for
three-level preference framework in this research.

The remainder of this research is organized as follows. Section 2 provides some
important definitions related to options in GMCR and introduces option prioritizing for
two-level preference. Then option prioritizing is extended to strength of preference in
Sect. 3. Section 4 consists of a case study of a model of the Gisborne Lake conflict
(Newfoundland, Canada) that demonstrates how the proposed method can be employed
in practice with three-level preference. Finally, some conclusions and ideas for future
work are presented in Sect. 5.
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2 Option Prioritizing for Two-Level Preference

2.1 Game in Option Form

In a strategic conflict, a DM usually controls various courses of actions which are
referred to as options. Let Oi denote the option set of DM i, where oij is DM i’s jth

option. Then, the set of all options in a conflict model is O ¼ S
i2N

Oi in which N is the

DMs’ set and i indicates which DM controls the options. Let n = | N | be the number of

DMs. Let hi stand for the number of options for DM i, then h ¼ Pn
i¼1

hi is the total

number of options available to the DMs. When a given DM decides which of his or her
options to select or do not select a specific strategy is formed.

Definition 1 (Strategy in Option Form). Let Oi denote the option set of DM i for i 2 N
for which oij 2 Oi. A strategy for DM i is a mapping g: Oi ! f0; 1g, such that

gðoijÞ ¼ 1 if DM i selects option oij;
0 otherwise:

�

where oij is DM i’s jth option.

One can assign g(oij) a value of 1 to indicate that DM i will select option oij. Similarly,
g(oij) = 0 means that DM i will not choose this option. A state is formed when each DM
has selected a specific strategy. In other words, for each option the DM controlling the
option has decided whether or not he or she will choose it. The formal definition for a
state is as follows.

Definition 2 (State in Option Form). Let O ¼ S
i2N

Oi be the set of all options in a

conflict for oij 2 Oi, i ¼ 1; 2; � � � ; n. A state is a mapping f: Oi ! f0; 1g, such that
f ðOÞ ¼ ðf ðO1Þ; f ðO2Þ; � � � ; f ðOnÞÞ in which Oi ¼ ðoi1; � � � ; oihiÞ and f ðOiÞ ¼
gðOiÞ ¼ ðgðoi1Þ; � � � ; gðoihiÞÞ for i ¼ 1; 2; � � � ; n

Therefore, a state can be treated as an h-dimensional column vector having an
element of 0 or 1. One often uses fs to express the h-dimensional column vector to
denote state s. A concise way to represent the set of all possible states in a conflict is to
use the concept of a power set written as {0,1}O, where O is the set of all options, each
of which can be not chosen or selected as indicated by 0 or 1, respectively. Therefore,
the set of all mathematically possible states in a conflict model is {0,1}O.

The option form of a game is formally defined as follows.

Definition 3 (Game in Option Form). A game G in option form is usually written as
G ¼ N; fOigi2N ; S; f�i; � igi2N

� �
; Where

• N = {1, 2, � � �, n} is a non-empty set of DMs;
• for each DM i 2 N, Oi is the non-empty option set of DM i;
• S = {s1, s2, � � �, sm} is a non-empty set of feasible states;
• for each DM i 2 N, f�i; � ig represents i’s preference where sk �i st means that

DM i prefers state sk to state st while sk � i st indicates that DM i has equal
preference for these two states or is indifferent between them.
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Note that f�i; � ig is called two-level preference. Specifically, s �i q, indicates that
DM i strictly prefers state s to state q, and s� i q means that DM i is indifferent between
states s and q (or equally prefers s and q). �i means an either strictly preferred or
equally preferred relation, i.e., s�i q indicates that DM i may strictly prefer state s to
state q, may equally prefer s and q. It is assumed that the preference relations of each
DM i 2 N have the following properties:

(i) �i is asymmetric;
(ii) � i is reflexive and symmetric; and
(iii) f�i; � ig is strongly complete.

In addition to the above three properties, note that the strict preference relation, �, and
the equal preference relation, *, arse transitive. The above preference representation is
over states, which is a complicated process to input preference information into the
DSS GMCR II for a complicated case. The procedure of option prioritizing is presented
for two-level preference as follows.

2.2 Preference Representation Based on Option Prioritizing

The option prioritizing approach in GMCR II constitutes a generalization of the
“preference tree” method originally suggested by Fraser et al. [13]. In option priori-
tizing, the user is asked to provide an ordered set of preference statements for each
decision maker. Preference statements consist of options and logical connectives. Each
preference statement takes a truth value, either True (T) or False (F), at a particular
state. The relative importance of preference statements is reflected by its position in the
list: a statement that occupies a higher place in the list is more important in determining
the decision maker’s preferences.

Preference between any two states is determined using the statements Ω1, Ω2, � � �,
Ωk in the order of priority. State s 2 S is preferred to state q 2 S (s 6¼ q) for a DM if and
only if there exists j, 1� j� k, such that

X1ðsÞ ¼ X1ðqÞ
X2ðsÞ ¼ X2ðqÞ

..

. ..
. ..

.

Xj�1ðsÞ ¼ Xj�1ðqÞ
XjðsÞ ¼ T and XjðqÞ ¼ F

ð1Þ

In GMCR II, preference statements are expressed using options and logical con-
nectives as shown in Table 1 in which “−”, “&”, and “|” stand for nonconditional
logical relations “not”, “and”, and “or”, respectively, as well as conditional relation-
ships between two nonconditional statements, “IF” and “IFF” [14].

A scheme that can rank states is to assign a “score” Ψ(s) to each state s according to
its truth values when the statements are employed. Assume k is the total number of
statements that have been provided, and Ψj(s) is defined by
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WjðsÞ ¼ 2k�j if XjðsÞ ¼ T ;
0 otherwise:

�
ð2Þ

And WðsÞ ¼ Pk
j¼1

WjðsÞ. This idea for determining two-level preference is extended to

three levels of preference as follows.

3 Preference Representation Based on Option Prioritizing
for Three-Level Preference

Each DM has preferences among the possible states that can take place. The ordinal
preferences (ranking of states from most to least preferred, with ties allowed) and the
cardinal preferences (the value of preference function for each state represented by a
real number) are often required by some models. The graph model requires only the
relative preference information for each DM. The proposed approach to generate the
three-level preference based on option prioritizing is carried out in this section. The
framework of the three levels of preference is introduced as follows.

3.1 The Three-Level Preference Structure

A triplet relation on S that expresses strength of preference according to indifferent,
mild, or strong preference, was developed by Hamouda et al. [4, 5]. For states s, q 2 S,
the preference relation s *i q indicates that DM i is indifferent between states s and q,
the relation s >i q means that DM i mildly prefers s to q, and s �i q denotes that DM
i strongly prefers s to q. Similar to the properties for simple preference, the charac-
teristics of the preference structure, f� i; [ i;�ig, containing three kinds of prefer-
ence for each DM i 2 N are as follows:

(i) � i is reflexive and symmetric;
(ii) [ i and�i are asymmetric; and
(iii) f� i; [ i;�ig is strongly complete.

Notably, the three binary relations, “� greatly preferred”, “[ mildly preferred”,
and “� equally preferred”, are transitive. With regard to the transitivity, the three-level
preference has a vital property that DM i mildly prefer s1 to s2 and strongly prefers s2 to
s3 signifies the DM strongly prefers s1 to s3, that is s1 �i s3 in the event of s1 [ i s2 and

Table 1. True-value for simple preference connectives

A B −A A & B A | B B IF A B IFF A

T T F T T T T
T F F F T F F
F T T F T T F
F F T F F T T
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s2 �i s3. Likewise, s1 �i s2 and s2 [ is3 implies s1 �i s3. The preference type “�i”
has similar properties to “[ i”. The notation is introduced above to present DM i’s
preference between two states. The preference representation is often employed for the
direct ranking approach. These preferences are presented based on states. It will be a
complicated process for a large conflict model. The ranking approach based on
“option” called Option Prioritizing is introduced as follows.

3.2 Option Prioritizing for Strength of Preference

If a DM is strongly preferred a statementXt, then the notation “X
þ
t ” is applied to express

the DM’s strong preference over state s. The analysis process is presented as follows.
Assume k is the total number of statements that have been provided. The weight is firstly
defined by Wj ¼ 2k�j. Taking “Xþ

t ” into account, the weight is redefined as

W�
j ¼ 2k�j þ 2k if 1� j� t

2k�j if t\j� k

�
ð3Þ

Then, a scheme that can rank states is to assign a “score” WðsÞ to each state
s according to its truth values when the statements contain information with strength of
preference. Specifically, based on the definition for W�

j , WjðsÞ is defined by

WjðsÞ ¼ W�
j if XjðsÞ ¼ T ;
0 otherwise:

�
ð4Þ

Equation 4 is employed if some DM strongly prefers the statement Xt, denoted
ðXtÞþ. Otherwise, Eq. 2 is used.

Based on the Eqs. 3 and 4, it is easy to get that if a DM is strongly preferred the
statements Xt1 , Xt2 , � � �, Xtg , 1� t1\t2\ � � �\tg � k, then the weight in Eq. 3 turn into

the W��
j in consideration of ðXt1Þþ; ðXt2Þþ; � � � ; ðXtgÞþ in the Eq. 5.

W��
j ¼

2k�j þ g � 2k if 1� j� t1
2k�j þ ðg� 1Þ � 2k if t1\j� t2
2k�j þ ðg� 2Þ � 2k if t2\j� t3

..

. ..
.

2k�j þ 2k if tg�1\j� tg
2k�j if tg\j� k

8>>>>>>><
>>>>>>>:

ð5Þ

Accordingly, based on the definition for W��
j , the Eq. 4 translates into the Eq. 6.

WjðsÞ ¼ W��
j if XjðsÞ ¼ T;
0 otherwise:

�
ð6Þ
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“Preference tree” [13] can be extended to rank each states for a conflict with three
levels of preference. Assume that there are statements X1; ðX2Þþ; � � � ; ðXk�1Þþ;Xk,
which contains strong preferred statements shown in the left of Fig. 1. All states are
ranked from the most preferred to the least preferred for some DM as shown in Fig. 1
according to Eqs. 5 and 6. For example, state sl1 is combined by some DM who selects
statement X1 true “T”, is strongly preferred statement ðX2Þþ with “T”. Similarly, the
DM is strongly preferred statement ðXk�1Þþ with “T” and mildly preferred statement Xk

with “T”. Therefore, W1ðsl1Þ ¼ 2k�1 þ ðk � 2Þ � 2k, W2ðsl1Þ ¼ 2k�2 þ ðk � 2Þ � 2k, � � �,
Wk�1ðsl1Þ ¼ 21 þ 2k ,Wkðsl1Þ ¼ 20. The process is shown in the first column in Fig. 1. If

the score of state sl1 is Wðsl1Þ ¼
Pk
j¼1

Wjðsl1Þ ¼ W , then Wðsl2Þ ¼ W � 1 since the only

difference between sl1 and sl2 isXk with true “T” and false “F”, respectively. For state sl3 ,
the DM does not select ðXk�1Þþ true, so Wk�1ðsl3Þ ¼ 0 rather than Wk�1ðsl3Þ ¼ 21 þ 2k

as state sl1 . Hence, the score of state sl3 is Wðsl3Þ ¼ W � 2� 2k . The scores of the other
states can be calculated, similarly. According to the difference of scores between two
states, the strength of preference over state can be defined as follows.

Definition 4. Let s1; s2 2 S. If the difference of scores of s1 and s2 is the same, then the
preferences of the two states are indifferent denoted s1 * s2; if the difference of two
scores is more than “0” and less than “2k”, then the preferences of s1 and s2 are with
“mildly preferred” relation denoted s1 [ s2 or s2 [ s1; if the difference of two scores
is greater than or equal to “2k”, then the preferences of s1 and s2 are with “strongly
preferred” relation denoted s1 � s2 or s2 � s1.

Fig. 1. Preference tree for a conflict with strong preferred statements
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Therefore, the states in Fig. 1 can be ranked by sequences

sl1 [ sl2 � sl3 [ sl4 [ � � � [ slk�3 [ slk�2 � slk�1 [ slk

The tree-level preference or strength of preference over state is generated based on
option prioritization.

The following will introduce why the “score” WðsÞ to each state s should be
computed according to Formula 3 instead of any other formula if a DM is strongly
preferred a statement Xt.

Assume that there are statements X1;X2; � � � ;Xk�1;Xk , which contains simple
preferred statements shown on the left of Fig. 2. All states are ranked from the most
preferred to the least preferred for some DM as shown in Fig. 2 according to Eq. 2.

As can be seen from Fig. 2, the two-level preference or simple preference over state
is sl1 � sl2 � � � � � slk�1 � slk . The scores of sl1 , slk�1 , slk are Wðsl1Þ ¼ 2k � 1,
Wðslk�1Þ ¼ 1, Wðslk Þ ¼ 0, respectively, then the difference of sl1 and slk�1 is 2

k � 2, slk�1

and slk is 1. If the DM strongly prefers slk�1 to slk , nevertheless, and mildly prefers sl1 to
slk�1 , the difference of sl1 and slk�1 should be greater than the difference of slk�1 and slk .
Therefore, we should make an adjustment to the original scores of sl1 and slk�1 , spe-
cifically, adding 2k to the original scores of sl1 and slk�1 to reflect the preference with
strength. If a DM is strongly preferred a statement Xk�1 as shown in Fig. 2, then
sl1 [ sl2 � sl3 [ sl4 , � � �, slk�3 [ slk�2 � slk�1 [ slk . In order to reflect the strength of
preferences, the weight of Xk�1 should add 2

k. As X1;X2; � � � ;Xk�2 have higher priority
in despite of the statementXk�1 strongly preferred by the DM, 2k should also be added to
the weights of X1;X2; � � � ;Xk�2. Therefore, the “score” WðsÞ should be computed
according to Formula 3. It is easy to reach the Definition 4 through the above analysis.

Fig. 2. Preference tree for a conflict with two-level preference
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The procedure to implement the calculation of three-level preference using option
representation is carried out using a real application next.

4 Application on the Lake Gisborne Conflict

In this section, the proposed option prioritizing is applied to a practical problem to
show its processes. Lake Gisborne is located near the south coast of a Canadian
Atlantic province of Newfoundland and Labrador. In June 1995, a local division of the
McCurdy Group of Companies, Canada Wet Incorporated, proposed a project to export
bulk water from Lake Gisborne to foreign market. On December 5, 1996, the gov-
ernment of Newfoundland and Labrador approved this project because of the potential
economic benefits from this project. However, this proposal immediately aroused
considerable opposition from a wide variety of lobby groups who cited the unpre-
dictable harmful impacts on local environment. The Federal Government of Canada
supported the opposing groups and introduced a policy to forbid bulk water export
from major drainage basins in Canada. Because of the great pressure, in 1999, the
government of Newfoundland and Labrador introduced a new bill to ban bulk water
export from Newfoundland and Labrador. Therefore, Canada Wet had to abandon the
Gisborne Water Export project. (See details in [3]).

Since several groups support the project, the provincial government might restart
the project at an appropriate time in the future for the urgent need for cash. This case is
economics-oriented. However, the provincial government might oppose this project
because of the devastating consequences to the environment. This is environment-
oriented. The economics-oriented provincial government and the environment-oriented
provincial government result in uncertainty in preferences for the Gisborne conflict
model. The details can be found in [3]. This conflict is modeled using three DMs: DM
1, Federal (Fe); DM 2, Provincial (Pr); and DM 3, Support (Su); and a total of three
options, which are presented in Table 2. The following is a summary of the three DMs
and their options [3]:

Table 2. Feasible states for the Lake Gisborne model [3].

Federal

1.
Continue

N Y N Y N Y N Y

Provincial
2. Lift N N Y Y N N Y Y
Support
3. Appeal N N N N Y Y Y Y
State
number

1 2 3 4 5 6 7 8
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• Federal government of Canada (Federal): its option is to continue a Canada wide
accord on the prohibition of bulk water export (Continue),

• Provincial government of Newfoundland and Labrador (Provincial): its option is to
lift the ban on bulk water export (Lift), and

• Support groups (Support): its option is to appeal for continuing the Gisborne
project (Appeal).

In the Lake Gisborne model, the three options are combined to form 8 feasible states
listed in Table 2, where a “Y” indicates that an option is selected by the DM controlling
it and a “N” means that the option is not chosen. The graph model of the Lake Gisborne
conflict is shown in Fig. 3. The labels on the arcs of the graph indicate the DM who can
make the move.

The procedures to determine preference for the Lake Gisborne model with different
situations are provided as follows. According to the preference statements of Federal’s
preference which are “1”, “−2”, “−3” analyzed from the case, means that “Federal
choose option 1”, “Provincial does not select option 2”, and “Support does not select
option 3”, respectively, the Federal’s preference over states in simple preference is
s2 ≻ s6 ≻ s4 ≻ s8 ≻ s1 ≻ s5 ≻ s3 ≻ s7 using the Formula 1 presented in Sect. 2.

In the same way, Support’s preference in simple preference can be calculated. The
preference statements of Support’s preference are “2”, “−3”, “−1”, indicating that
“Provincial select option 2”, and “Support does not choose option 3”, “Federal does not
choose option 1”, respectively. Therefore, the two-level preference for Support is
s3 ≻ s4 ≻ s7 ≻ s8 ≻ s5 ≻ s6 ≻ s1 ≻ s2 using the Formula 1.

When the economics-oriented Provincial Government strongly prefers option “lift”,
“2+” is added to preference tree presented in Fig. 4. Table 3 illustrates the preference
statements of Provincial’s three-level preference. Provincial Government’s “scores” for
states s3, s7, s4, s8 are “15, 14, 13, and 12”, respectively, using Formula 5 and 6 in
Sect. 3. The difference of “scores” between any two adjacent states is less than “23”.
Therefore the preference for DM 2 over the four states is s3 > s7 > s4 > s8. Similarly, the

Fig. 3. Graph model for the Gisborne conflict.
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preference for DM 2 over states s1, s5, s2, s6 is s1 > s5 > s2 > s6. It is clear to see that the
difference of “scores” between states s8 and s1 is “9”, greater than “23”, so Provincial
Government’s preference with strength is s3 > s7 > s4 > s8 ≫s1 > s5 > s2 > s6.

According to the case background, the preference statements of environment-ori-
ented Provincial’s three-level preference are “(−2)+”, “1”, “−3” while the preference
statements are “2+”, “−1”, “−3” for the economics-oriented Provincial Government. In
the same way, the preference with strength for environment-oriented Provincial Gov-
ernment is s2 > s6 > s1 > s5 ≫s4 > s8 > s3 > s7 using Formulas 5 and 6 in Sect. 3.

From the new option prioritization approach, one can get strategic insights about
why and how Provincial’s preference information is three-level. Since the target of this
research is to develop an efficient method to model three-level preference of DMs
involved in strategic conflicts and is not to analysis the stability of a conflict, the
stability calculations for the case with three-level preference are not preformed here.

5 Conclusion and Future Work

In this paper, a flexible method, option prioritization, is extended and improved from
simple preference to preference with strength. The approach is convenient to present a
DM’s preference for a complicated case. The case of the Lake Gisborne model dem-
onstrates how the new approach can be applied to generate the three levels of preference.
In the near future, the proposed approach will be extended to include unknown pref-
erence and hybrid preference, and is incorporated into a new decision support system.
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Fig. 4. Preference tree for the Gisborne conflict with the three-level preference for DM 2

Table 3. Provincial’s three-level preference statements

Statements Descriptions

2+ Provincial strongly lift the ban on bulk water export
−1 Federal does not continues to prohibit bulk water export
−3 Support does not appeal for continuing the Gisborne project
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Abstract. Each (electronic) negotiation consists of communication and decision
making. We will discuss relevant theories for a strong communication support, in
particular for electronic negotiations. To this end, we will looks at the research
area of communication modelling that has provided the Language-Action Per-
spective (LAP) with its underlying theories. We will show how LAP can be
operationalised for e-negotiations using the negotiation support system Negoisst
as the one example having implemented these concepts. In general, we will argue
for the vital role of communication support in e-negotiation processes.

Keywords: Negotiation support systems � Communication support � Theory of
communicative action � Speech act theory � Negoisst

1 Introduction

Electronic negotiations have been defined as having additional potential compared to
traditional face-to-face negotiations due to the usage of information and communica-
tion technology (cf. [1]). The potential can be exploited for various types of support
such as communication support, decision support, document management, and conflict
management [2, 3].

Whilst decision support has been the core of most negotiation support systems and
indeed was the historic basis for such systems [4], communication support has long
been neglected [5].

The few dedicated approaches to communication support for e-negotiations range
from structuring different types of communication in a negotiation [6] to complete
support on all semiotic levels [7, 8].

Outside of negotiation research, the research area of communication modelling
deals with supporting organisational communication. The so-called Language-Action
Perspective (LAP) argues that language does not only have a descriptive but also a
performative role, hence its name indicating that language can be action [9]. In par-
ticular, the Speech Act Theory of John Searle [10] has served as the theoretical
foundation for LAP approaches. Later approaches have also used the Theory of
Communicative Action by Jürgen Habermas [11] as their underlying theory.

We will revisit the key elements of both theories and apply them to electronic
negotiations in the remainder of the paper concluding that dedicated communication
support is a key element of success in electronic negotiations.
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2 Theoretical Foundations of Communication Support

There are many communication theories that can be relevant to supporting complex
interactive communication processes. The two theories that we will discuss for
e-negotiations stem from philosophical-political linguistics. The goal of these theories
is to answer the question as to what constitutes understanding. In general, the goal of
each communicative act is to create mutual understanding. This overall goal is relevant
for negotiations as well. However, negotiations also consider individual goals repre-
sented by the desired negotiation agreement.

2.1 Speech Act Theory

In his Speech Act Theory [10], John Searle argues that understanding is achieved if and
only if the communication partners understand what the utterance is about and
understand the way the utterance is meant. This leads to a distinction between the
propositional content (i.e. the content of the utterance) and the illocutionary point (i.e.
the mode of communication). Taken together, they must be understood in order to
achieve understanding for each utterance which is called a speech act.

The illocutionary point serves as the basis for a classification of speech acts. The
assertive illocutionary point (present e.g. in statements or reports) represents facts of
the real world. The commissive illocutionary point commits the author to the action
described in the propositional content, e.g. used in promises. Using the directive
illocutionary point (e.g. in requests or questions), the author tries to get the recipient to
perform the action represented in the propositional content. The expressive illocu-
tionary point represents the author’s psychological states or feelings as in, for example,
apologies, anger, or praise. Finally, the declarative illocutionary point is the archetype
of a performative speech act as its mere utterance leads to factual changes. Prominent
examples include the declaration of marriage by a registrar or a priest, the proclamation
of guilt of an accused, or the final acceptance of an offer in a negotiation process. All of
these latter examples clearly show that declaratives (short for speech acts with a
declarative illocutionary point) are also uttered against an existing normative back-
ground regulating the author’s professional role and the context of the exchange. For
example, only a judge can pronounce the guilt of a person accused of a crime.

2.2 Theory of Communicative Action

Jürgen Habermas has published his Theory of Communicative Action more than a
decade later than Speech Act Theory [11]. Whilst he agrees on the distinction between
the propositional content and the illocutionary point, he does not agree that under-
standing both leads to mutual understanding between the communication partners.
Rather he argues that even if content and mode are understood, understanding might
not be achieved since the recipient might not agree with certain claims by the author.
Habermas argues that the recipient must say “yes” to the so-called validity claims that
the author implicitly or explicitly raises with each utterance.
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The validity claim of comprehensibility means that the recipient must understand
the speaker and no terminological or language problems exist. Furthermore, the
author’s intention as represented by the illocutionary point must also be understood. If
truth is fulfilled, then the recipient agrees with the author in the truth of the statement
and can thus share the speaker’s knowledge or experiences. If the claim of truthfulness
is fulfilled, then the speaker believes in the sincerity of the expressed feelings or
psychological attitudes. The forth claim of appropriateness is closely related to
underlying norms and values. If the recipient agrees on this claim, (s)he acknowledges
that the author has the relevant role to make such a statement. If any of the claims is not
fulfilled, the author must initiate reparative actions to overcome these disagreements as
they represent communication problems which prevent mutual understanding.

Habermas’ theory consists of additional elements which we will not discuss for the
present context.

3 Speech Acts and Communicative Action
in Electronic Negotiations

Since negotiation consists of communication and the main goal of the current paper is to
show how dedicated communication support for electronic negotiations can work and
which positive effects is has, we will now apply the theoretical constructs to the domain
of electronic negotiations. We focus on electronic negotiations since the threat of
misunderstandings and miscommunication is much more severe without the additional
help of gestures, mimics, tone of voice, signs etc. We will illustrate the implementation
of the theory using the negotiation support system Negoisst which is one of the few
systems offering complex communication support and the only system using such
support on all semiotic levels (i.e. syntactic, semantic, and pragmatic level) [2, 7, 8].

To enable complete understanding, the distinction into propositional content
(represented by the message content) and illocutionary point (represented by the
message type) is vital.

The illocutionary point is relevant for both the syntactic and the pragmatic level of
support. The intention of the author is represented by the message type which shows
the context of the message and is equivalent to the illocutionary point. The recipient
can directly interpret the mode and thus the pragmatic aspect of the message is con-
veyed. This method is called pragmatic enrichment of the message in Negoisst. The
illocutionary point is also the basis for the negotiation protocol which regulates mes-
sage exchange, communication roles, order of messages etc. This syntactic enrichment
is implemented in Negoisst.

The propositional content of an electronic negotiation utterance is equivalent to the
message content, i.e. what the negotiation partners write in their messages. In Negoisst,
messages are written in natural language to enable the richest form of expression. In
order to avoid the disadvantage of natural language which is its ambiguity and missing
structure, the rich language content is linked to the structured negotiation agenda
representing the issues under negotiation. This means that particular words are tagged
with a clearly defined semantics to avoid misunderstandings about the content of an
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offer or request. Thus, semantic enrichment is performed in Negoisst. This structure
that is added to the natural language message also enables automated document
extraction, i.e. each message leads to a contract version that is automatically created
from the messages preventing later editing and enabling transparency and traceability.

The validity claims as introduced by Habermas are also operationalised in Negoisst.
Comprehensibility is represented by the fact that a message can be of message type
“question” or “clarification”; both of which enable comprehensibility problems to
be addressed. Discussions about facts (i.e. validity claim truth) or about sincerity of
the negotiation partner (i.e. validity claim truthfulness) are enabled likewise. Finally, the
validity claim of appropriateness is dealt with by defining clear roles for all participants
in a negotiation process and by choosing the right negotiation protocol that only allows
appropriate message exchange. If the content of a message is deemed to be inappro-
priate, the discussion function can help to solve this issue.

4 Discussion

This paper argues for a strong communication support that is as strong as the decision
support present in most negotiation support systems. Whilst decision support is
quantitative and thus highly structured, communication support deals with the rich
content of natural language that can be extended ad infinitum. Therefore, a strong
theoretical basis is even more vital. The role of communication support for electronic
negotiations is the prime one. If communication does not go smoothly, it will affect the
decision making, ultimately leading to sub-optimal agreements [12].

Nevertheless, communication support, decision support, and document manage-
ment are all interwoven and need to be supported as a whole [2].

The negotiation support system Negoisst has been in use for trainings and inter-
national negotiation experiments for the past 15 years. It provides a holistic support as
described above and has provided a rich database of over a thousand negotiations. This
data is the basis for our research into communication quality, decision support for
incomplete preferences, document-centred negotiations, conflict management, and
blended learning approaches to e-negotiations to name but a few.

An electronic negotiation that fulfils the relevant validity claims, that creates
understanding on the content as well as on the mode and that supports the right
decisions has the ultimate potential to lead to a successful agreement.
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Abstract. While affect plays a similar fundamental role in both, electronic and
face-to-face negotiations, the expression of emotions in computer-mediated
communication differs considerably from face-to-face settings. The aim of this
experimental study is to analyze how the systematic use of emoticons – facilitated
with software – affects negotiation behavior in alternative computer-mediated
negotiation settings. With a 2 × 2 design comparing system-induced emoticon
use with a text-only condition in synchronous chat or asynchronous e-mail mode
we isolate effects of emoticons in these different communication settings. Results
show that emoticons are used in different functions, i.e. mainly to supplement and
support text messages and less often to mitigate its content. Furthermore, emo-
ticon support increases the communication of positive affect in asynchronous
negotiations while it decreases communication of negative affect and distributive
negotiation behavior in synchronous negotiations. These findings propose that
advancing communication quality via contextualization of affective information
in negotiation support systems is promising.

Keywords: Emoticons � Contextualization of information � Emotions �
Negotiations

1 Introduction

New information- and communication technologies provide a variety of different media
for synchronous and asynchronous communication within and between individuals and
private and public entities. E-mail, social networks, chat systems, electronic diaries,
and similar technologies are used to coordinate day-to-day business, to interact with
colleagues and customers at different locations, and also to a great extent to conduct
negotiations. There has been a historic dispute on whether or not computer-mediated
communication (CMC) has similar socio-emotional qualities compared to face-to-face
communication (F2F). Researchers representing a cues-filtered-out perspective [1, 2]
propose that with reduced media bandwidth, social presence is reduced: Due to missing
non-verbal and para-verbal cues in CMC contextual information and emotions are
filtered out resulting in less friendly, less emotional and less personal communication.
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This has been opposed particularly by the social information processing (SIP) model
[3, 4] which advances that communicators in CMC may need more time to compensate
the missing non-verbal and para-verbal cues in order to bring relational effects to
similar levels compared to F2F. A recent review of empirical evidence concludes, that
“there is no indication that CMC is a less emotional or less personally involving
medium than F2F” [5, p. 766]. Nevertheless, communication technologies affect how
we communicate and what we communicate [6]. While more traditional approaches
like the Media Richness theory postulate that communicators should base their media
choice on task characteristics [7, 8], more recent theories advance that communicators
should adapt their communication strategy according to task characteristics and the
communication process, including the communication goal and strategy, the medium
and message form, and communication complexity [6]. For instance, in case com-
municators need to resolve a conflict with less rich media, e.g. e-mail, they have to
contextualize task-oriented communication with relational or emotional information to
compensate for the lean medium. Information- and communication systems should be
designed to support these processes [9, 10]. Therefore, a particular focus is now laid on
emotion encoding as well as on contextualization in CMC since these aspects shape
interpersonal communication aiming for mutual understanding and relationship
management [6].

One possibility to contextualize and encode emotions in CMC is the use of
emoticons (standing for emotion and icon), which are referred to as relational icons,
visual cues or pictographs serving as surrogates for non-verbal communication to
express emotion and adding a para-linguistic component to a message [11]. Within the
last decade, there has been some empirical research analyzing the effect of emoticons in
CMC in general (for an analysis see e.g. [12]) which shows that emoticons - beyond
serving as paralanguage - are morpheme-like structural markers with illocutionary
force [12].

Yet, in electronic negotiation research, the analysis of the influence of emoticons on
negotiation behavior, processes and outcomes is lagging. Since the significance of
emotions in negotiations is undisputed, the aim of this experimental study is to analyze
how the systematic use of emoticons affects negotiation behavior in computer-mediated
negotiation settings. Referring to Media Richness Theory and its three dimensions
[7, 8], i.e. (1) multiple information cues, (2) personal address, and (3) feedback
immediacy, we are particularly interested in how feedback immediacy and emoticons
interrelate in negotiations. With a 2 × 2 design comparing system-induced emoticon
with a text-only condition in both modes, synchronous chat and asynchronous e-mail
mode, we can isolate effects of emoticons in different communication settings. A more
profound understanding of the effects of emoticons on synchronous and asynchronous
electronic negotiation processes and outcomes will contribute to the further develop-
ment of communication support for negotiations.

The remainder of this paper is organized as follows: the next section reviews the
literature on computer-mediated communication, system design and the role of affect in
communication. Based on the state of the art, we formulate hypotheses for the
experimental study. In section three the experiment and methods of data analysis
are introduced. Results are presented in section four and in section five we discuss the
findings and limitations of this study and provide suggestions for future research.
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2 Theoretical Background

2.1 Cognitive-Affective Model of Organizational Communication

The so-called “Cognitive-Affective Model of Organizational Communication” is based
on the notion that the main objective of interpersonal communication is to reach mutual
understanding between the communicators and to manage the relationship [6]. The
degree to which communicators are able to reach these objectives depends on com-
munication inputs, the communication process, and communication complexity. While
the communication inputs describe antecedents of the process such as task character-
istics, in the communication process the communicators’ goals define their strategies,
which in turn interact with the use and the characteristics of the medium and the
specific message form. These interactions are shaped by the communication complexity
surrounding the entire construct (see Fig. 1). Communication complexity consists of
three elements acting as barriers to mutual understanding and relationship management:
(1) cognitive complexity as a function of information intensity, multiplicity of views
and incompatibility between information representation and use, (2) dynamic com-
plexity referring to feedback processes and time constraints and (3) finally, affective
complexity which refers to the sensitivity and change of attitudes towards the com-
munication partner or the subject matter. Affective complexity considers relational
aspects in the communication process including affective behavior and trust building.
Low levels of trust and a lack of an appropriate normative context in which the
communication is embedded impede reaching mutual understanding and the estab-
lishment of a good relationship.

Negotiations are described as a process of conflict resolution between parties who
interact with each other shaping their outcomes and their relationship [13]. Mutual
understanding and a good relationship are important prerequisites to reach integrative
solutions satisfying the needs and interests of the involved parties [14]. Negotiations
are tasks in which all three dimensions of complexity are reflected. Therefore, handling
the affective complexity is closely related to providing the basis for integrative nego-
tiations. Communication directed at the management of affective complexity requires

Fig. 1. Cognitive-affective model of organizational communication (adapted from [6], p. 256)
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the inclusion of explicit affective statements typically requiring higher channel capacity
[6]. Alternatively, negotiators can externalize the provision of additional affective
information to the communication system [10].

2.2 Emotion as Social Information in (Electronic) Negotiations

In either way, emotion management in negotiations is a very promising avenue. The
impact of emotions on negotiation processes between inherently social and emotional
human beings is well established. Emotions can induce both, competitive or cooper-
ative behaviors: negative emotions tend to increase competitiveness, while positive
emotions tend to increase cooperation (e.g. [15, 16]). Nevertheless, positive emotions
may also negatively affect negotiations. They may induce irrational behavior [17] and
lead to biased judgments [18] or expectations [19, 20]. Similarly negative affect can
also have positive effects: Empirical studies show that negative affect may motivate or
induce negotiators to provide information [20, 21], help to overcome a crisis if power
differences between negotiators exist [21, 22] or induce cooperative behavior [23].

The analysis of emotions has also found some attention in electronic negotiations
research. It has been shown that in the restricted environment of CMC, emotions
provide important contextual meaning for the interpretation of messages [24]. Fur-
thermore, affect is contagious and tends to be reciprocated also in CMC [22]. However,
the presence of emotions is not always salient and their particular influence may differ
from F2F-negotiations. Earlier research has suggested that emotions contribute to a
form of “hyperpersonal” communication [25] or to extreme behaviors like flaming [1].
Therefore, researchers have pointed out that more work is needed in order to develop a
more comprehensive understanding of how emotions work and evolve in virtual
environments [26].

Van Kleef et al. [27, 28] proposed the Emotion as Social Information (EASI) Model
to predict the effect of emotion on communication processes: according to the EASI
model observers draw inferences from others’ emotional expressions, which in turn
guide their own behavior and/or response. In negotiations, the specific social effects of
positive and negative emotions depend on whether negotiations are embedded in a
more competitive or more cooperative context. In a competitive context the display of
anger reflects that the negotiator expressing anger has reached her limits, e.g. her
aspiration level, and is not willing to give in anymore. Therefore, negative emotions are
more likely to induce the counterpart to react with more cooperative behavior. Con-
versely, in a cooperative environment the expression of negative emotions is more
likely to reduce cooperative behavior as it conveys adverse signals and elicits similar
emotions in the counterpart.

Empirical evidence on the EASI model proves that both the verbal expression
[15, 29] as well as the nonverbal expression [30] of emotions can be used strategically
to influence others in face-to-face settings. In CMC, emotions are (implicitly) conveyed
in text messages by the wording and phrasing of utterances [31]. Darics [32] provide a
comprehensive linguistic discussion of threats and promises in negotiations demon-
strating how semantic and syntactic features of the speech acts influence their
perception and effectiveness. They show that specifically language intensity and
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language immediacy reveal the strength and the direction of a negotiator’s affect. While
language intensity is determined by the lexical choice, language immediacy is not
expressed explicitly but is an unconscious process in which a speaker’s affective states
influence his or her lexical and syntactic choices [32, p. 162]. Additionally, commu-
nicators can use contextualization cues such as non-standard spelling, letter and
punctuation mark repetition (e.g. ???) or lexical surrogates (e.g. hmmm) and the like as
linguistic form to express affect. These cues contribute to the signaling of “contextual
presuppositions” that allow for inferences about the meanings people intend to convey
in a specific situation (Gumperz, cited in [33], p. 142). Particular forms of contextu-
alization cues are emoticons. They are considered to be the socio-emotional suppliers in
CMC (e.g. [33]). Compared to verbal description of emotions or implicit conveyance
through specific lexical choices, emoticons provide a direct, precise and convenient
way of emotional expression in CMC. Because of this they have received a worldwide
acceptance [5] and several CMC software programs, such as for example MSN, ICQ,
Hotmail, etc. have embedded an emoticon function (converting ASCII based character
strings into pictograms). They are mostly used to express emotions, to strengthen a
message or to express humor [34]. Their use also affects impression formation in
relationships: when communicators use positively valenced emoticons their personality
is perceived to be more extrovert [35], friendlier and warm [36].

In principle, emoticons can be classified in pictorial emoticons, e.g. Santa Claus
* <\:-) or emotional-attitudinal emoticons [37] that represent1:

(a) facial expressions: happy :-), laughing :-D, sad :-(, angry :-{, wink;-)…
(b) action: kiss :-*, yawn 1-O, screaming :-@, big hug ((H))… or
(c) appearance: big nose :o), wearing glasses B-)…

The use of emoticons in CMCdiffers frommedium tomedium and shows even a huge
variety within different types of media: Rezabek & Cochenour [38] analyzed emails on
listservs and found that they were used between 1 to 25 % of the emails depending on the
listserv. Tossel et al. [39] found in a longitudinal analysis of text messaging from
smartphones that only 4 % of messages contained at least one emoticon. Garrison et al.
[40] investigated emoticons in instant messaging discourses and found that out of the
eighteen different emoticons whichwere used at all, just three of them – all with a positive
valence – were used in 75 % of all cases. Furthermore, emoticons tend to be used more
often in synchronous than in asynchronous communication [34] and – in accordance with
Hall’s theory of contextuality of cultures - are used more by users coming from high-
context cultures [41]. There also seems to be a gender difference in emoticon use [12].

2.3 Hypotheses

It has been proposed that verbal and nonverbal cues are equally important for text
interpretation in CMC [42]. Furthermore, the interpretation of non- and para-verbal cues
is analogue to F2F encounters context-sensitive, see e.g. [33, 42, 43]. Emoticons and

1 There are hundreds of emoticons which have been catalogued in dictionaries and on Websites (e.g.
Wikipedia).
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other CMC cues interact with other verbal and nonverbal cues and have – depending on
the context of communication – mainly the following three different functions [11, 12,
37]:

i. Supplement: When emoticons are added as paralinguistic in order to convey an
important aspect of a linguistic utterance, they help to clarify the meaning of a text
and to eliminate misunderstandings: e.g. “When I returned home, she was already
there :-(”. The textual message could be understood both, in a positive and negative
way. With the added emoticon the meaning is clarified unequivocally. Here, the
emoticon is used as an illocutionary force [12] that augments the meaning of
textual message by substituting non-verbal cues.

ii. Support: Emoticons are also used to support a text message: e.g. “I am happy :-)”.
In this case, there is a denotative correspondence (congruence) between the text
and the emoticon.

iii. Antiphrasis:When emoticons are used to contradict or annul the verbally expressed
meaning, they produce ambiguity. Used in this way, they are used to express
sarcasm: “I am happy :-(”, irony: “This has to be taken very seriously ;-)”, or to
mitigate disagreement: “Sorry, but I do not agree :-)”

These functions have been analyzed in empirical studies which show that emoticons
indeed can strengthen the impact of a verbal message [11, 34, 43], help to emphasize a
meaning during message creation and interpretation [38, 43], and to clarify textual
messages [11]. Furthermore, emoticon use is significantly correlated to perceived
information richness and perceived usefulness [44]. Huang et al. [44] also shows that
emoticon use increases enjoyment and personal interaction by eliminating difficulties in
expressing feelings in words. In this light, emoticons fulfill similar functions as non-
verbal displays in F2F communication [5, 38]. We therefore expect that negotiation
processes that are facilitated with systems enforcing users to complement their textual
messages with emoticons will differ in several aspects to negotiation processes without
emoticon support.

First of all, we expect that negotiators provided with emoticon support write less
text, i.e. exchange less thought units. The emoticons serve as supplements to written
text:

H1 : Emoticons serve as supplement to textmessages in electronic negotiations:

Most research concerning the influence of positive and negative emoticons on the
message interpretations supports the idea that positive emoticons make the message
more positive and negative more negative correspondingly [11, 45]. Consequently, we
hypothesize that positive emoticons will support cooperative behavior and negative
emoticons will support competitive behavior. We therefore expect a positive correlation
between use of positive emoticons (happy, laughing) text messages containing agree-
ment or concession and a positive correlation between the use of negative emoticons
(sad, angry) with text messages containing rejection or disagreement, respectively.
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H2 : Emoticons are used to support textualmessages congruenceð Þ

Although it can be assumed that emoticons are more often used to supplement or
support text messages, we expect that we also find communication in which emoticons
are used as antithesis. Vandergriff [42] found in her analysis that emoticons and other
CMC cues are sometimes used to mitigate or aggravate disagreement. Emoticons can
be used to create ambiguity and to express sarcasm varying the valence of the emoticon
and the valence of the message [46]. When used as antiphrasis, positive emoticons
(happy, laughing) are used to mitigate textual disagreement (e.g. “I am sorry, but this
offer does not meet my expectations :-)”. Negative emoticons (sad, angry) used with
agreement in text messages are used to express sarcasm (e.g. this is really a wonderful
offer :-(, ‘winking’ and ‘eat my shorts’ emoticons used with positive/negative agree-
ment are used to express irony/sarcasm (e.g. “Your competitive offers make me very
happy;-)”.

H3 :Emoticons are used tomitigate disagreement or to express sarcasm

antiphrasisð Þ

The use of the smile emoticon has been found to be a positive politeness strategy that
creates a collaborative work environment [33]. Vandergriff [42] also finds in her analysis
of chat negotiations, that emoticons and CMC cues were used mainly in the service of
politeness. However, we assume that this effect is mediated by communication mode as
this impacts feedback immediacy. Communication media with low feedback immediacy
(asynchronous media) are less adequate to handle high affective communication
complexity [6]. Furthermore, in the context of e-negotiation, negative emotions can be
better controlled in asynchronous communication modes [47]. Thus, we hypothesize a
positive effect of emoticon support particularly in asynchronous negotiations. Since
asynchronous negotiations tend to be less emotional, the threat of escalating emotional
statements is limited and emoticons can unfold their supportive function. In synchronous
negotiations, on the contrary, we expect that the use of emoticons boosts (negative)
emotions. We assume that this eventually results in more competitive behavior.

H4 :Emoticon support facilitates integrative negotiation behavior

in asynchronous but not in synchronous negotiations:

Referring to F2F negotiations, researchers use emotional states as predictors of
negotiation outcomes [48]. For instance, Kopelman et al. [48] find that negotiators were
more likely to accept a proposal from a negotiator displaying positive emotion than
from a negotiator displaying negative emotion. Due to the expected increase in inte-
grative behavior – in particular in asynchronous negotiations – and the increased
mutual understanding combined with a better handling of the relationship, should also
influence the likelihood to reach an agreement.
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H5 :Emoticon support leads tomore agreements in asynchronous

but not in synchronous negotiations:

3 Methodology

To test our research questions, we collected data in a 2 × 2 laboratory experiment at two
European Universities (within one country). The 2 × 2 design varies the communication
mode (synchronous/asynchronous) and the availability of emoticon support (available/
not available) (see Table 1). The used negotiation case described a situation in which
the subjects had to decide in bilateral negotiations on a Friday evening program con-
sidering three alternatives following predefined and conflicting preferences.

The treatments of the design were implemented in a text-based electronic com-
munication support system N-SWAN, which facilitated participants to exchange, store
and retrieve messages. The implemented emoticon feature forced users in the “emo-
ticon treatment” to tag each text message with an emoticon; otherwise users could not
send the text message. Negotiators could choose among six different types of emoti-
cons: ‘happy’ & ‘laughing’ are emoticons with a positive valence whereby the latter
one expresses stronger arousal than the former, ‘sad’ & ‘angry” are emoticons with a
negative valence whereby the latter expresses a stronger arousal than the former, and
finally two emoticons ‘winking’ & “eat my shorts’. Winking has a positive valence,
while “eat my shorts” has a strong negative valence. We decided to use pictograms
instead of ASCII-based character strings, because empirical evidence points to a
somewhat stronger impact of pictograms on communication [35]. In the experiment,
negotiations in the synchronous communication mode could last up to one hour
whereas asynchronous negotiations were allowed to take up to a maximum period of
three days. Demographic data was collected at the beginning of the experiments via
questionnaires, while exchanged messages and emoticons were recorded by the system.

We applied content analysis as means to transform the 2,972 exchanged messages
into quantitative data [49]. The text messages of all 49 negotiation transcripts were
unitized into 3,686 thought units and coded into the pre-tested category scheme of [50]
(see Table 2) by two independent coders (Guetzkow’s U of 0.054, Cohen’s kappa
0.848). Additionally, emoticon functions (supplement, support, antiphrasis) were also
coded in reference to the text messages by two independent raters (Cohen’s kappa
0.855).

Table 1. Treatments (n = number of participants)

Emoticons No Emoticons

Synchronous n = 24 n = 32
Asynchronous n = 26 n = 16
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4 Results

In the 895 text messages of the emoticon treatment, emoticons are overwhelmingly
used as a supplement (766 times, 84.3 %). Only 30 times (3.4 %) emoticons were
coded as being redundant to the text messages and in 110 cases (12.3 %), the emoticon
was used as antiphrasis to the text. While the use of the three functions differs sig-
nificantly (X2(2) = 1059. 27, p < .001) they are distributed similarly between syn-
chronous (supplements 87.1 %, redundancy 1.7 %, antiphrasis 11.3 %) and
asynchronous negotiations (supplements 80.2 %, redundancy 5.9 %, antiphrasis
13.8 %). These results provide support that emoticons serve different functions. In the
following, we further elaborate the data in more detail.

H1 suggests that emoticons are used to supplement text messages and therefore
substitutes written text in messages. Therefore, we also test for differences in number of
thought units in the respective treatments (see Table 3). Factorial ANOVA shows a
significant main effect of emoticon support F (1,94) = 19.012, p < .001, a non-significant
main effect of the communication mode, F (1,94) = 1.432, p = .234, and a non-signif-
icant interaction effect, F (1,94) = .464, p = .497 on the amount of exchanged thought
units. ANOVA post hoc tests verify that the differences between groups due to the used
communication mode are significant, within the synchronous treatment, p < .01, as well
as within the asynchronous treatment, p < .05, however, not between the two groups
using emoticons, p > .1, and between the two groups not using emoticons, p > .12

Therefore, H1 is clearly supported.

Table 2. Category scheme

Integrative Distributive

Action (1) Agree, accept, concede (4) Reject or disagree
(2) Show positive emotions (5) Show negative emotions
(3) Make a new offer (6) Use tactics or threats

Information (7) Provide information (9) Use persuasive arguments
(8) Request information

Off-task categories (10) System-related communication, (11) Off-task
communication, (12) Communication protocol

Table 3. Number of absolute thought units across the four different treatments

Treatments Mean Std. Dev.

Emoticons Synchronous 26.79 18.57
Emoticons Asynchronous 24.04 13.46
No emoticons Synchronous 53.72 28.64
No emoticons Asynchronous 43.69 39.84

2 All reported post-hoc tests in our manuscript are 2-tailed and based on bootstrapping, n = 1000, using
either Bonferroni or Games-Howell comparisons in case that the Levene test indicates a violation of
homogeneity of variances, p < .05.
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H2 and H3 propose that emoticons are also used to support text messages (con-
gruence between text message and emoticon) or to mitigate disagreement, to express
sarcasm or irony (antiphrasis of emoticon to text message). Therefore, we analyzed in
addition to the frequency analysis reported above, whether emoticons are related to
specific behavioral patterns reflected in the communication categories. On average,
negotiators used most often the “happy”-emoticon (M = 11.70 per negotiation,
SD = 12.30). The emoticons “sad” (M = 2.28, SD = 4.11) and “winking” (M = 2.74,
SD = 2.77) were similarly often used. Every second negotiator used one time the
emoticon “angry” (M = 0.50, SD = 1.39) or the “laughing” emoticon (M = 0.52,
SD = 1.18). Negotiation dyads referred least frequently to the “shorts” emoticon
(M = .16, SD = 0.47). To test whether emoticons are linked with specific communi-
cation patterns we ran correlation analysis using Spearman’s rho and performed
bootstrapping (n = 1000) to increase reliability of our confidence intervals. Results
show that frequencies of used emoticons correlate with the relative frequencies of
integrative and distributive action categories but only to a minor degree with infor-
mation categories: The “happy” emoticon correlates positively with “agreeing,
accepting, conceding”, rs = .297, p < .1, and expressing positive emotions, rs = .325,
p < .05, and negatively with communication used to reject or disagree, rs = −.225,
p < .1, and expressions of negative emotions, rs = − .328, p < .05. The use of the “sad”
emoticon is negatively linked to “agreeing, accepting, conceding”, rs = −.281, p < .1,
and expressing positive emotions, rs = − .257, p < .1. Similarly, the “angry” emoticon
is less used in combination with the communication categories “agree, accept, con-
cede”, rs = −.284, p < .05, but rather with statements expressing negative emotions
rs = .284, p < .1. The emoticon “winking” is related to providing information to the
counterpart, rs = .238, p < .1. Last, the emoticon “shorts” is positively linked to
expressions of rejection and disagreement, rs = .220, p < .1, and expressions of
negative emotions rs = .329, p < .1. Consequently, we find empirical evidence for H2
proposing that emoticons are indeed used in congruence with text messages.

To evaluate how emoticons are used as antiphrasis (to mitigate the statement of the
textual message or to express sarcasm or irony) we ran additional nonparametric group
analyses. Of all 110 emoticons serving as antiphrasis, the happy emoticon is used 76
times, the sad emoticon 12 times, the winking emoticon 16 times, the laughing
emoticon 5 times, and the shorts emoticon once, while the angry emoticon was used
never as an antiphrasis. Considering this distribution, we only analyzed text messages
with the happy or sad emoticon using the Holm-Bonferroni approach to control for
type I errors. Results indicate that the sad emoticon is more often used than the happy
emoticon in combination with categories “new offers”, “tactics or threats” and
“request information”, (all p < .05). Furthermore, we find no differences in the used
relative communication units when either the sad or the winking emoticon are used.
Therefore, we find no clear pattern how emoticons are used as antiphrasis (H3).

In the next step we evaluate how emoticon support and communication mode affect
communication behavior (H4). Investigating the effect of the use of emoticons in
synchronous and asynchronous negotiations, we run a factorial MANOVA including
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all communication categories.3 We find significant effects on the communication
behavior depending on emoticon support, F(12,83) = 2.271, p < .05, communication
mode, F(12,83) = 1.944, p < .05, and the interaction between both treatments,
F(12,83) = 3.103, p < .005. Due to problems with assumptions of MANOVA,4 we
additionally run individual factorial ANOVAs for the action- and information-oriented
communication categories and additionally perform multiple comparisons with boot-
strapping (n = 1000) for the conditional main effects. The results indicate that the
relative frequencies of integrative and distributive action- and information-oriented
communication differs significantly in the treatments (see Table 4).

In more detail, integrative negotiation behavior differs in the treatments (see Fig. 2):
In the synchronous treatment, post hoc tests show that negotiators in the emoticon
support treatment express more often communication intended to “agree, accept or
concede”, p < .01. Furthermore, when negotiators have emoticon support, they use
more communication for approval in the synchronous than in the asynchronous
treatment, p < .05.

We also find a weak significant main effect of emoticon support (p < .1) and a
significant interaction with communication mode (p < .05) on the expression of positive
emotions in text messages. Within the asynchronous treatment, negotiators express

Table 4. Effect of emoticons and communication mode on communication behavior (p° results
based on bootstrapped multiple comparisons, n = 1000)

3 Testing the assumption of normality, all relative subcategories show significant deviations from
normality. To cope with the skewed data, we apply a Box Cox transformation anchoring all values at
1 and using a λ of −6.5. The transformation of the data is rendered necessary as initial calculations of
F-values in MANOVAs are not supported by bootstrapping.

4 Checking the assumptions of MANOVA, the Box’s Test of equality of covariance matrices indicates
a violation of the assumption of equality of covariance matrices (p < .000). Furthermore, the Levene
test indicates that the assumption of equality for error variances is violated for several
communication categories.
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more positive emotions when they have emoticons support compared to no emoticons
support p < .05. Furthermore, when negotiators have emoticons support, they tend to
express more positive emotions when engaging in asynchronous compared to syn-
chronous negotiations, p < .1.

Regarding the exchange of offers, bootstrapped group comparisons find negotiators
in the synchronous treatment without emoticons support to use less new offers, than in
the asynchronous treatment with emoticons support, p < .05, as well as without
emoticons support, p < .1.

Furthermore, the expression of negative emotions is substantially influenced by the
communication mode, p < .01, and the interaction between the communication mode
and the emoticon support, p < .05. Negotiators in the synchronous treatment without
emoticons support express most negative emotions (see Fig. 3). They express more
negative emotions than negotiators in the synchronous treatment with emoticons support
p < .05, and more than negotiators in both asynchronous treatments – with emoticons
support, p < .01, and without emoticons support, p < .01. Furthermore, negotiators with
emoticon support in the synchronous group express slightly more negative emotions
than negotiators in the asynchronous group without emoticons support, p < .1.

Regarding the use of exchanged information, we find again a tendency for emoticons
to act as substitute to the written exchange of information, p < .1, accompanied by a
tendency that in synchronous negotiations without emoticons support more information
is exchanged than in asynchronous negotiation with emoticons support, p < .1. Finally,
the use of persuasive arguments differs substantially between groups. Negotiators in
synchronous treatment without emoticons support use more persuasive communication

Fig. 2. Impact of emoticons and communication mode on integrative communication behavior

Fig. 3. Impact of emoticons and communication mode on distributive communication behavior
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than negotiators in both treatments with emoticons support (both, p < .01) as well as
negotiators without emoticon support in asynchronous negotiations (p < .1). Subjects in
asynchronous treatment without emoticons support engage in more persuasive behavior
than subjects negotiating synchronously with emoticons support, p < .1.

Analyzing the effect of emoticon support and communication mode on the likeli-
hood of reaching an agreement (H5), we find a significant association between our
treatments and the agreement-rate, X(3) = 6.330, p < .05. This finding, however, is
caused by the asynchronous communication mode that increases the agreement-rate, 17
out of 21 dyads reached an agreement in asynchronous negotiations, while in syn-
chronous negotiations only 13 out of 28 dyads reached an agreement, X(1) = 6.025,
p < .05, but not by emoticon support, 17 out of 25 dyads reached an agreement with
emoticon support, while 13 out of 24 dyads reached an agreement without emoticon
support, X(1) = .987, p = .387.

5 Discussion, Conclusion and Outlook

The management of affective complexity is fundamental for negotiators to reach mutual
understanding in communication and a positive relationship [6]. We have proposed that
integrative negotiations can be supported with communication tools that facilitate the
contextualization of communication by providing emoticons. Results of the 2 × 2-
designed laboratory experiment support this claim: First of all, emoticon support makes
communication more effective. Our results show that negotiators with emoticon sup-
port need less words/text to reach agreements compared to negotiators without emo-
ticon support (emotions are used to supplement text messages). Secondly, negotiators
exhaust the full range of functions of emoticons by additionally using emoticons to
support text messages (emoticons are used in congruence), to mitigate the content of
text messages (emoticons are used as antiphrasis). Finally, emoticon support signifi-
cantly changes negotiation behavior by facilitating integrative negotiation behavior.

However, the impact of emoticon support differs in communication modes related
to feedback immediacy. Integrative negotiations are typically characterized by a dual
focus on the task and the relationship, e.g. [14]. The contextualization of information
via emoticons seems to mitigate effects of feedback immediacy of the medium: In
asynchronous negotiations which are typically described as task-oriented and “cool
conversations” [47] because of low feedback immediacy, emoticon support induces
negotiators to more often express positive affect. Apart from using predominantly the
happy emoticon to tag the messages, they also express more often positive emotions in
the written text. In contrast to that, synchronous negotiations have been referred to “hot
debates” [47]: high feedback immediacy induces negative affective and inhibited
behavior. In synchronous negotiations, we have witnessed that emoticon support –
again apart from supplementing text messages with positive affect through the happy
emoticons – reduces distributive behavior reflected in less persuasive behavior and less
expressions of negative emotions in the text messages. Furthermore, we also observe
more integrative negotiation behavior with emoticon support reflected in more positive
affective behavior. To put it in other words, emoticon support heats up (too cool)
asynchronous communication with positive emotions, while it helps to cool down
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(too hot) synchronous communication. These results support the importance of con-
textualizing information in social interactions via lean media [6].

Recently more and more research areas traditionally rooted in more analytic
approaches have created awareness that the consideration of behavioral human factors
increases the ability of model-based problem solving to help decision makers [51]. Yet,
in negotiation support, most systems still focus on traditional analytic support rooted in
economic considerations of their designers. However, our results support the notion
that system designers should give more weight to communication aspects of negotia-
tions. Currently, only the system Negoisst puts a clear focus on communication support
on the syntactic, semantic and pragmatic level [9]. The enrichment of text messages via
a contextualization of factual context of a message similarly to Negoisst’s communi-
cation enrichment should make affective dimensions of messages more explicit. While
the necessity to develop affective systems is undisputed, given the current state-of-the-
art, the use of text-based (pro-active) affective systems is a major challenge [10].
However, affective systems can already be used for training purposes. In such an
“emotional training” negotiators could be confronted with counterparts differing in their
emotional reactions. Affective systems could use predefined sentences or entire text
messages transmitting specific emotions, as already done for research purposes, see
e.g. [15].

While our study delivers interesting insights, is not without limitations. Our results
are based on one experiment using a single case and student subjects. The impact of the
used emoticon support might also differ for varying degrees of conflict intensity. While
the used case describes a realistic scenario for students rooted in the private life,
business negotiations might require a different approach to contextualize affective
information. Furthermore, in our analysis we have focused rather on integrative and
distributive elements of the communication process and less on traditional economic
elements of negotiations, like utility values used to e.g. compare characteristics of
agreements. However, recent research directly comparing behavioral and economic
support in negotiations postulates that effects of both support approaches are not
limited to the respective support dimension, but actually show several spillovers [52].
Therefore, one promising avenue for future research is to untangle the relationship of
contextualized information and its impact on economic dimensions of negotiations like
concessions patterns and efficiency of agreements.
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Abstract. Computer-mediated collaboration is widely used in various organi-
zations. Trust has proved to have an influence on online collaboration. This
paper aims to conduct an in-depth investigation on an important trust factor
during online collaboration, which is risk. The research samples were collected
from Chinese part-time MBA students. They were invited to use the group
support system (GSS) designed under the theory of facilitated collaboration with
the thinkLets method to support the online collaboration. During this longitu-
dinal research, questionnaires were collected at three stages, namely, at the
beginning, during and at the end of the experiment, interviews were also con-
ducted. Results show the level of trust was raised over time. Among all the trust
factors, risk shows the most significant change, and the level of risk is
decreased. Finally, the correlation analysis was conducted to detect the rela-
tionship between risk and trust in facilitated collaboration.

Keywords: Risk � Trust development � Facilitated collaboration � Trust factors

1 Introduction

Rigorous business competition drives people to take inter-organizational alliances,
when an individual’s ability is limited. Collaborations among team members turn out to
be essential. Research shows that most fortune 100 companies collaborate frequently,
but only 13 % of the team collaborations were considered to be effective [1]. This may
result from a lack of trust among team members. Trust has its importance to collab-
oration teams [2, 3], and plays an important role in overcoming barriers, such as
conflicts avoidance [4].

Increasingly advanced information technology has made online collaboration
possible and popular. Teleconference, social network services, video conferences and
discussion groups are adopted by a growing number of companies [5]. Moreover, as
noted by Serçe et al. [6], compared with traditional collaboration, an online team is a
set of geographically dispersed and functionally diverse organization, calling for a
higher level of trust to improve work efficiency.

Researchers have attempted to decompose trust into different parts, namely trust
factors that have an influence on trust. The overall level of trust can be figured out by
evaluating each trust factor. Measuring trust over time could help assess the role of
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collaboration tools, but most studies on trust factors in computer mediated collabora-
tions failed to take the change of trust factors into account [7, 8]. Cheng et al. [9]
investigated trust development over time according to the six factors in the use of
computer mediated collaboration tools, but has not systematically explored one certain
factor in detail and found out the most significant one.

Among various trust factors, risk is the most frequently mentioned one which could
be seen as the anticipated hazard of interpersonal relationships [10]. Minimizing risk
makes team members willing to trust each other and contributes to effective collabo-
ration [11]. Therefore we investigate the following questions related to the develop-
ment of risk factor.

Research question 1: What is the change trend of risk factor in the context of facilitated
collaboration? After collaboration over time, does the overall level of trust change?

Research question 2:What is the correlation between risk and the overall level of trust?

This paper is structured as followed. Section 2 begins by laying out the background of
relevant studies. Research method and data collection will be given in Sect. 3. Section 4
is concerned with the investigation of research data through the mix use of qualitative
and quantitative analysis. Then, in Sect. 5, we analyze the results and have a discus-
sion, then give a brief summary and critique of the findings as well as our limitations.

2 Research Background

2.1 Facilitated Collaboration

As an approach that aims to design collaboration process, collaboration engineering has
been developed into an emerging research field [12]. Collaboration engineering can be
considered as a combination of facilitation, design and training approach that can be
supported with group collaborating tools [13]. A facilitator is needed to decompose
tasks and instruct processes. Facilitation is a participative leadership, and contributes to
improve a group’s communication and information flow [14]. Facilitated collaboration
had been applied to various areas, such as education, military, business community and
so on. By offering sustained collaboration support, collaboration process is designed
and deployed for a recurring task.

ThinkLets is a core concept in facilitated collaboration which include generate,
reduce, clarify, organize, evaluate and build consensus [15]. It is the smallest unit of
intellectual capital for the creation of collaborative tools, and provides a transferable,
reusable block for process design [15]. Based on various tasks, users could choose the
most appropriate thinkLets methods to simplify the collaboration process [13].

Group support system (GSS) is a suite of software to support groups in their
collaborative effort. The importance of the design of collaboration process is amplified
when GSS is used [12].There are various kinds of group support systems, such as
GroupSystems (developed at the University of Arizona), SAMM (from the University
of Minnesota) and discussion platform which is developed with the agile method on the
WAMP platform (Windows/Linux+ Apache+ Mysql+ Php) [16].
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2.2 Trust Development

According to Holton [17], trust is a situation when individuals feel comfortable and
open in sharing their insights and concerns. There is a volume of published studies
describing trust. The topic of trust issues in online collaboration has been addressed by
many scholars [3, 18], and trust is considered as a dynamic construct [19].

Costa et al. [20] examined the development of social trust in project teams, research
data was collected at the beginning, middle and end of the project. On the basis of what
Lewicki and Bunker [21] identified during three stages of trust development, namely
calculus based trust, knowledge based trust and identification based trust. Recently in
2013, Bhati et al. [22] examined how trust developed between branch managers and
loan officers in different phases over a period of time. In distributed teams, trust
development is also investigated through longitudinal study [23, 24]. However, most of
the research data on trust development are pure students who hardly have any work
experience.

In an investigation into trust development of business online community, Nolan
et al. deconstructed six factors in the perspective of individual trust which represents
the conflicting priorities. Those factors are presented in their research as: risk, benefit,
utility value, interest, effort and power [25]. The ideal state of those components is
minimizing risk and effort, maximizing other parts [9].

2.3 Risk and Trust

Among six trust factors, risk is associated with providing information to unknown
recipients and acting upon information received from them [25].Willingness to take
risks has been suggested as one of the few characteristics common to all trust situations
[26]. Risk is evaluated on every possible outcome of a particular action. Risk and trust
are two facets of decision-making [10]. Besides, risk and perspective-taking were
considered as two elements of trust in behavioral economics [27].

Under the condition of risk, the tendency to trust is relatively weaker [28].
Therefore, it is necessary to discover a way of minimizing risk in virtual collaboration.
Scholars once analyzed risk management through repeatable distributed collaboration
processes, showed the trend in risk management, and tried to identify possible risks in
the early stage to control them [29]. Besides, in facilitated collaboration thinkLets were
thought to reduce risk in online collaboration [30, 31]. We investigate risk that have an
influence on trust in online collaboration with the help of collaboration engineering.

3 Research Method

3.1 Case Background

Various methods have been developed and introduced to measure trust development, in
which a case study approach was used to conduct an in-depth, holistic investigation
[32]. Considering the approach used in other similar studies [25, 33], we are going to
use an exploratory case study approach.
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In our research, 73 part-time MBA students with 38 males and 35 females are
selected. As part-time MBA students, almost all of these participants have a minimum
of three years work experience. We divide the students into 15 groups composed of
four or five students randomly. The groups are all assigned the same project task to find
out the problem in an E-business website and work out the solutions.

In the classroom, team members could directly exchange, share and discuss ideas.
While after class, they can use QQ, Wechat, Skype, and other online communication
software for collaboration. Besides, participants are encouraged to use discussion
platform to facilitate their collaboration process. Discussion system is a self-developed
online platform designed according to the process of thinkLets, and is instructed by the
principle of collaboration engineering [16]. In general, with fixed class time as well as
suggested instructions, the influence of irrelevant variables can be reduced efficiently.

3.2 Data Collection

In order to track the development of trust, we conduct survey three times during the
project. That is to say, we divide the whole period into three equal stages, the initial
stage, the middle stage and the final stage. At the start of each stage, the professor
assigns the corresponding task. As an after class assignment, all the students are
required to complete questionnaires designed by Cheng et al. [34]. In different stages,
we have received 219 pieces in total. Gross error and redundant data were eliminated
by statistical means. Finally, valid obtained data was 71 for each stage.

Especially, we have adopted a combination of semi-structured interviews to explore
and analyze trust development in different stages during team collaboration. The design
of the interview questions were based on the theoretical basis of former researchers [9].
In an attempt to make each interviewees feel as comfortable as possible, the pilot
interviews were conducted informally by professionally trained interviewers, then
we’ve modified the possible misunderstanding of the interview questions which may
mislead our target participants. We have also investigated the backgrounds, group
culture of the target participants, for the ease of improving interview questions and
making the data of in-depth interviews more effective.

A total of 34 students are volunteered to be interviewed at the final stage.
According to the transcripts of interviews, the interviewees include facilitators and
ordinary group members during their team collaboration.

4 Data Analysis

4.1 Reliability and Validity Tests of the Questionnaires

We test the questionnaire’s validity and applicability in order to measure targets’
attitudes or behaviors accurately and comprehensively.

Cronbach’s α is a statistic referring to the average of split-half reliability coefficient
obtained from all the possible scale project division methods, which is the most
commonly used method of reliability measurement. Different scholars hold different
views on the boundary value of the reliability coefficients. Some believe that in general
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studies it should be at least 0.8 to be accepted, and at least 0.7 in exploration studies. In
practice, it only need to be 0.6, while further revision is needed when the questionnaire
has a Cronbach’s α which is less than 0.6. We used Cronbach’s α to analyze the
reliability of the six trust factors and found all of them above 0.8, which explained a
high reliability and research value.

4.2 Average Values of Six Trust Factors over Time

Research data were collected in three different stages, namely the initial stage, the
middle stage, and the final stage. For each stage, we conducted a questionnaire survey
for each student and calculated the arithmetic means of six trust factors of each
group. We further calculated average values of six factors in each group according to
three stages, see Table 1.

With effective communication and clear goals, six trust factors will gradually
approach the ideal value [9]. Among them, the ideal values of risk factor and effort
factor are both 1. The decrease of the two factors means an increase in trust. Mean-
while, the ideal values of benefit factor, utility value factor, interest factor, and power
factor are 5. The rise of these four factors shows increase in the trust.

In order to exhibit the change trend of trust factors over time, we have adopted a
spider diagram according to three different stages. Figure 1 shows that risk has a
significant downward trend while the four factors of benefit, utility value, interest and
effort display an upward trend, but the trend is less pronounced. Effort factor shows a
downward trend after the first rise.

4.3 The Significant Change of Risk Factor

As for changes of six trust factors, we need to measure their rates of change in order to
get a further understanding of the influence of their tendency towards the trust, so we
introduced the calculation method of the year-on-year rate [35].

year - on - year change ratio =
current value - base - period valueð Þ

base -perriod value
� 100 %

We defined the initial stage as the basic period and calculated the year-on-year rate
of the middle stage and the final stage, as is showed in the Table 2.

From Table 2, it follows that risk shows the most obvious change of a downward
trend, while the changes of benefit factor and interest factor are less obvious. By
drawing a line chart of the change of the risk, we further validate the most obvious
change of risk, which is in a decline trend Fig. 2.

Table 1. Average value of six factors of part-time MBA students

Risk Benefit Utility value Interest Effort Power

Stage1 2.31 4.30 3.96 4.35 3.94 3.09
Stage2 2.08 4.30 3.99 4.35 4.13 3.28
Stage3 1.82 4.36 4.21 4.45 4.06 3.22
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Fig. 1. The spider diagram of trust factors over time

Table 2. Year-on-year rate of change of the part-time MBA students

Risk Benefit Utility value Interest Effort Power factor

Stage1
Stage2 -9.96 % 0.00 % 0.76 % 0.00 % 4.82 % 6.15 %
Stage3 -21.21 % 1.40 % 6.31 % 2.30 % 3.05 % 4.21 %

 

Stage1 Stage2 Stage3
Risk 2.31 2.08 1.82

1.40
1.60
1.80
2.00
2.20
2.40

Risk

Fig. 2. The change of risk of the part-time MBA students
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4.4 The Development of the Overall Level of Trust

We use the standardized residual between the trust model of the part-time MBA
students and ideal trust model [9] to measure the index of the trust. The smaller the trust
standardized residual is, the higher the trust will be.

standard residual ¼
Pn

1 observation� regression estimateð Þ2
n� 1

Trust Measure ¼ srRisk þ srBenefit þ srUtilityValue þ srInterest þ srEffort þ srPower

Thus, we gathered the standardized residual of trust of each stage and the corre-
sponding year-on-year rate of change

Table 3 shows the values of the trust of the sample rise as the experiment proceeds,
which is in the decline trend of the standardized residual of trust. The year-on-year rate
of change reaches 7.55 % at the final stage, which indicates that the use of thinkLets
teamwork system helps improve the trust and the efficiency and effectiveness of
teamwork. Meanwhile, the ratio of 7.55 % also shows the statistical validity of the
method using the standardized residual to calculate the index of trust.

4.5 The Correlation Between Risk and the Overall Level of Trust

Through the calculation of correlation index, we efficiently proved that the rise of the
trust is attributed to the significant decrease of risk.

Correlation is a description of the uncertainty of the relationship between two or
more variables. Correlation Analysis refers to the statistical analysis method or process
on Correlation between variables. We use Pearson’s Correlation Coefficient for cor-
relation analysis on Trust Measure and six trust factors, which can be obtained from:

r ¼
P

X �
P

X
P

Y
Nffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P
X2 �

P
Xð Þ2

N

� � P
Y2 �

P
Yð Þ2

N

� �s

Pearson’s Correlation Coefficient r is used to determine if there is a correlation
between the two data sets, X and Y. It varies between -1 and 1. When r>0, it shows a
positive correlation; when r < 0, it shows a negative correlation. The absolute value of r
indicates the degree of correlation between the variables. The closer the absolute value

Table 3. Change of the trust standardized residual

Trust standardized residual Year-on-year rate of change

Stage1 23.12875
Stage2 22.97709 0.66%
Stage3 21.38339 7.55%
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is to 1, the stronger correlation it shows. The results of correlation analysis on risk and
trust standardized residual are shown in Table 4.

As is shown in Table 4, the trust standardized residual shows a downward trend,
that is, with the decrease of the risk, trust rises. The Pearson correlation coefficient
between them at the initial stage is 0.338, up to 0.481 at the final stage, with an increase
rate of 42.31 %. From the significant increase of the correlation, we conclude that: as
for the sample of the part-time MBA students, by collecting data from the time series,
risk presents the most obvious trend in the six trust factors. risk has a significantly
negative correlation with the trust and the decline of observably result in the rise of
trust, further leading to the rise of the efficiency of the team collaboration.

5 Discussion and Conclusion

Previous researches have recognized that trust is an important factor influencing the
outcomes of online collaboration [18, 36]. In this paper, based on the previously
proposed trust factors, we conducted a case study using facilitated collaboration tool,
the discussion system.

5.1 Discussion of Research Findings

The overall level of trust is increased through computer-supported facilitated
collaboration

We have calculated the standardized residual to evaluate the level of trust in the
three stages respectively. The standard residual decreases by 7.55 % from stage2 to
stage3, which shows the increase of the overall level of trust.

This finding are also supported by the interview comments, Someone has men-
tioned that I feel involved in my team because sometimes my opinion get the most
votes, sometimes my vote is quite important for our team. I’m all satisfied with other
teammates. The level of trust is obviously increased. While another participant holds
that according to three months collaboration, we’re familiar with each other. The trust
level is indeed improved.

Among six trust factors, risk is the most significantly changed factor with a
decreasing trend.

The spider diagram shows the obvious change compared with other factors.
Besides, according to quantitative analysis of year-on-year change rate, from early

Table 4. Correlation analysis between risk value and the standardize residual

Stage Risk Trust standardized
residual

Pearson
correlation index

Correlation’s year-on-year
rate of change

Stage1 2.1623 23.12875 0.338
Stage2 2.0722 22.97709 0.351 3.85 %
Stage3 1.8651 21.38339 0.481 42.31 %
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stage to middle stage, the change range of benefit, utility value and interest is smaller
than 1 %, while risk decreased by about 9.96 %. From middle stage to final stage, the
result is more desirable that the change rate of risk is 21.21 %. However, the second
significantly changed factor, the utility value, only increased by 6.31 %.

At the meanwhile, one participant said that the system has a simple but efficient
function to break the emotional barriers. Especially in the later stage, we are familiar with
each other, we don’t hesitate to deliver our opinions. There is almost no risk. Another
active participant told us that I felt that sending message anonymously helps me to share
my opinions freely. With the collaboration going on, the level of risk is decreased.

Through facilitated collaboration, the level of risk decreases over time and trust
increases accordingly.

Through simple calculation of mean value of trust over time, the level of trust
decreases. Then, the correlation analysis of the level of risk and trust shows their
negative correlation over time. Besides, the year-on-year change rate is increased
significantly, from 3.85 % to 42.31 %, that means during the mid-to-late period of
collaboration, the decrease of risk significantly increase the level of trust.

The correlation between risk and trust is also highlighted by the qualitative analysis.
If someone holds that through long period of collaboration, then personal preference is
no longer a private one, so risk is decreased. From strangers to acquaintances, the level
of trust is indeed increased. Besides, a facilitator in another group told us that the
platform is easy to use and makes our collaboration effective, I’m accustomed to this
software, so risk is decreased, thus at least, trust toward the software is increased.

5.2 Theoretical and Practical Implications

Theoretically, through quantitative analysis, this study shed light on the investigation of
trust factors. Risk is validated to exist in the initial level of online collaboration, and
changes significantly through longitudinal research. According to facilitated process,
the level of risk is decreased over time, which is consistent with the research findings of
previous researches in different background [6, 7], similar experimental setting in
different case context [33, 34], and towards the ideal states of six trust factors [9]. By
investigating risk in facilitated collaboration, we fill the research gap of deep investi-
gation of a certain factor through the use a thinkLets method, and find out an important
role of facilitated collaboration, that is, to reduce risk in online collaboration.

From a practical viewpoint, the results show that facilitated collaboration con-
tributes to reduce risk over time. It offers valuable reference to introduce facilitated
process to real business online collaboration. Through the introduction of a facilitator,
online business discussion may be more effective. Additionally, it also provides clues
for software developers to design more useful tools.

5.3 Limitations and Future Research

We have conducted a case study using the part-time MBA students, however, this is a
special context which has not been tested in other contexts and it may not be applied.
Therefore, future research will be considered using various sources of research

A Longitudinal Case Study on Risk Factor 317



samples. An in-depth interview analysis of the reasons for our conclusions could also
be considered. Moreover, the emphasis of our research is one of the trust factors, risk.
In future research, we would like to make a correlation analysis of six trust factors and
the overall level of trust, and compare all the trust factors in facilitated collaborations.
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Abstract. The success of Groupon creates many followers who attract con-
sumers by providing location-based electronic coupons with big discount.
Despite of its great growth rate, there were many complaints from consumers.
The purpose of this research is to learn how service quality of vendors (i.e. the
websites selling the electronic coupons) and service providers (i.e. the stores
where consumers can redeem coupons) interactively affect the intention to
repurchase coupons from a vendor or a service provider. The results indicate that
service quality of both the vendor and the service provider will affect the
intention to repurchase coupons from vendor, but the service provider’s service
quality has higher effect. It means that if a service provider does not provide
good quality, it will affect the sales of the coupon vendor. The service quality of
service provider will affect the intention to buy service from the service provider
at either the regular price or the coupon price. These findings indicate the
coupon vendor should be careful in recruiting service providers.

Keywords: Service quality � SERVQUAL � Electronic coupon � Group
purchase � Repurchase intention

1 Introduction

Over the past two decades, online advertising has been developing at quickly along
with the e-commerce and has been undergoing dramatic changes in the use of different
online advertising formats [23]. Recently, with the launch of Groupon in late 2008,
a whole new advertising format based on “group coupon” has been introduced. The
idea is that group coupon websites sell electronic coupons with significant discounts of
50 to 70 % and consumers can redeem the coupons from the service providers who
issue the coupons. However, such promotion is valid only if a certain minimum number
join the deal [10].

In contrast to traditional advertising formats, there are three participants: vendor
(i.e. the websites selling the electronic coupons), service provider (i.e. the stores where
consumers can redeem coupons) and consumers. Consumers pay the coupon price
upfront and get discount vouchers from vendors; they can later redeem them from the
service provider within a certain period of time. However, despite the fast development
of group coupon advertising format, vendors have received many negative comments
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from industry experts, consumers, and service providers. Industry experts think it is
hard to convert deal-users into repeat buyers loyal to the service provider. Group
coupon users complain that it is difficult to make reservations due to various reasons or
they are disappointed with the services they get from service providers.

These negative comments from group coupon users reflect gaps which arise from
inconsistent perceptions of expectations and experiences of the participants in this
advertising format. These gaps increase the difficulties with satisfying and retaining
coupon users. It is a challenging issue for both the vendors and the service providers.

Although some studies focused on the effectiveness of group coupon promotion
and its profitability [6, 10–13], little attention has been paid to how service quality in
group coupon advertising affects the customers’ repurchase intentions. It is likely that
group coupon advertising would easily attract consumers with high price sensitivity
and lower brand loyalty [3].

To better understand how service quality and customer price sensitivity influence
the repurchase intention, this study intended to: (1) explore the source of service gaps;
(2) understand the independent effect of service quality of both the vendor and the
service provider on different kinds of repurchase intentions; (3) understand the mod-
erating impact of price sensitivity on the impact of the service quality of service
provider on the consumers’ intention to repurchase service at the regular price from
service providers.

2 Service Quality Model for Group Coupon Advertising

Perceived service quality is defined as “the difference between consumer expectations
and perceptions, which in turn depends on the size and direction of gaps associated
with the delivery of service quality on the marketer’s side” by Zeithaml, et al. [27]
(p. 36). They also conceptualize the service quality model known as SERVQUAL
using five dimensions: tangibles, reliability, responsiveness, assurance, and empathy.
Based on the group coupon advertising model and in particular SERVQUAL model,
we present the possible service gaps of group coupon advertising in Fig. 1. We can see
that the vendor and the service provider work together to provide service to consumers
and therefore, both Gap 2 and Gap 3 in SERVQUAL proposed by Zeithaml, et al. [27]
are divided into two parts. One gap may be caused by the vendor and the other may
result from the service provider.

To conceptualize service quality of the vendor, we utilize the dimensions in E-S-
QUAL developed by Parasuraman et al. [20] and modify some dimensions as sug-
gested by literature and customers’ redeeming experiences collected from the Internet.
The E-S-QUAL scale measures four dimensions of service quality. They are efficiency,
system availability, fulfillment, and privacy. For group coupon services, efficiency and
system availability both have positive influence because whether group coupon website
is friendly or not is important to consumers. Additionally, we use assurance dimension
instead of the privacy dimension in E-S-QUAL because group coupon vendors and
customers are concerned about the vendor guarantee policy regarding delivery
and returns. Different from tradition, customers pay before getting the merchandise and
service; vendors have to promise the customers that they not only can get what they
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expect from the service provider but also that they will get money back if they do not
redeem the voucher successfully. Therefore, the Assurance dimension here involves
trust and confidence for customers to deal with.

Information quality which defines “the quality of the content of the site” in [2]
research, especially for the accurate information item, was viewed as an important issue
in the WebQual instrument and in numerous studies [1, 7, 19, 22, 28]. In our research,
most customers get information about merchandise/service from the vendor but redeem
their vouchers and get what they want from the service provider. The website service
quality also considers information about products, services, return policies, and guar-
antee policies [28] (p. 4). The reliability of the website can be reflected in the reliability
of the information that is captured by information quality [28]. Most customers are new
to service providers. Hence, the information quality of website plays an important role
in this kind of advertisement format. Whether a vendor provides truthful and believable
information to customers affects their perceptions of the service quality of the vendor.

Based on the above discussions, we conceptualize the service quality of vendor using
four dimensions: efficiency, system availability, assurance, and information quality. The
service quality of the service provider is measured with other four dimensions: interaction
quality, physical environment quality, fulfillment and policy. Additionally, to better
understand the importance of each role in group coupon service, we divide repurchase
intention into three types: the intention to repurchase coupons from vendors, the intention
to repurchase service from the service provider at the original price, and the intention to
repurchase service from the service provider with a coupon.

Fig. 1. Service gaps of group coupon advertising
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Chang et al. [7] stated that e-service quality affects customers’ satisfaction and then
generates customers’ loyalty which can be measured by the repurchase intention and
WOM. On the other hand, for retailer’s service quality, satisfied customers have
intentions to revisit or return to the same service provider having experienced good
service quality [8]. Service quality of vendors has positive and direct influence on
consumers’ intention to repurchase coupons from vendors because customers would go
back to repurchase group coupons due to good service experiences. However, cus-
tomers’ intention to repurchase from vendor also is affected by the service delivered by
service provider. Customers would also go back to buy group coupons if they have
great experience of redeeming coupons from service providers. They may come back
not only for the same type of coupons with different service providers but also for
different type of group coupons. Therefore, we propose the following hypotheses:

Hypothesis 1a: In group coupon advertising service, service quality of the vendor has
positive effect on consumers’ intention to repurchase coupons from vendor.

Hypothesis 1b: In group coupon advertising service, service quality of the service
provider has positive effect on consumers’ intention to repurchase coupons from vendor.

Further, service quality of service providers has positive and direct effect on con-
sumers’ intention to repurchase service from service providers too. Based on con-
sumers’ comments on the Internet, customers would only come back if they have
experienced great service from service providers even paying the original price.
Therefore, the following hypothesis is proposed:

Hypothesis 2: In group coupon advertising service, service quality of service providers
has positive effect on consumers’ intention to repurchase service from service providers
at the original price.

A group coupon advertisement with high price discount would attract customers
who have high price sensitivity. Garretson et al. [15] demonstrated that price sensitivity
is a major driving factor for coupon usage. Moreover, advertisement may increase
customers’ price sensitivity [16] (p. 210). Whether consumers can repurchase service is
a major concern for service providers. It is important therefore to investigate whether
those who have higher price sensitivity will go back to consume again at the original
price. Hence we propose the following hypothesis:

Hypothesis 3: In group coupon advertising service, price sensitivity has a moderating
effect on consumers’ intention to repurchase service from service providers at the
original price.

Great service of service providers would/should attract customers to go back to buy
the merchandise or services. However, some customers’ comments indicate that con-
sumers would go back only if they can buy group coupons provided by the service
provider again. Therefore, we propose that consumers would also have the intention to
repurchase service from the service provider with a coupon if they have experienced
good services provided by service provider.

Hypothesis 4: In group coupon advertising service, service quality of service provider
has positive effect on consumers’ intention to repurchase service from service provider
with coupon.
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All of the above proposed hypotheses are summarized as a group coupon service
model shown in Fig. 2.

3 Research Methodology and Data Collection

3.1 Measurements

We adopted survey as a research methodology. The questionnaire was developed based
on literature [2, 4, 19, 20, 24, 28] and users’ coupon redeeming experiences shared on
the Internet. For pretest, we asked 25 subjects who had group coupon redeeming
experience to finish the questionnaire. Ambiguous responses were removed after the
pretest. The survey questions are shown in Table 1. The items were measured on a
seven-point Likert scale, anchored from “1” (strongly disagree) to “7” (strongly agree).

3.2 Data Collection

Online survey was adopted. Respondents were required to have at least one purchase
and redeeming coupon experience. They were asked to answer questions about their
most impressive group coupon redeeming experience to determine if they had sufficient
experience with group coupon advertisement format. We collected 366 valid samples.
44.1 % of our respondents answered the questionnaire based on the experience of
Groupon Taiwan as their group coupon vendor, following with Gomaji and Yahoo!
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Fig. 2. Group coupon service model
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Table 1. Measurement items

Service quality of vendor

Information quality
INF1 Provides accurate information
INF2 Provides believable information
INF3 Provides relevant information
INF4 Provides easy to understand information
INF5 Provides information at the right level of detail
Efficiency
EFF1 This site is well organized
EFF2 This site is simple to navigate
EFF3 Information at this site is well organized
System availability
SYS1 This site does not crash
SYS2 This site launches and runs right away
SYS3 This site is always available for business
Assurance
ASS1 It protects information about my Web-shopping behavior
ASS2 It does not share my personal information with other sites
ASS3 This site protects information about my credit card
ASS4 The online company is trustworthy
ASS5 I am happy with the vendor guarantee policy
Service quality of service provider
Interaction quality
IQ1 Employees readily respond to requests
IQ2 Employees understand my specific needs
IQ3 Employees are always willing to help
IQ4 Employees have the knowledge to answer questions
IQ5 Employees are consistently courteous
Physical environment
PQ1 Physical facilities are visually appealing
PQ2 Modern looking equipment and fixtures
PQ3 Materials associated with the store are visually appealing
Fulfillment
FUL1 Waiting time is predictable
FUL2 It sends out the items ordered
FUL3 It delivers orders when promised
Policy
POL1 This store has operating hours convenient to all their customers
POL2 This store has good booking services
POL3 This store has good coupon redeeming services

(Continued)
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Discount +; and 82 % of all participants answered the questionnaire based on the
experience of redeeming restaurant/bar coupons.

4 Data Analysis and Results

4.1 Measurement Model

The adequacy of the measurement model was assessed by evaluating the reliability,
convergent validity and discriminant validity [9]. Reliability testing was conducted on
the data to examine the internal consistency between items expected to measure the
same construct, and it was examined using the composite reliability values which
should be greater than 0.7. As shown in Table 3, all factors demonstrated high internal
consistency with α ranging from 0.86 – 0.99 for group coupon service model.

Regarding convergent validity, the average variance explained (AVE) by each con-
struct must exceed 0.5, as suggested by Fornell and Larcker [14] and all indicator loadings
to be significant should exceed 0.7 [9]. In our research, there’s evidence of convergent
validity of group coupon service model with the AVE for all factors exceeding 0.5,
indicating that the majority of the variance was explained by the constructs [14]. Addi-
tionally, our loading value of each item for its reflective construct was greater than 0.7.

Regarding discriminant validity, we assessed it in two ways. First, the square root
of the average variance extracted is greater than all corresponding correlations [14].

Table 1. (Continued)

Service quality of vendor

Repurchase intention – vendor
If I needed this product or service in the future…

RP-V1 I would likely buy it from this website
RP-V2 I would probably revisit this website
RP-V3 I would probably try this website
Repurchase intention – service provider with regular price

If I needed this product or service in the future…
RP-S1 I would likely buy it with regular prices from this service provider
RP-S2 I would probably revisit with regular prices from this service provider
RP-S3 I would probably try with regular prices from this service provider
Repurchase intention – service provider with coupon price

If I needed this product or service in the future…
RP-Q1 I would likely buy it with group coupons from this service provider
RP-Q2 I would probably revisit with group coupons from this service provider
RP-Q3 I would probably try with group coupons from this service provider
Price sensitivity
PS1 I will change what I had planned to buy in order to take advantage of a lower

price for what I want
PS2 I am sensitive to differences in prices
PS3 I would change what I had planned to buy because of significant price discount
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In our case, all of the diagonal values exceed the inter-construct correlations. Second,
an examination of the theta matrix confirmed that no item loaded more highly on
another construct than it did on its associated construct [25]. Based on these two tests,
all constructs in group coupon service model exhibited satisfactory discriminant
validity.

4.2 Path Analysis

The adequacy of the measurement model was assessed by evaluating the reliability,
convergent validity and discriminant validity [9]. All constructs passed the tests. The
final result of the structural model is shown in Fig. 3. It reports the beta coefficients and
t-values for the group coupon service model along with the R-square scores for each
endogenous construct which assesses the explanatory power of a structural model.

Table 2. Demographic information

Variables Categories Sample
size
(n = 366)

Gender Male 159
Female 207

Age <20 43
21–25 219
26–30 70
>30 34
High school 22
College or
university

249

Advanced degree 95
Average income level < 5,001 80

5001–10,000 171
10,001–15000 62
15,001–20,000 14
> 20,000 39

Numbers of experience on group
coupon

1–3 221
4–6 104
7–10 19
> 11 22

Types of experience on group
coupon

Restaurant/Bar 342
Daily goods 178
Salon & Spa 68
Tourism-related
services

37

Auto services
others

22
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Path analysis with the latent variables was used to test the proposed research model
[17]. The path coefficients for the full model are reported in Fig. 3. Firstly, as we can
see from Fig. 3, all path coefficients are positive except for the price sensitivity to
repurchase intention from the service provider at the regular price. For the service
quality of the vendor in group coupon service model, information quality has the most
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Fig. 3. Structural model

Table 3. Descriptive statistics of constructs

Constructs Items C.R. AVE

Information quality (INF) 5 0.93 0.72
Efficiency (EFF) 3 0.92 0.80
System Availability (SYS) 3 0.92 0.79
Assurance (ASS) 5 0.94 0.77
Interaction Quality (IQ) 5 0.96 0.82
Physical Environment (PQ) 3 0.95 0.86
Fulfillment (FUL) 3 0.92 0.79
Policy (POL) 3 0.96 0.89
Price Sensitivity (SEN) 3 0.86 0.68
Repurchase Intention on Vendor (RPI_V) 3 0.97 0.92
Repurchase Intention on Store with original price
(RPI_S)

3 0.98 0.95

Repurchase Intention on Store with coupon
(RPI_Q)

3 0.99 0.97
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significant impact (γ = 0.41), followed by assurance (γ = 0.39). For the service quality
of service provider in the group coupon service model, interaction quality has the most
significant impact (γ = 0.40). It is necessary to compare the paths leading to each
repurchase intention to understand the importance of each independent variable in the
group coupon advertising format.

The results show that the service quality of both the vendor and the service provider
has impact on repurchase intention. First, regarding the intention of repurchasing from
the vendor, the service quality of service provider (γ = 0.54) has higher impact than that
of the vendor (γ = 0.31). Second, the service quality of service provider impacts not only
the intention of repurchasing from the vendor but also the intention of repurchasing
from the service provider itself (γ = 0.68 for repurchasing coupon; γ = 0.47 for repur-
chasing at the regular price). It indicates that customers are more willing to go back to
purchase with coupon than at the regular price in group coupon advertising services. In
addition, consistent with the earlier research, the service quality of service provider is the
most important construct influencing customers to go back and repurchase at the regular
price. Third, the hypothesis that price sensitivity has a moderating effect on the repur-
chase intention of service provider at the regular price is not supported.

4.3 Discussion

This research provided new insights into two important aspects of our understanding of
consumer behavior in group coupon advertisement format. Our findings suggest that
vendors and service providers should determine the most important dimension for them.
Information quality is the most important dimension for vendors followed by the
assurance quality. In order to earn customers’ trust and narrow the service gap between
customers and them, they should provide accurate information reflecting the real picture
of the service provider. Incorrect information, exaggerated beautiful-looking pictures
and the difference in price between the vendor and the service provider should be avoid.
Additionally, vendors should also pay great attention to fulfill commitment to customers
as they promised. To service provider, the most important dimension is the interaction
quality. For example, customers with experiences of redeeming coupons (collected from
the Internet) pointed out that they received poor service, attributed to employees’
frustration with increased workload from group coupon shoppers. It is important for
service providers to know how to balance their employees’ workload and their handling
of group coupon customers. Service providers want to get profit from group coupon
promotion, however, there seem to be some problem with service delivery.

Second, though group coupon advertising format makes the service providers
popular with new customers, it could also result in customers’ higher price sensitivity
[21]. Table 2, shows that group coupon promotions attract customers with high price
sensitivity. Yoo, Donthu, and Lee [26] suggested that managers should avoid frequent
price cuts or a consistent low-price strategy (e.g., everyday low price) because they
lower the perceived quality and product image. Also, the optimal price level decreases
when advertising attracts additional consumers who are more price sensitive than the
existing customers [18]. Whether those customers who have high price sensitivity have
higher repurchase intention is an important issue for service providers to consider.
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Third, we discussed our findings for each repurchase intention separately. For
repurchase intention of the vendor, the service quality of the service provider is even more
important than the service provider of a vendor in a regular case. We suggested that the
vendor should find service providers more purposefully. Based on our findings, though the
service provider gives customers good services, the coupon shoppers prefer to go back to
repurchase with coupons; the service quality also influences their willingness to repur-
chase at the regular prices. For the intention to repurchase from service provider at the
regular price, the service quality of the service provider still plays an important role.

5 Conclusions

There are four major findings. Firstly, we found that information quality and assurance
are the two important factors in the service quality of vendors, while the service quality
of service provider is largely influenced by its interaction quality. Second, for con-
sumers’ intention to repurchase coupons from vendors, the service quality of service
providers is more significant than that of vendors. It indicates that vendors should
choose their cooperation partners carefully.

The third major finding is that service quality of service providers does not only
impact consumers’ intention to repurchase coupons from vendors but it also influences
their intention to repurchase service from service providers with either coupon or at the
regular price. It implies that service providers should deliver the service very carefully
and try to follow whatever the coupons promise particularly since this is an advertising
model. If the service quality is not good enough, it will result in a negative advertising
effect. Finally, price sensitivity does not have significant moderating effect on the
relation between the service quality of service provider and consumers’ intention to
repurchase service from the service provider at the regular price. However, we can
draw conclusions from the statistic data that most customers have high price sensitivity
which may lead to lower loyalty to the service provider.
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Abstract. This paper presents a novel task-oriented approach to crowdsource
the drafting of a constitution. By considering micro-tasking as a particular form
of crowdsourcing, it defines a workflow-based approach based on Onto2Flow,
an ontology that models the basic concepts and roles to represent workflow-
definitions. The approach is then applied to a prototype platform for constitu-
tion-making where human workers are requested to contribute to a set of tasks.
The paper concludes by discussing previous approaches to participatory con-
stitution-making and identifying areas for future work.
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1 Introduction

Constitution-making can be broadly defined as a set of activities intended to produce a
constitution, the highest law of a state. To the UN, constitution-making “covers both
the process of drafting and substance of a new constitution, or reforms of an existing
constitution” [1]. Klein and Sajo have also defined it as a “decision-making process
carried out by political actors, responsible for selecting, enforcing, implementing, and
evaluating societal choices” [2]. Given that constitution-making may only happen once
in a generation, it is often seen as a unique moment shaping both the present and the
future of a country. As Elster has put it, “if there is one task for which ‘wisdom’ would
seem highly desirable, it is that of writing a constitution” [3].

This paper reviews a few examples of how the wisdom of the crowd has been
tapped in recent constitution-making processes across the world and proposes a new
approach to write a constitution based on micro-tasking, a particular form of
crowdsourcing.

Section 2 provides definitions of crowdsourcing and micro-tasking and additional
background knowledge on recent examples of constitutional crowdsourcing. Section 3
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briefly reviews ontology-based micro-tasking workflows and presents Onto2Flow, an
ontology designed to retrieve structured and semantically enriched data from micro-
tasks. Section 4 applies this framework to a prototype platform that enables the micro-
tasking of a constitutional text. Section 5 discusses both the potential and limitations of
this approach. The conclusion, finally, suggests future work in this area.

2 Background

The word crowdsourcing was coined by Jeff Howe and Mark Robinson in 2006 to
represent “the act of taking a job traditionally performed by a designated agent (usually
an employee) and outsourcing it to an undefined, generally large group of people in the
form of an open call” [4]. This broad conceptualization has been followed by a myriad
of definitions of crowdsourcing drawn from different but connected approaches: col-
lective intelligence (CI), human computation, social intelligence, and social computing.
It also has been noted that “while human computation (HC) is a term that is mostly
used by the scientific community, crowdsourcing (CS) is a term highly employed in the
business world [5]. Despite the variety of perspectives, all approaches highlight three
key elements in crowdsourcing: crowds, tasks, and mediating technologies.

Micro-task crowdsourcing, in particular, is a special kind of human computation
where relatively complex tasks are divided into smaller and independent micro-
tasks [5]. These micro-tasks are then modelled and published through a computa-
tional platform (e.g. Mechanical Turk and CrowdFlower), which distributes them
through a crowd of workers.

Micro-tasks are often employed for solving large-scale problems that are often too
complex for computers to solve on their own [6]. These problems usually require a
degree of creativity (or just common sense), plus some background knowledge [7, 8].
In our view, the drafting of a constitution: (i) can be represented as a large-scale
problem that can be divided into smaller tasks; (ii) these micro-tasks can be completed
by a crowd of heterogeneous citizens with different degrees of legal expertise (from
none to expert).

2.1 Crowdsourced Constitution-Making

In the political and legal domains, crowdsourcing methods and tools have been used as
a means to collect input from citizens on a variety of areas, such as legal drafting, legal
reform, legal education, policy-making and human rights advocacy [9–12]. Crowd-
sourced constitution-making, in particular, was famously displayed in Iceland in 2011
with the use of social media to collect peoples’ views and opinions on the constitutional
draft [13]. Similar initiatives were taking place almost simultaneously in Kenya (2010),
Ghana (2010-2011), Somalia (2011), Egypt (2012), and Libya (2012), among other
countries [14]. Likewise, Morocco announced a constitutional reform in early 2011
and, shortly after, a citizen-based initiative launched reforme.ma, a dedicated crowd-
sourcing platform fully integrated with Facebook and Twitter where citizens could like
or dislike the proposed articles and comment on them [15].
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In the effort to make constitution making as participatory as possible, these ini-
tiatives have all tapped into social media (and, in some cases, e-mail and text messages)
to elicit comments from the public. In all cases, and regardless of the final number of
participants, thousands of comments were posted and eventually collected. The anal-
ysis of how these contributions were classified a posteriori and their eventual impact on
the final drafts would require a case-by-case approach. Yet, it seems clear that in all
mentioned examples the public was invited to comment, answer questions, vote, or
“like”, but not to “write” the constitution itself. To date, crowdsourced constitution-
making has heavily relied on online deliberation, but the impact of such deliberative
processes on the final outcome is yet to be fully assessed. While deliberative processes
are core to constitution-making, we aim at a complementary approach where the
constitutional draft is also the product of coordinated micro-tasking via the participa-
tion of a large number of participants.

2.2 Ontologies in Description Logics

Our approach adds a new layer to constitution-making by considering a micro-task
workflow-based approach to the drafting and refinement of the document. Drafting and
refinement workflows are modelled using ontologies, which allow a formal, explicit
and shared conceptual representation while maintaining machine interpretability.
Ontologies are formal because they are supported by unambiguous formal logics;
explicit since they make domain assumptions explicit for reasoning and understanding;
and shared for its ability to provide consensus.

Ontologies “represent the best answer to the demand for intelligent systems that
operate closer to the human conceptual level” [16]. Thus they are an appropriate
representation mechanism for environments where both human and machine agents
must interpret the data and perform a particular set of actions. Furthermore, the inherent
extensibility of ontologies allows the growing set of domain ontologies in the Semantic
Web to be re-used in the representation of workflows.

3 Ontology-Based Micro-Task Workflows

Micro-tasks (or simply “tasks” from now on) can be seen as atomic operations that
produce a specific set of data. These atomic operations occur within a specific domain
of operation involving certain domain knowledge. Given a task, its domain of operation
is defined by its input and output specifications.

Onto2Flow is an approach to the representation, instantiation and execution of
workflows that represents workflows of tasks as extensions of other domain ontologies.
These extensions are called workflow-definition ontologies. Workflow-definition
ontologies assemble two different data dimensions: (a) the static domain dimension
(corresponding to the domain ontology) and (b) the dynamic task and workflow
dimension (corresponding to the Onto2Flow ontology). In this perspective, task-defi-
nitions (or task representations) are extensions of the domain ontology, which add an
operational dynamic dimension. Figure 1 illustrates these two dimensions and their
assemblage.
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3.1 The Onto2Flow Process

Onto2Flow assumes that domain ontologies represent the structure and semantics of the
data presented to (and retrieved from) workers. Accordingly, the approach considers
two steps (outlined in Fig. 2): (i) task-definition and workflow-definition (the ontology
of the workflow), and (ii) the instantiation and execution of the workflow on a par-
ticular input dataset.

At the stage of workflow-definition (1), the requester must clearly define the
activities involved in the workflow through a semantic model of the input and output
data and create a workflow-definition. For workflow-definitions containing task-
definitions that human workers have to solve, crowd (user) interface templates must be
supplied along with the workflow-definition ontology. The interface templates present
the task data to the worker and retrieve the submitted response.

At stage 2 (instantiation and execution of the workflow-definition), workflow-
definition ontologies can be instantiated multiple times and executed by any workflow
engine that is able to interpret the Onto2Flow ontology and apply the ground rules
established by the proposed method. Furthermore, Onto2Flow-based workflow engines
may dispatch the execution of the tasks to external micro-task execution communities

Fig. 1 Static and dynamic dimension in a workflow-definition ontology.

Fig. 2 Overview of the Onto2Flow approach.
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such as Mechanical Turk and CrowdFlower, or provide their own task resolution
interfaces that may interact with external social networks.

3.2 The Onto2Flow Ontology: Concepts and Roles

The Onto2Flow ontology defines the basic concepts and roles required to represent
workflow-definitions (see Fig. 3). It captures concepts and lessons learnt from workflow-
definition languages and approaches such as the XPDL (XML Process Definition
Language) and BPMN (Business Process Modelling Notation) [17]. Furthermore, it
incorporates concepts that support the crowdsourcing, distribution, and delivery of
tasks.

The concept Job represents a workflow execution environment created by a
Requester, which may contain more than one Workflow.

Activities are the interconnected components that form a workflow. There are three
main types of activities: the Workflow, the Task and the Event. Among these, De-
liverables, which include Task and Event, represent a group of activities that require
worker or external interaction through some kind of Interface.

Two main types of actors are considered by the Onto2Flow ontology: the Requester
(the one requesting the execution of a workflow) and the Worker (the one solving the
tasks of the workflow), which are either Human or Machine.

Fig. 3. Overview of the Onto2Flow ontology.
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Each Actor may belong to several ActorGroup. Actor groups allow requesters to
associate and filter groups of actors for participation in particular tasks. An ActorGroup
may include a wide set of attributes, including social network analysis clustering
measurements (e.g. clusterability), improving the control of the requester over the
selection of workers. Inclusively, each ActorGroupMembership may feature a wide set
of actor specific attributes and measurements (e.g. centrality and prestige).

Workflows are graphs of activities linked through transitions, which establish a
process that delivers a specific result dataset given an input dataset.

The flow of activities in a workflow is established through Transitions. There are
six types of transitions, depending on the set of (i) incoming activities (BasicTransition,
MergeTransition or SynchronizationTransition), (ii) outgoing activities (Parallel-
Transition or DisjunctTransition), (iii) whether there is one or more conditions to be
fulfilled in order to continue its execution (ConditionalTransition).

An Event is an external occurrence that either triggers the continuation of a running
workflow (RunningEvent) or triggers the execution of a new workflow
(InstantiationEvent).

A Task is a set of assignments and operations on top of input data, which must be
performed by workers. The representation of a task involves multiple concepts and
roles in the Onto2Flow ontology. These concepts are:

• The Assignment concept, representing the actual operationalization of the task;
• Input concepts:
• The Unit concepts, which represent the input unit of work given to the worker;
• The UnitContext concepts, which represent relevant contextual input data that must

be presented along with the unit (and possibly related to it);
• Output concepts:
• The Response concepts, which represent the top-level response or output given by

the worker;
• The ResponseContext concepts, which represent additional output given by the

worker, usually related to the response.

Each work unit (represented by the Unit concept) is assigned to a worker through an
Assignment. The same unit may be assigned to different workers, resulting in different
solutions to the same problem.

The execution of a workflow requires interaction with external actors and services
during the execution of Event and Task activities. While an Event is typically listened
for, and arrives through an EventInterface, a Task must be delivered to and retrieved
from workers through a TaskInterface. Thus, interfaces represent logical and/or
physical components through which the interaction with workers (machine or human)
is performed (e.g. a Web service interface, a graphical user Web interface).

The ability to represent different types of interfaces enables the specification of
distinct interfaces, commonly used on user-centric environments [18]:

• Simple, where a single medium or modality is used. For instance, tasks can be
delivered to workers through a visual interface, a sound interface, or simply through
a web interface (the common case for crowdsourcing applications);
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• Multi-modal, i.e. capable of merging and coordinating multiple mediums and
modalities as a single interface.

Accordingly, and of particular interest in the crowdsourcing scenario, different types of
user interface implementations, such as a game interface or a mobile interface, can be
used to distribute tasks through human workers.

4 Catalan Constitution-Making Scenario

The Catalan constitution-making scenario is a prototype of a micro-tasking platform to
crowdsource the elaboration of a constitutional text. This scenario uses the Constitute
project ontology as the static domain dimension. The Constitute project is a database of
constitutional texts to search and compare constitutions across the world [19]. On top
of the Constitute project ontology, a workflow-definition following the Onto2Flow
method was built. The resulting workflow-definition, as shown in Fig. 4, aims to take
the ontology-based representation of a proposed Catalan constitution and crowdsource
its elaboration, stemming from a basic initial text [20].

The process contemplates the following tasks, all performed by human workers:

• T1 - evaluates sections of the current constitution document and is performed by
any worker;

• T2 - revises and updates sections of the current constitution document marked in the
previous task and is performed by expert workers;

• T3 - selects the best version of a section from the set of proposed sections in the
previous task and is performed by any worker.

The Constitute project ontology represents the constitution document through sections.
A partial illustration of the Constitute project ontology is presented in Fig. 5. An
additional set of concepts was added to the static domain dimension in order to rep-
resent the opinion and the assessment of the constitution sections.

Fig. 4. Overview of the Catalan constitution-making workflow-definition.

Fig. 5. Partial Constitute project ontology and additional assessment concepts.
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4.1 The Workflow-Definition

The constitution-making workflow-definition was built using both a construction
framework prototype implementation and the Protégé ontology editor. The Protégé
ontology editor was used to establish some common axioms that are not yet featured by
the construction framework, such as the union of input and output concepts, and
inverse roles. A detailed illustration of the workflow-definition is presented in Fig. 6.
Notice how each task-definition contains a complete representation of all the concepts
and relationships involved. Also, this representation is directly mapped to the Con-
stitute project ontology.

In T1, the amount of assignments per unit will correspond to the amount of
evaluations given to each section. Thus, T1 must have an amount of assignments per
unit greater or equal to X, where X is the amount of evaluations that request an update
of the section. This amount (X) is used in T2 to assess which sections must be revised
and updated.

The use of the role transitive closure onto the parent role allows all descendant
sections of the unit section to be included in the assignment and shown to the
worker. Also, regular expressions may be used to restrict the value of data-type
roles. Such is the case of the value of the header role in T1 (Section_T1 Y header :
“/^Article/”).

Fig. 6. Task-definitions in the constitution-making workflow-definition (}WF represents a
dependency relationship, which can be reduced to a subsumption).
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4.2 The Task-Definition UI Templates

In the Catalan constitution-making scenario all tasks are solved by human workers
(volunteers). Volunteers contribute by adopting two different profiles: non-experts or
experts. Non-experts are the large majority of citizens who sign into the platform to
complete tasks in T1; experts are those volunteers designated by the requesters with an
editing role of the outputs produced by non-experts (classification, collation, amend-
ments). In both cases, the workflow-definition includes an UI (User Interface) template.
The UI template of T1 presents the unit section, its parent section, and all its descendant
sections to the non-expert volunteer. The volunteer is then invited to evaluate the
contents of the section (an article of the constitution) and assess whether it needs to
be: (i) updated (rewritten), (ii) removed or (ii) accepted as it is. Volunteers can access
the complete initial constitutional draft at any time to situate their assignment into the
broader picture of the full text.

The UI template of T2 presents the unit section to expert workers in the same way
as T1, including any modifications of the constitutional text by non-experts in T1. The
expert volunteer is then asked to submit a new revised section with all outputs collected
T1 classified and, if necessary, edited and collated.

Finally, the UI template of T3 presents each of the previously submitted sections
(during T2), along with the original section. In T3, all volunteers are requested to select
the best version. Figure 7 below offers an example of the UI template of T1 as
presented to non-expert volunteers.

Fig. 7. Example assignment with the UI template of T1.
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5 Conclusions and Future Work

Crowd sourcing the writing of a constitution to a large number of citizens is a complex
task that can be addressed by subdividing it to smaller units (micro-tasks). While there
are a number of examples of participatory constitution-making that involve online
deliberation, none of them offers a platform for citizens to edit the articles of the text.
Rather, their focus on eliciting and collecting opinions from public deliberation, gen-
erally via social media, makes crowd sourcing initiatives accessory to the drafting
process developed elsewhere (e.g. in constitutional commissions). Ultimately, this
contingent aspect of crowd sourcing makes it difficult to assess the impact of online
participation on both the drafting process and the final outcome.

In our approach, writing a constitution becomes the core task. We rely here on two
well-researched conditions in the literature on the “wisdom of the crowd effect”: (i)
independence of judgment and (ii) heterogeneity of the crowd [21–23]. When these two
conditions are met, the crowd can perform better than individual experts.

To date, the platform has been tested by a reduced group of 8 experts who have
provided useful feedback. Future work involves expanding the testing to larger groups
of volunteers and refine the following issues: (i) identification of sub-topics within an
article and further division of micro-tasks; (ii) credentials and role of experts; (iii)
aggregation mechanisms in T3 (e.g. ratings, rankings) to avoid inconsistencies, and (iv)
generally, mechanisms to detect and resolve conflicts between different sections in a
constitution.

Beyond addressing these different issues dealing with coordination mechanisms,
further research will also be required to tackle substantive issues on how to coordinate
the crowd itself: (i) motivation; (ii) incentives to participate; (ii) relevance and quality
of the contributions; (iii) monitoring spam and sabotage attempts, etc. The ultimate
challenge is how to engage the crowds’ collective wisdom in drafting such a high-
impact legal document as a national constitution.

While a single workflow-definition scenario is presented, the proposed approach
allows the construction of multiple workflow-definitions from different constitutional
ontologies. Furthermore, the workflow-definition construction process can be assisted
and performed semi-automatically through the analysis of the constitutional domain
ontology structure [24]. This is only possible by using the Onto2Flow ontology as the
core workflow-definition ontology.
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Abstract. The benefits of crowdsourcing are becoming more widely under-
stood and there is a methodological move towards organisations using “par-
ticipatory models” to engage stakeholder communities and align decision
making more closely to the needs of stakeholders. Many tasks can now be
distributed to “the crowd” for action. Our research aims to understand the
antecedent conditions that inform management decisions to adopt crowdsourc-
ing techniques as a means of value creation. Our preliminary findings suggest
that to be successful, three antecedent criteria must be met – the task being
crowdsourced must be modular in nature, a community of interest must be
engaged, and there needs to be a structural capability within the organisation to
be able to facilitate the engagement of the crowd and utilise the output from the
crowd in a manner that creates value.

Keywords: Crowdsourcing � Strategy � Open-innovation � Online commu-
nity � Social media

1 Introduction

Crowdsourcing has been defined as a “type of participative online activity in which an
individual, an institution, a non-profit organization (…) proposes to a group of indi-
viduals (…) via a flexible open call, the voluntary undertaking of a task” [1]. This is
usually through the use of social media technologies - “a group of Internet-based
applications that…allow the creation and exchange of user generated content” [2].
A review of the literature on this topic demonstrates that challenges facing organisa-
tions seeking to utilize crowdsourcing include developing an operational perspective of
how sustainable competitive advantage can be appropriated through meaningful
e-engagement with stakeholders.

The aim of this research is to establish an understanding of those antecedent
considerations that inform management decisions to adopt crowdsourcing as a means
of creating value.

1.1 Crowdsourcing Profile

At the outset it must be recognised that crowdsourcing is not one single thing, rather it
covers a variety of activities, behaviours and outcomes. Typologies have been
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proposed by a range of theoreticians including Schenk and Guittard [3] who define the
nature of the process of crowdsourcing as either integrative (through using pooled and
unedited data), or selective (by identifying and integrating only part of the full set of
responses). They further categorize the type of task being offered to the crowd as
routine, complex or creative [3] and in doing so provide an intuitive framework for
identifying and classifying crowdsourcing activity.

It has been demonstrated that crowd-based inputs can enable better decisions, are
typically less expensive, and more suitable to adaption than in-house equivalents [4–6].
As the diversity of application grows, crowdsourcing is transitioning from being the
fundamental business model of purpose-built entities (for example, TripAdvisor pro-
viding crowdsourced guidance to travelers, and iStockphoto a platform for the sale of
crowdsourced photographic images) to a management practice that can be selectively
employed within parts of an enterprise to create value.

While the general awareness of crowdsourcing in the business community has
increased as online modalities of value creation become more widespread, the utili-
zation of the technique remains contingent on a belief in the minds of management that
outcomes so obtained will be in some measure better, cheaper or favourably distin-
guished from outcomes realized through conventional outsourcing practice. The
boundaries delineating the opportunity to crowdsource are currently ill-defined and
management perspectives of the actual practice of crowdsourcing, and the operational
constraints that may impact on the technique’s ability to contribute to value creation,
are not well understood.

1.2 Literature and Methodology

While a body of literature exploring the role of crowdsourcing across a range of
applications is emerging, it is mostly focused on crowdsourcing itself – processes,
taxonomies, performance and constraints – rather than seeking to understand the cir-
cumstances that may lead a decision-maker to the consideration of crowdsourcing as an
appropriate technique for value creation. In a comprehensive survey of publications
related to crowdsourcing, Zhao and Zhu [7] note that while 64 % of articles used
empirical methods, almost all of these articles related to events and/or processes. In
other words the literature is oriented towards classifying existing models rather than
understanding the preconditions that enable those models to function in the first place.

Where recent research seeks to explore the decision to crowdsource, it draws from
literature rather than interaction with those active in the field. For instance, Thuan,
Antunes & Johnstone [8] utilised a structured literature review to derive a model that
positioned the decision to crowdsource as mediated by four factors; environment,
management, people and the particulars of the task. This model does not anticipate a
broader set of drivers of behavior, nor necessarily preconditions whereby a crowd-
sourced solution may provide greater opportunities for value creation than conventional
methods.

To begin addressing these issues, open-ended conversations with eight participants
were undertaken in order to obtain the perspective from experienced decision-makers in
this area. The open-ended conversation format adopted aimed at: (i) building rapport
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with participants; (ii) obtaining detailed and nuanced perceptions, and (iii) developing
an accurate narrative that includes the meaning of the experiences from those involved
in the situation (in the social constructionism tradition of Berger & Luckmann [9] and,
more recently, Eriksson and Kovalainen [10]). In this perspective, we have elicited a
narrative as a “way of knowing that is different but complementary to logical-scientific
knowledge” [11]. Two initial outcomes arose from this approach: the first relates to the
meaning to the respondent; the second informs the literature by identifying aspects not
previously considered.

1.3 Routine, Complex or Creative

The organisations identified for involvement in this research typically address issues
that are either inherently complex to the point of being “wicked” problems, or ones
requiring novel or creative approaches with the potential to lead to truly innovative
outcomes.

Crowdsourcing of purely process-based tasks - those that require little if any
domain specific knowledge - can be undertaken through engagement of undifferenti-
ated individuals without specialist insight or alignment with a community of interest.
For example the citizen science site Galaxy Zoo [12] requires simply that the user
identify features on satellite photographs of indistinct objects in space. The degree of
expertise required is minimal, and lack of prior association with the subject matter will
not yield less valuable results for the organisation.

When the nature of the task begins to require a greater depth of understanding, the
harnessing of the thoughts of random individuals may provide results with a poor
signal to noise ratio [13]. For this reason, where opinions or specialist insight is
required to fulfil a task, the organisation may seek out communities of interest, or
introduce moderating mechanism to filter usable information from that of less practical
contributions [14].

As part of its 10 year plan, the City of Melbourne, Australia has developed a virtual
budget simulator tool that enables ratepayers to provide their preferred apportionment
of the City’s overall budget across the five main categories of Deliver Community
Services, Activate City, Advance Melbourne, Design, Build and Manage Assets, and
Regulate, and numerous sub-categories [15]. The simulator shows current levels of
expenditure in each category and provides controls for the user to propose variations to
future spending according to their own individual preference. As the pre-dispositions of
individuals participating may make their inputs inconsistent with the broad responsi-
bilities of the City, the data is collated and referred to a panel of 43 residents for
moderation. Membership of this panel reflects the demographic composition of the city.
The panel then considers the respondent data and provides recommendations to the
Council’s budgeting process. This is an example of a community being engaged, with a
moderation process refining crowd inputs. Membership of this community is implied
by being a ratepayer of the municipality, and having the interest to participate [16].

Communities are not necessarily passive in nature. A prominent example of this is
the Danish toy manufacturer, Lego. Lego practices a form of open innovation that
formally places the user community at the centre of the product innovation effort [17].
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“Adult Fans of Lego” (AFOLs) form Lego User Groups (LUGs) based around either
geographic location or common interests. Lego puts in place relationship agreements to
officially recognize these groups and this provides the basis of a formal and legally
constituted means of interacting and soliciting ideas for new products and new strategic
directions for the company. These user groups form what’s known as LUGNET – or the
Lego User Group Network. The Lego communities developed spontaneously, on for-
ums that are operated independently from the company. Activity on these sites is driven
by the needs of the members to associate and share their passion for the product [18].
As such these communities can be described as authentic and autonomous.

Contrast this with innovative camera developer Lytro [19] and Australian software
developer MYOB [20]. Both of these companies operate moderated forums on their
own company websites through which they engage customers and stakeholders in the
product development process. These communities may be considered “captive” as all
activity happens on a forum site owned and operated by the respective companies. It
may be argued that authenticity is critical when engaging communities of interest but if
the organisation is embedded or closely moderating the group a form of adverse
selection may take place where the community feeds back to the company what they
think the company wants to hear [21].

Stakeholder Engagement or Community Conversations. One alternative approach
organisations can adopt is to side-step the stakeholder engagement process altogether
and turn instead to the data contained in the community conversations [22]. This marks
a transition from asking the community, to watching the community, then analysing
and interpreting directly from the conversations taking place within that community.
New cloud-based artificial intelligence algorithms coupled with semantic connectivity
and topic modelling tools enable deep and coherent insights to be developed from text-
based datasets. While still in its infancy, his represents a compelling and possibly
controversial option for enterprises seeking to better understand the needs and priorities
of their involved stakeholder groups [23].

To summarize these perspectives Fig. 1 depicts a typology of crowdsourcing that
illustrates an empirical relationship between community type and crowdsourced task
type. It demonstrates the potential for organizations to transition from engaging their
communities interactively, to surveillance, data mining and subsequent semantic
analysis of authentic and spontaneous discussion threads.

2 Issues

While the promise of crowdsourcing is attractive the reality may be more problematic.
Tasks that can be crowdsourced are often (if not always) tasks that have previously
been undertaken using “conventional” means – there are few if any crowdsourced
outcomes that cannot be obtained some other way. If, for example a firm seeks to better
understand the features its customer wants included in its next model release, a market
research program would normally be undertaken. This prompts the question of what
antecedent conditions need to be satisfied for a manager to utilize the crowd in place of
a specialized resource, and how might the crowd’s participation in the decision making
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of the organisation provide management with greater value than alternative courses of
action? Implicit in this is an understanding of the inflection point when the nature of the
proposed task moves from the domain of mediated interaction with third party service
provider to pure crowdsourcing. An antecedent set of criteria must be in place and
satisfied for organizational decision-makers to select crowdsourcing as a viable alter-
native to more conventional forms of interaction, or indeed no interaction at all. This
requires both an awareness and understanding of the role crowdsourcing might play on
behalf of the manager, and a capability for the organisation to be able to undertake the
crowdsourcing activity.

2.1 Decision Making Methodology

From an organizational perspective, crowdsourced tasks can be seen to satisfy two
types of need: operational or strategic. Operational tasks are routine and integrative in
nature, and are typical of the tasks that are performed through platforms such as
Amazon Turk [24]. These are pure outsourced business processes and do not engage
the collective intelligence of the crowd [25]. Contrast this to strategic tasks which move
the locus of option generation effectively beyond the walls of the organisation and
locates it amongst an undifferentiated but not disinterested crowd.

Dibbern [26] provides a useful survey of decision theory literature and methodo-
logical frameworks including Agency Theory, Transaction Cost Theory, and a number
of other methodology approaches that are focused on perspectives such as the impact of
politics within an organisation, the nature of the organization’s relationship with
external parties, and the resource base of the organisation. This assemblage of
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Fig. 1. Categorisation of crowdsourcing participation models by community
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methodological foundations does not however reveal the steady emergence of a
dominant model but rather summarizes the theoretician’s struggle to account for the
range of factors influencing management decision-making.

If the theory cannot agree then modelling the practice may provide a methodology
for the reflection of reality. An early process model proposed four stages of decision
making: intelligence, design, choice and implementation [27]. “Intelligence” denotes
the identification of the issue to be addressed, “design” is the formulation of the range
of potential methods to address the issue, “choice” is the selection of the desired
solution, and “implementation” is the execution of that solution. As a generic decision
making model this has value but it assumes a purely rational approach. Simon sub-
sequently built on the work of Barnard [28] to propose two additional elements that
influence the management decision making process: intuition and emotion.

“The sources of these non-logical processes lie in physiological conditions or factors, or in the
physical and social environment, mostly impressed upon us unconsciously or without conscious
effort on our part. They also consist of the mass of facts, patterns, concepts, techniques,
abstractions, and generally what we call formal knowledge or beliefs” [27].

Combining the rapidly changing nature of methodological tools that connect com-
munities to organisations and the expectation of users embracing this technology,
purely rational decision-making models fall short of capturing the effects of uncertainty
in the process. Methodological models based on the inclusion of emotional attributes
may be too ill-defined to offer predictive or interpretive value.

2.2 Sensemaking Attitudes

In the context of uncertain and rapidly changing environments issues of organizational
sensemaking and knowledge creation become inextricably interwoven with the deci-
sion making process [29]. Sensemaking “constructs the shared meanings that define the
organization’s purpose and frames the perception of problems or opportunities that the
organisation needs to work on” [29]. In this context it is an action concerned as much
with looking forward as it is with constructing a narrative in retrospect. It is into this
context that the participants in this study will fall.

Two attitudes were prevalent among the organisations observed. The first related to
the potential for disadvantage through incomplete knowledge. When constructing a
forward-facing view of the environment there was a clear sense that while the manager
may not have understood the competitive advantages or limitations of the new tech-
nology, failure to include it in the planning process would represent a form of failure. In
this case there was a perceived disconnect between those that had responsibility for
making the decision to crowdsource, from those that had the technical ability to
implement that decision.

The second attitude was the belief that this was a phenomenon driven by social
forces and not business needs. There was a very clear indication of technology leading
the development of strategy rather than serving it. In general the push to sensemake
was seen as a net reducer of opportunity and a distraction to “business as usual”.
Accommodating it in a way that created value was perceived to be risky and in many
cases to attract additional costs that could not easily be offset by strategic gains.
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3 Three Antecedents for Crowdsourcing

A prime purpose of strategy formation is to align the activities of the organisation with
the unmet needs of the stakeholder. This implies an antecedent condition requiring that
the subject of the task in strategic crowdsourcing will be designed so as to enable
change - the subject must have modular characteristics i.e. be able to change one aspect
to optimize that characteristic without the necessity to change the entire subject.
Modularity in product design has been held to improve the acceleration of innovation.
[30, 31]. This modularity may extend to product features, policy settings or recon-
figuration of core competencies. Products or services that are tightly bound to one form
(because of regulatory, intellectual property, market share constraints or simply the
inherent properties of the product or service) will derive little value from adopting
crowdsourcing techniques.

A second antecedent that must be satisfied is the presence of an accessible and
engaged community. This can be either fostered by the organisation (less authentic) or
one that has spontaneously organized outside the organisation (more authentic) [32].
The degree of authenticity is perhaps correlated with the quality of commitment and
thus the sincerity of response. It was observed that not all communities of interest are
equal. Spontaneous communities that self-organize with neither the knowledge nor the
guidance of the offeror were seen to provide better quality of input than that obtained
by communities maintained on an organization’s website and moderated by members
of the organisation. This is consistent with prior research, particularly in respect of
dedicated online brand communities (OBCs) [33]. However interacting with the
communities that formed independently of the organisation was perceived to carry with
it the potential for greater reputational damage as the entity was unable to moderate or
influence discussions directly. Management’s awareness of the need for community is a
given. Management’s understanding that better results come from uncontrolled and
spontaneously formed communities is less clear.

A third antecedent is an organizational structure that respects and resources the
process and provides forward budgeting that allows for the inherent uncertainty that
goes with devolving the creation of new ideas and insights to external parties. In
practice this was seen to be problematic. Crowdsourcing may consume more resources
and be more difficult to manage than expected. This is broadly consistent with research
on the diffusion of technological innovation throughout business [34]. The operating
structure of organisations is shaped by the existing demands of customers and stake-
holders. Management efforts to make processes more efficient reinforce existing
practice and reduce opportunity for variation [35]. When a new category of business
activity is identified, the understanding of both the operational overhead required to
implement the technology and the nature of returns to be expected from the activity is
frequently unrealistic. This happened historically with the introduction of desktop
computing, development and integration of Internet sales channels, and the adoption of
social media into strategic marketing plans. It is only when a dominant design emerges
across a range of organisations and industry sectors that a degree of predictability
emerges in the planning and execution of initiatives [36]. There is a need to appreciate
that this is a dynamically developing and specialist area. A piecemeal approach and
lack of dedicated resources will not necessarily lead to desired outcomes.
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3.1 Decisions to Resource Crowdsourcing

A participant in this research noted that management decisions to resource programs of
innovation and change are budgeted on the basis of cost, time to complete and
anticipated contribution to the achievement of strategic aims of the organisation - the
project is defined in advance of resources being committed. The observation was made
that when crowdsourcing is employed to generate strategic direction the decision to
resource must be made before the specific nature of the proposed activities is known.
Most organisations manage resources well but inherently leave relatively little slack
available to be flexibly deployed in the service of emergent ideas. Attempting to adopt
crowdsourced outcomes within an organizational environment such as this will com-
promise outcomes and cause unnecessary stresses within the organisation.

Decision making without the power to apply those decisions is disabling not
enabling. Adopting an organizational structure that doesn’t merely include crowd
responses as an input to the decision making process, but that embraces them (with
some qualification) as the answer to the task, achieve better results than other
approaches [37]. In all cases the crowd inputs from decision-making activities
were filtered by the offeror prior to being accepted. This mediating role of the
responsible manager provides the opportunity for qualitative assessments to be made to
ensure congruence with the strategic aims of the organisation. Novel mindsets and
“left-field” thinking is valuable but only when it doesn’t conflict with defining orga-
nizational intangibles that are often built up over a considerable time period. Managers
quoted the need for pragmatism, and the need to satisfy internal constraints and often
complex policy prerogatives as reasons for this filtering process. The risk is that inputs
that are judged to be inconsistent with existing management views are discarded
thereby limiting the potential effectiveness of the crowdsourcing activity. Part of
management thinking before embarking on crowdsourcing is that a “safety valve” is
required and peace of mind is gained through management control over the degree of
utilization of final inputs.

The presence of these three conditions enables a mode of market interaction which,
rather than reproduce organisations as systems of control, configures operations as a
“discursive contested place of encounter and exchange” [38].

4 Conclusions

The practice of blurring the boundaries between organisations and their constituent
stakeholders has considerable merit when considered under the right circumstances.
The awareness of crowdsourcing as a management option has perhaps never been
higher. Misapplied, or applied in situations not naturally conducive to the inclusion of
outside parties may lead to problematic outcomes. For this reason, studies of crowd-
sourcing practice as it is happening, and observing the limitations and basic criteria for
successful implementation are an important step forward. As the model transitions out
of specialist pure-plays and becomes a feature of everyday life so can incremental
advantages be expected to accrue. When organisations no longer have to take best
guesses at stakeholder requirements but can integrate the stakeholder’s viewpoint in an
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empowered, authentic and immediate manner, outcomes for all may reasonably be
expected to improve.

The research has found that in order for crowdsourcing to be successfully under-
taken three criteria must be met – the subject of the task being crowdsourced must be
modular in nature i.e. elements of the subject must be able to be changed without
compromising the integrity of the whole. Secondly a community of interest must be
engaged. With the widespread adoption of social media technologies identifying or
creating these communities is often straightforward. Finally, there needs to be a
structural capability within the organisation to be able to both engage the crowd and
utilize the output from the crowd in a manner that creates value. The potential for using
semantic connectivity methodology and cloud-based artificial intelligence algorithms to
interrogate data collected from user discussion forums is apparent, but no examples of
this have come to the researchers’ attention.

Implications for management of crowdsourcing projects are that structural capa-
bilities must be in place and resourced ahead of the commencement of a crowdsourcing
program.

Acknowledgments. The work of Marta Poblet draws from previous research within the
framework of the project “Crowdsourcing: instrumentos semánticos para el desarrollo de la
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Abstract. Investing in cloud computing technology is one of the latest trends in
IT. This is a multi criteria investment decision involving many stakeholders and
a sequence of coordinated assessment activities that are strategic, qualitative
(technical) and quantitative (financial) in nature. This paper integrates an
information system (IS) success model with preference elicitation techniques
drawn from the multi-criteria decision-making literature. We also show how this
decision model can be extended as a vendor negotiation tool. Finally, we
describe a prototype Decision Support System (DSS) featuring this model.

Keywords: Cloud � Business value of IT � Delone & McLean IS success
model � Decision support � Group decision � AHP � DEA � MCDM � Negoti-
ations � IT risk � IT evaluation

1 Introduction

Cloud computing enables organizations to avoid huge IT capital expenses and instead
adopt a pay-per-use model to gain access to resources such as: servers and storage
through “Infrastructure as Service” (IaaS), development platforms through “Platform as
Service” (PaaS) and software/applications through “Software as service” (SaaS) [1]. As
per NIST (National Institute of Standards and Technology) there are also many cloud
deployment models available such as Private, Public, Hybrid and Community Clouds
[2]. Some of the distinct technological capabilities of cloud computing include con-
trolled interface, location independence, sourcing independence, ubiquitous access,
virtual business environments, addressability and traceability, and rapid elasticity [3].

Many of the current day businesses are transforming their business with cloud
technology. A decision to invest in cloud computing to enable the business transfor-
mation involves a complex evaluation process and involvement from various organi-
zational stakeholders [4], who have to view the investment from many perspectives
such as business IT alignment, technical quality, risks and financial outcomes etc.
Although there are research works considering the evaluation of certain key aspects of
cloud computing (e.g. ROI model for cloud [5, 6]), the ranking of commercial cloud
computing vendors based on technical features and quality of services [7], and the
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development of frameworks for information assurance/security on cloud computing
e.g., [8], what we find as a research gap is the availability of a “cloud investment
decision model” which integrates various investment evaluation aspects holistically.

In this paper, we first develop a framework for cloud investment decision-making,
integrating factors such as business IT alignment (strategic fitness) analysis, technical
(qualitative) analysis and financial (quantitative) outcomes evaluation. We then detail
one element of this framework, by bringing in theoretical extensions of a well known
IS success by DeLone and Mclean (D&M) [9] along with two multi criteria evaluation
approaches [10, 11]. A DSS outlining the incorporation of this model is also proposed.
This paper is written based on the ongoing research we have been undertaking on
developing the DSS for cloud computing investment.

The paper is further organized as follows: Sect. 2 details the framework for cloud
computing investment decision and reviews the literature. Section 3 presents the
adoption of D&M model and enhances it by adding Risk Mitigation as an additional
criterion; this is followed by the application of multi criteria approach. Section 4 details
the application of AHP & DEA in our cloud evaluation with an example and Sect. 5
summarize & propose a future research work.

2 Framework for Cloud Computing Investment Decision

The IS evaluation literature refers to various types of evaluations such as strategic
evaluations [12] and financial evaluations [13] of IT Investments. Berghout and
Renkema detail four approaches viz. the financial approach, the multi-criteria approach,
the ratio approach and the portfolio approach to IT evaluation [14]. Bacon carried out
an empirical research on criteria used for allocation of IT resources and technology
investments across 80 organizations [15]. The criteria identified fall into (i) manage-
ment domain, which essentially deals with the strategic fitness of IT investments, (ii)
financial domain, which deals with cost & returns of investment; and (iii) development
domain, which deals with technical aspects of IT investment. Adapting from this and
other follow-up to this, we break-up the process of making cloud-computing invest-
ment decisions into three stages namely strategic fitness assessment, criteria selection,
assessment of technical features and financial returns before the negotiation, and final
decision (see Fig. 1). We discuss these stages below.

2.1 Strategic Fitness

Many researchers in the past have created conceptual models for strategic alignment of
IT and business (or strategic IT fitness). Examples of some well-known ones include:
(i) Strategic Alignment Model (SAM) [16] (ii) A conceptual model extending the idea
of SAM and depicting the relationship between IS strategy and business performance
[17], (iii) IT business value model with a resource based view [18], and (iv) A model
focused on exploring the relationship between IT-business plan alignment and per-
formance [19].

358 R.P. Sundarraj and S. Venkatraman



There are also models focusing on measurement of IT-business alignment.
Examples of some well-known models include: (i) Multi Level Strategic Fit Model for
measurement at overall organization level and also individual business units [20]. (ii)
model based on dynamic capabilities theory factoring-in the time lags between IT
implementation and business value creation [21] and extending further a practically
usable framework that can help assess, monitor and achieve the alignment [22].

With cloud computing, an enterprise’s product-centric and firm-based model for
applications and systems can be transformed to a global, distributed, service-centric
model [3]. Iyer and Henderson posit that to understand cloud computing and to make
appropriate investment decisions, companies have to focus on strategy aspect of the
cloud, not just technology [3]. Aligning IT capabilities (cloud capabilities) to the
business and market needs, and in turn ensuring the strategic fitness of technology to
the business are critical for value creation through technology [16].

As a part of the cloud strategy, organizations need to evaluate two aspects of
business IT alignment viz. efficiency and effectiveness. Efficiency is about reduction of
operational costs for a given quality of service & effectiveness is enabling flexibility &
responsiveness to changing market needs [23]. Hence, while deciding on the cloud
computing investments, the assessment of business IT alignment (strategic fitness of IT
investment to business) becomes the logical first step before we move in to technology
evaluation. The prima facie decision to go ahead with further evaluation of cloud
computing investment would be based on the output of strategic fitment analysis. For
example, for a banking business, there could be legal & compliance restrictions on
hosting confidential data on public cloud applications, making a cloud computing
prima facie unviable.

2.2 Evaluation Criteria and Assessment

An investment on cloud computing is meaningful only if it can create business benefits,
either tangible or intangible. The types of value include financial (e.g., ROI), inter-
mediate (e.g., process-related) or affective (e.g., perception-related) [24]. The value
creation of investment depends on many factors like usage of IT [25, 26], process
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Fig. 1. Cloud computing investment decision framework
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efficiency or the design of IT [27] etc., But at the time of making a decision on cloud
computing, the business benefits are just assessments and estimations as compared to
technical attributes, which can be tested and proven. This makes the qualitative eval-
uation or technical evaluation of the cloud computing more reliable and hence
important. There are a number of parameters that needs to be evaluated viz. account-
ability, agility, cost, performance, assurance, security & privacy and usability and its is
also important that vendors are evaluated based on a few KPIs (Key Process Indicators)
such as service provider’s response time, sustainability, suitability, accuracy, trans-
parency, interoperability, availability, reliability, stability, cost, adaptability, elasticity,
throughput & efficiency, scalability etc. [7]. If we look through this list of attributes
cited, they are either system-based features, information based features, services based
features or risk based features. This is in line with the well-known models like DeLone
& McLean IS Success model which have been used in IS evaluation literature for long.

2.3 Stakeholders Involvement in Technology Decision Process

In the current times where the organizations are transforming through technology, the
IT investments and decision-making processes have major impact on organizational
success [28]. Typically the technology decision process consists of a sequence of
actions that begins with the identification of an IS-related crisis, problem, or oppor-
tunity and culminates in the approval of an IT project [28]. Clearly, the decision to
invest on information technology is a complex multi stage process involving a variety
of stakeholders from many domains at different levels & different expectations within a
firm [29]. Renkema highlights that there are 4 Ps (Product, Process, Participation and
Politics) in information technology investments [4]. Since a variety of organizational
actors influence the decision-making process, all the participants are accountable for
the outcome of IT investments [30]. It is also critical to note that, the relationship
between the CIO with the business executives also significantly impacts IT assimilation
[31] and in turn determines the success of IT projects. With cloud computing there is a
dependency on third party service providers and hence increased exposure to the
organization including losing control on critical data. Hence, the involvement of many
senior executives and their buy-in on the decision becomes more important for cloud
computing. In summary, cloud computing technology evaluation & decision involves
stakeholder’s participation, group dynamics and it is beyond pure technical or financial
evaluation. Next, we focus on the evaluation and assessment parts of the framework.

3 Integrating IS Success Model with Preference Analysis

We have highlighted the importance of selecting the right set of criteria to evaluate
cloud computing. To identify a basic model for the selection of our evaluation criteria,
we reviewed the previous research in the area technology acceptance models and the IS
success models. The Technology Acceptance Model (TAM) [32] and its extensions
have been used last couple of decades extensively and they do a good job in empha-
sizing the people aspects and acceptance by users as the measure of IS success.
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TAM postulates that the attitude towards the usage of IT and the actual usage are
dependent on the ease of use and perceived usefulness of IT. However, it does not
explain the attributes (systems and the service management aspects) of IT that helps in
the user adoption and perception of usefulness. Another model is Seddon’s IS effec-
tiveness matrix [33], which focuses on people issues related to technology, but does not
tie back business performance impact of IT.

3.1 IS Success Model

DeLone & McLean (D&M) developed an IS Success Model [34], which is a simple and
useful model explaining how system quality and information quality of the IT under
consideration could help in user adoption of technologies and in turn create business
benefits. It emphasizes more on the role of systems & information quality in creating
benefits for the organization, and has formed the basis of a number of prominent works.
However, one thing that D&M does not capture is the importance of IT services sup-
porting the technology. In 2003, the D&M model was modified to address the said
limitation and it now includes services quality as an additional parameter that creates
business value. It also captures the people aspect of technology by including the
intention to use and actual use of technology.

The D&M Model. We chose the updated D&M Model [9] as our base because it can
sufficiently explain not just the aspects of technology & system, but can also the service
attitude of cloud service provider towards the customer and the attitude of user towards
the cloud computing. It has to be noted here that “the user” includes both the internal
user and the customer. With D&M model as a base, we select the attributes or
parameters pertaining to System Quality, Information Quality & Services Quality as
evaluation criterions. In the context of cloud computing, the system quality deals with
the attributes of information system itself, which produces the information such as
performance, throughput, elasticity, stability, flexibility, availability, ease of use etc.,
The information quality deals with the information product from the system for desired
characteristics such as accuracy, meaningfulness, and timeliness of access to infor-
mation etc., The services quality deals with the quality of IT services offered by the
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Fig. 2. DeLone & McLean IS success model
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vendor/internal IT team such as services efficiency, reliability, empathy, responsive-
ness, transparence, assurance, accountability etc.,

Extending the D&M Model. It has to be noted that even though D&M model captures
the effect of systems, information and service qualities on the use & adoption of
technology, it is still not sufficient from the context of cloud computing. A very
important factor called “risks” arising out of moving into cloud should be given a due
importance and hence, as a part of evaluation we also need to assess the vendors’ risk
mitigation features & capabilities (Fig. 2). Karami and Guo identify risk factors in
cloud services and present an approach for risk-benefit assessment in sourcing cloud
services [35]. There are many other articles which deal specifically with the informa-
tion security risks of cloud computing [36–38]. Oh, Gallivan and Kim studied the
market’s perception of the transactional risks of information technology outsourcing
using stock market data and conclude that the outsourcing does influence the investors’
perception [39]. It is important that, when investing in (especially new/unproven)
technology, organizations should ensure that, there is no bias on evaluation process of
risky IT projects [40]. Cloud computing being a new trend (or unproven) and also
typically involves outsourcing IT services (especially for public clouds), the risk
evaluation gains an even more importance. We conclude that pertaining to evaluation
of cloud technology investments, analyzing “Risk Mitigation” features/capabilities
should be added to the capabilities pertaining to system quality, information quality and
services quality (Fig. 3).

3.2 Preference Elicitation and Analysis

Organizations first evaluate the strategic fitness of cloud computing investment to
decide the prima facie worthiness of the investment. Once they find a very clear fitness,
then they proceed with technical (qualitative) and financial (quantitative) analysis of the
alternatives (vendor solutions) available for investment and choose the solution
amongst the alternatives. Our goal is to use AHP-DEA integrated technique to ascertain
the cloud computing solution vendor who offers the value for the investment and in this
section we demonstrate the same with an example.

The evaluation of each solution alternative is based on various criteria and thus the
whole problem could be thought as a multi-criteria decision-making (MCDM) problem.
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We use the AHP-DEA integration method used by Ramanathan [41] and enhance the
same with additional steps to include the elements of vendor negotiation during cloud
computing evaluation (Fig. 4).

Evaluation Criterions (Alternative Solutions from 3 vendors)

• Technical (Qualitative) Criterions: Based on our theoretical development (§3.1),
we select four criteria viz. information quality, system quality, service quality and
risk mitigation features.

• Financial (Quantitative) Criterions: Unlike the technical criteria, the financial
criteria would change depending on different business needs of the organizations. In
the example shown, we have chosen net present value (NPV) of the investment as
an input and NPV revenue and NPV cost savings that the investment generates as
outputs. The financial efficiency is determined by the ratio of output and input.

Procedure:

Based on the preference elicitation on the importance of evaluation criteria and using
AHP pairwise comparison we initially determine weightages for the criteria. As a next
step we evaluate the alternatives against each criterion to create criterion-wise
weightages of the alternatives and the ranking. We see in our example (Table 1) that
vendor 1 ranks highest in overall technical evaluation.
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Fig. 4. AHP-DEA integration

Table 1. Example of AHP Based evaluation of cloud computing alternatives

Technical evaluation (AHP) Weighage Vendor 1 Vendor 2 Vendor 3

System quality 41 % 58 % 31 % 11 %
Information quality 8 % 67 % 23 % 10 %
Services quality 35 % 39 % 41 % 20 %
Risk mitigation 16 % 67 % 23 % 10 %
Overall technical preference* 53 % 33 % 14 %

On Integrating an IS Success Model and Multicriteria Preference Analysis into a System 363



Now using DEA technique & the linear programming (with an objective function
of maximum efficiency and constraints of max value of 1), we determine the
weightage factor of each outputs in every alternative such that the determined value is
the maximum possible efficiency for the given alternative. In our example, we take the
results from AHP and fix them as output parameters in DEA. In other words, we apply
DEA technique with 1 input (NPV Investment) and 6 outputs (weightage factors of
system quality, information quality, service quality & risk mitigation and NPV
Revenue & NPV Cost Savings) to ascertain the overall ranking of alternatives con-
sidering both the technical and financial parameters. In our example we see that
considering both technical and financial criteria, vendor 2 comes on top as the pre-
ferred one.

3.3 Extension of AHP-DEA Technique for Negotiations

As an extension of the above, the AHP-DEA technique can also be used effectively for
vendor negotiations. In real life scenarios of organizations investing in cloud com-
puting technology there would be many rounds of discussions & negotiations with the
vendors and typically vendors do not reveal their best price or technical options until
many discussions are completed. In our example we determined vendor 1 to be having
the highest preference for the technical quality (AHP output) and suppose this is a
baseline quality we do not want to compromise, then using Linear Programming we
can fix the constraint that “vendor 1 also needs to be highest in overall efficiency”. We
can now make the input cost as a variable to solve by LP & determine the input price
point at which vendor 1 becomes the overall best. In our example we can show that at
28,333$ input price vendor 1 becomes the overall best. This is roughly 71 % of the
original price of 40,000$. This input would be of great value for the decision maker
who interacts with the vendors for negotiations. The AHP-DEA process can be carried
out repeatedly for every change in technical quality enhancements or price reductions
after every round of negotiation. This equips the negotiator with a useful information
pre & post negotiations.

Table 2. Example of AHP-DEA integrated evaluation of cloud computing alternatives

DEA parameters (2 years) Vendor 1 Vendor 2 Vendor 3 Remarks

NPV investment $ 40000 30000 32000 Input
NPV revenue $ 45000 35000 40000 Outputs
NPV savings $ 15000 20000 15000
System quality $ 58 % 31 % 11 %
Information quality 67 % 23 % 10 %
Service quality 39 % 41 % 20 %
Risk mitigation 67 % 23 % 10 %
Overall preference 72 % 100 % 74 % Efficiency
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4 A Design Science Approach to DSS for Cloud
Computing Investment

One of the objectives in this research is the creation of a DSS for cloud computing
investment. We outline how this can be done using the core principles of design
science approach [42] As an initiative toward that goal, we created a prototype MS
Excel based tool (Fig. 5), which would be the part of envisaged DSS in future. Similar
approaches to spreadsheet based DSS have been done in the past [43, 44] This tool
automates the AHP-DEA computing. Some of the key features of the tool include
provision for preference elicitation, pairwise comparison, criterion weighage calcula-
tion, integration of AHP and DEA, linear programming with Excel Solver, ranking of
alternatives and simulation of what-if scenarios. The screen shot shown (Fig. 5) below
is the worksheet for DEA calculations that we carried out in our example. The results
Tables 1, 2 come from this tool.

Henver described the design science as a build and evaluate process in order to
produce artifacts [45] and this is precisely our goal to take to test this tool based on
publicly available data on cloud features and pricing of the vendors and refine the
artifacts. Peffedlxrs [42] in his DSRM highlights six stages and currently we are in
Stage two, in the process of finalizing the objectives of the DSS.

5 Conclusions and Proposed Future Research

In this paper we created a decision framework for cloud computing technology
investment by combining the strategic, qualitative (technical) and quantitative (finan-
cial) evaluation activities. We used D&M IS Success model for criteria determination

Fig. 5. Screenshot of the AHP-DEA tool
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and added the enhancements needed from the cloud computing context. As a part of the
process we used AHP & DEA integrated technique and also included the provision for
stakeholders preference elicitation and negotiation. However, the following are the
proposed improvements of this paper, which are planned to be addressed in continued
future research:

• The current decision model assumes that current cost and future outflow is known
while using DEA. In complex IT projects involving cloud computing, this is not the
typical case and the inputs costs & returns are dynamic. They also stagger & vary
over the time and many a times we will not even have the perfect knowledge of the
complete lifecycle of the project. To address this nature of cloud IT investment
scenario, there is a scope of enhancement in our DSS with the integration of real
options valuation (ROV) in the decision model.

• There is a more detailed work needed to enhance the cloud computing investment
decision framework, covering all the elements. In this paper we have covered only
the evaluation criteria and assessment part in detail.

• A detailed process for cloud computing strategic assessment technique needs to be
created.

• As a part of the future research we plan to create a decision support system (tool/
instrument) for cloud computing investment and this DSS would be designed based
on “Design Science Theories”.
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Abstract. In this paper, we focus on demand side management in con-
sumer collectives with community owned renewable energy generation
and storage facilities for effective integration of renewable energy with
the existing fossil fuel-based power supply system. The collective buys
energy as a group through a central coordinator who also decides about
the storage and usage of renewable energy produced by the collective.
Our objective is to design coordination algorithms to minimize the cost
of electricity consumption of the consumer collective while allowing the
consumers to make their own consumption decisions based on their pri-
vate consumption constraints and preferences. Minimizing the cost is not
only of interest to the consumers but is also socially desirable because it
reduces the consumption at times of peak demand. We develop an itera-
tive coordination algorithm in which the coordinator makes the storage
decision and shapes the demands of the consumers by designing a virtual
price signal for the agents. We prove that our algorithm converges, and it
achieves the optimal solution under realistic conditions. We also present
simulation results based on real world consumption data to quantify the
performance of our algorithm.

1 Introduction

Facing the rapid depletion of fossil fuel reserves and the increasing carbon emis-
sion, one main objective in energy industry is to reduce the usage of fossil fuels
for electricity generation. This can be achieved by (a) increasing the penetration
of renewable energy sources in (e.g., wind energy, solar energy) in electricity sup-
ply and (b) reducing the usage of fossil fuel-powered generators that are usually
used to meet peak demand by shifting energy use of consumers at peak demand.
To enhance the penetration of renewable energy in electricity supply, there has
been several recent initiatives at using community-owned generation facilities
c© Springer International Publishing Switzerland 2015
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for supplying part of the electricity needs of a community [1]. To reduce the
variation of supply of renewable energy due to uncontrolled factors like weather,
it is usually recommended to install storage facilities. Therefore, in this paper,
we focus on demand side management in consumer collectives with community
owned renewable energy generation and storage facilities for effective integration
of renewable energy with the existing fossil fuel-based power supply system.

Effective integration of renewable energy should be able to not only reduce
aggregate demand for the energy generated by fossil fuel, but also to reduce peak
demand from the traditional power plants. To reduce peak demand, electric util-
ities use differential pricing systems like time-of-use-pricing (where higher prices
are charged at times of expected high load). Thus, we want to minimize the
electricity consumption cost of the collective which reduces the consumption at
times of peak demand and is also of interest to the consumers. In particular, we
study a collective of consumers in the presence of a collectively owned renewable
generation facility (e.g., solar panels) and a collectively owned storage facility
(e.g., battery). The electricity demand of the group of consumers is fulfilled by
renewable generation and the electricity market. A central coordinator purchases
electricity from the market on behalf of the consumers and also makes decisions
on the usage and storage of renewable energy. The consumers have their individ-
ual private constraints and preferences, which they may not want to share with
other group members or the coordinator. The consumers make their consump-
tion decisions based on their private constraints and preferences. Our goal is to
design coordination algorithms so that the coordinator (with information of the
market price of electricity and a forecast of the renewable generation) minimizes
the total cost of electricity procurement of the collective by (a) managing the
operation of the storage and (b) shifting the consumers’ demand while allowing
them to make their own decisions about their electricity usage subject to their
private constraints.

Although our problem can be formulated as an optimization problem, solving
the problem becomes challenging because of the lack of information of the agents
about the whole problem. Each consumer only knows its own demand constraints
but has no information about the constraints of other agents. The no information
assumption has been shown to be a challenge in other group decision problems
such as multi-agent negotiation (e.g., [2,3]). The coordinator also does not have
any information about the agents’ constraints. Thus there is no agent who has
all the “data” about the problem to be solved. The only common information is
about the forecast of available renewable energy (which we assume to be reason-
ably accurate) and the market price of electricity over the planning horizon. These
assumptions are reasonable for day ahead planning. The coordinator is similar to
a mediator in a negotiation among the consumer collective (e.g., [4,5]) who needs
to search for the optimal mediation protocol but also needs to decide the stor-
age policy in our problem. The coordinator is not a market maker or a traditional
demand response aggregator, but is akin to a social planner (similar to [6,7]). But
the task of our coordinator is more complicated: in addition to coordinating con-
sumers’ demand, the coordinator has to solve the coupled problem of designing a
method for charging and discharging storage.
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To solve the coupled demand and storage management problem, we design
an iterative algorithm consisting of two primary steps. In one step, the coordina-
tor assumes a profile for charging and discharging the battery and uses virtual
price signals to coordinate the consumers to obtain an optimal demand pro-
file. In the second step, the coordinator uses the demand profile given by the
consumers to compute an optimal storage solution. In step one, through the
use of the virtual price signal, we ensure that (a) when each agent minimizes
its own energy consumption cost, the total cost is also minimized and (b) at
the optimal solution, each agent’s virtual energy cost calculated based on its
virtual signal equals its real payment. Using (a) and (b) above, we prove that
our iterative algorithm converges to the optimal demand profile for the agents
that minimizes the total energy cost. Furthermore (b) above ensures that the
total amount that the agents pay is equal to the total electricity bill that the
collective has to pay to the utility (i.e., budget-balance is achieved). The design
of this provably optimal budget-balanced algorithm in the presence of limited
information is the key contribution of this paper. We also performed simulations
to show the scalability of our algorithm based on real world consumption data.

2 Related Work

Our work is related to two streams of research: demand side and storage manage-
ment. There is extensive research about demand response programs for managing
consumer side demand, either through direct load control (DLC) or indirect incen-
tive based control, such as real time prices (RTP) (see [8] and references therein).
We will restrict our discussion on how to design virtual price signals to incentivize
consumer demand shifting. The design of price signal is challenged by the possibil-
ity of the herding phenomenon, whereby agents shift their consumptions towards
the low price times simultaneously and thus cause a new spike in demand, thereby
increasing the energy cost [9]. Previous work has proposed various heuristics.
Reference [10] uses an adaptive approach by sending both price and control signals
to agents to control the rate and frequency of agents reacting to real-time prices so
as to avoid simultaneous shifting. Unlike these papers, we study the problem from
the perspective of demand schedule planning. In addition, we maintain privacy of
consumers without relying on consumers learning and we keep budget balance
without charging any addition fees.

Most storage management problems can be classified into two categories:
storage management at the demand-side or at the supply-side. The demand-side
storage management is related to how to coordinate end users each of whom
owns a storage facility and makes overall decisions in terms of individual energy
demand scheduling and charging/discharging of individual owned batteries; e.g.,
[11–14]. In contrast, in our model, the storage facility is not operated at the indi-
vidual level but at the aggregate level: the coordinator who operates the storage
facility finds it difficult to optimize storage decisions for the whole group as he
has no information of the individual consumption constraints and preferences.

Prior work on the supply-side storage management has focused on how to
use storage to stabilize the output of renewable energy supply when joining the
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conventional electricity markets (e.g., [15,16]), or to directly satisfy consumers
demand (e.g., [17,18]). A common setting in these papers is that the energy
demand is exogenous and independent of storage operations. In contrast, in our
problem, the demand pattern of consumers is endogenous and interdependent
with the storage policy, i.e., the demand pattern is consumers’ optimal response
to the virtual price, whose design depends on the coordinator’s storage decisions.
A succinct version of this work without the proofs and details appeared as an
extended abstract in [19].

3 Problem Formulation

We consider a consumer collective [6] with N members with the planning period
divided into M discrete time slots. Similar to [6], a central coordinator purchases
electricity on behalf of the consumer collective from the market. In addition
to [6], the collective also has a community owned renewable energy generation
facility (e.g., solar panels, wind mills) which can only supply a part of the energy
required by the collective, and has a community owned storage facility [15].
The storage capacity is also less than the amount of energy required by the
collective. The coordinator is in charge of the storage and the generation facility.
We assume that the forecast for the amount of generation for the planning
horizon is accurate. Furthermore, the electricity prices from the market are also
known. These assumptions are reasonable for a 24 h planning period with the
electricity being bought from a day-ahead market.

Let g be the forecast vector for the amount of electricity to be generated over
the M time slots with gj the energy generated in time slot j. There is an upper
bound on the amount of electricity that the agents can draw from the market
(determined by the physical constraints of the distribution infrastructure) over
the M time slots denoted by h with hj the upper bound in time slot j. Let p be
the market price vector which can vary over the M time slots. The component
for the jth time slots of h and p are denoted by hj and pj respectively. The
market price and the market supply capacity is common information for the
central coordinator and all the agents in the group. Let R be an N × M matrix
where each row of the matrix, ri is the electricity demand of the agent i, i ∈
{1, 2, . . . , N}. We call ri the demand profile of agent i. Each entry rij is the
electricity demand of agent i for time slot j. The total aggregated demand in
time slot j is ρj =

∑N
i=1 rij .

The demand profile ri of each agent i must satisfy their individual constraints.
In general, it is assumed that the overall demand comes from two types of loads,
shiftable loads and non-shiftable loads. For the shiftable loads, some can be inter-
rupted after started and shifted to any other time slots; while other loads, once
started, cannot be shifted before they are completed. In general loads may be
dependent. We will assume that the constraints on the demands are given by a
constraint set Xi which is private information of the agent i. An agent does not
share this constraint setXi, neitherwith other firms norwith the coordi-
nator.Unless otherwise specified we will assume Xi to be a convex polytope, which
is a fairly general model for energy consumption constraints in this setting [6,12].
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The central coordinator needs to make an energy storage decision. Specifi-
cally, in each time slot j it needs to decide whether and how much to charge or
discharge. These (dis)charging decisions are represented by the (dis)charging
amount at each time slot, denoted by yj ∈ [−d, d] for j ∈ {1, 2, . . . ,M},
where d denotes the maximum (dis)charging amount during each time slot,
and if yj > 0, at time slot j, the facility is charged with an amount of yj ;
if yj ≤ 0, the facility is discharged by an amount of −yj . The storage deci-
sion variable over the time horizon is the vector y. Given the charging and
discharging amount at each time slot, {yj}, the storage level at the end of the
time slot is

∑j
k=1 yk. The storage level at the end of each time slot should

be non-negative and also less than the capacity of the storage facility, denoted
by u. Therefore, the charging and discharging decision is also constrained by∑j

k=1 yk ∈ [0, u] ,∀j ∈ {1, 2, . . . , N}. The constraints for storage decisions is a
system of linear inequalities: 0 ≤ Ay ≤ u, −d ≤ y ≤ d, where A is a lower
triangular matrix with elements 1, and 0, y = [y1, ...yj , ...yM ]T, u = [u, ...u, ...u]T

and d = [d, ...d, ...d]T .
The amount of energy drawn from the market in time slot j is ρj + yj − gj .

Thus the energy cost is pj · (ρj + yj − gj). Since the objective is to minimize the
sum of all agents costs, the central demand scheduling problem can be written as:

minR,y Cs (R,y):=
∑N

i=1 pj · (ρj + yj − gj)
s.t. ri ∈ Xi, rij ≥ 0

0 ≤ Ay ≤ u,−d ≤ y ≤ d
0 ≤ ρ + y − g ≤ h

(1)

The operating cost associated with the renewable energy is assumed to be con-
stant, i.e., independent of the amount of energy produced, and is thus not a part
of the objective function. Note that Problem (1) is defined on a convex set with
a linear objective function, and is thus a solvable convex minimization problem.

4 Solution Approach

While Problem (1) is solvable, the central coordinator could not directly deter-
mine the optimal demand profile and storage solution because he has no informa-
tion of consumers’ consumption constraints Xi,∀i ∈ {1, 2, ...N}. We assume that
the coordinator affects individual agents’ energy consumption plans via virtual
price signals and the individual agents honestly report their optimal demand
based on the virtual price signals.

A simple virtual signal based on market price alone is ineffective to opti-
mize coordination because in our problem the aggregate supply also depends on
the coordinator’s storage choices. The optimal storage solution and the optimal
demand profile are coupled in the constraints and thus depend on each other. To
address this issue, one approach is to decompose the problem into two subprob-
lems: (1) optimizing the storage solution given the demand profile (OSS);
(2) optimizing the demand profile given the storage solution (ODP). Cor-
respondingly, we give two definitions:
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Definition 1. σ : R → y: the function maps demand profile to optimal storage
solution.

Definition 2. δ : y → R: the function maps storage policy to optimal demand
profile.

We design the coordination algorithm as (see Fig. 1):

1. Without storage, the central coordinator finds the demand of individual
agents, R∗, that minimizes the energy cost.

2. OSS: Given the demand profile R∗, the central coordinator solves the optimal
storage solution, y∗ = σ(R∗), to minimize the energy cost.

3. ODP: Given the storage solution y∗, the central coordinator coordinates the
demand of individual agents, R� = δ(y∗), to minimize the energy cost.

Stopping Criterion. If R� = R∗, stop. Otherwise, R∗ = R�, and go back to
step 2.

Note that step 1 is a special case of step 3 ODP with storage solution y∗ = 0.
In step 2 OSS, only central coordinator makes decision on the storage solution.
In step 3 ODP, the central coordinator determines virtual price signal and the
agents calculate demand according to the virtual price signal.

Start

Compute Optimal Demand 
without Storage, R∗ (ODP with y∗=0)

OSS: Given Demand Profile, R∗
Compute Optimal Storage Solution y∗ = σ(R∗)

Stop

R# = R∗? 
Yes

R∗ = R# No

ODP: Given Storage Policy, y∗
Compute Optimal Demand Profile R# = δ(y∗)

Fig. 1. Algorithm overview

The basic intuition of the overall coordination algorithm is that after either
step 2 or step 3, the aggregate energy cost is reduced. For step 2, given the new
demand profile, R∗, the new storage solution y∗ = σ(R∗) should give a lower
aggregate cost compared with the previous storage solution, because y∗ is the
storage solution minimizing the aggregate cost when the demand profile is R∗.
By similar argument, after step 3, the aggregate cost decreases too. Thus, the
energy cost continues to decrease during the execution of the overall coordination
algorithm. We will prove the basic algorithm keeps iterating and converges to
the optimal solution to problem (1) under realistic conditions.
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5 Overall Coordination Algorithm

In this section, we describe step 2 and 3 our algorithm works and prove its
convergence.

5.1 Optimal Storage Solution (OSS)

Given the demand profile, R∗, the central coordinator could obtain the optimal
storage solution y∗ = σ (R∗) by solving the following problem2. Problem 2 is a
linear programming problem and thus solvable.

miny Cs (R∗,y) =
∑N

i=1 pj · (ρ∗
j + yj − gj)

s.t. 0 ≤ Ay ≤ u,−d ≤ y ≤ d
0 ≤ ρ∗ + y − g ≤ h

(2)

5.2 Optimal Demand Profile (ODP)

In this section we discuss how to induce the optimal demand profile given a
storage solution y∗. The corresponding problem is expressed as follows:

minR Cs (R,y∗) =
∑N

i=1 pj · (ρj + yj − gj)
s.t. ri ∈ Xi, rij ≥ 0

ρ + y∗ − g ≤ h
(3)

The iterative algorithm to solve Problem3 is:

1. The central coordinator sends initial virtual price signal, denoted by sij , to
the agents.

2. After receiving the virtual price signals, each agent individually calculates its
optimal demand profile ri by minimizing its energy cost computed based on
the virtual prices and reports its profiles back to the coordinator.

3. Based on the reported demand profile R, the central coordinator updates the
virtual price signal and sends the new signal to each agent.

4. Given the new price signal, each agent chooses its new demand profile r′
i.

Stopping Criterion. If R′ = R, stop. Otherwise, set R = R′ and go back to
step 3.

In order to minimize the total electricity cost, the virtual price signal has
to induce consumers to shift their demands from time slots with high marginal
cost to those with low marginal cost and keep the aggregate demands within the
capacity limits. Therefore, first of all, we need to determine the marginal cost
and the capacity limit of the electricity in each time slot. In our model there are
three possible electricity sources: on-site generations, storage and the market.
While the marginal cost of electricity from generations and the market is well
defined, we need to find a method to calculate the marginal cost of electricity
from storage.
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First Charging First Discharging (FCFD). We use first charging first dis-
charging (FCFD) method to calculate the marginal unit cost of the energy
discharged from storage. The FCFD policy in our setting means that the electric-
ity charged earliest is recorded as discharged first. Below we use an example to
show how the FCFD policy works. Assume there are 5 time slots, and the prices p
are {10, 20, 40, 10, 30}. The storage solution y is {3, 8,−10, 4,−5}, which implies
the electricity is charged in time slot 1, 2, 4 and discharged in time slot 3, 5. Under
the FCFD policy, the electricity charged earliest is recorded as discharged first.
Therefore, the 10 units of electricity discharged in time slot 3 should consist two
parts, i.e., 3 units charged in time slot 1 at price p1 = 10 and 7 unit charged in
time slot 2 at price p2 = 20. The corresponding average price for the electricity
discharged in time slot 3 should be (10 × 3 + 20 × 7)/10 = 17. Similarly, the
5 units of electricity discharged in time slot 5 should consist of two parts, i.e.,
1 unit charged in time slot 2 at price p2 = 20 and 4 units charged in time slot 4 at
price p4 = 10. The corresponding average price should be (20×1+10×4)/5 = 12.

Thus, we can calculate the average price of electricity discharged in each time
slot. The unit cost of the energy discharged in each time slot should be the average
cost of the corresponding energy still in the inventory and charged earliest. We use
pFCFD

j (R∗,y∗) to denote the unit cost or the price of the discharging energy in
time slot j with demand profile R∗ and storage solution y∗.

Cost Structure. Next we define the cost structure of the electricity in each
time slot j, p̂j (r), in an increasing order. By the following Proposition 1, in each
time slot, the unit cost of electricity from storage, pFCFD

j (R∗,y∗), is smaller
than the unit cost of electricity from market pj .

Proposition 1. If the storage solution, y∗, is the optimal storage solution given
demand profile, R∗, then pFCFD

j (R∗,y∗) < pj.

Thus, the cost structure of the energy under the demand profile R∗ and the
storage solution y∗ should be

p̂j (r) =

⎧
⎪⎪⎨

⎪⎪⎩

∞ z3j < r ≤ z4j

pj z2j < r ≤ z3j

pFCFD
j (R∗,y∗) z1j < r ≤ z2j

0 z0j < r ≤ z1j

where z0j = 0, z1j = gj , z2j = max{gj , gj − yj}, z3j = hj + gj − yj , z4j = ∞.

Initial Virtual Price Signal. After we derive the formula of marginal cost, a
straightforward approach is to set a quota for different sources in each time slot
j for each agent i. Thus, the price signal is

sij (r) =

⎧
⎪⎪⎨

⎪⎪⎩

∞ z3ij < r ≤ z4ij

pj z2ij < r ≤ z3ij

pFCFD
j (R∗,y∗) z1ij < r ≤ z2ij

0 z0ij < r ≤ z1ij

The initial quota of electricity from each resource in time slot j for agent i is
proportional to agent i’s demand in time slot j, rij (using aggregate demand ri
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for first iteration without previous R∗). Therefore, the corresponding thresholds
in the initial virtual price signal are:

zkij =
r∗
ij∑N

i=1 r∗
ij

zkj , k = 0, 1, 2, 3, 4

Individual Agent’s Problem. After receiving the virtual price signal, each
agent i computes ri from

min
M∑

j=1

sij (rij) rij , s.t. ri ∈ Xi, rij ≥ 0. (4)

The above problem is a convex optimization problem and thus solvable. However,
due to individual constraints, some agents might not use all the quota assigned
to them, while others may need more quota to further reduce their energy costs.
Thus we need to update the virtual price signals accordingly.

Update Rule of Virtual Price Signal. If the agent i does not fully use the
quota assigned to her at time slot j, it may be due to either (a) constraints on
electricity consumption or (b) lower price in other time slots. In either case, as
long as the quotas on other time slots don’t become smaller, which enforces agent
i to shift the energy consumption from other time slots to time slot j, agent
i prefers to keep the current consumption level to minimize the energy cost.
Moreover, if the quotas on other time slots become larger, agent i may prefer to
shift demand from time slot j to other time slot to reduce the energy cost. It
is true if the prices on the time slots with larger quotas are lower than current
marginal energy cost in time slot j. Therefore, to reduce the individual agent’s
energy cost and thus reduce the aggregate energy cost, the central coordinator
needs to construct a new price signal by adjusting the quotas so as to share
the excess quota among agents who use all of the quota in a time slot j. The
new quotas for a demand profile R are determined by: let for k = 1, 2, 3, Φkj =
{i|rij < zkij},

z′
kij =

⎧
⎨

⎩

rij i ∈ Φkj

rij

(

zkj−∑i∈Φj
rij

)

∑

i∈Φj∪Ψj
rij

i �∈ Φkj

Under the new virtual price signal, for either electricity from generation or mar-
ket supply, the agents give up their excess quota to the agents who use all of
the quota with a sharing rule based on the current consumption level. Then the
agents can continue optimizing their consumption schedule to reduce energy cost
as they may get more quota in the time slots when they use all quota assigned
to them previously.

5.3 Convergence Analysis

First, we prove the convergence of the ODP algorithm.
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Theorem 1. The ODP algorithm always converges.

Theorem 1 is an immediate result of the two lemmas below:

Lemma 1. The energy cost of individual agent based on the virtual price signal,∑M
j=1 sij (rij) rij, is non-increasing during the execution of the iterative algorithm,

so is the aggregate cost based on the virtual price signal,
∑N

i=1

∑M
j=1 sij (rij) rij.

Lemma 2. If ∀i, j, rij > z2ij, i.e., every agent use all quota of the electricity
supply from energy generation and storage, then the aggregate cost based on the
virtual price signal,

∑N
i=1

∑M
j=1 sij (rij) rij, is equal to the aggregate cost based

on the market price, Cs (R,y∗) =
∑N

i=1 pj · (ρj + yj − gj).

We now prove the convergence of the overall algorithm.

Theorem 2. The overall algorithm always converges.

Proof. From Definition 1, we have Cs (R, σ (R)) < Cs (R,y), if y �= σ (R).
Also, from Theorem 1, we have Cs

(
R�,y

)
< Cs (R∗,y), if R� �= R∗. Thus the

energy cost Cs (R,y) is strictly decreasing as long as the optimal storage solution
or optimal demand profile changes after each iteration. Thus, this algorithm
converges.

Theorem 3. R∗ is optimal demand profile with storage, if y∗ = σ (R∗) and
0 < �∗ + y∗ − g < h.

Proof. Since 0 < �∗ + y∗ + g < h, 0 ≤ �∗ + y + g ≤ h is not binding in the
problem of optimal storage solution, which means y∗ is also the solution to the
following problem:

miny Cs (R∗,y) − Cs (R∗,0) =
∑N

i=1 pj · yj

s.t. 0 ≤ AY ≤ u,−d ≤ y ≤ d
(5)

Similarly, R∗ is also the solution to the following problem:

minR Cs (R,y∗) − Cs (0,y∗) =
∑N

i=1 pj · ρj

s.t. ri ∈ Xi, rij ≥ 0
(6)

Assume C∗ is the minimum cost of Problem (1) and C# is the minimum cost of
the following problem:

minR,y Cs (R,y) :=
∑N

i=1 pj · (ρj + yj − gj)
s.t. ri ∈ Xi, rij ≥ 0

0 ≤ AY ≤ u,−d ≤ y ≤ d

(7)

Since problem (1) has more constraints than problem (7), we have C∗ ≥ C#.
Moreover, by looking at problem (7), it actually can be decomposed to problem (6)
and problem (5). Therefore, as we already show that y∗ is also solution to prob-
lem (5) when 0 < �∗ + y∗ < h , (R∗,y∗) is the optimal solution to problem (7),
i.e., Cs (R∗,y∗) = C#. As C∗ ≥ C#, we have Cs (R∗,y∗) = C# ≤ C∗. More-
over, (R∗,y∗) also satisfies all of the constraints in problem (1), which implies
Cs (R∗,y∗) ≥ C∗. Thus, Cs (R∗,y∗) = C∗, i.e., (R∗,y∗) is the optimal solution
to problem (1).
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6 Simulation

In this section, we perform simulations to show the performance of our algo-
rithm. We first state our assumptions on consumers’ demand features, central
coordinator’s energy generation facility and storage facility, and the structure of
market electricity price.

To reflect this diversity of the consumers’ demand within the simulations,
we used the Irish Commission for Energy Regulation (CER) electricity con-
sumption data set to identify two important classes of consumers with shared
characteristics. Here, Class 1 represents consumers that consume most of their
electricity during the day and have a low load at night, whereas Class 2 rep-
resents consumers that have a stable consumption during the day, but have a
higher consumption at night. We assume there are N agents, among them half
are of Class 1 and the other half are of Class 2. Moreover, each agent is defined
by its total electricity requirement over the whole planning horizon, ri, and its
constraints on electricity consumption over the planning horizon. We assume
that the constraints are given by upper and lower bounds at each time slot:
rij ∈ [rij , rij ]. The parameters are determined based on a group of samples, X,

drawn from the distributions for the demand profiles. Specifically, ri =
∑24

j=1 xij

and rij = 0.8xij , rij = 1.2xij .
For the central coordinator, we assume the capacity of the energy generation

facility is fixed and the amount of energy generated in each time slot is between
0 and the capacity. Similarly, we also assume the capacity of the storage facility
is u and the maximum amount of energy charged or discharged in each time
slot is d.

For the market price, we use the real market prices from the EEX dat set1

which is the average hourly day-ahead spot market prices gathered from the
European Energy Exchange as the price input, p. These prices are fixed across
all the simulations. The capacity of the electricity contract on the other hand are
not fixed. The capacity of market supply is determined by hj = 1.2

∑N
i=1 xij .

The simulations were considered to converge when the cost reduction in one
iteration got less than 0.001%.

Table 1. Average performance of coordination algorithm

Number of agents Number of rounds Convergence accuracy (%)

20 11.30 99.74

40 11.42 99.67

60 12.18 99.63

80 12.58 99.69

100 15.02 99.62

1 The data is available at http://www.eex.com/en/Market%20Data.

http://www.eex.com/en/Market%20Data
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Table 1 shows how the number of iterations and the convergence accuracy
changes with the number of agents. The convergence accuracy is defined as
the ratio of cost reduction achieved using our algorithm to the maximum cost
reduction with all private demand profiles made available to the coordinator.
The results indicate the scalability of our algorithm with respect to the number
of agents.

7 Conclusion and Future Work

In this paper we proposed a novel multiagent coordination algorithm to shift the
energy consumption of a consumer collective in the presence of energy genera-
tion and storage. In the collective, a central coordinator buys the electricity and
decides the storage level for the whole group, and consumers make their own
consumption decisions based on their private consumption constraints and pref-
erences. To coordinate individual consumers under incomplete information and
optimize the storage decision, we decompose the problem to two sub-problems:
(a) optimizing demand profile of consumers given storage policy and (b) opti-
mizing storage solution given demand profile of consumers. We proposed an
iterative algorithm in which the two sub-problems above are solved alternately,
and proved the convergence of our algorithm.

One possible direction of future work is to consider scenarios where storage
and generation is under the control of the individual agents. In such cases does an
approximation guarantee on the individual problem result in an approximation
guarantee of the overall problem?
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Abstract. Negotiations allow parties to exchange offers in search for mutually
agreeable solutions. The exchange process is usually flexible and ill-structured
and it may involve a set of multiple issues, which may change in the course of
negotiation. Auctions, on the other hand feature strict rules regarding bid sub-
mission and evaluation. Most of the existing auctions allow for single attribute
bids. This paper proposes an approach by which a software agent solution could
emulate a multi-attribute negotiation front-end while bidding in single-attribute
auction marketplaces. The bidding model is based upon concession-making
curve introduced in prior work on electronic negotiations. Using data collected
from eBay the paper shows that bidding across several attributes would result in
higher utility outcome, and faster results than bidding within a single attribute set.

Keywords: Electronic negotiations � Software agents � Auctions � eBay �
Concession-making

1 Introduction

Negotiations allow parties to exchange offers in search for mutually agreeable solu-
tions. Auctions feature well defined set of rules designed to automate the process of
winning bid determination. Because of this well-structuredness they are amenable to
automation, and, thus are well-represented in practice. Negotiations allow parties more
flexibility in exchanging offers and making an agreement. Integrative negotiations are
characterized by joint solution process aimed at incorporating the interests of all
negotiating parties [1]. This is possible due to the involvement of multiple issues in a
given negotiation instance. In fact, issues could be added and removed in the process of
negotiation to facilitate the search for mutually acceptable agreements.

However, the flexibility of negotiations also implies that they are less amenable to
automation as compared to auctions, and they require more effort on the negotiator’s
behalf. In single-sided single-attribute auctions, for example, a number of bidders have
to decide on their reservation values and actively bid on the market (or delegate bidding
to software), while the other party is not involved after the auction started, since the
auction mechanism takes care of managing the process. In negotiations, on the other
hand, both sides need to be involved, make offers on multiple issues, and consider
adding issues in the process.

This is why electronic auction sites, such as eBay enjoy much better represented
than e-negotiation sites. The latter often are limited to naming one’s price on the
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available product, service, or bundle with little attempt to take full advantage of
negotiation mechanism capabilities, such as multi-issue offers or preference modeling.
Research on electronic negotiation systems, on the other hand, has been extensive [2],
focusing on design and assessment of means of communication, presentation and
analytical support for negotiators.

The aim of the current work is to propose an approach that borrows ideas from the
area of e-negotiations and negotiation software agents while relying on widely avail-
able auction models. In the presence of multiple auctions for similar products, they can
be seen as potential offers in the market. Furthermore, since these products may have
varying attribute values (e.g., size, color, capacity, etc.), the process of deciding how to
bid on these auctions can be viewed as multi-issue negotiations. In this sense the
approach allows for the development of a solution concept that imitates negotiation
front-end with auctions back-end.

Currently, the largest auction marketplace at the moment is eBay and it and many
others are single-attribute marketplace. However, these markets often fill the need for
multi-attribute auctions simply by the large quantity and diversity of auctions occur-
ring. A single set of attributes can even be formally defined in these auctions and it may
also be informally specified in the auction title. This fact opens the door to develop a
mechanism for emulating multi-issue negotiation strategy for a set of single attribute
auctions.

2 Background

Proliferation of computing and networking technologies had thus quite naturally led to
the appearance and subsequent popularity of electronic auctions, the best known
example of which is eBay. Bidders in different locations and time zones can participate
in the same online auctions. Prompted by these developments, research on online
auctions has been extensive. Since online auctions typically allow for some extended
period to collect bids, it has been noted that late bidding, or “sniping” would be
expected to be widespread and eBay would effectively turn into sealed-bid second-
price auction [3, 4]. At eBay the auction closing time is set, which encourages the
bidders to delay their. The evidence for the late bidding behavior was found in
experimental lab settings [5].

In [6] data from a major Chinese auction site Taobao was analyzed for the analysis
of bidding strategies. The results suggested that the bidders used different strategies,
including early bidding, late-bidding, and “agent-supported ratchet” strategies. The
need for mundane tasks of monitoring auction developments and timely bidding has led
to work on designing bidding software agents. In [7] the authors have proposed a
method for buying on eBay. When there are multiple auctions for similar products, an
agent can choose which one to bid on. Auction clustering has also been proposed in [8].
Here the authors use clustering based on such attributes as initial price, average bid
rate, and others for prediction of final price. Four strategies for bidding are proposed
based on decision functions defined in [9].

An algorithm for bidding on multiple sealed-bid auctions featuring similar products
has been presented in [10]. For fully or partially matching attributes, an agent sets the
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desired maximum (reservation) value, which could be expressed as a time-dependent
function and selects the ones with relevant times and expected prices. Based on the
user’s risk attitude one could choose the minimal probability of winning or to maxi-
mize the expected utility. However, the assumption is made that the probability dis-
tribution functions of winning for each auction is known.

In [11] a concept for an agent that can monitor multiple auctions, and bid on them
has been proposed that uses decision functions described in [9] and tactics, such as
remaining time tactic, remaining auctions tactic, and others. A mix of tactics is used to
calculate maximum current bid using the agent’s strategy. An agent then chooses target
auction that maximizes expected utility, and bids using maximum bid as a reservation
value. The authors used simulations and Genetic Algorithms to evolve strategies.
Another simulation study has been reported in [12] The performance of intelligent
agents was compared with that of “human” bidders, which were simulated using dif-
ferent risk profiles. Multiple English auctions were simulated featuring similar units.
Agents with greedy, sniping and heuristic behaviors were involved. Overall, it was
reported that agents outperformed “standard” bidders.

The decision functions mentioned above have been introduced to devise negotia-
tion agent tactics. Families of tactics that could be flexibly defined for software agents
have been introduced [9]. According to the authors, the tactics are used to decide on
what offer to make at a given point in the negotiation process. These tactics were
divided into three categories: behavior-dependent, time-dependent, and resource-
dependent. The first family bases its choice of offer on the moves made by the parties,
e.g. tit-for-tat tactics. Resource-dependent tactics aimed at adjusting concession levels
based on a given resource scarcity. Time-dependent tactics dictate concession-making
as a function of time between the beginning of negotiation and the estimated ending.
Functions that dictated small concessions in the beginning (negative second derivative
over time) corresponded to tougher competitive behavior, and were named (perhaps,
somewhat controversially) boulware tactics. Those that implied early large concessions
were named conceder tactics. Time-dependent tactics can be visualized as curves
showing concession-making pattern through time. In [9] the curve is used to show the
acceptable level for an issue (e.g.) at a given point in time. In [13] a model for
concession-making has been introduced, which features a symmetrical curve. The
curve’s shape can be set by defining the value for the center of a curve relative to its
starting and ending points. This center-point represents the level of competitiveness of
the tactic. The present work is employing this model to represent concession-making
by a bidding agent.

3 Model for Bidding

There are several reasons to justify expanding the bidders search from a single attribute
set to a multi-attribute set. The most trivial one being that there will be more auctions to
bid on, thus more opportunities to find a good deal. More formally, since the final
prices for auctions has previously been shown to follow a normal distribution using
data from eBay and Yahoo auctions {Dumas, 2002 #30}, and the same picture has
been observed in our data Błąd! Nie można odnaleźć źródła odwołania., expanding to
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multiple-attributes will expand the set of auctions that can be won with lower bids than
the average.

In order to quantitatively compare auction listings with different attribute sets and to
decide on bidding prices, it is necessary that the buyer defines her utility function
(preferences). It is also necessary to specify a time frame for searching and bidding on
auctions. We assume that the user has defined a quantitative utility function with which
we can precisely calculate the utility of a given set of attributes (including price) of an
auction. This utility is assumed to be static and assumed to not change over time in the
case of this experiment.

Once these are defined, one could adjust utility cut-off for bidding over time until an
auction is won. To introduce the bidding model, we start with utility (u) and current time
(t) which is a percentage starting at the beginning of the search period (t ¼ 0) pro-
gressing through towards the stopping time (s ¼ 100). We use a simple measure, the
concession curve center utility (w) [13] to specify how aggressive or collaborative we
want to be with our bids over time. The following Eq. (1) permits the calculation of
the c parameter for the utility concession curve formula (2). As one approaches the
deadline, the curve will move towards the minimum utility the buyer is willing to accept.
At any given point in time, the minimum utility accepted can be calculated using
formula (2). The c parameter can be computed (1) once at the beginning as soon as the
target utility concession curve center is known, whereas the threshold utility (2) needs to
be recomputed anytime that the time (t) changes, thus for each auction listing evaluated.

c ¼ sw2

200 w� 50ð Þ ð1Þ

u ¼ 100c t � sð Þ
s t � cð Þ c[ 0 _ c[ s ð2Þ

Thus, at a given time (t) for a given negotiation style (defined by concession curve
center w), we can calculate the minimum utility (u) the buyer is willing to accept. With
this minimum utility (u), a maximum bid for a set of attributes specified in a single-
attribute auction can be calculated. As demonstrated with a real example in Błąd! Nie
można odnaleźć źródła odwołania., auction listings that feature better current utility
than the utility concession curve threshold at that time will be considered for bidding
up to a price that is at the minimum utility threshold. An auction that ends with a utility
above the threshold could be won by the bidding model by sniping.

Ebay has two types of listings, “Buy It Now” and “Auction”, our simulation
includes both. Based on real Ebay data, we know that we can win the “Buy It Now” by
offering the requested price before the item is sold. Thus in respects to “Buy It Now”,
our simulation timing is exact and representative of reality. For auctions, we propose
only sniping in the very last seconds of the auctions. Since we know the exact ending
time of the auction and the final wining price, it is quite probable that sniping at a
higher price in the last seconds will win the auction. There is a positive relationship
between the number of auction listings and the optimal utility concession curve center
which maximizes expected utility. As buyers have more auctions listings to evaluate
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and bid on, their utility concession curve center (w) should be higher; in other words,
they should be more competitive.

Considering the volume of listings in modern online auction markets, an autono-
mous agent is required to effectively implement multi-attribute bidding in a single
attribute market. Although it would be possible for a user to use our proposed multi-
attribute bidding model as a decision support tool, it would be too demanding and
would probably not be worth the effort for most common uses other than high value
and critical type purchases Fig. 1.

4 Findings

We used the data from eBay marketplace, which is essentially a Vickrey auction with
two exceptions: the winning bid is the second-highest plus one bid increment (usually
relatively small) and the highest bidder’s bid is sealed but the current winning one is
displayed to allow price discovery (second highest bid plus one bid increment). The
scenario involves a purchase of an intelligent phone, specifically the Apple iPhone.
Each auction listing has a set of attributes that are directly related to the utility that our
simulated buyer will derive from the purchase. The iPhone Price, Model, Memory,
Carrier and Color are the attributes included. The options for each attribute are as
follows, although not all combinations are feasible (The data was collected from
publicly posted auction listings on eBay from March 13th 2014 to April 21nd 2014. To
remove the outliers, the data was cleaned by iteratively removing all listings with a
price that deviated by more than 3 standard deviations from the average of the set of
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Fig. 1. A real example of auction listings utilities versus the utility concession curve threshold
over time.
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attributes. The final dataset contains 8157 listings. For the purpose of simulations, we
assume that the auction could be won at the price of the winning bid. Although this is
not a perfect representation of reality since our bid would increase competition in the
marketplace and thus potentially increase the price, this impact would be minimal
because the bid would be placed at the very last second (sniping); thus it would often
be the winning bid by an insignificant increment and there would not be enough time to
start a bidding war Table 1).

The data was collected from publicly posted auction listings on eBay from March
13th 2014 to April 21nd 2014. To remove the outliers, the data was cleaned by
iteratively removing all listings with a price that deviated by more than 3 standard
deviations from the average of the set of attributes. The final dataset contains 8157
listings. For the purpose of simulations, we assume that the auction could be won at the
price of the winning bid. Although this is not a perfect representation of reality since
our bid would increase competition in the marketplace and thus potentially increase the
price, this impact would be minimal because the bid would be placed at the very last
second (sniping); thus it would often be the winning bid by an insignificant increment
and there would not be enough time to start a bidding war.

Normally, a buyer would build her utility function in respect to her own needs and
desires. However, for current research, we use the average market price to determine
the utility (3) of each attribute set. Essentially, instead of just making up any utility
function, or making random utility functions, we built utility function that represents
the average that the market has determined. Thus the average price for a set of attributes
is considered to have a utility of 50, a price of 3 standard deviations lower than the
average is considered to have a utility of 100 (a great deal), while a price of 3 standard
deviations above the average is considered to have a utility of 0 (a bad deal). Thus the
utility (u) of a set of combinations is based on the market price (l), its standard
deviation (r) and the auction price (p).

u ¼ 50þ 50ðl� pÞ
3r

ð3Þ

For the purpose of the simulations in this article, we always consider only 1 day of
auctions listings and repeat the simulation for each day of complete data. In many cases

Table 1. List of options and attributes (not all combi-
nations are possible)

Model Memory Carrier Color

iPhone 4 16 GB AT&T Black
iPhone 4s 32 GB Sprint Blue
iPhone 5 64 GB T-Mobile Gold
iPhone 5c 8 GB Unlocked Green
iPhone 5s Verizon Pink

White
Yellow
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there are not many listings on a specific day and a specific set of attributes, however, to
be conservative in our results, any day for which no auction was won, either because
there were no listings or because no listings were over the utility threshold at the end
time of the auction, we ignore this case instead of recording an entry for zero utility.
We also set the utility concession curve center w to 75 to provide competitive con-
cession profile.

First we have compared bidding on all the auctions within a single set of attributes
vs. bidding on only one auction, as we expected the former case to lead to better
outcome. The findings suggest that considering all of the auctions in an attribute set had
an average utility of 68.86 and choosing a random listing has an average utility of
50.34, thus representing an improvement of 36.78 % in expected utility and demon-
strates that using the utility concession curve bidding model to consider all of the
auctions for a single set attributes is beneficial to the buyer.

Next, we have compared winning utility using the utility concession curve to
evaluate the listings within a single set of attributes versus expanding across all sets of
attributes. We have found an average utility of 68.86 for the bidding within a set of
attributes vs. an average utility of 93.86 for bidding across all of the sets of attributes.
This represents an improvement of 36.31 % in expected utility and demonstrates that
using the utility concession curve bidding model to consider all of the auctions across
all set of attributes is beneficial to the buyer.

Thirdly, we have compared the time necessary to reach an acceptable utility out-
come using bidding across multiple sets of attributes vs. bidding within a single set. We
have found the average time of 84.30 for the bidding within a set of attributes and an
average time of 48.25 for bidding across all of the sets of attributes. Thus, when
considering only one set of attributes at one time, it takes 74.73 % longer to get a
winning bid, which demonstrates that using the utility concession curve bidding model
to consider all of the auctions across all set of attributes is beneficial to the buyer from
the efficiency perspective.

Since bidding across multiple sets of attributes implies higher number of auctions
than bidding on a single set, we next considered limiting number of auctions in the
former case to that in the single-attribute case. We randomly chose the same number of
listings across all attribute sets as those found in the current single attribute set. The
findings show an average utility of 68.86 for the bidding within a set of attributes and
an average utility of 72.75 for bidding across all of the sets of attributes while limiting
the number of auction listings considered. This represents an improvement of 5.66 % in
expected utility, and demonstrates that even when limiting the number of auctions
listings, using the utility concession curve bidding model to consider all of the auctions
across all set of attributes is beneficial to the buyer because of the increase in price
variances.

Finally, just like in the previous case we have limited the number of auctions in the
multiple sets of attributes to the same as the single set of attributes to see if the
acceptable bid will arrive earlier. We obtained an average time of 84.30 for the bidding
within a set of attributes and an average time of 81.29 for bidding across all of the sets
of attributes while limiting the number of auction listings considered. Thus, when
considering only one set of attributes at one time, it takes 3.70 % longer to get a
winning bid, and demonstrates even when limiting the number of auctions listings,
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using the utility concession curve bidding model to consider all of the auctions across
all set of attributes is beneficial to the buyer because of the increase in price variances.

5 Conclusions

The aim of this paper was to introduce a model for facilitating back-end bidding by
software agents while emulating front-end negotiation-like setting. It was motivated by
the possibility of taking advantage of the existence multiple auction listings for similar
products with different attribute sets. The ability to monitor and bid using sniping
technique on multiple auctions essentially turns the problem of single-attribute bidding
into a multi-attribute space. This makes possible to perform multi-attribute bidding in
single-attribute auctions marketplace. The paper employs concession-making model
from electronic negotiations research to guide the bidding process. The results tenta-
tively suggest the advantage of expanding to a multi-attribute bidding model in a
single-attribute market place since it greatly expands the number of auction listings that
can be considered. Combining this with the proposed utility concession curve based
bidding model, a buyer can easily take advantage of the large number of auction
listings provided under a multi-attribute search model to win an auction with a high
utility for the buyer. Even when we control for the number of auction listings, it is still
beneficial to expand to multiple attribute sets because of the increase in price variance.
Future research could be directed to implementation of an agent-based solution that
would help the bidders to manage their bidding processes, and the subsequent exper-
imental assessment of such solution.
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Abstract. Interdependencies between procurement and production processes
between buyers and sellers concerning order and production lots require coor-
dination to minimize the costs in a supply chain. This paper compares distrib-
uted and central decision-making in lot determination to different negotiation
mechanisms – with the aim to overcome shortcomings of the two former
approaches – in a two-stage multi-echelon supply chain.
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1 Introduction

Interdependences exist between the procurement and production processes of buyers
and sellers in a supply chain. The decisions when to order and produce which amount
of a product – i.e. the determination of order and production lots – cause costs, such as
set-up or order costs as well as inventory costs, at both sides. To achieve optimal
results, i.e. minimum costs in the supply chain, coordination of order and production
lots is necessary.

Distributed decision-making – i.e. the buyer and the seller determining order and
production lots autonomously – can lead to results optimal for the partial systems but
suboptimal for the entire supply chain system. On the other hand, central decision-
making – i.e. a central instance collecting all demand and cost information and
determining order and production lots based on full information – can be expensive and
time consuming. Moreover, the benefits of central coordination could be distributed
unevenly which can cause resistance to its implementation.

This paper suggest negotiation of order and production lots between the buyer and
the seller in a supply chain as a viable alternative to lot determination by means of
distributed or central decision making. The results of distributed decision-making can
act as the best alternative to a negotiated agreement (BATNA) and the results of central
decision-making as a performance benchmark for the negotiation process and outcome.

Computational experimentation and simulation of the three approaches in a variety
of problem situations – determined by buyer demands and buyer and seller order, set-
up and inventory costs – enables the evaluation of the performance of negotiation in
supply chain lot determination in comparison to distributed and central decision-
making and to analyze different (concession- or veto-based) negotiation procedures.
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The remainder of this paper is structured as follows: Sect. 2 introduces the specific
supply chain system considered in this paper – a simple two-stage multi-echelon supply
chain – and describes the distributed decision making, central decision-making and the
negotiation approach to this problem. Section 3 provides a numerical example and
Sect. 4 provides an outlook of the simulation planned to evaluate the three approaches.
Section 5 concludes the paper with preliminary findings.

2 Lot Determination in a Multi-echelon Two-Stage
Supply Chain

We use and extend the multi-echelon model, which was introduced by Wagner and
within [1] together with an approach to determine the optimal dynamic lot size.1 In this
model a buyer faces – due to orders of customers, existing stocks, capacities, etc. –
varying demands di over the T periods of a finite planning horizon. Buying (or pro-
duction) costs are assumed to be constant during the planning horizon so that the
problem reduces to a minimization of order and inventory costs. Placing an order
causes fixed costs fb for administration of the order, transportation etc. Order costs can
be avoided by aggregating current and future demands, however, then future demands
have to be stored which causes inventory costs vb.

In a two-level supply chain context the identical situation is observed by the
supplier, which also faces demands – i.e. the orders oi of the buyer within the planning
horizon – which she can fulfill by producing each order the time it is placed, causing
set-up costs fs only, or production for stock to be able to fulfill later orders which again
involves inventory costs vs.

2.1 Distributed Decision Making

In lot determination by distributed decision-making the buyer has to determine when to
order the demanded quantities and thereby trades-off order costs and inventory costs.
The buyer orders the demand of the next period if storing the products for one period is
cheaper then placing a new order next period. In determining lots we do not have to
consider all possible combinations of demands and periods. Clearly a demand of a
period has to be ordered in the focal period at the latest. Furthermore, according to
Theorem 1 in [1] it will never be optimal to shift (and store) a demand of the next period
to the previous period, if the previous periods demand is not ordered in that period,
otherwise the additional inventory costs could be saved by ordering in the next period
with the exactly the same order costs. Also it never makes sense to split a demand over
several periods according to Theorem 2 in [1]. Table 1 presents the possible order lots
and the resulting costs for a planning period with four echelons – e.g. quarters of a year.

1 The multi-echelon model with finite planning horizon is a classic inventory optimization problem,
although stochastic systems are more appropriate in many cases, it still has relevance in domains that
show complex non-stationary structures [2].
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In Table 1 d1,d2 in column o1 indicates that the demand of periods 1 and 2
are covered in the order of period 1 – i.e. for these two periods order costs occur only
once but the demand for period two has to be stored which leads to inventory costs of
d2*vb –, a ‘–’means that no order is place in this period so not fixed costs occur.

Based on the orders in the different periods of the buyer the supplier has then to
decide production lots to fulfill the orders in choosing the lowest cost variant among the
remaining alternatives as depicted in Table 2.

2.2 Central Decision Making

As can be seen from Table 2 in distributed lot size determination the decision alter-
natives for the supplier for most of the order constellations of the buyer are restricted –

except for the case that an order is placed each period. It is, therefore, likely that the
lowest cost alternatives according to the buyer’s and the supplier’s distributed deci-
sions are not optimal for the entire two-stage supply chain.

Differences in inventory and setup-up or ordering costs between the buyer and the
supplier generate integrative potential. A central decision maker with full information
about demands di, as well as fixed costs – i.e. the buyer’s order costs fc and the supplier’s
set-up costs fs – and their inventory costs vc and vs, could exploit this integrative
potential by determining the overall minimum cost order and production lots.

2.3 Negotiation

However, such a central decision might not always be realizable. The buyer and the
supplier might be unwilling to disclose their cost structures. Furthermore, incentives to
report wrong fixed and variable costs exist, as thereby the central decision can be
influenced in the own favor. Moreover, central coordination could involve additional
costs for information exchange or be time consuming. We therefore suggest (conces-
sion or veto-based) negotiation between the participants of the supply chain as a viable
alternative.

A further argument for the use of negotiations is the possibility to transfer utility –

measured in terms of order or set-up costs and inventory costs – by means of side

Table 1. Possible order lots of the buyer and the resulting costs.

No. o1 o2 o3 o4 Costs buyer

1 d1 d2 d3 d4 4*fb
2 d1 d2 d3,d4 − 3*fb + d4*vb
3 d1 d2,d3 − d4 3*fb + d3*vb
4 d1 d2,d3,d4 − − 2*fb + d3*vb + 2*d4*vb
5 d1,d2 − d3 d4 3*fb + d2*vb
6 d1,d2 − d3,d4 − 2*fb + d2*vb + d4*vb
7 d1,d2,d3 − − d4 2*fb + d2*vb + 2*d3*vb
8 d1,d2,d3,d4 − − − 1*fb + d2*vb + 2*d3*vb + 3*d4*vb
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payments. Instead of a sequential – in case of distributed decision-making – or central –
in case of central decision-making – determination of order and production lots the
buyer and the seller exchange proposals to overcome inefficiencies of distributed lot
determination and to converge to or even achieve the optimal solution of central lot
determination. The result of the distributed lot size determination can act as a starting
point and BATNA for the negotiation process, the optimal result of central lot deter-
mination can be used as a benchmark to evaluate negotiated agreements.

3 Numerical Example

For a comparison of the three approaches introduced in Sect. 2 consider the following
numerical example of a two-stage supply chain between a buyer and a supplier in a four
period planning horizon: Demands for the four periods are d1 = 30, d2 = 50, d3 = 80,

Table 2. Possible production lots of the supplier and the resulting costs.

No. p1 p2 p3 p4 Costs supplier

1 o1 o2 o3 o4 4*fs
o1 o2 o3,o4 − 3*fs + o4*vs
o1 o2,o3 − o4 3*fs + o3*vs
o1 o2,o3,o4 − − 2*fs + o3*vs + 2*o4*vs
o1,o2 − o3 o4 3*fs + o2*vs
o1,o2 − o3,o4 − 2*fs + o2*vs + o4*vs
o1,o2,o3 − − o4 2*fs + o2*vs + 2*o3*vs
o1,o2,o3,o4 − − − 1*fs + o2*vs + 2*o3*vs + 3*o4*vs

2 o1 o2 o3 − 3*fs
o1 o2,o3 − − 2*fs + o3*vs
o1,o2 − o3 − 2*fs + o2*vs
o1,o2,o3 − − − 1*fs + o2*vs + 2*o3*vs

3 o1 o2 − o4 3*fs
o1,o2 − − o4 2*fs + o2*vs
o1 o2,o4 − − 2*fs*2*o4*vs
o1,o2,o4 − − − 1*fs + o2*vs + 3*o4*vs

4 o1 o2 − − 2*fs
o1,o2 − − − 1*fs + o2*vs

5 o1 − o3 o4 3*fs
o1,o3 − − o4 2*fs + 2*o3*vs
o1 − o3,o4 − 2*fs + o4*vs
o1,o3,o4 − − − 1*fs + 2*o3*vs + 3*o4*vs

6 o1 − o3 − 2*fs
o1,o3 − − − 1*fs + 2*d3*vs

7 o1 − − o4 2*fs
o1,o4 − − − 1*fs + 3*d4*vs

8 o1 − − − 1*fs
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d4 = 60, the costs of the buyer are her order costs fb = 125 and her inventory costs
vb = 3 for storing one item one period, similarly the seller has set-up costs fs = 300 and
inventory costs vs = 1. Table 3 presents the costs for the eight possible order lot
constellations – according to the cost formulae provided in Table 1 – and the best
responses in terms of production lot constellations – according to the cost formulae
provided in Table 2.

Under distributed lot determination, for the cost structure of the numerical example,
the buyer will implement alternative 1, which leads to the lowest costs of 500 and order
the demand for each period in exactly that period. The best response, given the cost
structure of the numerical example, for the supplier is to produce all orders in the first
period which results in the lowest costs of 690 for this production lots. The total costs
under distributed decision-making are, therefore, 1,190, which is above the optimal
solution of alternative 6 with total costs of 1,160. These minimal costs could be
achieved by means of central lot determination for the entire supply chain system,
which involves the communication of demands and costs of all parties to a central
coordinator.

An alternative would be to engage in supply chain negotiations. A negotiation
procedure would not require enclosing full cost information of both sides but just the
communication of the actual demands di from the buyer to the supplier. Negotiations
then start with the initial proposal by the buyer as if order lots would be determined by
distributed decision making. This proposal serves as the BATNA in the negotiation
process. The supplier subsequently can propose different order lot constellations, which
reduce her costs, plus a side payment – as utility is transferable in this problem by
means of money – as an incentive for the buyer to accept this proposal.

Assume a benevolent negotiation orientation of the parties, so that all cost savings
beyond the BATNA are proposed by the supplier or only additional costs beyond the
BATNA are demanded by the buyer as side payments when making proposals. In a
concession-based alternating negotiation procedure the buyer’s initial proposal of

Table 3. Order lot constellations, best production lot constellations and resulting costs for buyer
and supplier.

Order lots oi Production lots pi
No. o1 o2 o3 o4 buyer

costs
p1 p2 p3 p4 supplier

costs
total
costs

1 d1 d2 d3 d4 500 o1,o2,o3,
o4

− − − 690 1,190

2 d1 d2 d3,
d4

− 555 o1,o2,o3 − − − 630 1,185

3 d1 d2,d3 − d4 615 o1,o2,o4 − − − 610 1,225
4 d1 d2,d3,

d4
− − 850 o1,o2 − − − 490 1,340

5 d1,d2 − d3 d4 525 o1,o3,o4 − − − 640 1,165
6 d1,d2 − d3,

d4
− 580 o1,o3 − − − 580 1,160

7 d1,d2,d3 − − d4 880 o1,o4 − − − 480 1,360
8 d1,d2,d3,

d4
− − − 1,295 o1 − − − 300 1,595

Supply Chain Negotiation 399



alternative 1 would be followed by the supplier’s proposal of her favorite alternative 8
plus a side payment to the buyer of his savings of 390. This proposal and side payment
would reduce the buyer’s costs to 905 which is still above the BATNA. A counter-
proposal of the buyer of her next best alternative 5 with a demanded side payment of 25
results in costs of 665 for the supplier which is already better than the BATNA for both
parties and therefore an acceptable solution that is superior to the result of distributed
decision making.

Alternatively, an alternating veto procedure could be applied for negotiations [3].
Starting randomly with the buyer or the seller the parties alternate in deleting alter-
natives until only one alternative remains which then is compared to the BATNA and
implemented if it is superior for both parties. Starting with the buyer – and assuming a
rational strategy to always eliminate the alternative with the highest costs from the set
of remaining alternatives – the alternatives 8, 1, 7, 5, 4, 2 and finally 3 would be deleted
to achieve the optimal alternative 6, which is better for both parties if the seller
proposes a side payment of at least 80. If the seller starts the veto procedure the result
would be the same with a slightly different elimination order.

Of course other negotiation strategies than the benevolent versions discussed above
are also possible, which risk the opportunity to create value by claiming too much of
this value. This trade-off results from the inherent mixed motive nature of negotiations
in which competitive individualism and cooperative collectivism [4] are combined.

4 Simulation

Note that the values in the numerical example in Sect. 3 are chosen to demonstrate the
three approaches presented in Sect. 2. There exists some integrative potential as the
order costs of the buyer are less than the set-up costs of the supplier while the inventory
costs of the supplier are less than the inventory costs of the buyer. Furthermore, note
that the results strongly depend on the demand structure of the buyer. Therefore,
computational experimentation and simulations, with varying demand structures as
well as different ratios of fixed (order and set-up costs) and variable (inventory) costs of
the buyer and supplier, are mandatory to evaluate the performance of negotiation
compared to distributed and central order and production lot determination.

Furthermore a variety of negotiation approaches exist as already briefly mentioned
in Sect. 3 besides concession based approaches – with an orientation that can range
from competition to cooperation – also veto approaches are possible and have to be
evaluated in a simulation study – preliminary results of the simulations will be pre-
sented at the GDN 2015.

5 Conclusion

This paper introduced a two-stage multi-echelon supply chain model and compared
different order and production lot determination approaches theoretically and by means
of a numerical example. Decentralized decision-making restricts the alternatives
available to the supplier and thereby can cause suboptimal results for the entire system.
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Centralized lot determination assures the optimal – i.e. minimum cost – solution but
might be hard or expensive to implement.

Supply chain negotiation of order and production lots is proposed as an alternative
that in some cases might outperform distributed decision-making and come close to or
even implement the optimal solution without extensive information exchange or central
coordination. Automated negotiation could enable to realize the benefits of negotiation
over rigid coordination mechanisms – like in our case distributed lot determination –

without causing the cost of human involvement, which is normally necessary in
negotiations and could mitigate or outweigh potential benefits [5].
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Abstract. Auctions have been used in the procurement of heterogeneous
products, produced and delivered after the auctions conclude, as well as ser-
vices. In these situations the quasi-linearity assumption of the buyer and the
sellers is violated and the price and other attributes are interrelated. The rela-
tionship between price and other attributes is illustrated here with two exchanges
in which the market participants are characterized by Cobb-Douglass production
functions. It shown that even in the simplest case, when the contract curve is
linear, the price and other attributes are interrelated. This relationship becomes
more complex for non-linear contract curves. The paper shows that in these
cases the auction does not maximize social welfare, i.e., it is an inefficient
mechanism. Furthermore, even if the winning bid is an efficient solution, a win-
win solution which dominates this bid may be possible. The buyer needs to
engage in multi-bilateral negotiations in order to seek joint-improvements. The
purpose of the negotiation is to search for side-payments.

Keywords: Reverse auctions � Negotiations � Procurement � Supply chain �
Contract curve � Efficient frontier

1 Introduction

Automation of production and real-time communication among the supply chain par-
ticipants is necessary for lean manufacturing and just-in-time-production. Internet of
things (or of everything) provides the necessary communication platform for inte-
grating components, services, processes, people and organizations. In the past it was
common to first produce goods and then deliver and sell them on the markets. Today,
markets are often virtual places or ad hoc venues set-up by one organization for a
specific purchase and closed after the purchase is completed [1, 2].

Goods and services are exchanged between the supply chain members through one
or more market mechanisms. Three types of mechanisms have been used in the mar-
ketplace: (1) posted price; (2) negotiations; and (3) auctions. What mechanism is
deemed appropriate depends on the good complexity and importance, type of
exchange, and the relationship between the participants [3]. Traditionally, simple and
low importance products and services (called goods here) were exchanged through
auctions and posted price while negotiations were used for complex and strategically
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important goods. The continuously increasing pace of the movement of goods and
services through supply chain and the search for efficiencies has resulted in the
increased use of auctions. The use of auctions in the procurement of complex goods has
been enabled with the increased sophistication of models that include multi-attribute
and heterogeneous auctions, combinatorial auctions, and a variety of hybrid auction-
negotiation models [eg., 4–7].

Auctions offer advantages. They are cost-effective and efficient exchange mecha-
nisms and although they may be difficult to set up, but they can be easily run leveraging
competition. While in practice auction results may not be theoretically efficient solu-
tions because of the participants’ limited rationality, winner curse, and bias [8, 9], these
limitations may be alleviated with training, support tools and incentives [2, 10, 11].
Auction theory proves that, under certain conditions, the outcomes of reverse auctions
have three characteristics: (1) they are Pareto-efficient solutions, which (2) maximize
buyers’ surplus, and which (3) maximize social welfare. Taken together, these three
characteristics mean that auctions are efficient mechanisms. No other mechanism can
have all three characteristics.

The “under certain conditions” requirement is, however, of key importance. If these
conditions are not met, then auctions are inefficient. Moreover, they can produce
suboptimal results for both buyers and sellers, i.e., it is possible to determine outcomes
that are better from both sides of the exchange [12].

The purpose of this paper is to show that in an economy in which goods are
produced to order, i.e., the members of the supply chain are just-in-time producers, then
the three key characteristics of auctions cannot be met. The means that auctions’
efficiency may be severely impaired; they neither maximize the buyers’ surplus nor
social welfare. Furthermore, joint improvements are possible, if the exchange problem
can be augmented. Such auctions are inefficient from the social (supply-chain) per-
spective contributing to a loss of social welfare. They also may be inefficient from the
buyers’ perspective causing loss of potential gains.

This paper focuses on exchanges between supply chain members through reverse
auctions. The focus is narrowed to the transactions involving products that are pro-
duced after the auction’s winner has been selected. This type of transactions includes
services (e.g., web services, computing services, and spectrum trading), which have
been often auctioned [13, 14]. The underlying assumption is that the goods are suffi-
ciently complex so that different configurations are possible. This means that, for
example, nails that can be made from only one type of material and of one size are not
considered, but fastening goods that can be either nails or screws made either from
steel, bronze, or aluminum, and with different heads and of different sizes are included.
The implication of the assumption is two-fold: (1) the costs of production and delivery
depends on the good’s configuration; and (2) the configuration of the good used in
production and its delivery influences the processing costs and the good’s value. To
illustrate, the production costs of aluminum nails production is lower than the pro-
duction costs of bronze screws but the boxes in which nails are used as fasteners have
lower value (can be sold for less) than boxes fastened with bronze screws.

The paper proceeds in four sections. Input configurability and the reliance on
multiple attributes (not solely on price) in procurement, requires the consideration of
multi-attribute exchange mechanisms. Section 2 compares single- and multi-attribute
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auctions and different utility functions. Two types of exchanges characterized by Cobb-
Douglass utilities are presented in Sect. 3. Section 4 discusses the auction inefficiency
and shows the ways in which the winning bids can be improved. Conclusions rec-
ommendations for future research are given in Sect. 5.

2 Price-Only and Multi-attribute Auctions

The assumption that buyers consider different configurations of the good they need to
purchase is based on studies showing that most of the purchasing managers base their
decisions on both price and non-price attributes, e.g., durability, service, lead-time, and
transportation [15, 16]. This suggests that price-only auctions are inappropriate to many
sourcing decisions and they should be replaced with multi-attribute auctions.

Auctions may be price-only and yet be multi-attribute. This is the case when the
buyer requests the sellers to bid on several different price (cost) items, e.g., price of the
good, price of the service, replacement price, and delivery. Risk-attitude, position on
the market, credit rating and other elements may contribute to the situation that the
different price items have different monetary value (e.g., net-present value) for the
buyer and for the sellers.

2.1 Multi-attribute Auctions

Multi-attribute auctions have been experimentally shown to produce better results than
single-attribute auctions. Chen-Ritzo [17] experimentally compared three-attribute with
single-attribute auctions and showed that the buyer’s utility increased in the former
type of auctions in comparison to the latter. They also made an interesting observation
about the supplier’s gains: the multi-attribute auctions have the potential to increase the
contractors’ revenue or profit. The flexibility achieved due to the consideration of
multiple attributes (which can be of different importance for the buyers and the sellers)
creates an opportunity for joint gains.

Arguably, the most compelling argument for the use of multi-attribute auctions
rather than single-attribute auctions can be derived from the Lewis and Bajari’s [18]
study. They analysed over 1300 contracts awarded by the California Department of
Transportation (Caltrans) between 2003 and 2008. The mechanisms used were single-
and two-attribute auctions. Their analysis showed that two-attribute auctions resulted in
savings of about 40 % as compared to the Caltrans’s estimate. These savings amount to
$6.1 million per contract (op. cit., p. 1175). The average price in the A + B winning
contracts is $1.5 million higher than the price in the price-only contracts. Hence, A + B
auctions increase social welfare by about $4.6 million on average.

Lewis and Bajari [18] also conducted counterfactual analysis. The results show that
if Caltrans had employed A + B rather than price-only auctions, it would have saved
them $1.03 billion, that is, 20 % of the total value of these contracts and the con-
tractors’ costs would have not increased. Clearly two-attribute auctions are better for
social welfare than single-attribute ones.
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2.2 Linear and Quasi-linear Utilities

The limitation of the single- and multi-attribute studies is the reliance on quasi-linear
utility functions. In the field studies the buyer was assumed to be a risk-neutral gov-
ernment agency concerned with price as well as the project completion time [18]. This
allowed representing the buyer’s utility with a linear function. Utility of the sellers
(contractors) was unknown but it was assumed to be quasi-linear.

For the buyer (b), quasi-linear utility is of the form:

ub x; yð Þ ¼ rb xð Þ � y; ð1Þ

where: x (x 2 X) is the good, rb(x) is the valuation function of the good, which is
strictly concave (twice differentiable with v

0
b [ 0; v

00
b\0, and bounded from above),

and x1 is the price.
Correspondingly, the seller’s (s) utility function is:

usðx; yÞ ¼ y�ci xð Þ; ð2Þ

where: cs(x) is the seller’s valuation of good x 2 X, the cost function is assumed convex
(twice differentiable with v

0
i [ 0; v

00
i � 0;).

The assumption that the market participants have quasi-linear utilities has signifi-
cant implications for both the market efficiency and the participants’ behavior.

Monetary valuations: The buyer’s and the sellers’ valuations are expressed in the same
monetary terms as price. This requirement follows directly from (1) and (2) in which
price is subtracted from (in (1)) or added to (in (2)) the valuation. For the sellers
this can be interpreted as cs(x) being the cost required to produce and deliver the good
x 2 X. For the buyer this can be interpreted as rb(x) being the revenue achieved from
using good x 2 X.

Unique efficient configuration: Given quasi-linear buyer’s and sellers’ utilities for each
buyer-seller pair there exist only one efficient configuration [12].

Mechanism’s efficiency: If a mechanism produces efficient winning bids, then the
mechanism is efficient, i.e., it maximizes social welfare, providing that its measure is
the sum of the buyer and the winning seller utility. This result follows from unique
efficient configuration and the social welfare price-independence. Social welfare
defined as a difference between the utility values depends only on the difference
between the buyer’s revenue and the seller’s costs:

ub x; yð Þ þ ui x; yð Þ ¼ vb xð Þ � yþ y� vi xð Þ ¼ vb xð Þ � vi xð Þ: ð3Þ

2.3 Sellers’ Costs and Buyer’s Revenue

Quasi-linear utilities describe the situation in which the producers’ costs do not
influence the price and the price has no effect on the buyer’s valuation of the good. This
may happen but only in specific situations.
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For the producer, price is independent of costs when the product was made prior to
the exchange. Alternatively, price may not influence the good subject to exchange, if
the good is a commodity and the production process cannot be modified in a short time,
e.g., prior its delivery.

For the buyer, price may not affect the good’s valuation if these two components of
(1) are in a non-Archimedean order, which may be the case with the good being, for
example, a musical composition. The other possibility is when the buyer has unlimited
budget and is price-insensitive; as long as the price of a good does not exceed its
valuation the buyer is willing to purchase the good.

Increasingly, goods composed of different components can be configured after the
transaction takes place. This leads to the price affecting the configuration and vice
versa. The producers’ ability to propose different configurations of the good during the
exchange process has two implications:

1. The price cannot be the sole attribute because the sellers may compete on price as
well as such attributes as quality, composition, warranty, and service.

2. The price and other attributes, are inter-related; the sellers may trade-off the price
they ask for, for attribute levels they can provide.

Flexibility and agility of production, which is due to such developments as internet-of-
things, just-in-time production, bundling of services and products requires that markets
move beyond dynamic pricing and include dynamic specification of all attributes,
including various price-types. Optimization of design, development and service
delivery is predicated on optimization of all variables, i.e., attributes.

2.4 Inefficiency of Auctions

Given that multiple attributes need to be considered in procurement and that the values
of these attributes need to be determined during the exchange process, the two typical
mechanisms are auctions and negotiations. A number of multi-attribute reverse auc-
tions models have been proposed [e.g., 19–22]. Many e-procurement systems provide
multi-attribute bidding functionality (e.g., Ariba, Trade Extensions, Epicor Software
and Perfect Commerce).

The assumption on which the theoretical models and software are based is the
quasi-linearity of the market participants’ utilities [12]. Either both sides (i.e., the
buyers and the sellers) have quasi-linear utilities or one side (e.g., the buyers) has linear
utilities and the other side (e.g., sellers) has quasi-linear utilities.

Let’s distinguish between configurable and non-configurable goods (both products
and services. Note that configurability is not limited to the set of attributes that describe
the goods’ features and qualities (e.g., color, weight, fitness) but also attributes asso-
ciated with delivery terms, warranties, and other post-sale services. Non-configurable
goods are produced prior the buyers and the sellers engaging in the exchange. The
delivery terms and post-sale services of these goods are either non-negotiable or
irrelevant to the buyer.

While both configurable and non-configurable goods may be described by multiple
attributes, the sellers cannot modify attribute values of non-configurable goods with the

Improving Efficient Winning Bids 407



exception of their price. They can offer different (heterogeneous) goods, but they seller
can neither modify them nor change the sale and post-sale conditions. In contrast,
configurable goods have attributes whose values are determined during the exchange
process. There is no difference in price and non-price attributes in that their values are
determined during the process.

The argument here is that auctions are inefficient mechanisms for the procurement
of configurable goods. They should not be used in exchanges in which attribute values
are determined because:

1. They cannot maximize social welfare,1 which means that it is possible to achieve
better results at least for one side (i.e., the buyer or the winning seller); and

2. If it is possible to extend the exchange beyond the good and/or consider its
enhancement, then the efficient result may be further improved.

The theoretical underpinnings behind these two claims are given in [12] and they rely
on the assumption that the buyer-seller pairs of utilities produce a concave efficient
frontier in the decision space. In this paper we show that these claims are valid for other
shapes of the efficient frontier. Specifically, we show that when at least one side of the
exchange has Cobb-Douglas production function, then both of the above claims apply.

3 Two Exchanges

An analysis of two exchanges in which the buyers’ and the sellers’ production func-
tions are Cobb-Douglass functions shows that price and other attributes are interrelated.

3.1 Cobb-Douglass Production Functions

Cobb-Douglass functions have often been used in economics to model production at
the macro- and micro-economic levels and also in decision science to represent multi-
attribute utility. The function is:

u ¼ kxayb; aþ b ¼\
[
1 ð4Þ

where, u is the value of the total production, x is labor, and y is the value of capital. The
coefficients α and β are elasticity of the inputs x and y, respectively. We use here
production functions that has a constant return to scale (α + β = 1).

The inputs may be aggregated into two components as in (4) or there may be
multiple different inputs. To simplify the discussion and provide graphical illustrations
two components are used here.

1 Auction theory employs social welfare which is an additive function. When the goods are non-
configurable, then auctions maximize additive social welfare. They do not, however, maximize
multiplicative social welfare. When the goods are configurable then auctions maximize neither
additive nor multiplicative social welfare.
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Observe that in exchanges in which the good is produced and delivered after the
transaction the agreed price may be considered as capital. The buyer either pays the
price up-front as is the case with some services or the seller uses its own or the bank’s
capital on the assumption that it will be replenished.

3.2 Equal Elasticity

Let’s assume that the auction is over a simple good, which is described by only one
attribute, for example the quality of the good or the time to deliver a service. Thus, the
sellers bid on price x and good y. We consider here a simple case in which the buyer’s
and the sellers’ production functions are given by (4) with k = 1 and α = β = 0.5. Buyer
b has a limited amount of money mb and seller s can at most allocate time ts. Their
production functions are given by, respectively,

ub ¼ x0:5b y0:5b and us ¼ x0:5s y0:5s ; ð5Þ

where: xb + xs = mb and yb + ys = ts.
We interpret xb as the amount of money that buyer b keeps after paying xs to seller

s and ys as the time that seller s keeps after allocating yb to buyer b.
The formula for the contract curve for the production functions (5) is given by [23]:

1�að Þ b mb�xsð Þ yb � a 1�bð Þxs ts � ybð Þ ¼
¼ 0:25 mb�xsð Þ yb � 0:25 xs ts�ybð Þ ¼ 0

ð6Þ

Equation 6 can be simplified to the following equation of a straight line:

mb

ts
yb � xs ¼ 0: ð7Þ

3.3 Different Elasticity

We consider now a case in which the buyer’s and the sellers’ production functions are
given by (4) with k = 1 and α = 0.7 and β = 0.4. As before buyer b has a limited amount
of money mb and seller s can at most allocate time ts. Their production functions are
given by, respectively,

ub ¼ x0:3b y0:7b and us ¼ x0:8s y0:2s ; ð8Þ

where: xb + xs = mb and yb + ys = ts.
The formula for the contract curve for the production functions (9) is given by

00:6 mb�xsð Þ yb � 0:56 xs ts�ybð Þ ¼ 0:06 mbyb
0:56 ts þ 0:5 yb

� xs ¼ 0: ð9Þ
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Contract curve (9) is illustrated in Fig. 2. The relationship between price and time is
non-linear; for every quantity yb there is a corresponding price xs. The initial small
change in price x first requires a significant time increase which levels off. An
increasingly greater price is subsequently required to obtain an additional service time.

In this exchange it is no longer solely the money and time available to the buyer
and the seller, respectively, that determines the winning bid. In addition to these
resources it is also the sellers elasticity (i.e., βs, s2S) which, for a given elasticity α of
the buyer that is used to determine the efficient winning contract. A trade-off between
the price and time is, for a given resource allocation and the buyer’s elasticity effi-
ciency, determined by seller’s s elasticity βs.

3.4 Relationship Between Price and Time

The two exchanges between participants characterized by the Cobb-Douglass utility
functions demonstrates that price and time are interdependent and cannot be treated
separately in bidding. An increase in price allows the seller to increase service time and
vice versa.

4 Efficient & Inefficient Mechanisms

We assume that the incentives are such that every exchange leads to an efficient (i.e.,
Pareto-optimal) contract. Furthermore, we measure social welfare as the sum of the
utilities rather than their product. This latter simplification is often used in auction
theory. The reason is, as we show, that the use of a product would result in no auction
mechanism maximizing social welfare.

4.1 Efficient Frontier

Contract curves comprise efficient solutions. These curves illustrated in Figs. 1 and 2
were shown in the bidding (attribute) space. We can also show the corresponding
efficient frontier (utility possibility frontier) in the utility space. Three different efficient
frontiers are shown in Fig. 3.

When the pairs buyer-seller utilities are quasi-linear or when one is quasi-linear and the
other utility is linear, then the efficient frontier is linear and has -1 slope [24]. Because it is
linear and its slope is -1 every contract yields the same social welfare, i.e., the sum of the
utilities is constant. Note that this takes place when social welfare is the sum; if it is a
product (as postulated by e.g., Nash), then social welfare is different for different contracts.

When the utility functions are concave or quasi-concave, e.g., they are Cobb-
Douglass functions, then the efficient frontier is (quasi)concave [25].

Other pairs of utilities result in linear or some combinations of convex, linear, and
concave functions. For example, when two utilities are linear and the attributes are
equally important for the buyer and the seller, or the same attributes are more
important, then the efficient frontier is linear as well as for the quasi-linear utilities
(Fig. 3). However, when the pairs of utilities are linear but attributes have different
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importance for the seller than the buyer (e.g., time is more important for the buyer than
money and money are more important for the seller than time; Sect. 3.3), then the
efficient frontier is piece-wise linear (P-linear in Fig. 3).

When two utilities are convex, then the efficient frontier is piece-wise convex
(P-convex in Fig. 3). Other possibilities include combinations of convex and concave
functions (e.g., when one utility is concave and the other utility is convex).

4.2 Winning Bids

In auctions the bidders have to compete in order to win a contract. This competition
takes the form of the bidders making bids which increase the buyer’s utility and

Fig. 2. Edgeworth box: contract curve for identical production functions and α = 0.3; β = 0.8.

Fig. 1. Edgeworth box: contract curve for identical production functions; α = β = 0.5.
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typically decrease the bidders’ utility. In auction, we can thus say that the bidding
process moves along the North-West direction (Fig. 3). This shows that with the
exception of the quasi-linear utilities, the bidders move away from the contracts that
maximize social utility; in order to move towards these contracts they would have to
move along the North-East direction, towards the Utopia point.

The fact that auctions are likely to produce inferior social welfare is important from
the macro-economic, social, and market-makers’ perspective. For the buyer who sets
up an auction this may not be important as long as the buyer is assured that the contract
she awards maximizes her utility. This, however, may not be the case.

We use two examples to illustrate the possible loss of utility by the buyer.

Example 1. Assume that the auction winner is seller s and that the efficient frontier for
buyer b and seller s is concave. Point a shown in Fig. 4 is the winning contract and it
yields ub(a).

Fig. 3. Three efficient frontiers.

Fig. 4. Concave efficient frontier and winning bid a and win-win contract b.
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Normally, the auction terminates and s gets the contract. An analysis of the winning
bid and alternative contracts shows that it may be possible to suggest a contract that
may make both the buyer and the seller better off.

Compare contracts a and b. The buyer’s utility of contract b is ub(b) = ub(a) – Δ1.
The seller’s utility is us(b) = us(a) + Δ2, and Δ2 = 2.3Δ1. If both utilities are expressed in
money, then the buyer may suggest a change of the contract. The buyer may propose
contract b providing that she is compensated in the amount of 0.65Δ1, that is she
accepts a loss of Δ1 providing that the seller splits his gain with her. If the seller accepts
this solution, then the result of this post-auction negotiation is contract b with a side
payment, and this revised contract dominates a, i.e.,

ub bð Þ [ ub að Þ þ 1:65D1 and ub bð Þ [ ub að Þ�1:65D1:

Utility may not be expressed in money. In this case the analysis is somewhat more
difficult and the participants may have to consider attributes that were not included in
bidding but that may be offered by the seller and are valuable to the buyer.

The inefficiency of auction and the possibility to seek win-win agreements through
post-auction negotiations is not limited to the case where the efficient frontier is con-
cave. When the frontier is quasi-linear and the set of alternatives is convex, then such a
possibility also exists. The case of piece-wise linear frontier (P = linear) shown in Fig. 3
presents possibility of joint improvements.

Example 2. Joint improvements may also be possible when the participants’ utilities
are convex. Two winning bids d and e are shown in Fig. 5. If the winning bid is d, then
it is not possible find an alternative contract in the neighbourhood that may lead to joint
improvements. For example, contract e increases seller’s s utility but the loss of buyer’s
b utility is much greater. If however, the winning bid is e, then it may be possible to
move to win-win solution f. The process would be the same as the one illustrated in
Fig. 4.

Fig. 5. Convex efficient frontier, winning bid d and win-lose contract e, and winning bid e and
win-win contract f.
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4.3 Buyer-Determined Auctions

The complexities involved with multi-attribute auctions led to the popularity of buyer-
determined auctions, which are price-only auctions followed by negotiations with the
selected sellers over non-price attributes [26]. Although this format of auctions has
been frequently used, multi-attribute auctions have been shown to outperform price-
only auctions [18]. Santamaría [27] compares buyer-determined and multi-attribute
auctions and shows that multi-attribute auctions yield lower price on average.

The discussion in this section gives grounds for the claim that even when multi-
attribute auctions are employed, the winner should not be automatically selected by the
mechanism. When the auction is followed by negotiations and either a monetary side-
payment or additional attributes may be introduced, then a win-win contract that
dominates the winning bid may be obtained.

The post-auction negotiation should not be limited to the winning seller. Instead,
the buyer should create a short-list of sellers and initiate multi-bilateral negotiations
with them. This is because there may be a seller who did not win but who may offer a
contract with side-payment that dominates the winning bid. This situation is illustrated
in Fig. 6. Contract a is the winning bid as in the situation depicted in Fig. 4. This
contract is offered by seller s1. If only this seller is invited to the negotiation then the
win-win contract may be b. If, however, seller s2 is also invited, then this seller may
offer contract b’. Contract b’ allows offering greater side-payment than contract b,
which is consequently better for both buyer b and seller s1.

5 Conclusions

Auction mechanisms have been used for selling objects of art, flowers, fish and other
goods that were available on the market at the time of the transaction. Increasingly,
however, reverse auctions have been used in the procurement of services, commodities,
and often complex products that would be produced and delivered after the completion
of the transaction. If these goods are uniform and no have attributes, other than price,
that are relevant to the buyer and the sellers, then the underlying assumption that the

Fig. 6. Convex efficient frontiers for two sellers: s1 and s2, winning bid a and win-win contract b’.
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utilities are quasi-linear may be accepted. If, however, there are non-price attributes
which describe the good’s characteristics, terms of payments, delivery conditions, and
warranties, and if these attributes are important for the buyer and the sellers, then the
quasi-linearity assumption must be rejected. The key reason for the rejection is that
price and attributes are inter-related.

This implication for the rejection of the quasi-linearity assumption includes the
mechanism’s inefficiency—auction mechanism can no longer maximize social welfare.
This implication should be of interest to public organizations which frequently use
auction to allocate contracts for the construction and renovation of infrastructure,
maintenance and other services, etc. While private organizations may be less concerned
with social welfare, another implication is that the winning bid efficiency does no
longer mean that the buyer and the winning seller obtain the best possible deal.
Moreover, there may be another seller who did not win the auction but who may offer
the buyer a better deal. In effect the use of auctions to allocate contracts leads to
underutilization of resources and forgone deals. The scope and degree of losses made
due to the use of inefficient auctions in procurement needs to be studied. This requires
an assessment of the market participants’ utilities followed by the counterfactual
analysis of the deals.

In order to address these shortcomings the buyer needs to engage in a post-auction
negotiation. This negotiation should include the winning seller as well as sellers who
did not win the auction.

The post-auction negotiation process resembles the buyer-determined auctions that
have often been used in practice. There is an important difference between these two
processes. While buyer-determined auctions have been employed in order to address
the difficulty in multi-attribute bidding, the auction is price-only and the negotiation
concern the attribute values as well as the price. The post-auction negotiation proposed
here is due to the inherent limitations of the auction mechanisms and follows a multi-
attribute auction. The multi-bilateral negotiation process requires the parties to seek
side-payments so that they can achieve a deal that dominates the winning bid.

Acknowledgments. This work has been supported by the grants from the Natural Sciences and
Engineering Research Council of Canada (NSERC), Concordia University (Canada). I am
grateful to the reviewer for their insightful comments.

References

1. Christopher, M.: The agile supply chain: competing in volatile markets. Ind. Mark. Manage.
29(1), 37–44 (2000)

2. Jain, V., Panchal, G.B., Kumar, S.: Universal supplier selection via multi-dimensional
auction mechanisms for two-way competition. Omega 47, 127–137 (2014)

3. Kraljic, P.: Purchasing must become supply management. Harvard Bus. Rev. 83(5), 109–
117 (1983)

4. Bellantuono, N., et al.: Multi-attribute auction and negotiation for e-procurement of logistics.
Group Decis. Negot. 23(3), 421–441 (2014)

Improving Efficient Winning Bids 415



5. Li, Z., Ryan, J.K., Sun, D.: Multi-attribute procurement contracts. Int. J. Prod. Econ. 159,
137–146 (2014)

6. Huang, H., et al.: Hybrid mechanism for heterogeneous e-procurement involving a
combinatorial auction and bargaining. Electron. Commun. Res. Apps 12(3), 181–194 (2013)

7. Rao, C., Zhao, Y., Ma, S.: Procurement decision making mechanism of divisible goods
based on multi-attribute auction. Electron. Commun. Res. Apps 11(4), 397–406 (2012)

8. Romero-Morales, D., Steinberg, R.: Revenue deficiency under second-price auctions in a
supply-chain setting. Eur. J. Oper. Res. 233(1), 131–144 (2014)

9. Holt, C.A., Sherman, R.: Risk aversion and the winner’s curse. South. Econ. J. 81, 7–22
(2014)

10. Hass, C., Bichler, M., Guler, K.: Optimization-based decision support for scenario analysis
in electronic sourcing markets. Electron. Commun. Res. Apps 12(3), 152–165 (2013)

11. Yang, N., Liao, X., Huang, W.W.: Decision support for preference elicitation in multi-
attribute electronic procurement auctions through an agent-based intermediary. Decis.
Support Syst. 57, 127–138 (2014)

12. Kersten, G.E.: Multi-attribute procurement auctions: efficiency and social welfare in theory
and practice. Decis. Anal. 11(4), 215–232 (2014)

13. Smart, A., Harrison, A.: Reverse auctions as a support mechanism in flexible supply chains.
Int. J. of Logist. 5(3), 275–284 (2002)

14. Duenyas, I., Hu, B., Beil, D.R.: Simple auctions for supply contracts. Manage. Sci. 59(10),
2332–2342 (2013)

15. Ferrin, B.G., Plank, R.E.: Total cost of ownership models: an exploratory study. J. Supply
Chain Manage. 38(3), 18–29 (2002)

16. Johnson, M.D., Sawaya, W.J., Natarajarathinam, M.: A methodology for modelling
comprehensive international procurement costs. Int. J. of Prod. Res. 51(18), 5549–5564 (2013)

17. Chen-Ritzo, C.H., et al.: Better, faster, cheaper: an experimental analysis of a multiattribute
reverse auction mechanism with restricted information feedback. Manage. Sci. 51(12),
1753–1762 (2005)

18. Lewis, G., Bajari, P.: Procurement contracting with time incentives: theory and evidence.
Q. J. Econ. 126(3), 1173–1211 (2011)

19. Bichler, M., Kalagnanam, J.: Configurable offers and winner determination in multi-attribute
auctions. Eur. J. Oper. Res. 160(2), 380–394 (2005)

20. David, E., Azoulay-Schwartz, R., Kraus, S.: An english auction protocol for multi-attribute
items. In: Padget, J., Shehory, O., Parkes, D.C., Sadeh, N.M., Walsh, W.E. (eds.) AMEC
2002. LNCS (LNAI), vol. 2531, pp. 52–68. Springer, Heidelberg (2002)

21. Kameshwaran, S., et al.: Multiattribute electronic procurement using goal programming.
Eur. J. Oper. Res. 179(2), 518–536 (2007)

22. Kersten, G.E., Pontrandolfo, P., and Wu, S.: A multiattribute auction procedure and its
implementation. In: HICSS 45, Hawaii. IEEE (2012)

23. Besanko, D., Braeutigam, R.: Microeconomics. Wiley, NewYork (2010)
24. Kersten, G.E.: Are procurement auctions good for society and for buyers? In: Hernández, J.

E., Kersten, G.E., Zaraté, P. (eds.) GDN 2014. LNBIP, vol. 180, pp. 30–40. Springer,
Heidelberg (2014)

25. Mumpower, J.L.: The judgement policies of negotiators and the structure of negotiation
problems. Manage. Sci. 37(10), 1304–1324 (1991)

26. Jap, S.D.: Online reverse auctions: issues, themes, and prospects for the future. J. Acad.
Mark. Sci. 30(4), 506–525 (2002)

27. Santamaría, N.: An Analysis of Scoring and Buyer-Determined Procurement Auctions.
Production and Operations Management, (2015, in print)

416 G.E. Kersten



Author Index

Bristow, Michele 255
Burger, Katharina 13
Burns, Tom 87

Carbonneau, Réal A. 385
Chakraborty, Nilanjan 369
Chen, Ye 99
Cheng, Xusen 309
Chosokabe, Madoka 3

Danielson, Mats 107
de Almeida, Adiel Teixeira 211
Dindar, Hayrullah 227

Ekenberg, Love 107

Fang, Liping 255
Filzmoser, Michael 395
Fu, Shixuan 309

Gans, Ben 31
Gettinger, Johannes 289
Gitinavard, Hossein 157

Horita, Masahide 47
Hou, Yuhang 269
Hsu, Shu-Hwa 321

Jiang, Yangzi 269
Jiménez-Martín, Antonio 119

Kadziński, Miłosz 185
Kamiya, Daisuke 3
Karnis, Monika 255
Keeney, Ralph L. 77
Kersten, Gregory E. 403
Koeszegi, Sabine T. 289
Kruś, Lech 199

Laffond, Gilbert 227
Lai, Hsiangchu 321
Lainé, Jean 227
Lewis, Michael 369
Li, Yao 99
Lu, Qi-An 171
Luz, Nuno 333

Machado, Nora 87
Mateos, Alfonso 119

Mine, Shota 3
Miyaguni, Toshiaki 3
Mousavi, Seyed Meysam 157

Nakayama, Takanobu 3
Novais, Paulo 333
Nurmi, Hannu 211, 241

Peng, Yuxiang 309
Poblet, Marta 333, 345

Roszkowska, Ewa 87, 131
Rowe, Michael 345
Rutkowski, Anne-Françoise 31

Sabio, Pilar 119
Sakakibara, Hiroyuki 3
Schoop, Mareike 283
Siadat, Ali 145, 157
Silva, Nuno 333
Sotoudeh-Anvari, Alireza 145
Sun, Wangqun 99
Sundarraj, Rangaraja P. 357
Suzuki, Takahiro 47
Sycara, Katia 369

Tavakkoli-Moghaddam, Reza 145, 157
Thomson, John Douglas 345
Tomczyk, Michał 185
Tsuguchi, Yukino 3

Vahidov, Rustam 385
Venkatraman, Sathyanarayanan 357

Wachowicz, Tomasz 131
Wang, Weize 171
White, Leroy 13
Wong, Ricky S. 61
Woroniecka-Leciejewicz, Irena 199

Xu, Haiyan 99, 269
Xu, Ying 369

Yamanaka, Ryo 3
Yang, Li 171

Yearworth, Mike 13
Zheng, Ronghuo 369


	Preface
	References

	Organization
	Introductions
	The Conference Streams and the Proceeding Sections

	Group Problem Structuring and Negotiation
	1 Overview
	References

	Negotiation and Group Processes Support
	1 Overview
	2 Negotiation Strategies and Tactics
	3 Personal Characteristics and External Factors
	4 Frameworks, Models, and Procedures
	References

	Preference Analysis and Decision Support
	1 Overview
	2 Methodological Issues of Preference Analysis
	3 MCDM Methods
	4 Empirical Applications
	5 Partial Information and Imprecise Preference
	References

	Formal Models
	1 Introduction
	2 Framework
	3 Mathematically Based Models
	3.1 Models and Reality – Are Simplifications Acceptable?
	3.2 Multi-criteria Analysis
	3.3 Game Theory

	References

	Voting and Collective Decision-Making
	1 Overview
	2 The Direct vs. Indirect Aggregation of Opinions
	3 Alignments, Power, and Bargaining
	4 The Choice of Rule
	References

	Conflict Resolution in Energyand Environmental Management
	1 Overview
	2 Group Decision and Negotiation
	3 Contributions Contained in This Stream of Papers
	References

	Negotiation Support Systems and Studies
	1 Introduction
	2 Communication Negotiation Support Systems and Studies
	3 Behavioural Aspects in Negotiation Support Systems and Studies
	4 Medium and System Aspects of Negotiation Support Systems
	5 New Applications of Negotiation Support Systems
	References

	Online Collaboration and Competition
	1 Overview
	2 Models and Constructs
	3 Applications
	4 Acceptance
	References

	Market Mechanisms and Their Users
	1 Overview
	2 Negotiations and Auctions
	3 Peer-to-Peer Markets
	4 Emotions in Markets
	References

	Contents
	Group Problem Structuring and Negotiation
	Effects of Small Group Discussion: Case Study of Community Disaster Risk Management in Japan
	Abstract
	1 Introduction
	2 Community Governance and Disaster Risk Management
	2.1 Community Disaster Risk Management of Kunigami Village in Okinawa, Japan
	2.2 Basic Model of Community Governance

	3 Methodology
	4 Results
	4.1 Data Collection
	4.2 Speaker-Based Analysis
	4.3 Group-Based Analysis

	5 Discussion
	6 Conclusion
	References

	Understanding PSM Interventions Through Sense-Making and the Mangle of Practice Lens
	Abstract
	1 Introduction
	2 Theoretical Considerations
	2.1 Sense-Making
	2.2 Pickering's The Mangle

	3 The Case Study: The STEEP Project
	3.1 PSM Workshop Description

	4 Method of Analysis
	4.1 Presentation of the Key Incident
	4.2 Interpretation of the Incident Through a Combination of Sense-Making and The Mangle

	5 Discussion
	Acknowledgments
	References


	Negotiation and Group Processes
	Social Consciousness in Post-conflict Reconstruction
	Abstract
	1 Introduction
	1.1 Corporate Social Responsibility: Definitions
	1.2 A Comprehensive Approach to Post-conflict Reconstruction

	2 Case Study
	2.1 Case Description
	2.2 Participants

	3 Results and Discussion
	3.1 Goal-Setting
	3.2 Decision-Making
	3.3 Organizational Culture
	3.4 Motives for Collaboration
	3.5 Stakeholder Relationships and Network Governance
	3.6 CSR Perception

	4 Conclusions
	Acknowledgments
	References

	How to Order the Alternatives, Rules, and the Rules to Choose Rules: When the Endogenous Procedural Choice Regresses
	Abstract
	1 Introduction
	2 Notation
	3 Axioms for Procedural Choice Rule
	4 Results
	4.1 Basic Impossibility Results
	4.2 Weakening PWP and ILC
	4.3 Restricting the Preference Domain of PCRs

	5 Conclusion
	Appendix (Proofs of the Propositions)
	References

	The Hidden Costs of the Door-in-the-Face Tactic in Negotiations
	Abstract
	1 Introduction
	1.1 The Psychology Behind the DITF Tactic
	1.2 Feelings of Mistreatment and Covert Retaliation

	2 Method
	2.1 Participants and Procedure
	2.2 Experimental Manipulation
	2.3 Dependent Measures

	3 Results
	3.1 Manipulation Check
	3.2 Feelings of Mistreatment
	3.3 Willingness to Engage in Future Interaction
	3.4 Targets' Final Offers and Outcomes in Negotiation 2
	3.5 Covert Retaliation
	3.6 Mediation Analyses Between Covert Retaliation and Feelings of Mistreatment

	4 Discussion
	Acknowledgments
	Appendix
	References


	Preference Analysis and Decision Support
	Understanding and Using the Group Decision Analysis Model
	Abstract
	1 Introduction
	2 Framing the Group Decision Problem
	3 The Group Decision Analysis Model
	4 Motivation for the Group Decision Analysis Model
	5 Logical Foundation for the Group Decision Analysis Result
	6 Use of the Model
	7 Summary and Comments
	References

	Distributive Justice, Legitimizing Collective Choice Procedures, and the Production of Normative Equilibria in Social Groups: Towards a Theory of Social Order
	Abstract
	1 Introduction
	2 The Structural Embeddedness of Social Interaction and Games
	3 Normative Legitimizing Procedures for Collective Choice and Conflict Resolution
	4 Distributive Justice Formulas
	5 Extensions and Discussion
	6 Conclusion
	Acknowledgements
	References

	A Multiple Criteria Model for Comparison of Subjective-Objective Evaluations and Its Application
	Abstract
	1 Introduction
	2 The Framework of Subjective-Objective Evaluation Result
	2.1 The Overall Comparison Procedure
	2.2 Basic Notation

	3 The Analysis of Result Comparison
	3.1 Result Comparison Modeling
	3.2 Comparison Analysis
	3.3 Fine-Tuning and Integration Strategy

	4 Case Study
	Acknowledgments
	References

	Using Surrogate Weights for Handling Preference Strength in Multi-criteria Decisions
	Abstract
	1 Introduction
	2 Ordinal Ranking Methods
	3 General Ranking Methods
	3.1 Preference Strength
	3.2 Weights of Preference Strength

	4 Generalised Assessment of Models for Weights
	4.1 Comparing weight methods

	5 Concluding Remarks
	Acknowledgments
	References

	Veto Values Within MAUT for Group Decision Making on the Basis of Dominance Measuring Methods with Fuzzy Weights
	1 Introduction
	2 Group Decision-Making Within MAUT Accounting for Veto
	2.1 A Dominance Measuring Method for Deriving a Fuzzy Ranking of Alternatives for Each DM
	2.2 Aggregating Alternative Rankings

	3 An Illustrative Example
	4 Conclusions
	References

	Inaccuracy in Defining Preferences by the Electronic Negotiation System Users
	Abstract
	1 Introduction
	2 Inspire
	2.1 The System and Its General Functionalities
	2.2 The Negotiation Case and the Preferential Information

	3 Measuring the Accuracy of the Negotiation Offer Scoring Systems
	3.1 Ordinal Accuracy
	3.2 Cardinal Accuracy

	4 Online Experiment and Results
	4.1 Ordinal Accuracy in Building the Scoring Systems
	4.2 Cardinal Accuracy in Building the Scoring Systems
	4.3 Accuracy of Scoring Systems and the Negotiation Outcomes

	5 Conclusions and Future Work
	Acknowledgements
	Appendix
	References

	A Multi-criteria Group Decision-Making Approach for Facility Location Selection Using PROMETHEE Under a Fuzzy Environment
	Abstract
	1 Introduction
	2 Preliminaries
	2.1 Fuzzy Set Theory
	2.2 PROMETHEE and Fuzzy PROMETHEE

	3 Proposed Method
	4 Numerical Example
	5 Conclusion
	Acknowledgments
	References

	An Interval-Valued Hesitant Fuzzy TOPSIS Method to Determine the Criteria Weights
	Abstract
	1 Introduction
	2 Proposed Method
	2.1 Methods of Determining the Criteria Weights
	2.2 TOPSIS Method with IVHFS

	3 Illustrative Example
	4 Conclusions and Future Direction
	Acknowledgments.
	References

	Multiple Attribute Group Decision Making Under Hesitant Fuzzy Environment
	1 Introduction
	2 Preliminary
	3 Hesitant Fuzzy Einstein Arithmetic Averaging Aggregation Operators
	4 Multiple Attribute Group Decision Making Based on Hesitant Fuzzy Information
	5 Conclusion
	References


	Formal Models
	Using Ordinal Regression for Interactive Evolutionary Multiple Objective Optimization with Multiple Decision Makers
	1 Introduction
	2 Ordinal Regression
	3 Reminder on NSGA-II and NEMO
	4 Using Ordinal Regression for Interactive Evolutionary Multiple Objective Optimization Group Decision
	5 Experimental Results
	5.1 Illustrative Examples
	5.2 Convergence in Terms of a Utilitarian Value of the Solutions

	6 Conclusions and Future Research
	References

	Fiscal-Monetary Game Analyzed with Use of a Dynamic Macroeconomic Model
	Abstract
	1 Introduction
	2 The Macroeconomic Model
	2.1 The Product Market
	2.2 The Money Market

	3 The Fiscal-Monetary Game
	3.1 Formulation
	3.2 Analysis of the Game

	4 Conclusions
	References


	Voting and Collective Decision-Making
	A Framework for Aiding the Choice of a Voting Procedure in a Business Decision Context
	Abstract
	1 Introduction
	2 The Business Decision Process and the Modeling Process
	2.1 Basic Elements for the DPVP
	2.2 The Choice of a Voting Procedure

	3 Choice of Criteria for Selecting a Voting Procedure
	3.1 Comparing Voting Procedures
	3.2 How to Deal with Voting Paradoxes
	3.3 Criteria Related to the Context of the Business Problem
	3.4 Influence of the Analyst on the Choice of Criteria

	4 A Framework for Choosing a Voting Procedure
	4.1 Framework for the Modeling Process and Choosing the Voting Procedure
	4.2 Choosing the MCDM Method for Comparing Voting Procedures
	4.3 Additional Remarks for the Modeling Process

	5 Conclusions
	Acknowledgments
	References

	Vote Swapping in Representative Democracy
	1 Introduction
	2 Vote-Swapping in Representative Democracy
	2.1 A Model of Representative Democracy
	2.2 Swapping-Proofness

	3 Condorcet and Positional Constitutions
	3.1 Condorcet Constitutions

	4 Results
	4.1 Kelly Swapping-Proofness
	4.2 Fishburn Swapping-Proofness

	5 Discussion
	References

	The Choice of Voting Rules Based on Preferences over Criteria
	1 Introduction
	2 A Reconstruction of the Emergence of Some Voting Procedures
	3 From Criterion Preferences to Voting Systems
	4 The PROMETHEE II Approach: A Sketch
	5 Conclusion
	References


	Conflict Resolution in Energy and Environmental Management
	Controversy Over the International Upper Great Lakes Study Recommendations: Pathways Towards Cooperation
	Abstract
	1 Introduction
	2 Water Levels of the Laurentian Great Lakes
	2.1 Economic Context
	2.2 Environmental Context
	2.3 Historical Context
	2.4 Cooperative Context

	3 Modelling and Analysis of the International Upper Great Lakes Water Level Conflict
	3.1 Modelling: Decision Makers, Options, and Preferences
	3.2 Analysis: Static Stability, Status Quo Analysis, and Pareto Optimal States
	3.3 Discussion

	4 Conclusions
	References

	Option Prioritization for Three-Level Preference in the Graph Model for Conflict Resolution
	Abstract
	1 Introduction
	2 Option Prioritizing for Two-Level Preference
	2.1 Game in Option Form
	2.2 Preference Representation Based on Option Prioritizing

	3 Preference Representation Based on Option Prioritizing for Three-Level Preference
	3.1 The Three-Level Preference Structure
	3.2 Option Prioritizing for Strength of Preference

	4 Application on the Lake Gisborne Conflict
	5 Conclusion and Future Work
	Acknowledgments
	References


	Negotiation Support Systems and Studies
	The Role of Communication Support for Electronic Negotiations
	Abstract
	1 Introduction
	2 Theoretical Foundations of Communication Support
	2.1 Speech Act Theory
	2.2 Theory of Communicative Action

	3 Speech Acts and Communicative Action in Electronic Negotiations
	4 Discussion
	References

	More Than Words: The Effect of Emoticons in Electronic Negotiations
	Abstract
	1 Introduction
	2 Theoretical Background
	2.1 Cognitive-Affective Model of Organizational Communication
	2.2 Emotion as Social Information in (Electronic) Negotiations
	2.3 Hypotheses

	3 Methodology
	4 Results
	5 Discussion, Conclusion and Outlook
	Acknowledgments
	References


	Online Collaboration and Competition
	A Longitudinal Case Study on Risk Factor in Trust Development of Facilitated Collaboration
	Abstract
	1 Introduction
	2 Research Background
	2.1 Facilitated Collaboration
	2.2 Trust Development
	2.3 Risk and Trust

	3 Research Method
	3.1 Case Background
	3.2 Data Collection

	4 Data Analysis
	4.1 Reliability and Validity Tests of the Questionnaires
	4.2 Average Values of Six Trust Factors over Time
	4.3 The Significant Change of Risk Factor
	4.4 The Development of the Overall Level of Trust
	4.5 The Correlation Between Risk and the Overall Level of Trust

	5 Discussion and Conclusion
	5.1 Discussion of Research Findings
	5.2 Theoretical and Practical Implications
	5.3 Limitations and Future Research

	Acknowledgments
	References

	Intention to Repurchase Group Coupon Service: The Intertwined Effect of Service Quality of Vendor and Service Provider
	Abstract
	1 Introduction
	2 Service Quality Model for Group Coupon Advertising
	3 Research Methodology and Data Collection
	3.1 Measurements
	3.2 Data Collection

	4 Data Analysis and Results
	4.1 Measurement Model
	4.2 Path Analysis
	4.3 Discussion

	5 Conclusions
	Acknowledgments
	References

	Defining Human-Machine Micro-Task Workflows for Constitution Making
	Abstract
	1 Introduction
	2 Background
	2.1 Crowdsourced Constitution-Making
	2.2 Ontologies in Description Logics

	3 Ontology-Based Micro-Task Workflows
	3.1 The Onto2Flow Process
	3.2 The Onto2Flow Ontology: Concepts and Roles

	4 Catalan Constitution-Making Scenario
	4.1 The Workflow-Definition
	4.2 The Task-Definition UI Templates

	5 Conclusions and Future Work
	Acknowledgments
	References

	Creating Value Through Crowdsourcing: The Antecedent Conditions
	Abstract
	1 Introduction
	1.1 Crowdsourcing Profile
	1.2 Literature and Methodology
	1.3 Routine, Complex or Creative

	2 Issues
	2.1 Decision Making Methodology
	2.2 Sensemaking Attitudes

	3 Three Antecedents for Crowdsourcing
	3.1 Decisions to Resource Crowdsourcing

	4 Conclusions
	Acknowledgments
	References

	On Integrating an IS Success Model and Multicriteria Preference Analysis into a System for Cloud-Computing Investment Decisions
	Abstract
	1 Introduction
	2 Framework for Cloud Computing Investment Decision
	2.1 Strategic Fitness
	2.2 Evaluation Criteria and Assessment
	2.3 Stakeholders Involvement in Technology Decision Process

	3 Integrating IS Success Model with Preference Analysis
	3.1 IS Success Model
	3.2 Preference Elicitation and Analysis
	3.3 Extension of AHP-DEA Technique for Negotiations

	4 A Design Science Approach to DSS for Cloud Computing Investment
	5 Conclusions and Proposed Future Research
	Acknowledgements
	References

	Demand Management with Energy Generation and Storage in Collectives
	1 Introduction
	2 Related Work
	3 Problem Formulation
	4 Solution Approach
	5 Overall Coordination Algorithm
	5.1 Optimal Storage Solution (OSS)
	5.2 Optimal Demand Profile (ODP)
	5.3 Convergence Analysis

	6 Simulation
	7 Conclusion and Future Work
	References


	Market Mechanisms and Their Users
	Back-End Bidding for Front-End Negotiation: A Model
	Abstract
	1 Introduction
	2 Background
	3 Model for Bidding
	4 Findings
	5 Conclusions
	References

	Lot-Rolling -- Supply Chain Negotiation in a Two-Stage Multi-echelon System
	Abstract
	1 Introduction
	2 Lot Determination in a Multi-echelon Two-Stage Supply Chain
	2.1 Distributed Decision Making
	2.2 Central Decision Making
	2.3 Negotiation

	3 Numerical Example
	4 Simulation
	5 Conclusion
	References

	Procurement Auctions: Improving Efficient Winning Bids Through Multi-bilateral Negotiations
	Abstract
	1 Introduction
	2 Price-Only and Multi-attribute Auctions
	2.1 Multi-attribute Auctions
	2.2 Linear and Quasi-linear Utilities
	2.3 Sellers' Costs and Buyer's Revenue
	2.4 Inefficiency of Auctions

	3 Two Exchanges
	3.1 Cobb-Douglass Production Functions
	3.2 Equal Elasticity
	3.3 Different Elasticity
	3.4 Relationship Between Price and Time

	4 Efficient & Inefficient Mechanisms
	4.1 Efficient Frontier
	4.2 Winning Bids
	4.3 Buyer-Determined Auctions

	5 Conclusions
	Acknowledgments
	References


	Author Index



