
 
Abstract—Introduction: Endoscopy is widely used in the sur-

gical world. Reduced surgical injury during endoscopic surgery 
makes the patient’s life easy. However, the endoscopic surgery 
becomes a challenge for the novice surgeons because of the nar-
row field of view and the lack of 3D perception in the 2D endo-
scope image. Such limitations of the endoscope may be ad-
dressed with a 3D panorama created with the endoscopic 2D 
images. Few studies have been reported to create a 3D pano-
rama from endoscopic images. However, to our knowledge, no 
study has reported a 3D panorama system which uses only a 
single camera image from the conventional endoscope to make 
a 3D shape of the organs, and further stitch those 3D shapes to 
create a 3D panorama of the surgical scene.  Such system would 
enable surgeons to have an extended field of view of the surgical 
scene with a 3D perception. 

Method: Images from the endoscopic surgery video were 
used in this study. A shape from shading (SfS) algorithm was 
applied to create a 3D shape of the organs in the images. Char-
acteristic feature points were identified on the images using a 
feature detection algorithm (SURF). The matching feature 
points in the consecutive images were found using a feature 
matching algorithm (BRIEF). An iterative closest point (ICP) 
algorithm was applied to stitch 3D shapes from the consecutive 
images to synthesize the 3D panorama.  

Results: The method was applied on 100 consecutive video 
frames from an endoscopic video of a patient. The root mean 
square error for the registration of the consecutive image fea-
ture points was <4 mm. The 3D panorama from the method 
helps in visualizing a larger area of the surgical anatomy. An 
improved version of the method may be applied to a real time 
video from the endoscope. 

Keywords— Panorama · Mosaicing · 3D surface reconstruc-
tion. 

I. INTRODUCTION  

Endoscopic surgery has revolutionized the surgical world. 
However, it has several limitations creating challenges to the 
surgeons. 

A conventional (single camera) endoscope has limited 
field of view which can be increased using techniques such 
as mounting a fish eye lens, and mosaicing techniques. Mo-
saicing is a technique for stitching the images together to cre-

ate a larger scene image. The images are acquired from dif-
ferent views with a partial overlap in the images. A panorama 
image is created by stitching the overlapping images together 
and making a larger image. 

A conventional (single camera) endoscopic image (2D im-
age) does not provide the depth perception of a scene in the 
image. However, there are several ways of calculating or re-
trieving the depth map of a scene using its 2D image, which 
include methods of shape from shading and depth from linear 
perspective [20]. A 3D structure can be reconstructed by us-
ing the depth map with the 2D color image. The 3D structures 
(surfaces) from overlapping images can be stitched together 
to form a 3D panorama of the scene. 

A panorama using the 3D structures (surfaces) would not 
only increase the field of view, would also be more informa-
tive and suggest the relationship among the surgical anato-
mies. Moreover, such panorama can be useful in retrieving 
the complete 3D structure of an organ. Several studies have 
reported for 2D panorama using conventional endoscope 
[3],[4],[12],[15],[19] and few studies have reported 3D pan-
orama (reconstruction) using stereo or conventional endo-
scope [9],[11],[13],[16].  

The current study describes a technique which creates a 
3D panorama of the surgical anatomy with the 2D endoscopic 
images and its depth information calculated from the 2D im-
age.  To our knowledge, no such study has been reported. 
 

II. METHOD 

The method used in the study includes, acquisition of 
video image using endoscope, applying shape from shading 
algorithm to each of the video frames to make a 3D structure 
of the surgical anatomy, features matching between consec-
utive video frames and aligning 3D structure using the 
matched feature points. A brief description of the algorithms 
used in the method is included in the respective section.    

A. 3D surface reconstruction 

Shape from shading: A shape from shading algorithm 
(SfS) [18] was applied to each of the image frames of the 
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video sequence for calculating the depth map of the scene in 
the image. The depth map was further used in reconstructing 
a 3D structure of the surgical anatomy in the image frame. 
The SfS algorithm finds the depth u(x) for each pixel coordi-
nate  by solving the Hamiltonian equation (Eq. 1) 

 

 
where  is the Hamiltonian, 

, , I(x) is the intensity at x, ,  and  are 
the camera position with respect to the light  (in our method 
camera and light were considered at the same point),  ,  
are the partial derivatives of  with respect to the x and y and 

 is the surface albedo (1 in our method). Depth map for one 
of the image frame is show in Figure 1. 

 

 
Fig. 1: RGB image (left) and its depth map calculated with SfS algo-

rithm (right) 

B. Triangulation and color mapping  

 The pixel coordinates in a 2D image and its correspond-
ing depth calculated with SfS provided the x, y and z point 
coordinates of each pixel. A Delaunay triangulation tech-
nique [8] was used to make a 3D surface from the point co-
ordinates. The points on the surface were mapped with the 
color of the respective pixel in 2D image. The triangle surface 
color was interpolated using the bilinear interpolation 
method [1]. The example surface without color mapping are 
shown in Figure 2.      

 
Fig. 2:3D surface mesh generated after Delaunay triangulation 

 

C. Feature detection and matching  

Unique feature points on the image frames were detected 
using the speeded-up robust feature (SURF) detection algo-
rithm [2]. The SURF algorithm uses a Hessian detector where 
the Hessian is defined as the in x at different scale 
factor  

 

where  is the convolution of the second order 
Gaussian derivative  in the image I at point x, and 
similar relationship is to  and  [28]. The 
detected feature points were assigned a descriptor known as 
Binary Robust Independent Elementary Features (BRIEF) 
which is based upon the intensity differences [7] among the 
pixels near the feature points. An image patch around the fea-
ture point is tested with   (Eq. 3) to create a descriptor of that 
patch. In a patch ,  is defined as  

 

where  is the pixel intensity at x. The descriptor for 
the patch is defined as  

 

where  is the number of binary tests and in our method 
=128. The feature points (Figure 3) with matching de-

scriptors were then identified with a nearest neighbor search 
using Hamming distance measurements in the descriptor 
space [29].  

 
Fig. 3: Matched features in two consecutive image frames 

 

D. Stitching the 3D surface  

The pixel position of the points of correspondence (be-
tween two consecutive images calculated by the feature 
matching) provided their 2D coordinates (X,Y). Their Z co-
ordinates were retrieved from their respective 3D surfaces. A 
rigid body transformation matrix between these matched 
points was calculated using ICP algorithm [5]. The matrix 
was used to stitch the 3D surfaces.  
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III. RESULTS 

A recorded video of the laparoscopic surgery, acquired 
with Karl Storz®  laparoscope system (single camera system) 
(frame size: 720 x 480) was used in this study. The laparo-
scope camera intrinsic parameters were calculated before the 
surgery using a camera calibration method proposed by 
Zhang et.al. [21]. 

A customized software using libraries of VTK [14] and 
OpenCV [6] in C++ was prepared for applying the algorithms 
and to display the 3D panorama. The current method was ap-
plied to 100 consecutive frames of the video (with Intel 
CoreTM i7 960 @ 3.20 GHz, 6.00RAM 64 bit Windows 7, 
NVidia TESLA C2075) to visualize the 3D panorama (Figure 
4). Root mean square error for the alignment between two 
consecutive frames after ICP was between 1 to 4mm.   

 

 
Fig. 4: 3D surface panorama 

 

IV. DISCUSSION 

The current work describes a method to create a 3D pano-
rama using images from a single camera endoscope system. 
The method was applied on 100 consecutive frames of lapa-
roscope video. An improved version of the system will be 
useful for most of the conventional endoscope systems where 
surgeons need to visualize a 3D structure of large part of the 
surgical area. The algorithms with good computational per-
formance [17] were selected for the current system. 

Previous studies which describe 3D surface reconstruction 
from endoscope images have used techniques such as struc-
ture from motion (SfM) while the current study used shape 
from shading (SfS) method. Compared to the SfS, the SfM 
provides a sparse set of 3D points making it difficult to re-
construct a smooth surface of the object. There are several 
algorithms currently available for the shape-from-shading 
[10, 20], however, we used the one presented by Visentini-
Scarzanella et.al. which is among the recent algorithms for 

the SfS problem and the depth map calculated with the algo-
rithm is more accurate than those from other algorithms [18]. 

For the feature detection and the feature points matching 
SURF and BRIEF were used, respectively. The SURF is 
faster than the many other available algorithms for feature 
detection [2] and with BRIEF it is promising for the near real-
time applications [7]. 

The presented system would be useful when the surgeons 
need to visualize 3D shape of the surgical anatomy and an 
extended view of the surgical field to know the spatial rela-
tionship of important structures. 

The current method has several limitations such as: (i) it 
assumes that the organs have moved linearly; (ii) it needs de-
tectable features in every frame of the video; (iii) the specular 
areas of the endoscope may not have correct depth map; (iv) 
the cumulative error in the registration (stitching) after some 
duration of the video was not corrected in this system. In our 
future work, we would be applying non-linear registration 
method, the algorithms at GPU level and may include the 
bundle adjustment in the method. 

V. CONCLUSION 

A method to create a 3D panorama of the surgical anatomy 
using single camera endoscope video is reported. The method 
can be useful for surgeons in visualizing the extended view 
and the 3D structures of surgical anatomy. It can be improved 
further by including non-linear registration and bundle ad-
justment techniques. 
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