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Częstochowa University of Technology
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Preface

This volume constitutes the proceedings of the 14th International Conference on
Artificial Intelligence and Soft Computing, ICAISC 2015, held in Zakopane, Poland,
during June 14–18, 2015. The conference was organized by the Polish Neural Network
Society in cooperation with the University of Social Sciences in Łódź, the Institute
of Computational Intelligence at the Częstochowa University of Technology, and the
IEEE Computational Intelligence Society, Poland Chapter. Previous conferences took
place in Kule (1994), Szczyrk (1996), Kule (1997), and Zakopane (1999, 2000, 2002,
2004, 2006, 2008, 2010, 2012, 2013, and 2014) and attracted a large number of papers
and internationally recognized speakers: Lotfi A. Zadeh, Hojjat Adeli, Rafal Angryk,
Igor Aizenberg, Shun-ichi Amari, Daniel Amit, Piero P. Bonissone, Jim Bezdek,
Zdzisław Bubnicki, Andrzej Cichocki, Włodzisław Duch, Pablo A. Estévez, Jerzy
Grzymala-Busse, Martin Hagan, Yoichi Hayashi, Akira Hirose, Kaoru Hirota, Hisao
Ishibuchi, Er Meng Joo, Janusz Kacprzyk, Jim Keller, Laszlo T. Koczy, Adam Krzyzak,
Soo-Young Lee, Derong Liu, Robert Marks, Evangelia Micheli-Tzanakou, Kaisa
Miettinen, Henning Müller, Ngoc Thanh Nguyen, Erkki Oja, Witold Pedrycz, Marios M.
Polycarpou, José C. Príncipe, Jagath C. Rajapakse, Šarunas Raudys, Enrique
Ruspini, Jörg Siekmann, Roman Słowiński, Igor Spiridonov, Boris Stilman, Ponnuthurai
Nagaratnam Suganthan, Ryszard Tadeusiewicz, Ah-Hwee Tan, Shiro Usui, Fei-Yue
Wang, Jun Wang, Bogdan M. Wilamowski, Ronald Y. Yager, Syozo Yasui, Gary Yen,
and Jacek Zurada. The aim of this conference is to build a bridge between traditional
artificial intelligence techniques and so-called soft computing techniques. It was pointed
out by Lotfi A. Zadeh that "soft computing (SC) is a coalition of methodologies which
are oriented toward the conception and design of information/intelligent systems. The
principal members of the coalition are: fuzzy logic (FL), neurocomputing (NC), evo-
lutionary computing (EC), probabilistic computing (PC), chaotic computing (CC), and
machine learning (ML). The constituent methodologies of SC are, for the most part,
complementary and synergistic rather than competitive." These proceedings present both
traditional artificial intelligence methods and soft computing techniques. Our goal is to
bring together scientists representing both areas of research. This volume is divided into
six parts:

– Data Mining,
– Bioinformatics, Biometrics and Medical Applications,
– Concurrent and Parallel Processing,
– Agent Systems, Robotics and Control,
– Artificial Intelligence in Modeling and Simulation,
– Various Problems of Artificial Intelligence.

The conference has attracted a total of 322 submissions from 39 countries and after the
review process, 142 papers have been accepted for publication. The ICAISC 2015 hosted
the Workshop: Large-Scale Visual Recognition and Machine Learning organized by
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– Marcin Korytkowski, Częstochowa University of Technology, Poland,
– Rafał Scherer, Częstochowa University of Technology, Poland,
– Sviatoslav Voloshynovskiy, University of Geneva, Switzerland.

The Workshop was supported by the project "New Perspectives on Intelligent Multi-
media Management With Applications in Medicine and Privacy Protecting Systems"
cofinanced by a grant from Switzerland through the Swiss Contribution to the Enlarged
European Union, and supported by the project "Innovative methods of retrieval and
indexing multimedia data using computational intelligence techniques" funded by the
National Science Centre. I would like to thank our participants, invited speakers, and
reviewers of the papers for their scientific and personal contribution to the conference.
The following reviewers were very helpful in reviewing the papers:

R. Adamczak
H. Altrabalsi
S. Amari
T. Babczyński
M. Baczyński
A. Bari
M. Białko
L. Bobrowski
L. Borzemski
J. Botzheim
T. Burczyński
R. Burduk
K. Cetnarowicz
L. Chmielewski
W. Cholewa
M. Choraś
K. Choros
P. Cichosz
R. Cierniak
P. Ciskowski
S. Concetto
B. Cyganek
J. Cytowski
R. Czabański
I. Czarnowski
J. de la Rosa
K. Dembczynski
J. Dembski
N. Derbel
G. Dobrowolski
W. Duch
L. Dutkiewicz
L. Dymowa

A. Dzieliński
P. Dziwiński
S. Ehteram
A. Fanea
B. Filipic
I. Fister
C. Frowd
M. Gabryel
A. Gawęda
M. Giergiel
P. Głomb
Z. Gomółka
M. Gorawski
M. Gorzałczany
G. Gosztolya
D. Grabowski
E. Grabska
K. Grąbczewski
C. Grosan
M. Grzenda
J. Grzymala-Busse
J. Hähner
H. Haberdar
R. Hampel
Z. Hendzel
F. Hermann
Z. Hippe
A. Horzyk
M. Hrebień
E. Hrynkiewicz
I. Imani
D. Jakóbczak
A. Janczak

J. Kacprzyk
W. Kamiński
T. Kaplon
A. Kasperski
V. Kecman
E. Kerre
P. Klęsk
J. Kluska
L. Koczy
Z. Kokosinski
A. Kołakowska
J. Konopacki
J. Korbicz
P. Korohoda
J. Koronacki
M. Korytkowski
J. Kościelny
L. Kotulski
Z. Kowalczuk
M. Kraft
M. Kretowski
D. Krol
B. Kryzhanovsky
A. Krzyzak
A. Kubiak
E. Kucharska
J. Kulikowski
O. Kurasova
V. Kurkova
M. Kurzyński
J. Kusiak
N. Labroche
J. Liao
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A. Ligęza
F. Liu
H. Liu
M. Ławryńczuk
J. Łęski
B. Macukow
K. Madani
L. Magdalena
W. Malina
R. Mallipeddi
J. Mańdziuk
U. Markowska-Kaczmar
M. Marques
A. Materka
R. Matuk Herrera
J. Mazurkiewicz
V. Medvedev
J. Mendel
J. Michalkiewicz
Z. Mikrut
S. Misina
W. Mitkowski
W. Mokrzycki
O. Mosalov
T. Munakata
H. Nakamoto
G. Nalepa
M. Nashed
A. Nawrat
F. Neri
M. Nieniewski
R. Nowicki
A. Obuchowicz
G. Onwubolu
S. Osowski
A. Owczarek
G. Paragliola

K. Patan
A. Pieczyński
A. Piegat
Z. Pietrzykowski
P. Prokopowicz
A. Przybył
A. Radzikowska
E. Rafajłowicz
E. Rakus-Andersson
M. Rane
A. Rataj
L. Rolka
F. Rudziński
A. Rusiecki
L. Rutkowski
S. Sakurai
N. Sano
J. Sas
A. Sashima
R. Scherer
P. Sevastjanov
A. Sędziwy
J. Silc
W. Skarbek
A. Skowron
E. Skubalska-Rafajłowicz
K. Slot
D. Słota
A. Słowik
R. Słowiński
C. Smutnicki
A. Sokołowski
T. Sołtysiński
B. Starosta
J. Stefanowski
E. Straszecka
V. Štruc

B. Strug
P. Strumiłło
M. Studniarski
R. Sulej
J. Swacha
P. Szczepaniak
E. Szmidt
M. Szpyrka
J. Świętek
R. Tadeusiewicz
H. Takagi
Y. Tiumentsev
A. Tomczyk
V. Torra
F. Trovo
M. Urbański
C. Uzor
T. Villmann
E. Volna
R. Vorobel
M. Wagenknecht
T. Walkowiak
L. Wang
J. Wąs
B. Wilamowski
M. Witczak
M. Wozniak
M. Wygralak
R. Wyrzykowski
G. Yakhyaeva
J. Yeomans
J. Zabrodzki
S. Zadrożny
D. Zakrzewska
A. Zamuda
R. Zdunek

Finally, I thank my co workers Łukasz Bartczuk, Piotr Dziwiński, Marcin Gabryel,
Marcin Korytkowski, and the conference secretary Rafał Scherer, for their enormous
efforts to make the conference a very successful event. Moreover, I would like to appre-
ciate the work of Marcin Korytkowski who designed the Internet submission system.

June 2015 Leszek Rutkowski
President of the Polish Neural Network Society
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Jacek Łęski, Poland
Bohdan Macukow, Poland
Kurosh Madani, France
Luis Magdalena, Spain
Witold Malina, Poland
Krzysztof Malinowski, Poland
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Petra Vidnerová and Roman Neruda

Fuzzy Systems and Their Applications

A Fuzzy Approach to Competitive Clusters Using Moore Families . . . . . . 137
Victor Gerardo Alfaro-Garcia, Anna Maria Gil-Lafuente,
and Anna Klimova

A Fingerprint Retrieval Technique Using Fuzzy Logic-Based Rules . . . . . 149
Rosario Arjona and Iluminada Baturone

Initial Comparison of Formal Approaches to Fuzzy and Rough Sets . . . . . 160
Adam Grabowski and Takashi Mitsuishi

Comparative Approach to the Multi-Valued Logic Construction
for Preferences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

Krystian Jobczyk, Antoni Lig ↪eza, Maroua Bouzid,
and Jerzy Karczmarczuk

Learning Rules for Type-2 Fuzzy Logic System in the Control of
DeNOx Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

Marcin Kacprowicz, Adam Niewiadomski, and Krzysztof Renkas

Selected Applications of P1-TS Fuzzy Rule-Based Systems . . . . . . . . . . . . 195
Jacek Kluska

Fuzzy Agglomerative Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
Michal Konkol

An Exponential-Type Entropy Measure on Intuitionistic Fuzzy Sets . . . . 218
Yessica Nataliani, Chao-Ming Hwang, and Miin-Shen Yang

Comparative Analysis of MCDM Methods for Assessing the Severity of
Chronic Liver Disease . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228

Andrzej Piegat and Wojciech Sa�labun

Solving Zadeh’s Challenge Problems with the Application of
RDM-Arithmetic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239

Marcin Pluciński

The Directed Compatibility Between Ordered Fuzzy Numbers - A Base
Tool for a Direction Sensitive Fuzzy Information Processing . . . . . . . . . . . 249

Piotr Prokopowicz and Witold Pedrycz



Contents – Part I XXI

Learning Rules for Hierarchical Fuzzy Logic Systems with Selective
Fuzzy Controller Activation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260

Krzysztof Renkas, Adam Niewiadomski, and Marcin Kacprowicz

A New Approach to the Rule-Base Evidential Reasoning
with Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271

Pavel Sevastjanov, Ludmila Dymova, and Krzysztof Kaczmarek

Bias-Correction Fuzzy C-Regressions Algorithm . . . . . . . . . . . . . . . . . . . . . . 283
Miin-Shen Yang, Yu-Zen Chen, and Yessica Nataliani

Interval Type-2 Locally Linear Neuro Fuzzy Model Based on Locally
Linear Model Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294

Zahra Zamanzadeh Darban and Mohammad Hadi Valipour

Evolutionary Algorithms and Their Applications

Hybrids of Two-Subpopulation PSO Algorithm with Local Search
Methods for Continuous Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307

Aneta Bera and Dariusz Sychel

Parallel Coevolutionary Algorithm for Three-Dimensional Bin Packing
Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319
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Abstract. Big data sets and variety of data types lead to new types
of problems in modern intelligent data analysis. This requires the devel-
opment of new techniques and models. One of the important subjects
is to reveal and indicate heterogeneous of non-trivial features of a large
database. Original techniques of modelling, data mining, pattern recogni-
tion, machine learning in such fields like commercial behaviour of Internet
users, social networks analysis, management and investigation of various
databases in static or dynamic states have been recently investigated.
Many techniques discovering hidden structures in the data set like clus-
tering and projection of data from high-dimensional spaces have been
developed. In this paper we have proposed a model for multiple view
unsupervised clustering based on Kohonen self-organizing-map method.

1 Introduction to the Issue

Lots of methods discovering hidden structures in the big data sets base on vari-
ations of correlation analysis, see e.g. [41], [40]. The curse of dimensionality has
the unpleasant features in practice: the requirements for the memory space and
CPUs time. Most known techniques accent the automation and efficiency of
the data analysis systems, but omit the effectiveness of them. Therefore, tech-
niques leading to reduction of dimensionality of data sets [21] or reduction of
attributes in the rough sets [20] are applied by many researchers. Also Kohonen
maps perform a low-dimensional visualization of high-dimensional data [25]. Big
data sets with undiscovered structure are inherent e.g. in the following areas. In
earth sciences, for example, the detailed information about the energy reflected
or emitted by the different materials has been used in mineral and geological ex-
ploration, forest biomass estimation, urban monitoring, cultivation assessment,
detection of areas with a relatively hot temperature (possible seismic activity)
etc. [40]. Analysed images are composed of tens to thousands of variables. They
represent the amount of solar energy reflected by the sensed objects at differ-
ent wavelengths (hyperspectral images). During the analysis information is di-
vided into narrowband pass channels ranging from visible to infrared frequencies.

c© Springer International Publishing Switzerland 2015
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In social sciences and marketing behavioral analysis of likes of potential cus-
tomers lead to the precise commercial offer. The similar groups of web surfers
probably should buy similar products in internet shops. Collected data on visited
web pages, clicked links etc. could help in making the characteristics or profiles
of such groups. The multiple view approach arises from the fact that the web
pages have following multiple representations [7]:

- the term vector corresponding to words occurring in the pages themselves,
- the graph of hyper-links between the pages, and
- the term vectors corresponding to words contained in anchor text of links

pointing to the pages.

Solving the problem of clustering of web-surfers leads to an appropriate offer for
the possible customer expectation. As "views" we mean multiple representations
in different spaces of the same multidimensional samples. The different represen-
tations often could have different statistical properties, then the question how to
find a compatible pattern from multiple representations is a challenge. Note that
the view in each space could have different measures. We are still looking for
the answer of the question: does a prototype vector of patterns, trained basing
on multiple representations is better, more accurate and robust than one based
on a single view? Many researchers are inspired to work for satisfactory solu-
tions relating tasks like multi-view clustering [7] and intelligent data analysis
[43]. The space of interests with respect to initial knowledge could be pointed
and developed as supervised, semi-supervised and unsupervised methods. The
multiple-view learning using the co-training method (semi-supervised), was in-
troduced and investigated in [6] by Blum and Mitchell. Next researchers (see
e.g. [12], [8], [19], [24], [30]) extend the idea of co-training to explicitly mea-
sure the degree of agreement between the rules in different views. A few works
on multiple view clustering [5], [35], [44] are focused on the simpler cases of
two views with limiting assumptions. The spectral clustering algorithms using
the minimizing-disagreement rule and the normalized cut from a single view to
multiple views were investigated in [35] and [44] respectively. The authors also
investigated related new methods like e.g. ensemble clustering [17], [39] which
combines different clusters for a single view data or multi-type clustering [38]
using attribute information for clustering process.

Similar algorithms derived from artificial intelligence methodology have been
applied for variety of tasks (see e.g. [1], [2], [10], [13], [14], [15], [26], [27], [31],
[33], [34], [36], [37]).

In this paper, we investigate the method of multiple-view unsupervised clus-
tering derived from the Kohonen SOM (Self-Organizing-Map) algorithm. This
approach leads to the dimensionality reduction and realise the initial grouping
of the data set. In the classification phase for the clustering process we used
in our previous work [18] the well known k-means method. In this article we
present the results of implementation of the different approach: fuzzy c-means
classifier. In Section 2 we describe the main scope of the article. In Section 3,
the experimental results on artificial data sets are illustrated.
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2 Main Overview of Work and Used Tools

This paper is a proposition of a distributed framework for unsupervised cluster-
ing methodology. We apply the Kohonen ([25]) Self Organizing Map (SOM) for
initial grouping of the data. The SOM has the natural convenience to perform
reduction of dimensionality of the data set, allows to discover the internal struc-
ture of the data and visualize the results in two dimensional space. The SOM
algorithm is used in unsupervised mode. In the next phase of our framework
the fuzzy c-means algorithm (see [42]) is used to find the optimal (in a cer-
tain sense) representation for the previously learnt classes. The final step uses
Xie-Beni index as a validity measure of our fuzzy clustering.

Now we present a brief description of operation rules of algorithms. The
Figure 1 shows the base structure of the Kohonen SOM network. The input vec-
tors (feature space) are projected to the network at input layer and the classes
are formed on the output layer basing of similarities and differences of inputs.

Fig. 1. The base structure of the Kohonen SOM network

Algorithm operates as follows:

1. Initialize weights of the map nodes (for instance: random or uniform)
2. Pass input vector to the input nodes
3. Calculate the Euclidean distance between input vector and all nodes, finding

the smallest distance output node (so called: winner node).
4. Update weights of the winning node and its neighbour by the formulas:

wn+1(k, j) = wn(k, j) + ξ(n)[x(j) − wn(k, j)] (1)

for the input weights of winner node, and

wn+1(m, j) = wn(m, j) + d(m,n, k)ξ(n)[x(j) − wn(k, j)] (2)

for the neighbour nodes inside the area around the winner with radius de-
fined by function d(m,n, k) (decreasing function depending on the number
of iteration);
where n - number of iteration, k - number of winning node, j − j′th co-
ordinate of the vector, ξ(n) - decreasing function of modification weights
depending on number of iteration, x(j) input pattern vector j′th coordinate.
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5. Repeat above steps until a measure of convergence (e.g. recursive mean
square error method RMS) reaches assumed limit level.

The self-organizing-map performs in natural manner human brain method of
organizing information. The outcome of the algorithm is a low-dimensional rep-
resentation of the input space of the training samples, called a map. SOM reduces
the dimensionality of the input space preserving its topological properties.

The fuzzy c-algorithm was formulated by Dunn [16] and developed by Bezdek
[4]. This method of clustering allows the elements of data to belong to more than
one clusters. It is based on minimization of the following measure function:

Jm =
N∑

i=1

C∑

j=1

um
ij ‖xi − cj‖2 (3)

where uij is the degree of membership of xi in the cluster j, xi is the i − th of
d-dimensional measured data, cj is the center of the j − th cluster, and ‖·‖ is a
norm expressing the similarity between the measured sample and the center, and
1 ≤ m < ∞. Fuzzy clustering is carried out through an iterative optimization of
the function (3), with the update of membership uij and the cluster center cj
by:

uij =

⎡

⎣
(

C∑

k=1

‖xi − cj‖
‖xi − ck‖

) 2
m−1

⎤

⎦
−1

(4)

and

cj =

N∑
i=1

um
ij · xi

N∑
i=1

um
ij

(5)

The iteration process stops when

maxij

{∣∣∣u(k+1)
ij − u

(k)
ij

∣∣∣
}
< ε (6)

where k is the number of iteration step, and ε is a termination criterion constant.
Algorithm operates as follows:

1. Initialize U(0) =
[
uij

(0)
]

matrix;
2. At k − th step calculate the vector of centers C(k) = [cj ] with U(k) using

expression (5);
3. Update U(k), U(k+1) using (4);
4. Repeat above steps until (6) is fulfilled.

The fuzzy behaviour of this algorithm is caused by factors of matrixU(k) which are
thenumbers between0and1, and represent thedegree ofmembershipbetweendata
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and centers of clusters. The last phase of ourwork is the test of validity of performed
clustering. We applied the Xie-Beni index (see [42]) as a measure of compactness
and intra-cluster diversity of obtained partitions. This index is a function of the
data set and the centroids of the clusters. The Xie-Beni factor (for details see: [42])
is in the form:

uXB (U, V ;X) =

k∑
j=1

N∑
i=1

u2
ij‖xi − cj‖2

n ·
(
min(j �=l)‖cj − cl‖2

) (7)

where n is a whole number of objects in set. Its sense may be understood as a
ratio of the total variation of the partition and the centroids and the separation
of the centroids vectors.

3 Simulation Experiments Results

In simulation experiments we used the artificially generated sets, named View 1
and View 2, consisting of data with 30 attributes and 4 clusters each. Detailed
information on sets is presented in Table 1 and Table 2.

Table 1. Detailed information of the data set View 1

Cluster
No.

Number of
attributes

Standard
deviation

Number of
instances

0 30 0.16 36
1 30 0.14 11
2 30 0.07 48
3 30 0.28 48

Total number of instances in View 1 is 143.

Table 2. Detailed information of the data set View 2

Cluster
No.

Number of
attributes

Standard
deviation

Number of
instances

0 30 0.10 53
1 30 0.10 22
2 30 0.07 68
3 30 0.14 67

Total number of instances in View 2 is 210.
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Fig. 2. Graphic representation of the classification of Views 1 and 2 by the Kohonen
SOM
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Fig. 3. The diagram of resulting patterns combined from two views

The Kohonen SOM - the net of 30x30 neurons - applied for testing sets, led to
results presented in Figure 2. The final map of neurons is a logical multiplication
of the matrices, which represent the activity of neurons in different views. Values
of active neurons (visible on diagrams) are equal to one, the remaining values
of neurons are zeros (not shown). The final map of the active neurons, which
defines the prototype vector is shown in Figure 3.

Next we combined obtained views by the operation of logical multiplication.
Figure 3 shows active neurons belonging to both previous views jointly. Then the
active neurons weights were applied with the Fuzzy c-means clustering procedure
as the input vectors. The Xie-Beni factor uXB was used for validation of obtained
results - reaching its minimum value uXBmin = 0.0583558. The resulting pattern
consists of four clusters. The validated centers, representing optimal patterns of
the tested data sets, are sixty-dimensional vectors - shown in Table 3.
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Table 3. Detailed information of the validated centers

Centre Coordinates
No. in D=60
0 [1.970, 1.000, 1.070, 1.060, 0.978, 1.100, 0.980, 1.060, 1.040, 1.000,

0.997, 0.995, 1.030, 1.020, 0.981, 1.010, 0.990, 1.050, 1.020, 1.060,
0.966, 1.040, 0.948, 1.040, 1.050, 0.990, 1.050, 1.010, 1.020, 1.010,
1.200, 0.562, 0.654, 0.647, 0.610, 0.632, 0.644, 0.611, 0.644, 0.619,
0.651, 0.657, 0.617, 0.633, 0.604, 0.599, 0.624, 0.638, 0.631, 0.607,
0.613, 0.634, 0.612, 0.600, 0.618, 0.614, 0.640, 0.608, 0.621, 0.663]

1 [0.987, 1.010, 1.020, 1.060, 0.991, 1.020, 1.040, 0.990, 0.998, 1.020,
1.030, 1.030, 0.982, 0.992, 1.030, 0.998, 1.000, 1.050, 1.030, 1.030,
0.968, 1.020, 0.995, 1.010, 0.997, 1.020, 1.020, 1.010, 1.060, 1.050,
0.610, 0.608, 0.627, 0.633, 0.601, 0.627, 0.632, 0.623, 0.615, 0.623,
0.620, 0.619, 0.627, 0.611, 0.595, 0.601, 0.607, 0.65, 0.623, 0.623,
0.586, 0.618, 0.594, 0.625, 0.611, 0.618, 0.640, 0.610, 0.637, 0.636]

2 [1.980, 2.100, 1.050, 0.976, 1.050, 1.090, 0.989, 1.080, 1.080, 1.050,
1.030, 0.972, 1.020, 1.020, 0.931, 1.040, 1.010, 1.090, 0.989, 1.020,
1.020, 1.020, 0.968, 1.060, 1.070, 1.020, 1.080, 1.010, 1.030, 1.030,
1.210, 1.240, 0.638, 0.635, 0.615, 0.614, 0.613, 0.604, 0.625, 0.630,
0.644, 0.656, 0.608, 0.628, 0.595, 0.625, 0.600, 0.616, 0.604, 0.603,
0.639, 0.629, 0.654, 0.612, 0.607, 0.610, 0.614, 0.619, 0.607, 0.630]

3 [1.030, 2.030, 1.020, 1.000, 1.030, 1.020, 1.030, 1.010, 1.030, 1.030,
1.040, 1.020, 1.020, 1.020, 1.000, 1.020, 1.020, 1.050, 1.010, 1.000,
1.020, 1.020, 1.020, 1.010, 1.010, 1.030, 1.030, 1.010, 1.030, 1.040,
0.631, 1.220, 0.614, 0.604, 0.614, 0.624, 0.612, 0.618, 0.621, 0.632,
0.624, 0.614, 0.614, 0.619, 0.604, 0.636, 0.618, 0.631, 0.611, 0.621,
0.627, 0.619, 0.617, 0.622, 0.617, 0.623, 0.625, 0.620, 0.627, 0.619]

4 Conclusions and Remarks

In this paper, we have proposed the distributed framework for multiple view
classification task. Our method is based on Kohonen Self-Organizing-Map and
fuzzy c-means clustering method. The evaluation of the numerical experiments
for synthetic data sets is presented. The simulations show the effectiveness and
great potential of the proposed approach. The framework could be applied to
various types of multiple view data sets. Our methodology seems to be appli-
cable to many data mining problems including stream data ([23], [32]). In the
future research we plan to develop new algorithms for multiple view unsupervised
learning.
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Abstract. The paper presents an idea to combine variety of Natural
Language Processing techniques with different classification methods as
a tool for automatic prediction mechanism of related phenomenon. Dif-
ferent types of preprocessing techniques are used and verified, in order
to find the best set of them. It is assumed that such approach allows to
recognize the phenomenon which is related to the text. Research uses
the real input from the big data systems. The news website articles are
the source of raw text data. The paper proposes the new, promising
ways of automatic data and content mining methods for the big data
systems. The presented accuracy results are much better than average
classification for sentimental analysis done by the human.

1 Introduction

The number of web pages which are available on the Internet has grown from
10 million to more than 150 billion from 2001 to 2009. The enormous number
of Internet users together with vastly increasing amount of web content push
engineers to find new ways of automatic data and content mining methods for
the big data systems. Content of this paper concerns topic of raw text data
classification using multiple techniques and classifiers. The main aim of this
paper was to show how our additional techniques could improve classification
accuracy with different classifiers [1]. Studies were based on idea to check whether
it is possible to categorize raw text by some particular phenomenon, which relates
to it, using text mining, Natural Language Processing and multiple classification
methods. Paper tries to answer the question if Natural Language Processing
methods can be used as an input for automatic mechanism to predict related
phenomena. Whole research was based on English language as it is the most
popular language used in the web [16][20]. A human can recognize if given data
concerns some particular phenomenon, e.g. war, disaster, or more general one
e.g. being positive or negative. It is very hard to implement human-like detection

c© Springer International Publishing Switzerland 2015
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mechanism of relations, which could work with various text data types and
give high classification accuracy. The assumption is that text which has some
particular phenomenon should contain unique features for this phenomenon,
which could be extracted using NLP [10].

The first area for which existing solutions should be shown is sentiment anal-
ysis. The topic has been covered by many approaches and implementations,
where one of them is WordNet-Affect project created and described by Carlo
Strapparava and Alessandro Valitutti [18]. It assumed a usage of WordNet text
corpora as a base for affective categorization of particular words. As in case of
regular WordNet corpora, here each word received at least one label describing
this word in connection with such characteristics as emotion or mood. This kind
of categorization is later useful for sentimental analysis.

A bit different approach was presented by Stefano Baccianella, Andrea Esuli,
and Fabrizio Sebastiani [5], who created text corpora also based on WordNet
but included categorization of words for particular sentiment. Each element in
the net was categorized into three types: negative, positive and neutral. Authors
created natural language processing base later used for text categorization and
sentiment analysis. Complete solution and research in this area was presented
by Bo Pang and Lillian Lee [15]. Authors created sentiment analysis solution,
which was based on movie reviews which are tend to be sentimental oriented.
During the research several machine learning techniques has been used in order to
check best possible solution. Authors used IMDB reviews set for training purpose
and results validation. The used text corpora allowed to base training on huge
amount of text, which could express most language details regarding sentimental
analysis. Second important part for this research of Natural Language Processing
area is text simplification. Simplification of text was described by Beata Beigman
Klebanov, Kevin Knight, and Daniel Marcu [9], who implemented the algorithm
of automatic phrases simplification, which could be used for later processing of
the text. R. Chandrasekar, B. Srinivas [2] also tried to cover the topic of text
simplification and presented few approaches for it.

2 Natural Language Processing Techniques

Natural language processing is an approach which allow to find meaning of the
free text [6]. The first technique which should be described for NLP is tokeniza-
tion. It is cutting string into still useful linguistic units. Tokenization can be
done using given regular expressions in order to reach more advanced text split,
which allow to control a tokenization process. There are many approaches of
tokenization, e.g. the most simple one is tokenization using whitespaces [8]. An-
other method is a tokenization with the usage of regular expressions. It gives
much better control over the process and it can be extended with the usage of
text corporas or even machine learning techniques such as regression, as it can
give better results for more complicated text data [14]. Another NLP technique
which was used during the research is a lemmatization, which is a transformation
of word into base form. This kind of a base form is called lemma. The lemmati-
zation matches words which basically have the same meaning but differ in form
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(e.g. plural or singular). The lemmatization is a normalization process which can
be applied to text in order to get the as simple version of words as possible. It
simplifies the processed text and it gives benefits during later text data usage
such as text categorization [11]. Very useful concept which was extensively used
during the research is WordNet. It is a lexical database of the English language.
It groups words within synonymic groups which can be called synsets [13]. It is
possible to get information about relation between words, such as hypernyms,
antonyms,nouns related to adjectives, root adjectives [22]. WordNet is accessible
with some libraries like NLTK framework and allows to find relations which are
required during text mining.

Topic covered by the research is a sentimental analysis which is also within a
scope of natural language processing. It is a categorization of a text into few given
subjective groups e.g., emotions, opinion or mood. The sentimental analysis is
usually applied for whole texts in order to get information about selected feature.

3 Research Design and Methodology

3.1 Source Data Processing Methods

The data used for research was taken from web pages containing news articles
from different categories such as www.bbc.com, www.cnn.com, www.yahoo.com,
in order to reach a maximal level of accuracy and to reflect real live usage. It
was assumed that the data extracted from a collection of articles should contain
a title, an author and an actual article text.

Raw texts which can be found in articles, books and web pages are full of ele-
ments which do not introduce any additional information and are useful mostly
by humans [21][19]. Such elements could be useful only when text would be an-
alyzed from the perspective of the human, not the machine which is a modern
computer. It’s not trivial to determine which exactly parts of the raw text should
be removed in order to reduce noises crated by uninformative elements. Our idea
was to divide text filtering process into three main parts called later levels of
text filtering. Each level of the filtering uses additional techniques which should
give better results than other once. It is a very important part of the categoriza-
tion process because it determines categorization accuracy due to interrelation
between information and noise amount, which could have great influence on re-
sults. Please find the description of levels below. Level 1 - filtering is mostly
focused on short words, stop words and punctuation marks removal, including
also conversion to lowercase. It also uses lemmatisation [4] techniques. This level
contains techniques which are commonly used in text processing and will be later
used as a reference for results analysis. Level 2 - filtering is based on semantic
trees analysis and removal of similar words according to the neighborhood in the
tree. It was our idea to combine such extensive related words merging with text
categorization. Diagram of the 2nd filtering level was presented in the Figure 1.
Level 3 - filtering is connected with removal of adjectives and replacing them
with corresponding nouns. The method should give accuracy enhancement in
case of using words such as ”Polish” and ”Poland”, so we could get the same
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word two times instead of having two different words. Our idea was to combine
this method with text categorization to check if it gives satisfying results.

The result of input data processing was the list of the most frequent words
extracted from the article for each filtering level. It was obligatory to perform
tokenization of the raw text before any mechanism proceeding. As a result of
the tokenization, the list of single words is obtained, on which allows frequency
analysis is being based. This initial processing is included in the first level of
the filtering and functions as a base for later activities. The first level was based
on well-known and widely used techniques. The first level of filtering which was
performed on raw tokens contained following elements: lemmatization, removal
of stop words, removal of punctuation, removal of short words [12].

In case of the second and the third filtering levels it was our idea to use NLTK
as a basis for filtering of related words, and to test them as a group with many
different classifiers.

The lemmatization process was performed by the method from NLTK library
[14]. It allows conversion of token to their simplified version. The second level of
data filtering was focused on the extended lemmatization method which could
match less similar words [19][21]. Whole concept was based on semantic trees
which are available with NLTK Wordnet corpus [22]. Each token from the list is
compared with each other to check if they are close enough in the semantic tree
that they can be merged. As a result of merging token which is located closer
to tree trunk is placed as an output token. Minimal similarity level and minimal
distance between two words can be configured, so it is possible to check how such
merging could impact later classification results. In case of the later research only
one set of fixed values for both parameters was used. Minimal similarity was set
to 85% and maximum semantic tree distance was set to 2. The third level of the
filtering is based on transformation of adjectives into nouns. This operation is
performed in order to get one word instead of two which have almost the same
meaning but by the frequency distribution are counted as a separate word. First
step of this process is to find synonyms that share a common meaning with the
token. Later all lemmas that have a proper type are extracted, which means in
this case that they have to be adjectives. After that, for each lemma we search for
derivationally related forms. In the end, all related forms are put into result list.
First element from the list is used later as transformed token. We planned that
feature vector will contain N features where each feature meaning would be the
existence of particular word in examined text. The creation of the feature vector
consisted in creating a separate frequency distribution for words from articles
marked as positive and negative. This kind of approach makes it possible to have
the most popular words which are used in each text category. Technique can be
also applied for a categorization with more than two possible output categories.
It can be done by creation ofM number of separate frequency distribution, where
M is a number of categories. After that N most popular words could be taken
as a feature vector. Important note here is that N/3 words should be taken from
each frequency distribution, so each category would be represented by the same
number of features. Due to the fact that the feature vector is a set of words it
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Fig. 1. Diagram presenting Level 2 filtering algorithm

is possible to have less words than it was planned. Most frequent pools of words
for each category might overlap which cause a shrink of the final feature vector.

3.2 Natural Language Processing and Classification Mechanisms

According to the filtering levels the following NLP techniques were applied: di-
viding text into tokens - called also as tokenization, usage of ready-to-use seman-
tic trees, usage of text dictionaries, frequency distribution analysis, lemmatiza-
tion. It was expected that each of listed methods should give additional accuracy
enhancement that should be examined by testing different filtering levels. Most
of them were taken from the NLTK library but some required additional custom
implementation. Important thing here was the usage of the ready-to-use dictio-
naries and corpuses which contain already collected data for different purposes.
Two corpuses used during the implementation were a stop words dictionary and
a wordnet dictionary. Wordnet corpus was the most important one because it
allowed to analyze the relations between examined words. Having such large lex-
ical database of English it was possible to match words having the same meaning
but different form, which was extremely useful during research. This technique
was mainly used by the us in order to implement the 2nd and the 3rd filtering
level. NLTK library provides also many mechanisms for text processing such as
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Fig. 2. Algorithm for different classifiers testing

frequency distribution and classifiers [14]. Each classifier has unified interface
and can be used separately. The assumption was that interface should contain a
learning method, a testing method and a classifying method. Learning method
receive a training set and a train classifier object. Later classifier instance can be
tested with the test method that receives test data set and returns an average ac-
curacy for all test set elements. Additionally it is possible to classify one feature
vector. Classifiers were used to test whether our additional techniques improved
the classification. Comparison of classifiers wasn’t the aim of this work.

The neural network classifier was implemented to let user create Multilayer
Perceptron with custom parameters such as a number of hidden neurons, a
number of hidden layers, a number of input and output neurons, a type of the
network and types of the activation functions.

Some of the parameters were used to test classification accuracy by changing
them. During the test also 3 other classifiers were used in order to verify if results
can be reproduced with other classifier types.

Max Entropy classifier was used with improved Iterative Scaling algorithm
without Gaussian prior. Second classifier was the Naive Bayes classification al-
gorithm which due to simplicity and popularity could give good comparison
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point. The last classifier was based on decision tree with maximum depth of 100
and the use of a single n-way branch for each feature.

Research part concerning a testing of the classifiers was designed and imple-
mented that each classifier could be tested with different parameters [17]. The
core part of the test mechanism is a definition of test case where user can put
data regarding the values of parameters which are later used by the classifiers.
Such approach makes it possible to check how different classifiers behave against
changing parameters. The testing is done by first shuffling dataset and later by
splitting it into two parts. The classifier is trained with a training part of the
data set and later is tested with the test data set. An average accuracy of classi-
fication is a result for the classifier testing - Figure 2. Important remark is that
testing is done for each filtering level. Each classifier is tested many times with
shuffled data set which removes chance of wrong results and let user calculate
an average accuracy from those many iterations. Results of each test case, each
classifier, each filtering level are stored in the database to make them easier for
later results visualization and analysis.

For each case there was separate test description structure which contained
the following element: a parameter name from configuration, a parameter val-
ues range, a parameter values step, a test case name, a test case description,
classifiers which should be used during testing. Test cases examined the relation
between a number of training epochs for Multilayer Perceptron Classifier and
the classification accuracy. The reason why this test was executed is that pos-
sibly minimal number of training epochs can make learning time shorter and it
means that training is more efficient. In the test, the number of training epochs
was set as a range of values between 1 and 20. Number of features which were
extracted from the data set was set to 100. Only 30 most informative features
were selected using Naive Bayesian Classifier.

The test for each number of epochs was repeated 15 times in order to get
average results. The test gave very important outcome which is information that
any number of training epochs bigger than 3 can give proper classification results
that made later tests much shorter. The conclusion is that neural networks does
not have to be trained with big amount of learning epochs when the big amount
of data is used for the training.

Test cases examined the relation between number of training epochs for Max-
ent Classifier and classification accuracy. In this case a number of iterations was
examined in order to get information when a number of iterations is sufficient.
In the test, number of training iterations was set as a range of values between 1
and 20. Number of features which were extracted from data set was set to 100.
Only 20 most informative were selected using Naive Bayesian Classifier. The
test for each number of epochs was repeated 15 times in order to get average
results. It is possible to get a few important remarks. The first remark is that
Maxent Classifier reaches relatively stable classification accuracy after the 9th
iteration and was later used as a number of iterations. The second remark was
that classification accuracy for the 3rd level of input data filtration was better
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during early training stages. It can be noticed that results in iterations between
10 and 20 are quite similar for all filtering levels.

The data set used for testing contained 1039 articles, where each article had
at least 200 words. For the testing purposes the data set was divided into 2 parts,
where one part was used for the training and the rest was used as a testing data
set. The verification of the results was done by presenting randomly shuffled
data set for the training and testing purposes to each classifier for more than 10
times. The test resulted in obtaining the accuracy of classification for classifier
type and test parameters.

4 Results

In the first test all possible classifiers were used to check how size of features
vector used as an input influence the ability to classify phenomenon. It was also
important how classifiers behave using different filtering levels. The reason why
this test was performed is importance of training speed and ability to reach really
good results using as small number of features as it is possible. Usage of filtering
most informative features was disabled during the test in order to check only
relation between features number and accuracy. In the test, number of features
in vector was set as a range of values between 1 and 20. In the second test, it was
examined how different classifiers types behave using most informative features,
which were selected from whole set of features using Naive Bayes Classifier. As
previously feature vector was used as a input data for classification, the difference
was that such vector contained only features with the biggest information gain.
Both tests were executed in order to check if techniques used by us enhance the
classification accuracy. The first thing which could be observed is the accuracy
gain in case of Naive Bayes Classifier. As it was presented in the Figure 3 and
Figure 4, it can be noticed that for both case accuracy enhance was reached for
additional input data filtering levels. The result presented in the Figure 3 shows
that the best results are reached using 3rd filtering level and they oscillate around
70% accuracy. For results presented in the Figure 4 it can be noticed that there
is no significant difference in terms of accuracy for 2nd and 3rd filtering level,
nevertheless both additional filtering techniques introduced by us gave accuracy
gain comparing to 1st filtering level. There is also difference in the maximal
accuracy for test where most informative features were used. Maximal accuracy
reached in the test oscillated around 73%, which means that 3% accuracy gain
was reached comparing to test where most frequent words were used.

Results presented in Figure 5 and 6 show that from different classifiers, when
most frequent words are used as a input data, the best results are reached for
Naive Bayes Classifier and Max Entropy Classifier. There is also no significant
difference for different classifiers, when most informative words are used as a
input, which shows that some classifiers are better in classification of data with
information noise, as it takes place in case of most frequent words.
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Fig. 3. Results of test for relation between classification accuracy and number of feature
words in case of Naive Bayesian Classifier

Fig. 4. Results of test for relation between classification accuracy and number of most
informative feature words in case of Naive Bayesian Classifier
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Fig. 5. Results of test for relation between classification accuracy and number of feature
words in case Level 3 of filtering and different classifiers

Fig. 6. Results of test for relation between classification accuracy and number of most
informative feature words in case Level 3 of filtering and different classifiers
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5 Conclusion

Based on the research results we reached the conclusion that it is very important
hot the raw data is prepared before providing it to a classifier. Some classifiers
are less sensitive to information noises which are included in unfiltered data. In-
teresting information gives also test which showed that Naive Bayesian Classifier
provides decent accuracy with the lowest training set size and training effort.

We got promising results when using Maxent Classifier since it proved to
be not sensitive to noise as in case of Naive Bayesian model. The the usage
of additional features filtering methods and big amount of features can possibly
give very good results. It is clear that usage of Naive Bayesian Classifier with the
3rd input data filtering level and features filtering is probably the best method
to be used for text data classification.

The aim of this research was to check if this is possible to recognize phe-
nomenon related to the text. Sentiment which is used as phenomenon in this
research, was successfully categorized on the bases of random articles which
were found on the Internet. It was proved that it is possible to build a system
that can be trained to recognize given phenomenon using Natural Language Pro-
cessing and machine learning techniques. This phenomenon was divided into set
of output categories.

We found additional techniques which helped us to improve classification ac-
curacy using different classification models. Tests we performed proved that our
additional techniques allowed to enhance accuracy of the classification for each
type of the classification model.

We support the idea of some researchers [7] that the selection of most infor-
mative features of the text leads to improvement in accuracy. Our observation
is that some classifiers are less sensitive to unfiltered features of an input data
than than the others. The most useful and efficient classifier seems to be Naive
Bayes, since it combines high training speed, ability to work with small data sets
and high classification accuracy.

The results of our research correspond to the results which were observed
by other researcher who used sentimental analysis data set containing movies
reviews and much bigger features number [15]. It is promising that methods
created by us proved to give accuracy gain. It is important that the accuracy
results which were gained during automatic classification of articles are much
better than average classification for sentimental analysis done by the human.

We conducted our research on one phenomenon, however it is theoretically
possible to apply existing methodology and implementation to other phenomena.
It would be very good to execute tests against other types of phenomena and
check how classifiers and filtering methods behave within such conditions. The
suggested future usage of Support Vector Machine Classifier could give promising
results since this classifier is popular in sentimental analysis and proved to be
the best in terms of categorization accuracy [3].

Further filtering algorithm enhancement is also possible. Filtering of raw text
could be extended with additional procedures using additional linguistic elements
such as adjectives and more sophisticated search of related words.
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Abstract. Knowledge mining from immense datasets requires fast, re-
liable and affordable tools for their visual and interactive exploration.
Multidimensional scaling (MDS) is a good candidate for embedding of
high-dimensional data into visually perceived 2-D and 3-D spaces. We
focus here on the way to increase the computational performance of MDS
in the context of interactive, hierarchical, visualization of big data. To
this end we propose a parallel implementation of MDS on the modern
Intel Many Integrated Core Architecture (MIC). We compare the timings
obtained for MIC architecture to GPU and standard multi-core CPU im-
plementations of MDS. We conclude that despite 30-40% lower compu-
tational performance comparing to GPU/CUDA tuned MDS codes, the
MIC solution is still competitive due to dramatically shorter code pro-
duction and tuning time. The integration of MIC with CPU will make
this architecture very competitive with more volatile on technological
changes GPU solutions.

Keywords: Interactive data visualization · Many integrated core archi-
tecture (MIC) · Multidimensional scaling · Method of particles

1 Introduction

Interactive data visualization is an important component of analytics in the
age of big data. It allows an expert to be directly involved in the process of
knowledge extraction. The possibility of manipulation on visualized data can
radically accelerate this processes by:
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– more precise selection of data mining tools,

– faster matching their parameters,

– formulation and instant verification of larger set of hypotheses.

Nowadays, multidimensional scaling (MDS) becomes one of the key compo-
nent and data embedding technique used for big data analytics and visualization
[1]. There are many overview papers describing plenty of algorithms realizing
MDS concept in confrontation to other feature extraction techniques (see e.g.
[1, 2]). In general, multidimensional scaling is defined as a non-linear mapping
F : Ω → X of a “source” space of abstract items Ω = {Oi; i = 1, . . . ,M}
(e.g, N -dimensional vectors {yi = (yi1, . . . , yiN )}i=1,...,M ) into a “target” vector
space �n � X = {xi = (xi1, . . . , xin)}i=1,...,M , where dimX = n << N . It trans-
forms a matrix of dissimilarities Δ = [δij ] = [δ(Oi,Oj)] between all the objects
from Ω into a respective matrix d = [dij ] = [d(xi,xj)] of the Euclidean distances
between corresponding vectors xi from X. The mapping F can be realized by
minimizing a cost (error) function V (Δ,d). Its proper selection is crucial for the
quality of data embedding [6].

In the classical MDS algorithms [1, 2] the error V (||Δ − d||) (called also the
“stress”) depends on the norm of difference between distance matrices from the
“source”Ω and the “target”X spaces, respectively. For relatively low-dimensional
data (i.e.,N is of order 101) the MDSmapping is able to properly approximate the
structure of original data in the visually perceived 2-D and 3-D Euclidean spaces.
Visualization of data by using various forms of the “stress” allows to focus onmany
aspects of the original data such as its local or global properties.

However, for very high-dimensional data (i.e., N is of order 103+) the error
functions based on direct ||Δ − d|| difference does not work properly due to
the “curse of dimensionality” principle [3]. As shown in [3–5], the results of
MDS mapping will improve dramatically when the cost function V (Δ,d) is
represented by the Kullback-Leibler (K-L) metrics. Instead of minimizing the
error between Δ and d, the K-L divergence computes the distance between
probability densities of the nearest-neighbors occurrence in Ω and X spaces,
respectively. Nevertheless, the “stress” remains the function of Ω and d. It can
be minimized by using the same optimization procedures as those employed
for the classical MDS formulation. Because, the error function can be extremely
complex and multimodal, the heuristic optimization methods are often preferred
over gradient base techniques in search for the global minimum of V (Δ,d). In
this paper we focus on the N-body (particle) solver, which belongs to one of the
most efficient heuristics used for the “stress” minimization (e.g.[6, 7]).

The classical MDS implementations, which base on the definition presented
above (including relatively novel and robust t-SNE algorithm based on the K-L
metrics [3]), suffers at least O(M2) computational and memory complexity due
to M ×M sizes of both Δ and d matrices. Currently, only 103-104 data objects
can be visualized interactively on a desktop computer. As shown in [4, 5], visual-
ization of large data consisting of 105+ of objects requires approximated versions
of MDS. They can be developed by limiting the number of computed distances,
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e.g., via random sampling [8, 9], landmark particles [8], core points selection, hi-
erarchical clustering and k-NN interpolation [10, 11], or by using more sophisti-
cated thinning or approximation procedures such as: deep belief networks (DBN)
[12], Barnes-Hut-SNE [4], Q-SNE [5] or LoCH [10]. There are also many parallel
realization of approximated versions of MDS including such the solvers as SMA-
COF [13], GLIMMER [11] and SUBSET [8]. They were implemented in both
multiprocessor architectures by using OpenMP interface (SMACOF, SUBSET)
and GPU boards by employing both low level GPU instructions (GLIMMER)
and CUDA environments (SUBSET).

However, the “brute force” particle-based MDS with O(M2) computational
complexity remains still the core of the most of these approximations. Its strong
point is both methodological and implementational simplicity with relatively
high fidelity in embedding of low-dimensional (i.e. N is of order 10) data [8,
11, 13]. Moreover, this method can be efficiently parallelized on the most of
existing and emerging computer architectures. It is also very important, that its
parallel implementation is relatively simple and does not involve sophisticated
algorithms, long coding and testing time.

In this paper we show that the brute force MDS can be used as the engine
for interactive exploration of large datasets. In this context we propose the Intel
Many Integrated Core (MIC) architecture [14] as computational platform for its
efficient implementation. We stress here the great advantage of the MIC solution
over GPU competitors in much shorter code production time with a comparable
performance.

2 Methodology

2.1 Particle-Based MDS

In particle-based multidimensional scaling [6, 7] the criterion function V (Δ,d)
is minimized by employing the N-body solver [6]. We assume that each data
object Oi, i = 1, 2, . . . ,M from a feature (“source”) space Ω is represented by
a corresponding “particle” xi in 3-D X (“target”) space. The particle-particle
interactions are equal to 0 when the distance dij = d(xi, xj) between particles
in X is equal to the dissimilarity δij = δ(Oi,Oj) in the source space. Otherwise,
the particles repel (dij < δij) or attract (dij > δij) one another. The total po-
tential energy of the particle system is equal to the value of the error function
V (Δ,d). The system of particles evolve in time according to the Newtonian
dynamics. Apart of the particle interaction forces we assume that the kinetic
energy is dissipated due to a friction force proportional to the particle veloc-
ity [6]. Resulting frozen configuration is the visual representation of Ω in X.
This particle-based MDS is well-known and has already been described in many
papers (e.g. [6–9, 11]).

As shown in the pseudocode from Listing 1, this N-body version of MDS,
similar to all “brute-force” MDS algorithms including its clones such as t-SNE
[3], suffers at least O(M2) memory and computational complexity. Therefore,
the interactive visualization of larger data sets consisting of M > 104 items on
up-to-the-date personal computers is impossible.
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Listing 1: The pseudo-code of the sequential version of particle-based MDS
algorithm [9]

To find analytically the global minimum of criterion (1) a system of n ×M
nonlinear equations in n-dimensional target space should be solved. However,
such the system is strongly overdetermined [8]. This means that only a subset
of all distances from Δ is needed to reconstruct N-D data topology in 3(2) di-
mensions. We show in [8], that a proper choice of this subset, which preserve the
topological structure of data, improves radically the computational efficiency of
MDS. One can employ even more sophisticated approximations of inter-particle
forces in X. For example, the Burnes-Hut trees were used for approximation
of forces from distant particles in t-SNE realizaton of MDS [4]. Another ap-
proximation is used in LoCH algorithm [10], which seeks to place each point xi

close to the convex hull of its nearest neighbors in X. All of these approximate
methods have computational comlexity lower than O(M2) (e.g., O(M logM) for
BH-SNE) and are really very efficient. They produce excellent results especially
for very high-dimensional data, which give similar distances between feature
vectors due to the “curse of dimensionality” principle. They allow indeed for
visualization of 105 data vectors in 2-D space in tens of minutes on a modern
laptop [4]. However, it is still not enough for interactive data exploration of big
data. We expect that by using highly parallelized O(M2) MDS codes for smaller
M resulting from a proper data coarse-graining we can do much better.

2.2 Particle-Based MDS in Interactive Data Visualization

Direct visualization of millions of data points, even on high-resolution screens,
disables any type of generalization and obscures both the overall and local data
structures. Therefore, to perceive the overall structure of big data set, approxi-
mation and thinning schemes are necessary to decrease the number of visualized
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data vectors (particles). Similarly, exploring finer scales we do not need the most
of vectors lying outside of the region of interest (ROI). Otherwise, we waste the
effort required for embedding all feature vectors in X and slowdown the process
of visualization.

Fig. 1. The scheme demonstrating the concept of hierarchical decomposition and vi-
sualization of big data using brute-force formulation of MDS

Meanwhile, instead of the whole dataset, only its approximate representation
can be visualized. In particular, the big dataset can be organized in a hierarchi-
cal way similar to that presented in Fig. 1. The hierarchical zoom-in of ROI and
their mapping into X by the brute-force particle-based MDS allows to observe in
3-D (or 2-D) space both the global approximate view of Ω and its structures of
higher resolution. This visualization scheme can be developed in many ways. For
example, the original dataset in Ω can be pre-clustered using simple agglomera-
tive clustering schemes or one can apply more sophisticated algorithms allowing
for extraction of muti-resolution clusters. This procedure is of O(M logM) com-
putational complexity and is performed only once at the beginning of MDS
mapping. For really big data this step can be accomplished by using e.g. a
Hadoop system. One can stop the agglomerative clustering when the number of
clusters K (and outliers) is small enough to be visualized interactively by the
brute-force particle-based MDS. For example, K ≈ 104 or even more by using an
efficient parallel version of MDS implemented on new multi-core CPU or GPU
architectures. After this pre-clustering, the cluster-cluster proximity matrix ΔK

has to be computed and, if necessary, the representative core points (feature
vectors) calculated. On the base of ΔK , the brute-force particle-based MDS can
be used for mapping, where the masses mi of particles xi are proportional to
the cardinality of clusters the respective particles represent.

As shown in Fig. 1 by zooming-in a selected ROI of this pre-clustered struc-
ture and complementing core points laying in this fragment of Ω with data from
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Listing 2: The pseudo-code of hierarchical decomposition of data

their neighborhood, one can apply brute-force particle-based MDS for mapping
this subset to 3-D space. It can be explored interactively by employing as parti-
cles the fine-grained structures of higher resolution lying inside ROI. For really
big datasets, the number of the levels of details can be greater than two. This
way one can visualize and manipulate big data sets (consisting of millions of
objects) fragment by fragment by using as a guide its approximated views from
lower resolution levels. This process can be described by the pseudo-code from
Listing 2.

Summarizing, instead of approximated MDS procedures described in the pre-
vious section, we can use for interactive visualization the brute-force particle-base
MDS in a hierarchical way. In this case it is not necessary to store both all the
particles positions and distances in the operational memory. Currently, the lim-
ited number of particles #Yi, which can be visualized at the same time remains
the main disadvantage of this approach. However, by using modern multi-core
processors, such as MIC, this flaw can be mitigated.

3 Implementation and Tests

Unlike in classical N-body codes, the particle-particle interactions in X space
(e.g. 3-D Euclidean space) depend not only on the distances d between parti-
cles in X but also on the proximity measure array Δ in Ω, which is computed
only once at the beginning of simulation. This proximity measure matrix has
to be kept in the memory and distributed among computational nodes. This
is an important factor decreasing the computational efficiency of MDS parallel
implementation comparing to N-body parallel codes (e.g. molecular dynamics
codes). The large size of Δ with O(M2) memory complexity, poses a serious
problem for efficient use of cache memory. Therefore, the approaches for MDS
parallelization are very different than those used, e.g., for molecular dynamics.
The effective MDS algorithm for multi-core CPU was published previously in [9].
However it did not allow for efficient utilization of SIMD instructions. Below we
outline a new algorithm which is more computationally efficient on both multi-
thread CPU and novel Intel Many Integrated Core MIC architectures. It allows
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to utilize efficiently multi-threading and vectorization mechanisms. The hyper-
threading mechanism allows to run up to 244 threads on Xenon Phi processor.
Moreover, SSE and AVX instructions available in Intel’s processors enable opera-
tions on 128 bits and 256 bits registers, respectively. MIC devices offer analogical
set of instructions called IMIC, basing on 512 bits registers. These two attributes
can greatly enhance the performance of MIC.

As shown in Fig. 2, in our algorithm the matrix of distances Δ is organized in
square blocks. Each block is split into vectors of variables corresponding to SIMD
registers. The size of these SIMD vectors depends on the type of SIMD instruc-
tions employed. It equals to 4 single precision variables for SSE instructions, 8
single precision variables for AVX instructions’ set and 16 single precision vari-
ables for MIC devices. The matrix is saved in the memory and is processed block
by block in the order shown in Fig. 2. When more than one core is available, the
following blocks are assigned to different threads to distribute the calculations
between cores. This simple algorithm enables efficient and effective usage of pro-
cessors’ cache and minimizes the number of memory reads. The cache conflicts
are avoided by assuming that each thread works on its own copy of the Forces[]
array (see Listing 1). Before particle velocities are calculated we sum up all these
arrays.

Fig. 2. The structure and organization of distances matrix Δ in the parallel code

Data topology does not noticeably influence the timings of a single MDS
iteration (see Listing 1) albeit it may have the crucial effect on the quality of
final mapping and the number of iterations necessary to obtain the optimal
value of the “stress”. Because we are focused here on the efficiency of a single
iteration and on parallel implementation issues, we do not discuss the problem
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of mapping quality. The former depends on the hardware and software issues
while the latter on a proper choice of heuristics and its parameters. This is the
reason that we use here only one artificially generated dataset in which Oi object
corresponds to vectors with 40 dimensions. The vectors belong to two classes of
the same size. The first 1-20 vector coordinates were generated randomly from
[− 3

2 ,
3
2 ] interval. For vectors belonging to the class 1 their 21-40 coordinates were

generated randomly from [− 3
2 ,

1
2 ] interval, while those from class 2 from [− 1

2 ,
3
2 ]

one. We assume additionally that Δ is the Euclidean matrix.

Fig. 3. The visualization of data set H128 in 3-D (a) and MNIST (b) dataset in 2-D
target Euclidean spaces by using particle based MDS

The Sammon’s error [1, 2], which is of V (||Δ − d||) type, is minimized. The
computational efficiency of the code for other choices of V (Δ,d) (such as K-L
cost function in t-SNE mapping) will not differ significantly. We can generate
datasets of various sizes: H1, H2, H3 etc. consisting of 1024 up to 256 × 1024
(M = 2.68 × 105) feature vectors. For example, the final results of H256 and
MNIST datasets (handwritten digits → M = 0.70× 105; N = 784) visualization
using our approximated MDS algorithm [8] is shown in Fig. 3. However, to focus
our attention on the maximal data size, which can be manageable by our code,
visualized interactively and fits to the memory of all the tested architectures, we
have selected H31 test bed consisting of 3.17× 104 40-dimensional vectors. Our
MDS algorithm was tested on 2 different platforms:

1. a desktop with two Intel Xeon E5-2643 @ 3.30GHz (2 × 4 cores, Sandy-
Bridge).

2. Intel Xeon Phi (SE 10P) Coprocessor card (61 cores, 1.1 GHz).

In all the tests, the codes were compiled by the Intel’s compiler icpc 13.1.3
20130607. We used two floating point arithmetics: ieee - compatible with the
standard IEEE-754 and fast - producing binaries based on simplified floating
point instructions.

The speedups obtained for two Intel Xeon E5-2643 processors and Intel Xeon
Phi SE 10P co-processor board are presented in Fig. 4. To check the scalability of
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the proposed parallel algorithm, we measured the average computational times
of a single iteration for the various number of threads. The speedups refer to the
average timings obtained for the serial single-thread code. In the tests we use
AVX instructions sets.

Fig. 4. The speedups obtained for two Intel Xeons E5-2643 @ 3.30GHz (AVX-256) and
Intel Xeon Phi SE 10P (version with AVX-512 instructions set)

As shown in Fig. 4, the speedup obtained for 8 cores of the Intel Xeon E5-2643
CPU processor board is 7.8. We also showed that the influence of the hyper-
threading technology on the speedup is insignificant. Similarly, the efficiency
obtained for MIC platform is about 90% when the number of threads is equal
to the number of cores. However, unlike in the previous architecture, the hyper-
threading is meaningful for MIC. Though the efficiency dropped significantly
when the number of threads exceeded 61 (the number of cores) the best speedup
of 96.4 was obtained for as many as 244 threads.

The best timings obtained on three different platforms are compared in Fig.
5. In tests of multi-core CPU and MIC implementations, the AVX-256 and AVX-
512 SIMD instruction sets were used, respectively. The results obtained for GPU
(and the details concerning the efficient GPU algorithms) were presented earlier
in [9]. For each platform two different binaries were tested. The first one ieee
uses floating point arithmetics compliant to IEEE standard. The second, called
fast, uses the fastest (unreliable) floating point operations available on a given
platform.

The best computational performance was obtained for Nvidia Tesla M2090
GPU board. The timings measured for Intel Xeon Phi (MIC) board are only
slightly worse taking into account ieee binaries and 30%-40% slower when using
fast arithmetics. For the largest dataset tested, the board with two Intel Xeon
E5-2643 processors was more than 2.5 times slower than MIC.
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Fig. 5. The timing obtained on GPU, CPU and MIC for different number of particles

4 Concluding Remarks

We show that the multidimensional scaling based on N-body dynamics can be a
viable and robust engine for interactive visualization of multidimensional data
when implemented on the MIC multi-thread architecture. Even though direct
MDS mapping of billion of data points into 3-D/2-D space is unrealistic, it can
be used for visualization of big data in hierarchical way on various levels of de-
tails. We demonstrate also, that even though the GPU tuned MDS codes remain
still at most 30%-40% faster (only for unreliable fast arithmetics) the dramatic
difference between production time of CUDA (or OpenCL) codes over OpenMP
based implementations definitely favors new MIC architectures. In particular, in
our tests we used identical OpenMP code for both brute-force multi-core CPU
boards with 2 × Xeon E5 processor and MIC Xeon Phi accelerator. Meanwhile,
GPU implementations involve high programming skills and weeks spent for cod-
ing, implementation, tedious tuning and testing. Moreover, the optimal tuning
parameters depend strongly on the type of GPU board used [9].

Summing up, we show that a novel MIC computer architecture is very com-
petitive to both classical and GPU based solutions when applied for multidimen-
sional scaling and interactive visualization of multidimensional data. Moreover,
announced integration of MIC with CPU board (Knights Landing 72 cores 14nm
Xeon Phi architecture) will make this architecture less volatile on changes in
technology than GPU solutions.
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Abstract. Data has become more and more important to individuals,
organizations, and companies, and therefore, safeguarding these sensitive
data in relational databases has become a critical issue. However, despite
traditional security mechanisms, attacks directed to databases still occur.
Thus, an intrusion detection system (IDS) specifically for the database
that can provide protection from all possible malicious users is necessary.
In this paper, we present a random forests (RF) method with weighted
voting for the task of anomaly detection. RF is a graph-based technique
suitable for modeling SQL queries, and weighted voting enhances its
capabilities by balancing the voting impact of each tree. Experiments
show that RF with weighted voting exhibits a more superior performance
consistency, as well as better error rates with increasing number of trees,
compared to conventional RF. Moreover, it outperforms all other state-
of-the-art data mining algorithms in terms of false positive rate (0.076)
and false negative rate (0.0028).

Keywords: Intrusion detection · Anomaly detection · Database secu-
rity · Data mining · Random forest · Weighted voting

1 Introduction

Big data, in the broadest sense, refer to a collection of information so large and
multi-faceted that it becomes too difficult to process using traditional data man-
agement tools.With this, relational databasemanagement systems (RDBMS)have
been widely developed for the purpose of organizing and safeguarding this kind of
data. Most of these are sensitive information about individuals and organizations;
any formof illegal access ormodification on these data can lead to serious damages,
lawsuits, and financial fraud [1]. Traditional database security mechanisms alone
are not enough to provide protection against malicious attacks [2].

An intrusion detection system (IDS) is the embodiment of any strong security
framework. Although much has been made in the field of network-based and host-
based IDS, they have been found to be ineffective and unsuitable in detecting
database-specific attacks [3]. These IDSs do not work at the application layer;
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thus, they are not suited for intrusion detection at the information level because
the semantics of the applications are not reflected in the low-level audit logs [4].

The most important part of an effective and reliable IDS is its core mecha-
nism. A number of researchers have already investigated the use of data mining
techniques for the task of database anomaly detection. However, most of the
proposed systems failed to take into account all users of the database. A le-
gitimate user with malicious intent is a more serious threat than a user with
limited privileges [3]. Unlike outsider threats that can be mitigated with the
use of defensive programming techniques or prepared statements, insider threats
cannot be alleviated by these measures. Thus, a strong and effective IDS with a
robust core mechanism especially for the database that can handle all possible
malicious users is needed. In this paper, we present a random forest algorithm
with weighted voting as the core IDS mechanism for the relational database.
Weighted voting enables us to calculate the probabilistic decision for each un-
seen query sample based on the strength of each tree [5]. Not only is an ensemble
graph-based method suitable in modeling SQL query access, but also weighted
voting minimizes confusion between profiles, emphasizes trees in the forest that
perform well over other trees, and effectively improves false positive and false
negative rates.

The paper is organized as follows: Section II reviews the related work, while
the system architecture and feature extraction, random forest, and the weighted
voting scheme are discussed in Section III. Section IV presents the experimental
results, and Section V closes the paper with a conclusion.

2 Related Work

Data mining techniques have garnered a lot of attention in mature IDS fields
such as network-based and host-based, so it is not a surprise that database IDS
researchers have ventured into incorporating them into their proposed frame-
works, as seen in Table 1. One of the earliest works is an IDS that exploits
hidden Markov models to detect changes in database behavior [6]. In addition
to that, Hu et al. and Srivastava et al. developed an IDS on the concept of data
dependency and association rules mining [7,8]. However, the former method had
only experimented on a very small number of tables and is not very scalable
to typical database sizes, while the latter method requires the user to manu-
ally assign attribute weights. Artificial neural networks were also proposed by
Ramasubramanian and Pinzon in their separate works, with Pinzon combin-
ing multilayer perceptrons and support vector machines in their proposed IDS
framework [4,9]. One of the simplest techniques, nave Bayes, were also tackled
in [10]. Other methods such as Bayesian and tree kernel models have been pro-
posed in [18] and [19]. These works, although comprehensive in terms of their
framework, neither paid much attention to the core data mining mechanism, nor
compared their proposed techniques to other alternatives. We believe that the
latter points are very important in arguing that a proposed method is indeed a
suitable one for the problem.
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Table 1. Related Work on Database Intrusion Detection Using Data Mining Tech-
niques

Authors Method Description

Barbara et al. (2003),[6] Hidden Markov Model Creates an HMM for each cluster

Hu et al. (2004) [7],
Srivastava et al. (2006) [8]

Association Rules Mines dependencies among
attributes

Valeur et al. (2005) [18] Bayesian model SQL grammar generalization

Ramasubramanian et al. (2006) [4] Artificial Neural,Networks
and Genetic Algorithm

Used GA to speed-up the training
process of ANN

Kamra et al. (2008),[10] Nave Bayes Took into account,imbalanced
SQL query access

Bockermann et al. (2009) [19] Tree Kernels Exploited the inherent,tree-
structure of SQL queries

Pinzon et al. (2010) [9] Support Vector Machines Agent-based intrusion,detection

We utilize the role based access control (RBAC) mechanism typically incor-
porated in databases today, in conjunction with the database IDS framework to
be able to effectively reduce the number of profiles to maintain, as in [10]. By
keeping track of profiles instead of monitoring the behavior of individual users,
the resulting system can be easily scalable to a large user population (a typical
scenario of a company). In this scheme, privileges are assigned to profiles and
profiles are assigned to users. The same concept was presented in our previous
work [11], where we found out that graph-based models are far more effective
in discriminating between profiles than other techniques. Moreover, among the
graph-based methods evaluated, random forests (RF) came out to be the best in
terms of performance and time complexity. SVM and MLP, in combination with
PCA, yielded comparable results with RF, but the time complexity is unsuitable
for the field of database IDS, where timely detection is of utmost importance.

RF, being an ensemble model, can adopt several voting schemes other than
the classic balanced voting. Instance similarity or distance metrics like dynamic
integration have been used to assign weights and were found to effectively boost
performance [12,13]. Another approach is by exploiting the internal out-of-bag
(OOB) error metric in RF, which is a more practical and straightforward method
to improve performance [14,15]. We adopt the latter approach and make use of
the built-in OOB error to calculate the weights to be integrated during tree
voting.

3 Random Forest with Weighted Voting

This section discusses a brief overview of the system architecture, followed by the
concept of random forest ensemble learning, and finally, the proposed weighted
voting scheme for improved anomaly detection performance.

3.1 System Architecture and Feature Extraction

Database anomaly detection, in conjunction with RBAC profiles, is considered
as a standard classification problem. Figure 1 shows the training and detection
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Fig. 1. Database intrusion detection system architecture

phases of the proposed IDS framework. During the training phase, query logs
collected from the database, with their corresponding RBAC profile annotations,
are fed to the query parser. Features are extracted from these parsed logs (as
seen in Table 2), and these query logs in the form of features are then fitted to
the RF model for training [11]. The final output of this phase is the RF trained
model. During the detection phase, the RF trained model evaluates the new
query (in the form of the same features as in the training phase). If it is an
anomaly, an alarm is raised and it goes to the response engine. Otherwise, it
directly goes to the database for processing.

Table 2. Query Features

Vector field Description Feature elements

SQL-CMD[] Command features query mode, c
query length, QL

PROJ-REL-DEC[] Projection relation features Number of projected relations, PR

Position of projected relations, PRID

PROJ-ATTR-DEC[] Projection attribute features (PA, PA[], PAID[]) a

SEL-ATTR-DEC[] Selection attribute features (SA, SA[], SAID[])a

ORDBY-ATTR-DEC[] ORDER BY clause features (OA, OA[], OAID[])a

GRPBY-ATTR-DEC[] GROUP BY clause features (GA, GA[], GAID[])a

VALUE-CTR[] Value counter features Number of string values, SV

Length of string values, SL

Number of numeric values, NV

Number of JOINs, J
Number of ANDs and ORs, AO

a
Convention (NA,NA[], NAID[]):
NA number of attributes in a particular clause
NA[] number of attributes in a particular clause counted per table
NAID[] position of the attributes present in a particular clause, represented in decimal
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We parse queries so as query clauses (such as projection clause, selection
attribute clause, among others), line-by-line, are separated, i.e., for the SELECT

command:

SELECT <Projection attribute clause>

FROM <Projection relation clause>

WHERE <Selection attribute clause>

ORDER BY <ORDER BY clause>

GROUP BY <GROUP BY clause>

From these parsed queries, we extract query features, represented by the
vector: Q(SQL-CMD[], PROJ-REL-DEC[], PROJ-ATTR-DEC[], SEL-ATTR-DEC[],
ORDBY-ATTR-DEC[], GRPBY-ATTR-DEC[], VALUE-CTR[]). As seen in Table 2,
counting features, which are features that count the presence of an element
in a query clause, and ID features, which denote the position of an element in
the query clause, are extracted from a parsed query log. All features use the
decimal encoding scheme for their final values, as with our previous work in
[11]. Extending the feature extraction method to other SQL commands is pretty
straightforward.

3.2 Random Forests

Random forests (RF) are an ensemble method composed of simple decision trees
(DT). DTs are tree-structured models that perform decisions at each node using
a certain feature y ∈ Y . At each node, the feature with the highest information
gain (IG)

IG(Y ) = I(S)−
M∑

m=1

|sm|
|s| I(Sm) (1)

is chosen, where s is the total number of queries in data set S with K different
profiles/roles, and sm is the number of queries in subset m after the split using
feature Y . I(S) in (1) is the entropy, characterized by

I(S) = −
K∑

k=1

|sk|
|s| log

|sk|
|s| , (2)

where sk is the number of queries in class k. For each feature chosen at each
node, query instances q ∈ S are split into leaves. At each leaf, a node is again
constructed and feature picked through (1), and the process is repeated until all
qs in the terminal nodes have the same class. Note that the DTs used in RF
are not pruned. Random forest, as the term implies, is a combination of bagging
and random feature selection. For every tree t in the forest F , m features are
randomly selected and one third of data set S are left out of the bootstrap
sample. The rest of the sample, other than the ones left out, together with the
m random features, are used to construct tree t. The process is repeated for each
tree t, until n trees are produced, which will form the ensemble. The number of
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random features are usually set to log2 M+1, where M is the number of features
in the data set, since the number of random features does not have a significant
effect on performance [10]. Moreover, for each t, the left-out or out-of-bag (OOB)
cases become test samples that are used to compute useful internal estimates
like OOB error and variable importance [17]. In the conventional RF, detection
is done by balanced tree voting, i.e., given a query q and tree t in the forest F ,
the predicted class r* is the one with the most votes from the trees,

r∗RF = argmax
r∈R

∑

t∈F

[h(q|t) = r]. (3)

We incorporate a different kind of voting scheme to the conventional RF, which
we will discuss in the next section.

3.3 Weighted Tree Voting

It is apparent that each tree in the forest contributes differently in the classifica-
tion of unseen query samples. These trees have different classification accuracies,
and thus, different strengths. To emphasize the strongest trees in the forest, we
exploit the OOB error of each tree t in F to compute the weight of each tree to
be used at detection time, i.e., we obtain the weights internally during training
time. This enables us to weigh the voting impact of each tree by its local per-
formance, which is the rate of how correctly it can classify its OOB cases [14].
The weight of tree t given a test query q instance of class r is

wt,r =

∑
OOB samples

scoret,r(q)

no. of OOB samples
(4)

where

scoret,r(q) =

{
1 if tree t gives class r for instance q
0 otherwise

. (5)

The weights are normalized so that they sum to one:

wt,r(norm) =
wt,r −minwr

maxwr −minwr
. (6)

This effectively creates a normalized matrix of weights during training time,
which denotes the strength of each tree t given a class r. These normalized
weights are then embedded into the probabilistic classification process (as seen
in Fig. 2), i.e.,

votes(q) =
∑

t∈F

wt,r(norm) × pr(q|t, leaft), (7)

of which the class with the highest score will be predicted class:

r∗wRF = argmax votes(q). (8)



42 C.A. Ronao and S.-B. Cho

…

RF

New Query q

Probabilities (tn) × Weights (tn)

Weighted Voting

Class of Query q
r* = highest weighted probability

tree t1 t2 t3 tn

Fig. 2. Random forest with weighted voting

4 Experiment

We adopt the schema and standard transactions of the TPC-E benchmark
database for all our experiments [16]. This benchmark is composed of 33 re-
lations and a total of 191 attributes. 11 read-only and read/write transactions
were treated as roles/profiles, as if it were obtained from an RBAC model. We
note that several transactions can also be included in one profile, depending on
the organizational structure or access pattern of the users.

4.1 Datasets

Normal queries for each role are generated according to the database footprint
and pseudo-code found in [16]. For each role r, we set the tables t ∈ T that it
is allowed to access, the set of commands c ∈ C that it is allowed to issue, and
a set of probabilities based on T and C, as seen in Table 3 [11]. We generate
two data sets with different probability distributions: data set A uses a uniform
probability distribution, while data set B follows the zipf probability distribution
function (pdf), denoted by

zipf(X,N, s) =
x−s

N∑
i=1

i−s

, (9)
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Table 3. Role Probabilities

Probability Description

p(c|r) the probability of using a command c ∈ C given a role r

p(Pt|c, r) the probability of projecting a table t ∈ T given a command c and a role r

p(St|PT , c, r) the probability of selecting a table t given a set of projected tables PT , command c, and role r

p(Pa|Pt, c, r) the probability of projecting an attribute a ∈ A given a projected table Pt, command c, and role r

p(Sa|St, c, r) the probability of selecting an attribute a given a selected table St, command c, and role r

p(vsn|c, r) the probability of including a random string or numeric value v ∈ V in the selection clause given a
command c and role r

p(J |c, r) the probability of including a JOIN J given a command c and role r

p(AO|c, r) the probability of including an AND or OR given a command c and role r

where x is the rank of a random variable, N is the number of elements, and s is
the degree of skewness. We incorporate the zipf pdf to mimic non-uniform access
in real-world databases. For example, the random variable x can be represented
by the relations in a given schema—for a schema with 10 relations ordered in a
certain manner and a skewness degree of 1, each table will get a probability of
being accessed that corresponds to a point in Fig. 3, s = 1. The value of s is
varied to make the access pattern more skewed, i.e., the access pattern becomes
more skewed as s increases.

For both data sets, we generate 1,000 normal queries for each role, with a total
of 11,000 queries for each of our intrusion-free data sets. Since we have built the
system with insider threats in mind, we generate anomalous queries with the
same probability distribution as the normal ones, only with the role annotation
negated [10]. That is, if the role of a normal query is role 1, we simply change
it to any other role than role 1, effectively making it an anomalous query. We
perform 10-fold cross validation in each run, and with each fold we transform
100 queries into anomalous queries.

4.2 Results

A total of 277 features were extracted given the TPC-E schema. Using data set
A, we varied the number of trees and compared the results of the conventional
RF, which we will call balance random forest (bRF), and RF with weighted
voting (wRF) in terms of recall, as shown in Fig. 4(a). It is apparent that the
performance of wRF is more consistent than bRF, and that there is also no
significant change in performance (a mere 0.008 min-max difference in recall
despite varying the number of trees from 10-5000). In addition to that, boxplots
of true positive rate (TPR), true negative rate (TNR), false positive rate (FPR),
and false negative rate (FNR) are shown in Fig. 4(b), which are results yielded
from 10-fold cross validation runs of both bRF and wRF with the number of trees
set to 5000. As seen in the figure, the results of different folds of wRF is more
compact than those of BRF for all metrics. It goes to show that the integration
of the weighted voting scheme makes the algorithm performance more consistent
and with less spread-out.
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Fig. 3. An example of a zipf distribution (N=10)

(a)

(b)

Fig. 4. Comparison of (a) recall and (b) 10-fold cross validation boxplots (ntree=5000)
of RF with balanced and weighted voting

Fig. 5 shows the FPR and FNR comparison of bRF and wRF with increasing
number of trees. The FPR of wRF is relatively lower than that of BRF in most
of the tree configurations, while there is not much difference in the behavior
of their FNR (the FNR value fluctuations are not that significant). With 700
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(a)

(b)

Fig. 5. False positive rates (a) and false negative rates (b) of RF with balanced and
weighted voting

trees, wRF reached the highest recall at 94.7% and yielded a low FPR of 0.0518,
compared to bRFs FPR of 0.0535.

With data set B, we obtained the FPR and FNR of bRF and wRF. Setting
the number of trees to 700 and feature selection to PCA2 (obtained by applying
PCA with parallel analysis method as in [10]), wRF yielded similar or better
FPR as skewness is increased, as shown in Fig. 6. It can also be observed that
spread-out of FNR results for wRF have noticeably been reduced compared to
bRF.

Lastly, we compare the performance of the proposed method with six other
state-of-the-art data mining algorithms, including the conventional RF. This
time, 30% of the test set is transformed into anomalies in each fold. We use
PCA2 as the feature selector configuration and set the number of trees to 700
for RF. As seen in Table 4, wRF outperforms all other classifiers in terms of both
FPR and FNR. wRF is also one of the classifiers that produces more consistent
results, in line with the other graph-based models such as J48 and BN.
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(a)

(b)

Fig. 6. False positive rates (a) and False negative rates (b) of balance and weighted
RF with increasing s

Table 4. Comparison of False Positive and False Negative Rates of Different Classifiers

Classifiers FPR FNR

NB 0.248 ± 0.013 0.0121 ± 0.004

KNN 0.126 ± 0.014 0.0068 ± 0.003

MLP 0.082 ± 0.010 0.0035 ± 0.002

SVM 0.103 ± 0.010 0.0046 ± 0.002

BN 0.168 ± 0.008 0.0102 ± 0.003

J48 0.118 ± 0.009 0.0056 ± 0.001

bRF 0.077 ± 0.013 0.0036 ± 0.002

wRF 0.076± 0.009 0.0028± 0.002



Random Forests with Weighted Voting for Database Anomaly Detection 47

5 Conclusion

In this paper, we have presented a weighted voting scheme into RF. Experiments
have shown that the proposed method exhibits a more consistent performance
than that with balanced voting. The performance of the algorithm is still con-
sistent even with highly skewed datasets. Moreover, the proposed wRF have
outperformed other classifiers in terms of both false positive rate and false neg-
ative rate.

There are still a lot to be done when it comes to incorporating weights into RF.
Future works will include comparison of the proposed weighted voting scheme
with other alternative voting schemes. Balancing the performance among classes
is another issue to explore.
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Abstract. This article provides the performance evaluation of the Sil-
houette index, which is based on the so called silhouette width. How-
ever, the index can be calculated in two ways, and so, the first approach
uses the mean of the mean silhouettes through all the clusters. On the
other hand, the second one is realized by averaging the silhouettes over
the whole data set. These various approaches of the index have signif-
icant influence on indicating the proper number of clusters in a data
set. To study the performance of the index, as the underlying clustering
algorithms, two popular hierarchical methods were applied, that is, the
complete-linkage and the single-linkage algorithm. These methods have
been used for artificial and real-life data sets, and the results confirm
very good performances of the index and they also allow to choose the
best approach.

Keywords: Clustering · Validity index · Unsupervised classification

1 Introduction

The data clustering is important technique used to split the data elements into
the homogeneous subsets (called clusters), inside which elements are more simi-
lar to each other, while they are more different in other groups. The clustering
algorithms can be classified into some categories, for example; partitional, hier-
archical or density-based clustering. Note that the partitional algorithms form,
the so called, one-level partitioning of the data, whereas the hierarchical algo-
rithms create multi-level ones. There are a lot of clustering algorithms described
in the literature, for example, k-means is the popular and well-known partitional
algorithm, which has many variations [5,10,15]. On the other hand, among hi-
erarchical methods one can mention such as: single-linkage, complete-linkage or
average-linkage [14,18,23]. Moreover, for the density-based methods, clusters are
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defined as dense regions separated by low density ones and they are capable of
finding arbitrary shaped clusters. A very important question that one should con-
sider is how many clusters there are in a given data set. The right answer to this
question has a significant influence on the optimal partitioning of data. For most
algorithms, this parameter defining a number of clusters must be given a priori.
Then, the cluster validity indices are used to indicate the perfect partitions of
data. For this purpose, lots of various validity indices with clustering algorithms
are employed. For example, the popular indices for the crisp clustering include
Dunn [9], Davies-Bouldin (DB) [8] or Silhouette index [28]. Note that there are
other indices used for the fuzzy clustering, e.g., partition coefficient (PC) [2], Xie
and Beni (XB) [30] or Fukuyama and Sugeno (FS) [11] index.

In this paper the performance evaluation of two versions of the Silhouette
index is described. The first is called SILv1-index, and the second SILv2-index.
The paper is organized as follows. Section 2 describes these two versions of the
Silhouette index. Sections 3 presents experimental results using artificial and
real-life data sets. Finally, there are conclusions in Section 4.

2 Description of the Silhouette index

The Silhouette index is described in [28]. Let us denote a partition of a data set
X by C = {C1, C, ..., CK}, where Ck indicates kth cluster in the data set, and
k = 1, ..,K. This index is based on the so called silhouette width, which can be
expressed as follows:

S(x) =
b(x)− a(x)

max (a(x), b(x))
(1)

where a(x) is the within-cluster mean distance defined as the average distance
between x which belongs to Ck and the rest of patterns xk belonging to the
same cluster, that is

a(x) =
1

nk − 1

∑

xk∈Ck

d (x,xk) (2)

and nk is a number of patterns in Ck. On the other hand, b(x) is the smallest
of the mean distances of x to the patterns xι belonging to the other clusters Cι,
where ι = 1, ...,K and ι �= k. Thus, the smallest distance can be defined as:

b(x) =
K
min
ι=1
ι �=k

δ(x,xι) (3)

where the mean distance for Cι can be written as:

δ(x,xι) =
1

nι

∑

xι∈Cι

d (x,xι) (4)

and nι is a number of patterns in Cι. Consequently, the silhouette width for the
given cluster Ck can be expressed as:

S(Ck) =
1

nk

∑

x∈Ck

S(x) (5)



Performance Evaluation of the Silhouette Index 51

Finally, this Silhouette index marked by SILv1 is defined as:

SILv1 =
1

K

K∑

k=1

S(Ck) (6)

The maximum of the SILv1-index indicates the best partitioning of the data
set. Note, that unlike most of the validity indices, it can be applied to arbitrarily
shaped clusters.

2.1 Another Version of the Index

It can be seen that the key issue in the Silhouette index is the calculation of the
silhouette width for the pattern x (Eq.(1)). Then, these silhouette values of all
patterns are summed for each cluster and finally the index is the mean of the
mean silhouettes for all the clusters (Eq.(6)). This index can be calculated in
another way, that is, by averaging silhouettes over the whole data set. So that,
it can be expressed as follows:

SILv2 =
1

n

∑

x∈X

b(x)− a(x)

max(a(x), b(x))
(7)

where n is the number of patterns in the X data set. Furthermore, this index
can be represented by:

SILv2 =
1

n

∑

x∈X

S(x) (8)

Like the previous version, the maximal value of the SILv2-index indicates the
best partition scheme of a data set and, of course, it can be used for the ar-
bitrarily shaped clusters. Note that most often, validity indices are a ratio of
inter-cluster to intra-cluster distances, or vice versa and they can also be the
sum of these distances. These distances are measures of two properties of clus-
ters, i.e., separability and compactness. So, in the formula of SILv1-index (or
SILv2-index) the factors a(x) can be consider as a measure of the cluster com-
pactness, and the difference b(x) - a(x) can be regarded as a measure of the
cluster separation (see Eq.(2), Eq.(1)).

Of course, these two concepts of the index are equivalent if the number of
patterns in particular clusters is identical. In the next section, the performance
evaluation of these two concepts of the Silhouette index is presented for a various
number of patterns in clusters. For this purpose, several experiments were carried
out.

3 Experimental Results

The experiments presented in this section concern determining a number of clus-
ter for artificial and real-life data sets. As the underlying clustering algorithms,
two popular hierarchical methods were applied, that is, the complete-linkage and
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the single-linkage algorithm. The first experiments were carried out for artificial
data sets, and to determine the optimal number of clusters the SILv1-index and
the SILv2-index were used. In the subsequent experiments the same clustering
methods in conjunction with these indices were used for real-life data sets. Note
that the number of clusters K varied from Kmax =

√
n to Kmin = 1, where n is

number of elements in a given data set. This approach follows an accepted rule
in literature [22].

3.1 Artificial Data Sets

The Fig.1 shows 2-dimensional and 3-dimensional data, and the detailed descrip-
tion of all artificial data sets is presented in Table 1. It can be seen that the

Fig. 1. Artificial data sets: (a) Data 1, (b) Data 2, (c) Data 3, (d) Data 4

number of instances and clusters is different in particular data sets. For example,
the Data 1 and Data 2 are 2-dimensional and consist of 6 and 11 clusters, respec-
tively. Moreover, clusters are located at various distances from each other, some
of them are quite close. 3-dimensional data are presented in Figures 1c,d, which
also have various sizes and a different number of patterns in clusters. On the other
hand, the detailed description of the 5-dimensional and the 10-dimensional data
sets is given in Table 1. As previously mentioned, two hierarchical algorithms,
i.e., the complete-linkage and the single-linkage, were used for the partitioning
of these data.
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Table 1. Detailed information on artificial data sets

Data sets
Number of
attributes

Clusters
Total number
of instances

Data 1 2 6 120

Data 2 2 11 355

Data 3 3 4 550

Data 4 3 9 391

Data 5 5 15 441

Data 6 10 3 177

Table 2. Number of clusters obtained by means of the complete-linkage algorithm in
conjunction with SILv1-index and SILv2-index

Data set
Actual Number of clusters obtained

number of clusters SILv1-index SILv2-index

Data 1 6 5 6

Data 2 11 10 11

Data 3 4 4 4

Data 4 9 7 9

Data 5 15 14 15

Data 6 3 2 3

3.2 Determination of the Number of Clusters for Artificial Data
Sets

In the first experiments, the complete-linkage method in conjunction with the
SILv1-index and the SILv2-index was applied. Table 2 shows a comparison of
these two indices, taking into account the number of clusters obtained by the
underlying clustering method. Note that the SILv2-index produces the right
number of clusters for all artificial data sets. However, the SILv1-index fails
to detect correctly the number of clusters for most cases. Furthermore, the
Fig. 2 shows values of these validity indices with respect to the number of clusters
for artificial data using the complete-linkage algorithm. It can be seen that the
values of the SILv2-index drawn with solid line indicate the optimal number of
clusters for all data sets. The next experiments are carried out with the use of
the single-linkage algorithm. A comparison of these validity indices is presented
in Table 3 with partitioning of the data realized by this algorithm. Here, it again
can be noted, that the best results are obtained by using the SILv2-index. Finally,
Fig. 3 shows the variation of these indices with respect to the number of clusters
for the artificial data sets. As before, the solid line relates to the SILv2-index, and
the other one to the SILv1-index. Note that although this clustering method has
the chaining properties, the SILv2-index indicates the correct number of clusters
for most data sets. The next experiments were carried out for real-life data sets.
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Fig. 2. Variation of the SILv1-index and the SILv2-index with respect to the number
of clusters for artificial data sets using the complete-linkage algorithm: (a) Data 1, (b)
Data 2, (c) Data 3, (d) Data 4, (e) Data 5, (f) Data 6

.
Table 3. Number of clusters obtained by means of the single-linkage algorithm in
conjunction with SILv1-index and SILv2-index

Data set
Actual Number of clusters obtained

number of clusters SILv1-index SILv2-index

Data 1 6 5 6

Data 2 11 10 11

Data 3 4 22 4

Data 4 9 21 9

Data 5 15 11 14

Data 6 3 14 2

3.3 Real-Life Data Sets

In these studies, two well-known real-life data sets, i.e., Irys and Wine [1]
were used. The first data Irys is very popular and widely used in many experi-
ments aiming at comparison of clustering methods. It has three classes Setosa,
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Fig. 3. Variation of the SILv1-index and the SILv2-index with respect to the number
of clusters for artificial data sets using the single-linkage algorithm: (a) Data 1, (b)
Data 2, (c) Data 3, (d) Data 4, (e) Data 5, (f) Data 6

V irginica and V ersicolor, which contain 50 instances per class. Each pattern is
represented by four features. Furthermore, two classes, V irginia and V ersicolor,
are overlapping each other, whereas the class Setosa is well separated from the
other.

The next data set, called Wine, represents the results of a chemical analysis
of 178 wines. Moreover, this set consist of three classes of wines with numbers of
samples per class, that is, 59, 71 and 48, respectively. Each sample is represented
by 13 features. Similarly to the previous examples, the two underlying clustering
algorithms along with the validity indices were used for the partitioning of the
data.

3.4 Determination of the Number of Clusters For Real-Life Data
Sets

In the Fig. 4 and the Fig. 5 variations of the SILv1-index and the SILv2-index
with respect to the number of clusters for real-life data sets are presented. It
can be seen that when the complete-linkage algorithm is used, the SILv2-index
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indicates proper number of clusters, three clusters for each of the sets. On the
other hand, SILv1-index detects 3 and 2 clusters for Irys andWine, respectively.
Moreover, the results of the SILv2-index are also better for the single-linkage
algorithm, that is, 2 clusters are identified for both sets. However, the SILv1-
index fails to detect the correct number of clusters and indicates 8 and 14 clusters
for these data.

So, the SILv2-index products much better results for real-life data than the
SILv1-index.
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Fig. 4. Variation of the SILv1-index and the SILv2-index with respect to the number
of clusters for real-life data sets using the complete-linkage algorithm: (a) Irys, (b)
Wine
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Fig. 5. Variation of the SILv1-index and the SILv2-index with respect to the number
of clusters for real-life data sets using the single-linkage algorithm: (a) Irys, (b) Wine

4 Conclusions

In this paper, performance evaluation of two versions of the Silhouette index
was carried out. For this purpose several artificial and real-life data were used.
Note that these data sets contained various number of clusters of different sizes.
Moreover, two popular hierachical algorithms, i.e., the complete-linkage and the
single-linkage have been used as the underlying clustering methods. However, the
properties of these algorithms also influence determination of the optimal number
of clusters. For example, it is well-known that the single-linkage clustering has the
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tendency to form long chains that do not correspond to the compact clusters, and
the complete-linkage is sensitive to the outliers. The results of the experiments
proved the superiority of the SILv2-index (Section 2.1) compared to the previous
version, i.e., the SILv1-index. To sum up, all the presented results confirm very
good effectiveness of the SILv2-index, which found the right number of clusters
in most cases, and it is applicable to arbitrarily shaped clusters. Our future
research will be concerned with applications of clustering methods in conjuction
with this index to designing neural networks [3,4,24,25], neuro-fuzzy systems
[6,7,13,16,17,19,20,21,26,29] and creating some algorithms for recognition and
identification of classes [12,27].
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Abstract. In convex nonnegative matrix factorization, the feature vec-
tors are modeled by convex combinations of observation vectors. In the
paper, we propose to express the factorization model in terms of the
sum of rank-1 matrices. Then the sparse factors can be easily estimated
by applying the concept of the Hierarchical Alternating Least Squares
(HALS) algorithm which is still regarded as one of the most effective
algorithms for solving many nonnegative matrix factorization problems.
The proposed algorithm has been applied to find partially overlapping
clusters in various datasets, including textual documents. The experi-
ments demonstrate the high performance of the proposed approach.

Keywords: Nonnegative matrix factorization · Convex NMF · HALS
algorithm · β-divergence · Partitional clustering

1 Introduction

Nonnegative Matrix Factorization (NMF) [1,2] is an unsupervised learning tech-
nique that is commonly used in machine learning and data analysis for feature
extraction and dimensionality reduction of nonnegative data. The basic model
for NMF assumes a decomposition of a nonnegative input matrix into two lower-
rank nonnegative matrices. The one represents nonnegative feature or basis vec-
tors, and the other, referred to as an encoding matrix, contains coefficients of
nonnegative combinations of the feature vectors.

Convex NMF (CNMF) is a special case of the standard model in which the fea-
ture vectors are expressed by linear combinations of observation vectors. Hence,
they lie in the space spanned by observation vectors, and may not be constrained
to nonnegative values as in the standard NMF model. This model was first pro-
posed by Ding et al. [3] for clustering of unsigned data. It is conceptually closely
related to the k-means, however the experiments carried out in [3] demonstrated
its superiority over the standard k-means with respect to clustering accuracy.
Then, CNMF was further developed and improved.

Thurau et al. [4] proposed Convex-Hull NMF (CH-NMF) in which the clus-
ters are restricted to be combinations of vertices of the convex hull formed by
observation points. Due to distance preserving low-dimensional embeddings, the
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vertices can be computed efficiently by formulating the CNMF on projected low-
dimensional data. CH-NMF is thus scalable, and can be applied for clustering
large-scale datasets. The convex model of NMF is also discussed by Esser et al.
[5] in the context of endmember identification in hyperspectral unmixing.

The factors in CNMF [3] are updated with multiplicative rules, similarly as in
the NMF models proposed by Lee and Seung [1]. The multiplicative algorithms
are simple to implement and guarantee non-increasing minimization of the ob-
jective function. However, their convergence is terrible slow and unnecessarily
towards to the minimum that is optimal according to the Karush-Kuhn-Tucker
(KKT) optimality conditions. Hence, there is a need for searching more efficient
algorithms for CNMF. Krishnamurthy et al. [6] extended CNMF by applying
the Projected Gradient (PG) algorithm, which considerably improves the con-
vergence properties. Despite this, the convergence is still linear and it might be
a problem with satisfying the KKT optimality conditions in each iterative step.

To considerably improve the convergence properties of CNMF, we propose to
apply the concept of the Hierarchical Alternating Least Squares (HALS) algo-
rithm which was first used for NMF by Cichocki et al. [7]. In this method, the
NMF model is expressed by the sum of rank-1 factors that are updated sequen-
tially, subject to nonnegativity constraints. This approach can be also used for
minimization of the α- and β-divergence [2]. To significatively reduce its com-
putational complexity, Cichocki and Phan [8] proposed the Fast HALS, which is
a reformulated and considerably improved version of the original HALS. Many
independent researches [9,10,11,12,13] confirm its high effectiveness for solving
various NMF problems and its very fast convergence.

Motivated by the success of the HALS, we apply this concept to CNMF by
expressing the factorization model by the sum of rank-1 factors, both for the
standard Euclidean distance and the β-divergence. Then applying the similar
transformations as in [8], the computational complexity of the proposed HALS-
based algorithms for CNMF is considerably reduced.

The paper is organized as follows: Section 2 discusses the CNMF model. The
optimization algorithms for estimating the factors in CNMF are presented in
Section 3. The experiments carried out for clustering various datasets are de-
scribed in Section 4. Finally, the conclusions are drawn in Section 5.

2 Convex NMF

The aim of NMF is to find such lower-rank nonnegative matrices A = [aij ] ∈
R

I×J
+ and X = [xjt] ∈ R

J×T
+ that Y = [yit] ∼= AX ∈ R

I×T
+ , given the data

matrix Y , the lower rank J , and possibly some prior knowledge on the matrices
A or X. The set of nonnegative real numbers is denoted by R+. When NMF is
applied for model dimensionality reduction, we usually assume: J << IT

I+T or at
least: J ≤ min{I, T }.

Assuming each column vector of Y = [y1, . . . ,yT ] represents a single observa-
tion (a datum point in R

I), and J is a priori known number of clusters, we can
interpret the feature vectors, i.e. the column vectors of A = [a1, . . . ,aJ ], as the
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centroids (indicating the directions of central points of clusters in R
I) and the en-

tries in X = [xjt] as indicators to the clusters. Normalizing each xt to the unit
l1 norm, each xjt can be regarded as the probability of assigning the vector yt to
the j-th cluster. If the clusters are disjoint, X should be a binary matrix [14].

In CNMF, each feature vector aj is assumed to be a convex combination

of the data points, i.e. ∀j : aj =
∑T

s=1 wsjys, where wsj ∈ R+ are weighting

factors, and
∑T

s=1 wsj = 1. Thus, the CNMF model has the form:

Y ∼= Y WX, (1)

where W ∈ R
T×J
+ , 1T

TW = 1T
J , and 1M = [1, . . . , 1]T ∈ R

M is a M -dimensional
vector of all ones.

Each centroid is therefore a weighted sum of observation vectors. If only a few
vectors {ys} affect the centroid aj , the vector wj = [wsj ] ∈ R

T
+ is nonnegative

and very sparse. If the clusters are only slightly overlapped, the matrix X is also
nonnegative and very sparse. Hence, the nonnegativity and sparsity constraints
are typically imposed on the factors W and X in CNMF.

If X = W T in (1), the model is known as the Cluster NMF [3], and it is
suitable for clustering the columns in Y . For clustering the rows, the nonlinear
projective NMF [15] can be used. It is expressed by the model: Y = WW TY ,
where W = [wij ] ∈ R

I×J
+ . If wij = 1 and ∀m �= i : wmj = 0, then i-th row of Y

belongs to the j-th cluster.

3 Algorithms

The matrices W and X in (1) can be estimated by minimizing various objective
functions. Assuming a normally distributed residual error, the objective function
is expressed by the squared Euclidean distance:

Ψ(W ,X) =
1

2
||Y − Y WX||2F . (2)

Let Y TY = [Y TY ]+ − [Y TY ]−, where [bij ]
+ = max{0, bij} and [bij ]

− =
max{0,−bij}. Applying the majorization-minimization approach, Ding et al.
proposed the following multiplicative updating rules:

w
(k+1)
tj = w

(k)
tj

√√√√√√

[(
[Y TY ]+ + [Y TY ]−W (k)X(k)

)
(X(k))T

]

tj[(
[Y TY ]− + [Y TY ]+W (k)X(k)

)
(X(k))T

]

tj

, (3)

x
(k+1)
jt = x

(k)
jt

√√√√√√

[
(W (k+1))T

(
[Y TY ]+ + [Y TY ]−W (k+1)X(k)

)]

jt[
(W (k+1))T

(
[Y TY ]− + [Y TY ]+W (k+1)X(k)

)]

jt

, (4)
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The computational complexity of the update rule (3) can be roughly estimated
as O(IT 2) + O(kJT 2), where the first term concerns the computation of the
matrix Y TY , and k is the number of alternating steps. The rule (4) has the
similar cost.

3.1 HALS-Based CNMF

Let the model (1) be expressed by the sum of rank-1 matrices:

Y =
T∑

t=1

ytwtX =
T∑

t=1

ytzt, (5)

where yt ∈ R
I is the t-th column vector of Y , wt ∈ R

1×J is the t-th row vector
W , and zt = wtX ∈ R

1×T . Note that ∀t : ytzt ∈ R
I×T
+ , rank(ytzt) = 1.

Considering the model (5), the objective function in (2) can be rewritten as:

Ψ(W ,X) =
1

2
||Y −

∑

r �=t

yrwrX − ytwtX||2F =
1

2
||Y (t) − ytwtX||2F , (6)

where Y (t) = Y −
∑

r �=t yrwrX.
The stationary point of Ψ(W ,X) with respect to wt can be obtained from

the condition:

∇wt
Ψ(W ,X) = −yT

t Y
(t)XT + ξtwtXXT � 0, (7)

where ξt = ||yt||22. The closed-form updating rule for wt has the form:

wt = ξ−1
t yT

t Y
(t)XT (XXT )−1. (8)

The computational complexity of the update rule in (8) depends on its imple-
mentation. Let the matrix XT (XXT )−1 and the vectors {ξt} be precomputed
with the approximative costs O(J3 + J2T ) and O(IT ), respectively. Then, the
total cost of performing k alternating steps with (8) is about O(J3 + J2T +
IT ) + kO(IT 2 + JT 2). If J << T , we have O(kIT 2). Thus the computational
complexity is I/J-times higher than for the update rule (3). In practice, the im-
plementation of (8) needs the sweeping over the index t, which involves a nested
loop in Matlab but the rule (3) can be fully vectorized. Hence, there is a need
to redefining the rule (8) in order to implement it more efficiently (especially in
Matlab).

The matrix Y (t) can be rewritten as:

Y (t) = Y − Y WX + ytwtX. (9)

Inserting (9) to (8) and assuming XXT is a full rank matrix, we have:

wt ← ξ−1
t yT

t (Y − Y WX + ytwtX)XT (XXT )−1

= wt + ξ−1
t yT

t Y
(
XT (XXT )−1 −W

)
. (10)
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The matrices Y TY and XT (XXT )−1 can be precomputed. Thus the over-
all computational complexity for k iterations of (10) is O(J3 + J2T + IT 2) +
O(kJT 2), which is at least I/J-times lower than for (8).

The rule (10) does not enforce nonnegativity of W . The standard approach
to nonnegativity in the HALS is to apply the projection [x]+ = max{0, x} onto

the entries of wt for each t. Thus we have: w
(k+1)
t =

[
w

(k)
t

]

+
, where w

(k)
t is

calculated by (10). This simple projection used in the standard ALS algorithm
does not ensure monotonic convergence. However, the projections in the HALS

are nested and hierarchical. Note that the calculation of w
(k+1)
t+1 involves w

(k+1)
t ,

which is much more than only w
(k)
t . Due to the nested and subsequent projec-

tions, the convergence of the HALS is monotonic and optimal according to the
KKT optimality conditions [11].

After updating the whole matrix W , its columns are normalized to the unit
l1 norm.

Let A(k+1) = Y W (k+1). The factor X can be estimated by solving the fol-
lowing regularized least squares problem with nonnegativity constraints:

min
X≥0

1

2
||Y −A(k+1)X||2F + λXΦ(X), (11)

where Φ(X) is a penalty function to enforce sparsity in X, and λX is a penalty
parameter. If the clusters are disjoint,X should be a binary matrix. For partially
overlapping clusters, X should still be quite sparse.

There are many ways to enforce the sparsity in the estimated factor. Here we
assume one of the most efficient and simple approach that was nearly simulta-
neously proposed in [16] and [17]. Let Φ(X) = tr{XTEJX}, where EJ ∈ R

J×J
+

is a matrix of all ones. After reformulating the problem (11) according to [17],
the solution X can be obtained from:

min
X≥0

∣∣∣∣

∣∣∣∣

(
A(k+1)

√
λX11×J

)
X −

(
Y

01×T

)∣∣∣∣

∣∣∣∣
2

F

. (12)

To solve the system (12), we used the Fast Combinatorial Nonnegative Least
Squares (FC-NNLS) algorithm [18].

3.2 β-CNMF

The model (1) can be decomposed with respect to the entries of W as:

Y =
∑

r �=t

yrwrX +
∑

s�=j

ytwtsxs + wtjytxj = Ỹ
(t,j)

+ wtjytxj . (13)

Let Y (t,j) = Y − Ỹ
(t,j)

and Q(t,j) = wtjytxj , thus y
(t,j)
in = [Y (t,j)]in and

q
(t,j)
in = [Q(t,j)]in = wtjyitxjn.
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Assuming that the disimilarity between the observation y
(t,j)
in and the model

q
(t,j)
in is expressed by the β-divergence [2], we have:

D(β)(y
(t,j)
in ||q(t,j)in ) =

(
y
(t,j)
in

)β+1

ψ

(
q
(t,j)
in

y
(t,j)
in

)
, (14)

where ψ(z) = 1
β(1+β)

(
1− (β + 1)zβ + βzβ+1

)
. For z ∈ R+ and β ∈ (0, 1], ψ(z)

is strictly convex. The joint β-divergence has the form: D(β)(Y (t,j)||Q(t,j)) =∑I
i=1

∑T
n=1 D

(β)(y
(t,j)
in ||q(t,j)in ).

From the stationarity condition ∇wtjD
(β)(Y (t,j)||Q(t,j)) � 0, we have:

∇wtjD
(β)(Y (t,j)||Q(t,j)) =

∑

i,n

(
q
(t,j)
in − y

(t,j)
in

)
(q

(t,j)
in )β−1yitxjn

=
∑

i,n

(
wβ

tjy
β+1
it xβ+1

jn − y
(t,j)
in wβ−1

tj yβitx
β
jn

)
� 0. (15)

After straightforward calculations, the update rule for wtj is derived from (15):

wtj =

∑
i,n y

(t,j)
in yβitx

β
jn∑

i,n yβ+1
it xβ+1

jn

. (16)

Inserting y
(t,j)
in = yin− [Y WX]in+wtjyitxjn to (16), we obtain the simplified

update rule for wtj :

wtj ←
∑

i,n (yin − [Y WX]in + wtjyitxjn) y
β
itx

β
jn∑

i,n y
β+1
it xβ+1

jn

=

∑
i,n yiny

β
itx

β
jn −

∑
i,n[Y WX]iny

β
itx

β
jn + wtj

∑
i y

β+1
it

∑
n x

β+1
jn∑

i,n y
β+1
it xβ+1

jn

= wtj +
[(Y β)TY (Xβ)T ]tj − [(Y β)TY WX(Xβ)T ]tj

(1T
I Y

β+1)t(X
β+11T )j

. (17)

The operator Zβ = [zβij ] means element-wise raise to power β. The update rule
(17) can be parallelized with respect to the index t or j (but not jointly). For
T >> J , higher efficiency can be obtained if only one loop for (sweeping through
t) is used. Thus:

w
(k+1)
t,∗ = w

(k)
t,∗ +

[
(Y β)TY (Xβ)T

]

t,∗
−
[
(Y β)TY

]

t,∗
W̃

(k)
X(Xβ)T

(1T
I Y

β+1)t(X
β+11T )∗

, (18)

where W̃
(k)

= [w
(k+1)
1 ; . . . ;w

(k+1)
t−1 ;w

(k)
t ; . . . ;w

(k)
T ] ∈ R

T×J .
Neglecting the computational complexity for raising to power β, the matri-

ces (Y β)TY , X(Xβ)T and (Y β)TY (Xβ)T can be precomputed with the costs:
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O(IT 2), O(TJ2) and O(JT 2) + O(IT 2), respectively. Hence the overall com-
putational complexity for k iterations with the update rule (18) can be roughly
estimated as O(IT 2+JT 2+TJ2+kT 2J2). Assuming J << min{I, T }, we have:
O(IT 2 + kT 2J2). It is therefore J higher than for the HALS-based CNMF.

If T >> J , i.e. the clusters are assumed to include many samples, the centroids
do not have to be calculated using all samples. To accelerate the computations
both for the HALS-CNMF and β-CNMF, the update rules in (10) and (18) may
be applied to only the selected rows of W in each iterative step. The selection
can be random, and the number of the selected rows should depend on the rate
T/J . In the experiments, we select only 10 percent of the rows in each iteration.

4 Experiments

The proposed algorithms were tested for solving partitional clustering problems
using various datasets that are briefly characterized in Table 1.

Table 1. Details of the datasets

Datasets Variables (I) Samples (T ) Classes (J) Sparsity [%]

Gaussian mixture 3 3000 3 0
Hand-written digits 64 5620 10 3.1

TPD 8190 888 6 98.45
Reuters 6191 2500 10 99.42

The samples in the Gaussian mixture dataset are generated randomly from a
mixture of three 3D Gaussian distributions with the following parameters:

μ1 = [40, 80,−30]T , μ2 = [70,−40, 60]T , μ3 = [20, 20, 30]T ,

Σ1 =

⎡

⎣
50 −0.2 0.1

−0.2 0.1 0.1
0.1 0.1 5

⎤

⎦ , Σ2 =

⎡

⎣
50 −5 −1
−5 5 −0.5
−1 0.5 1

⎤

⎦ , Σ3 =

⎡

⎣
2 0 0
0 10 0
0 0 5

⎤

⎦ .

Obviously, all the covariance matrices are positive-definite. From each distribu-
tion 500 samples are generated, hence Y ∈ R

3×1500.
The dataset entitled Hand-written digits is taken from the UCI Machine

Learning Repository [19]. It contains hand-written digits used for optical recog-
nition.

The datasets TPD and Reuters contain textual documents that should be
grouped according to their semantic similarity. The documents in the first one
come from the TopicPlanet document collection. We selected 888 documents
classified into 6 topics: air-travel, broadband, cruises, domain-names, invest-
ments, technologies, which gives 8190 words after having been parsed. Thus
Y ∈ R

8190×888 and J = 6. The documents in the Reuters database belong to the
following topics: acq, coffee, crude, eran, gold, interest, money-fx, ship, sugar,
trade. We selected 2500 documents that have 6191 distinctive and meaningful
words; thus Y ∈ R

6191×2500 and J = 10. Both datasets are very sparse, since
each document contains only a small portion of the words from the dictionary.
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Several NMF algorithms are compared with respect to the efficiency for solv-
ing clustering problems. The proposed algorithms are referred to as the HALS-
CNMF and β-CNMF. The other algorithms are listed as follows: HALS [8], UO-
NMF(A) (Uni-orth. NMF with orthogonalization of the feature matrix) [20], UO-
NMF(X) (Uni-orth. NMF with orthogonalization of the encoding matrix) [20],
Bio-NMF (Bi-orthogonal NMF) [20], Cx-NMF (standard multiplicative convex
NMF) [3], and k-means (standard Matlab implementation for minimization of
the Euclidean distance). In the β-CNMF, we set β = 5.

All the tested algorithms were initialized by the same random initializer gen-
erated from an uniform distribution. To analyze the efficiency of the discussed
methods, 100 Monte Carlo (MC) runs of each algorithm were carried out, each
time the initial matrices were different. All the algorithms were implemented us-
ing the same computational strategy, i.e. the same stopping criteria are applied
to all the algorithms, and the maximum number of inner iterations for updating
the factor A, W or X is set to 10.

The quality of clustering is evaluated with the Purity measure [20] that reflects
the accuracy of clustering. Fig. 1 shows the statistics of the Purity obtained from
100 MC runs of the tested algorithms. The average runtime is given in Table 2.
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Fig. 1. Statistics of the puritymeasure for clustering the following datasets: (a) Gaussian
mixture; (b) Hand-written digits; (c) TPD; (d) Reuters



Convex NMF with Rank-1 Update for Clustering 67

Table 2. Average runtime [in seconds] of the tested algorithms: 1 – HALS, 2 – UO-
NMF(A), 3 – UO-NMF(X), 4 – Bio-NMF, 5 – Cx-NMF, 6 – k-means, 7 – HALS-CNMF,
8 – β-CNMF

Datasets 1 2 3 4 5 6 7 8

Gaussian mixture 0.077 0.079 0.16 0.27 72.9 0.0053 2.76 4.66
Hand-written digits 1.02 0.71 1.1 2.26 39.3 0.53 25.8 24.5

TPD 3.85 2.26 4.34 6.07 14.1 36.53 7.0 11.37
Reuters 10.12 5.41 12.4 14.2 89.75 194.6 29.7 48.2

5 Conclusions

In this paper, we proposed two versions of CNMF for clustering mixed-sign and
unnecessarily sparse data points. Both algorithms are more efficient with respect
to the clustering accuracy and the computational time than the standard multi-
plicative CNMF. The results presented in Fig. 1 show that the HALS-CNMF gives
the best clustering accuracy for the analyzed datasets. The β-CNMF can be tuned
to the distribution of data points with the parameter β. If the number of variables
in the dataset is much larger than the number of clusters, both proposed CNMF
algorithms are faster than the k-means (see Table 2).When the number of samples
is very large, the proposed algorithms provide high accuracy of clustering but at
the cost of an increased computational cost.

Summing up, the proposed CNMF algorithms seem to be efficient for cluster-
ing mixed-signed data points. They can be also combined with the CH-NMF for
clustering big data.
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Abstract. The brain is a neurological device capable to carry out distributed 
computation and express cognition. The computational models of 
consciousness and cognition have potential applications in bio-inspired 
computing paradigm. This paper proposes a computational model of 
consciousness as a cognitive function following neurophysiology and elements 
of distributed computing. It is illustrated that the distributed computational 
model of consciousness has a basis in the quantum mechanical models in 
explaining the neurological cognitive functions. The transitions between the 
computing model and quantum basis are explained and analyzed considering 
different linear Hermitian operators. 

Keywords: Cognition · Hermitian · Distributed computing · Quantum 
mechanics · Consciousness 

1 Introduction 

The brain is composed of billions of interconnected neurons capable of carrying out 
computation and providing cognition as well as consciousness. The inter-neuron 
communication involves gated signals generated by ion density gradient and threshold 
potential. Interestingly, the physical substrate of brain can explain working of 
individual neurons but it cannot explain the overall complex cognitive functions of 
brain. There are three main approaches to model cognitive functions of brain such as, 
(1) computational modeling, (2) physical modeling and, (3) quantum mechanical 
modeling. Conceptually, the conscious and abstract thinking are modeled by using the 
global workspace (GW) formalism [2, 3]. However, according to the physical 
modeling approach, the individual neurons implement computational mechanisms to 
achieve the overall cognitive functions in brain [19]. The computational models of 
artificial cognition and machine consciousness are developed by following artificial 
neural network theory incorporating probabilistic reasoning by employing Bayesian 
and hidden Markov models [20]. Researchers have proposed that, the modeling of 
cognitive actions and consciousness require the quantitative and algorithmic functions 
[1]. The neurological functioning of brain is a distributed computing mechanism 
where, specialized regions of brain process different environmental excitations [21]. 
However, it is proposed that the quantum mechanical and field theoretic models can 
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explain cognitive functions and consciousness of brain based on quantum tubulins [6, 
10, 11]. This paper proposes that, a brain can be viewed as a hybrid distributed 
computing machine having a quantum mechanical basis of consciousness expression. 
There exists a bridge between distributed computing model of consciousness and the 
quantum mechanical processes. This paper proposes a novel bio-inspired distributed 
computational model of consciousness. Furthermore, it illustrates that the proposed 
model has a quantum mechanical basis depending upon linear Hermitian. The 
proposed model considers memory, where nodes evolve by storing information. The 
rest of the paper is organized as follows. Section 2 describes related work. Section 3 
explains the construction of computational model of consciousness. Section 4 
describes the quantum mechanical and field theoretic convergence of the model. 
Section 5 concludes the paper. 

2 Related Work 

The physical substrate of brain is a large collection of neurons having a highly 
complex network. The different regions of brain are specialized to perform different 
functions. Experimental evidences show that functions of brain require extended-
assembly of neurons [7]. There are different approaches to explain brain functions and 
cognitive actions. In one approach, the brain functions are analyzed following the 
discrete stochastic pulse train model of a single neuron whereas, in second approach 
the brain functions are analyzed by employing spatially coherent phase-amplitude 
model [5]. These models consider mechanics and laws of classical physics, which are 
non-quantum in nature. Following a different approach, researchers have proposed 
that neuronal firing has quantum properties, where superimposed ion-states of firing 
and resting neurons decohere fast in time [10].  

According to quantum theoretic model of brain, the brain-dynamics and functions 
obey quantum mechanical processes [6]. The quantum model of brain is proposed by 
employing Quantum Field Theory (QFT) of many-body physics [5, 8]. This model 
explains the functioning of memory and recalling in view of QFT, which is 
experimentally verified [5]. Furthermore, a combination of neural network and 
dissipative quantum model of brain is proposed [9]. According to this hybrid quantum 
model, the brain functions can be explained and analyzed following the mechanisms 
of quantum evolution [5, 9]. There is a relation between the microstructure of cerebral 
cortex of brain and consciousness where, the neuro-dynamics are controlled by 
quantum mechanical processes involving wave functions [12, 13, 14]. The model of 
neuro-dynamics and consciousness of brain is constructed as a composite wave 
function with differentiated quantum probabilities (probability amplitude) of 
excitations [12]. It is proposed that microstructure of neurons in brain contains 
microtubules where the cognitive functions are expressed due to quantum coherence 
as well as decoherence processes [15]. The Penrose-Hameroff model proposes that 
cognitive functions and consciousness of brain are achieved by quantum computation 
involving objective reduction (OR) within the microtubules of neurons [11]. The 
quantum mechanical forces acting in interior part of microtubules control the 
switching of conformational states.  Researchers have indicated that, the relationship 
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between quantum mechanical model and cognitive functions can be shown 
experimentally [14]. Thus, the quantum mechanical model plays a key role in 
understanding cognition and consciousness involving physical substrates.  

On the other hand, the computational models of cognition and consciousness are 
formulated explaining determinism and indeterminism in neurological functions. The 
computational models of neurological cognitive actions are formulated by using finite 
state automation along with push-down stack [1, 16, 17]. According to this approach, 
a single neuron is modeled as the tree-shaped computing structure [1]. The tree-model 
tries to map the physiological structure and functions of neurons into the 
computational structure while explaining neurological cognitive functions. The model 
of consciousness based on artificial neural network (ANN) is proposed following 
global-workspace (GW) formulation in order to understand mechanisms of abstract 
thinking [18]. However, the questions about similarities and differences between 
quantum mechanical models and computational models of cognitive functions and 
consciousness remain unattended. 

3 Computational Model of Consciousness 

The consciousness is a neurobiological phenomenon in brain. The physical layer of 
consciousness is comprised of interactions of a living biological entity with the 
environment. The neurological network of brain receives inputs from environment 
through the sensors and the input signals are processed in brain to generate conscious 
outputs. Although cognition and consciousness mechanisms are often vaguely defined 
[4], however, these neurological functions of brain can be modeled by employing 
quantitative and theoretical frameworks bridging the neurobiological as well as 
algorithmic functions [1]. The neuro-computational modeling and experimentations 
have revealed that, the information processing in brain is inherently distributed in 
nature [1, 7, 19].  

In general, the artificial neural network, Global-Workspace model and probabilistic 
reasoning are used to formulate computational models of cognition and consciousness 
[2, 3]. The specialized functional nodes (in brain) are connected by neuro-network 
and, the state of consciousness in brain is generated following distributed computing 
mechanism [3]. Let N be a set of specialized functional nodes in brain connected by 
neuro-network represented by graph G = (N, L) where, L ⊂ N2. Each node n ∈ N of G 
has a set of output channels (On) selected from the power-set P(On), a boolean-valued 
message transmission function (γt(.)) and, a transformation function (σ(.)). Let Iαn be a 
set of inputs from environment or inter-nodal messages to a node n ∈ N of G. The 
excitation at n is generated due to internalization of an input x ∈ Iαn through a fuzzy 
membership function μn(.) ∈ [0, 1] of a node n ∈ N in the graph G. The specific 
excitation function of a node in brain is defined as, δ : Iαn → S where, S ⊂ Z. The 
value of local excitation at n due to an input is λn ∈ [−u, v] where, the excitations are 
bounded in the domain (u, v ∈ Z). The triplet function governing the overall 
functional dynamics in G is given by Equation (1) where, ωGn represents outputs of  
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n ∈ N to environment, fn(.) is a selection function at n, Y ⊂ P(On), h ∈ fn(.) and, Int is 
set of inter-nodal signals/messages generated by n ∈ N at time t: 

 
 
 

(1) 
 
 
Furthermore, let g : λΣn → R be a consciousness generating function depending 

upon the values in the row-matrix λΣn = (λn, λ1, λ2,………, λm), m = |fn(.)| at a node n 
∈ N at any time t. The distributed computational model of consciousness considers 
the availability of memory embodied into ωGn at nodes by retaining history (log) of 
input-output pairs in time. The output at time t + a (a > 0) due to an excitation at time 
t from a conscious brain is computed by, βn⏐t + a = g(λΣn⏐t ) where, βn⏐t + a ∈ [−r, r], r 
∈ Z+. Let, an ordered pair ψn,t+i = <Iαn⏐t, βn⏐t+i > represents memory in n for i > 0. 
Thus, the consciousness of a brain with merged memory (experiences) can be 
computed as a finite set, ωG = {ψn,t : n ∈ N, t ∈ Z+} and, ωGn = ∪t ∈Z + ψn,t.  

However, this algebraic computational model can be shown to be coherent to the 
quantum mechanical model of conscious brain if one considers λn to be the real Eigen 
value (λn ∈ Z ⊂ R) generated at a node n ∈ N of G due to an excitation.  

4 Quantum Mechanical Convergence and Analysis 

In the quantum mechanical model of consciousness, the brain is considered to be a 
graph G = (N, L) as a physical substrate and the excitatory outputs of different nodes 
in G can have quantum superposition. Let a quantum state at time t of a functional 
node n ∈ N be a d-dimensional (d > 1) ket-vector represented as |an〉.  

The set of all possible quantum states of G is S(G|t) = {sn = Hm+1ūnm : ∀n ∈ N} 
such that, m = |fn(.)| and,  Hm+1 = (Hn, H1, H2, …., Hm) is a row-matrix of Hermitian 
whereas, ūnm = (|an〉, |a1〉, |a2〉, …., |am〉)

T is a transpose matrix of Eigen-vectors 
representing quantum states of the corresponding nodes. The quantum state of G at 
time t is ordered n-tuple QS(G|t) = <sn : n = 1, 2, …., |N|>.  The superposition of 
quantum states sn of a node n can be constructed considering different uniqueness 
properties of linear Hermitian in G. 

4.1 States of Nodes with Identical Hermitian 

If Hm+1 is composed of identical linear Hermitian H and λx is an Eigen-value of a node 
x ∈ N then, H|ax〉 = λx|ax〉. Thus, the quantum state of node n at time t is sn|t = [λΣn 

ūnm]|t. Hence, sn is a quantum superposition of states at n ∈ N due to an excitation in 
G following the input to node n. Let g(λΣn) ∈ Rg be a permutation function with B  ≤ 
(m+1)! elements where, Rg = ∪j=1,..B {Dj} and, permutation Dj ∈ Z ⊂ R. The condition 
on B is that, ∃λj ∈ λΣn such that λj < 0 then, B < (m+1)!. Thus, the consciousness 

 λn = σ(μn(δ(Iαn)), ωGn) 
 fn : (δ(Iαn), λn)→Y 
 γt : (Int, h)→ {0, 1} 
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mappings are unique in the brain and, there exists a g−1 in the system. This results in 
sn|t = [g−1(Dj)ūnm]|t. Thus, the relation between quantum states in superposition at 
nodes and the consciousness mapping can be formulated as,  

 
                              Hūnm = g−1(Dj)ūnm                                (2) 
 

Let λn = (m+1)g(λΣn) − ∑i = 1, m λi considering the computation of output of g(.) as 
global function. Thus, the quantum transformation H|an〉 = ((m+1)g(λΣn) − ∑i = 1,m 

λi)|an〉. Furthermore, ((m+1)g(λΣn) − (λn + ∑i = 1,m λi) + λn)|an〉 = λn|an〉. This leads to 
following Equation where, λnm = λn + ∑i = 1,m λi, 

 
                          (m+1)g(λΣn)|an〉 = λnm|an〉                             (3) 

 
Hence, there exists a Hermitian Hnm such that, Hnm|an〉 = λnm|an〉. However, kxn = λx/λn 
is a ratio of (real) Eigen-values and, λx|an〉 = kxn(H|an〉). This leads to the following 
Equation where, (H|an〉1m) is m-dimensional row-matrix (H|an〉, H|an〉, H|an〉,….., 
H|an〉), 

 
 (m+1)g(λΣn)|an〉 = (1, k1n, k2n, …….., kmn)(H|an〉1m)T               (4) 

 
Hence, Hnm|an〉 = (1, k1n, k2n, …….., kmn)(H|an〉1m)T. 
 

4.2 States of Nodes with Non-Identical Hermitian 

If the elements in linear Hermitian Hm+1 are non-identical then, sn = (Hn, H1, H2, …., 
Hm)ūnm. However, the transformation Hx|ax〉 = λx|ax〉 can be further oriented as, Hx|ax〉 
= [λx/λ1]λ1|ax〉 because, [λx/λ1] is a ratio of real Eigen-values of two respective nodes. 
This results in λ1|ax〉 = Hx1|ax〉 where, Hermitian Hx1 = k1xHx and, k1x = [λ1/λx]. Hence, 
the quantum cross-superposition of states at node x due to m individual nodes can be 
stated as, λ1|ax〉 + λ2|ax〉 + ….+λm|ax〉 = Hx1|ax〉 + Hx2|ax〉 + ……+ Hxm|ax〉 which results 
in the following relation,  

 
 (λ1, λ2,………, λm)(|ax〉1m)T = (Hx1, Hx2, …, Hxm)(|ax〉1m)T                  (5) 

 
However, at node n∈ N, λΣnūnm = (Hxn, Hx1, Hx2, …., Hxm)ūnm considering the m+1 
functional nodes under excitation having quantum superposition of states. Thus, the 
relationship between superimposed quantum states at nodes under non-identical 
Hermitian and the consciousness mapping can be formulated as, 

(Hxn, Hx1, Hx2, …., Hxm)ūnm = g−1(Dj)ūnm                               (6) 

The quantum superposition of states due to excitation of n ∈ N is given by, (λn, λ1, 
λ2,………, λm)ūnm = Hn|an〉 + H1|a1〉 + ……+ Hm|am〉. However, λ1|an〉 = k1nHn|an〉 and, 
Hn|an〉 = ((m+1)g(λΣn) − (λn + ∑i = 1,m λi) + λn)|an〉.  
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Thus, the quantum superposition at n with respect to node 1 can be derived as (λn, λ1, 
λ2,………, λm)ūnm = ([1/k1n]Hn1, [1/k11]H11, [1/k12]H21, …., [1/k1m]Hm1)ūnm. 
Furthermore, k11 = 1 and, H11 = H1. Considering the Hermitian row-matrix ([1/k1n]Hn1, 
[1/k11]H11, [1/k12]H21, …., [1/k1m]Hm1) = Hnm the following relation can be concluded,  

 
                         g−1(Dj)ūnm = Hnmūnm                               (7) 

 
The Eqs. (2) and (6) indicate that an invertible g(.) leads to the convergence of 
quantum basis and the algebraic functional mapping of models of consciousness. This 
leads to following lemma.   

 
Lemma: Let λD be a degenerate Eigen-value in G. If there exists Nλ ⊂ N such that, 
∀n ∈ Nλ, Hn|an〉 = λD|an〉 then, an oriented consciousness is maintained by Nλ in G.  

 
Proof: Let there exists Nλ ⊂ N such that, |Nλ| ≥ 0. If the Hermitian operators are non-
identical then, ∀n ∈ Nλ, Hn|an〉 = λD|an〉 and, ∀x ∈ N\Nλ, Hx|ax〉 = λx|ax〉. Otherwise, in 
case of identical Hermitian, ∀x ∈ N\Nλ, H|ax〉 = λ|ax〉 and, ∀n ∈ Nλ, H|an〉 = λD|an〉.  

 
In any case, the relative weight in states of consciousness, denoted by orientation θ, is 
represented as θ = (|N| − |Nλ|  + 2)/(|N|+1) by considering set of nodes in Nλ as a 
singular permutable element (having internal permutations) and autapse. The surface-
map of orientation due to degenerate Eigen-values is illustrated in Fig. 1.  
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Fig. 1. Characteristic surface-map of orientation 

 
However, if the condition |Nλ| < |N| is relaxed further in G indicating the existence 

of permanent degenerate Eigen-values of nodes in G then, the permutation function 
g(.) generates the skew as, ρ = (||(|N| − |Nλ|)||  + 2)!/(|N|+1)!. The surface-map of 
skew dynamics is illustrated in Fig. 2. It is evident that, the skew-zone is aggregated 
by the nodes having degenerate Eigen-values in G providing specific orientation.  
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Fig. 2. Surface-map of skew dynamics in G with 100 nodes 

Thus, the oriented consciousness is maintained by Nλ in G.   

5 Conclusion 

The brain is a distributed computational device having neurons connected by neuro-
network as a physical substrate. Generally, modeling of consciousness follows two 
diagonal approaches such as, computational modeling and quantum modeling. 
However, there is a transaction between the two approaches. This paper proposes a 
model of consciousness as an overall cognitive function of brain by using distributed 
computational elements and functional neurophysiology. However, the proposed 
computational model has a distinct basis in the quantum mechanical and field theory. 
The proposed model unifies the distributed computational model of consciousness to 
the quantum theoretic basis of the cognitive functions. According to the unified 
model, consciousness is a distributed neuro-computation having quantum 
superposition of states. 
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Abstract. In this article we examine the performance of two well-known
metaheuristic techniques (Genetic Algorithm and Simulating Annealing)
for selecting the input features of a classifier in a BCI system. An im-
portant problem of the EEG-based BCI system consists in designing the
EEG pattern classifier. The selection of the EEG channels used for build-
ing that learning predictor has impact in the classifier performance. We
present results of both metaheuristic techniques on real data set when
the classifier is a Bayesian predictor. We statistically compare that per-
formances with a random selection of the EEG channels. According our
empirical results our approach significantly increases the accuracy of the
learning predictor.

Keywords: Brain computer interface · EEG pattern selection · Bayesian
classifier · Genetic algorithms · Simulating annealing

1 Introduction

A Brain Computer Interface (BCI) is a functional interaction between the brain
and an external device. It can be useful means for assisting and repairing hu-
man cognitive and sensory-motor functions. A BCI basically consists of three
components: a brain signal acquisition system, an information processing de-
vice, and an external device. In respect of first component, there are several
kinds of signals that have been used for BCI. The most widespread signal is the
Electroencephalography (EEG) that presents good advantages in respect to the
other ones, such as: good temporal resolution, portability, and low set-up cost.
The second BCI provides a parametric mapping between the brain signals and
the mental states. This tool is used for discriminating EEG patterns related to
different mental states and includes supervised learning methods. The third com-
ponent is an external device committed to receive commands from the classifier
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L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 79–90, 2015.
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Data pre-processing
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state

Fig. 1. General diagram of a signal based BCI system

and to provide feedbacks to the subject. Figure 1 is depicted a BCI architecture
including information flows.

In the EEG-based BCI experiment the signals are recorded using N electrodes.
Then, we dispose of a high-dimensional time series data, which is most often
affected by sources of noise. In order to improve the classification efficiency in
the BCI, a pre-training step is performed. This consists among others in selecting
a subset of the EEG signals from the all-channel time series data. The problem
of finding the best configuration of the EEG signals via brute-force search has
factorial algorithmic time. Instead, we propose an alternative approach to find
a good configuration of EGG channels as relevant sources for BCI.

The goal of this article is to study the efficiency of two well-known nature-
inspired metaheuristic techniques, Genetic Algorithm (GA) and Simulating An-
nealing (SA), for selecting the input information of the EEG pattern classifier.
The SA is a probabilistic metaheuristic for solving optimisation problems, that
was inspired from the annealing process in thermodynamics. The original mo-
tivation of GA was to simulate the natural selection process. In this article, we
consider a Bayesian Predictor as the EEG pattern classifier, due to well perfor-
mances of this learning tool in our previous works [1]. Therefore, the learning
process has two phases. The first one consists of performing the metaheuristic
techniques for selecting the EEG channels. The second one consists in train-
ing a Bayesian classifier in order to generate a mapping between a set of EEG
signals and mental tasks. The signals that are not selected in the first phase
by the nature-inspired algorithms are omitted in the second learning phase. We
compute the accuracy of that technique using the κ function [2, 3].

A previous study of EEG feature selection using metaheuristic was presented
in [4]. In this work, the authors use Support Vector Machine (SVM) as classi-
fication technique over a specific data set, and the EEG feature selection was
done applying GA. In [5], the authors use GA and SVM to search the features
on a EEG-based BCI. The main differences of our work with these articles are:
we use our own BCI experimental data, we study the performance of two feature
selection tools (GA and SA), and we use our own Bayesian learning classifier [6].

The article is organised as follows. Section 2 presents the experimental pro-
cedure used for collecting the data set. This section also contains a descrip-
tion of a Bayesian classifier, and it presents the criteria used for measuring
its performance assesment. Section 3 introduces two nature-inspired techniques
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(SA and GA) employed as feature selection. Besides, we present an algorithm
that shows how to use the SA and GA in the BCI context. The experimental
results are presented in Section 4. Next, we go for final conclusions and future
work.

2 Methodology

In this Section, we specify the methodology and the protocol used during the ex-
periments. In addition, a background about the Bayesian Classifier is introduced
in subsection 2.2, and the definition of the performance assessment is presented
in subsection 2.3.

2.1 Experimental Procedure

In this Section, we describe in brief the protocol used for collecting the data set.
More details about the experiments can be seen in [2,7]. The data was collected
during the experimental sessions with 5 right-handed and healthy subjects aged
from 25 to 50. The subjects performed instructions displayed on a screen. There
are four instructions: to relax, to imagine the movement of the right hand, to
imagine the movement of the left hand, and to imagine the movement of the feet.
The movement that they were asked to imagine was a handgrip or feet pressure.
An experiment for each subject consists of training and testing sessions. The
training session was performed in order to train the BCI classifier. During the
testing session, in real time we provide to the subjects the output of the BCI
classifier in orden to enhance the subject efforts to imagine a movement.

The subject was sitting in a comfortable chair located one meter from a 17”
monitor. The subject was instructed to fix a gaze on a motionless circle of 1
cm in diameter, in the middle of the screen. Each 10 seconds, one command
instruction was displayed in the screen. Four gray markers were placed around
the circle. A marker changes the colour into green signalled to the subject that
mental task must be performed. Each clue was preceded by a 4-second warn-
ing when the marker color changed into blue. Green color in the left and right
markers indicates to left and right hand movement imagining, respectively. The
top marker indicates relaxation. The lower marker corresponds to feet move-
ment imagining. Four such instructions presented in random order constituted
a block. The training session is composed by one block and the testing session
has nine blocks as is illustrated in Figure 2. Each subject received 10 blocks of
instructions at each experimental day. The structure of the block is presented
in Figure 3. During the testing sessions, the result of the predictor classification
was presented to the subject. This was done using green color in the central cir-
cle when the estimation of the classifier predictor coincides with the instruction.
Besides, we increase the brightness of the central circle showing the augmenting
of the classifying confidence. During the instruction to relax the subject does
not receive feedbacks from the screen.

The EEG signals were recorded using 48 active electrodes and g.USBamp and
g.USBamp API for MATLAB (g-tec, Graz, Austria). The sampling frequency
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employed was 256 Hz. The EEG signal were filtered by notch filter in order to
suppress supply noise. The position of the electrodes were: Fz, F3, F4, Fcz, Fc3,
Fc4, F7, F8, Fcz, Fc3, Fc4, Fc5, Fc6, Fc7, Fc8, Cz, C1, C2, C3, C4, C5, C6, T7,
T8, Cpz, Cp1, Cp2, Cp3, Cp4, Cp5, Cp6, Tp7, Tp8, Pz, P1, P2, P3, P4, P5,
P6, P7, P8, Pose, Po3, Po4, Po7, Po8, Oz, O1, O2. The central frontal electrode
(Afz) was taken as reference. All codes of data processing were carry out with
Matlab (Mathworks Inc. Natick, Ma, USA). The subjects have provided written
a participation consent. The experimental procedure was approved by the Board
of Ethics at the Institute for Higher Nervous Activity and Neurophysiology of the
Russian Academy of Sciences [8].

Daily experimental sessions
Training
1 block

Testing
9 blocks

Fig. 2. The sequence of sessions in the experimental protocol

Block

Relaxation Left hand MI Right hand MI Foot MI

4 10 4 10 4 10 4 10

Fig. 3. Structure of the experimental block. Each instruction was presented only once
and using random selection. The light blue areas of the block represent time of the
instruction for warnings. The rest of the blue areas of the block represent time of the
instruction for performance.

2.2 Bayesian Classifier Description

In this article, the mental tasks were classified using a Bayesian Classifier (BC) [1,
6]. Let L be the number of mental tasks to be classified and let N be the number of
active electrodes used for recording the EEG signals. We denote byXn(t) the EEG
signal recorded by the electrode n at time t. We assume that Xn(t) has Gaussian
distributionwith zeromean for allnand t.WedenotebyCi(t) the covariancematrix
of theEEGsignal corresponding to the i taskwith i= 1, . . . , L.Given a signalX(t),
for determining the class that the signalX(t) is associated,we compute the values of
Prob(X(t) | i), for all i. We assign to X(t) the class such that occurs the maximum
value ofProb(X(t) | i). Due to the distribution ofX(t) is Gaussian, the probability
to obtain X(t) under the condition that it corresponds to performing the mental
tasks i is given by

Prob(X(t) | i) ∝ exp

(
−Vi(t)

2

)
, (1)
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where Vi(t) is defined as Vi(t) = XT (t)Ci(t)X(t) + ln(det(Ci(t))) and det(·) is
the determinant function of a matrix. Note that, Ci(t) must be a nonsingular
matrix in order to compute the ln(det(Ci(t))).

The class that maximises the expression (1) is such that minimises the value
Vi(t). As a consequence, it is enough to find the minimal values of Vi(t) at each
time for all i. The value of Vi(t) can be unstable in the time, therefore we split
the signal in epochs. Let u be an epoch of duration Δt. We compute the data
covariance matrix at each epoch u as

C(u) = 〈X(u)XT (u)〉, (2)

then we compute the average Vi(u) by

〈Vi(u)〉 = trace(C(u)C−1
i (u)) + ln(det(Ci(u))), (3)

where trace(·) is the trace function of a matrix.
The training phase of the Bayesian predictor consists in computing the co-

variance matrices Ci for all i. The predictor was tested computing C(u) and the
〈Vi(u)〉 values.

2.3 Accuracy of the Estimator

To evaluate the accuracy of the classifier and its generalisation capability we
proceed as follows. We split the signals in epochs of a Δt duration. We randomly
divide the learning set in 10 blocks. We randomly chose 7 blocks of them for
computing the covariance matrices Ci for all mental tasks (training phase). The
rest part of the learning set is used for testing the predictor. We repeat M times
these classification trials. Next, we generate a confusion matrix P of dimensions
L × L that contains the averages over all M classification trials. The P matrix
has at the position (i, j) the probability pi,j , that is the probability to recognise
the i−th mental state in case that the instruction j−th mental task is performed.
Note that, the better learning predictor performs the P is closer to the identity.

We chose the Cohen’s κ function as indice of classification efficiency. The κ
function is defined as follows:

κ =

1

L

L∑

i=1

pi,i −
1

L2

L∑

i=1

L∑

j=1

pi,j

1− 1

L2

L∑

i=1

L∑

j=1

pi,j

. (4)

The value κ belongs to the [0, 1] interval, closer is κ to 1 closer is the accuracy
of the predictor, on the other hand a κ value closes to 0 indicates a deficient
classifier.
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3 Nature-Inspired Algorithm Description

This section introduces our main contribution, that is the algorithm that uses
metaheuristic techniques for doing the EEG channels selection on the context of
BCI based on motor imagery experiments. The section starts with a description
of the nature-inspired algorithms used in this article: the Simulating Annealing
(SA) and the Genetic Algorithm (GA). Next, we specify our approach that mixes
the metaheuristic techniques and the bayesian classifier.

3.1 Simulating Annealing Description

The Simulating Annealing (SA) method is an optimisation technique particularly
interesting for solving problems of large scale. It has been applied for solving both
combinatorial and continuous optimisation problems. The technique is mainly
useful when the goal is to find a global extremum that is hidden among several
local ones [9]. The goal is to minimise/maximise an objective function that in
the SA context is often referred as energy function. The algorithm tries random
steps following some criteria that arises from physical phenomena. The method is
an analogy with the thermodynamical process that liquids freeze and crystallise
or metals cool and anneal. Following this analogy, the method has a parameter
called temperature (T ), and a constant called Boltzmann’s constant relates the
temperature with the energy of the current system state. The technique is iter-
ative, at each iteration we replace a current solution scurr by a random nearby
solution snew that is chosen with a probability p. We consider a nearby solution
such that its Hamming distance with the current solution is less than or equal to
1. In other words, the strings scurr and snew differ only in one bit. The temper-
ature T decreases at each iteration until is reached some arbitrary value T end.
The probability of selecting a new solution is given by

p = min{exp (−(E(snew)− E(scurr))/kT ), 1}, (5)

where k is the Boltzmann’s constant. The probability brings the capacity to jump
from a local optimum to another part of the searching space. This exploration cri-
teria usually takes a downhill step while sometimes takes an uphill step is popularly
knownunder thenameofMetropolisAlgorithm.Thealgorithmstarts froman initial
solution with an initial temperature T , and a sequence of solutions are proposed,
and the temperature decreases its value until it reaches a frozen condition.

3.2 Genetic Algorithm Description

The Genetic Algorithm (GA) family started in the 60’s [10]. At the beginning,
the technique was motivated by a biological analogy with the selective breeding
of the plants and animals [10]. In the last 20 years, the GA trend has become
increasingly popular for solving optimisation problems. A GA is an iterative pro-
cedure. At each iteration, points in the searching space are analysed as possible
solutions, and they are combined according some rules. Following the biologi-
cal analogy, the points collection is named population, each individual point is
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called chromosome, and the coordinates in a particular point are named genes.
Each chromosome is evaluated by a fitness function E(·) that is the function to
be optimised. The algorithm consists in modifying the population applying the
following three evolutionary operations:

– Selection: there are several selection schema presented in the literature In
this article, we study the selection following the Baker’s stochastic universal
selection, a single value is used for sample all of the solutions by choosing
them at evenly spaced intervals.

– Crossover: It is a function that takes two chromosomes (often referred as
parents) and generates two new ones (often referred as offspring). The op-
eration replaces some genes of one parent by the corresponding genes of the
other one. In general, the selection of which genes to replace is random. In
this article, we follow the criteria of one-point crossover. Given two parents A
and B, this operation consists in random selecting a cutting-point, it means
a random position in the chromosome. Next, to generate a new two chro-
mosomes. One of them in its first part (until the cutting point) has genes
from parent A and the second part (from the cutting point till the end) has
genes from the another parent B. Another chromosome has in its first part
the genes from B and in its second part has the genes from A.

– Mutation: In this operation a randomly selected group of genes is changed.
In our problem, the genes are binaries, then the gene mutation is the binary
complement operation.

3.3 Applying the Nature-Inspired Algorithms for Feature Selection

Without loss of generality we enumerate the EEG channels by {1, . . . , N}, where
N is the number of electrodes sources of the EEG signals. The searching space
of our problem is {0, 1}N . Possible solutions have the form s = [s1, s2, . . . , sN ]
where si = 0 represents that the signal captured by the electrode i is omitted as
source of the classification tool, and si = 1 represents that the signal measured
by the electrode i is an input of the classification tool. Besides, we consider as
accuracy of our model the kappa function given by (4), that has domain in [0, 1].
The problem is to find s ∈ {0, 1}N such that the kappa function is maximized
when the BC is used for the mental class estimation. Note that a larger kappa
value implies a better model accuracy. For this reason we have a maximisation
problem instead of a minimisation one.

In the SA method, given a current solution scurr we must select a nearby
solution of scurr that we denote by snew. In this step, we randomly select a
value i in [1, N ]. Next, we define the nearby solution as snewj = scurri for all
j �= i and snewj = scurri + 1 mod 2, where mod is the module function. The
procedure for generating the classification tool in the BCI using SA is presented
in Algorithm (1). The algorithm has the following input parameters: an initial
temperature T (0) and the stop condition T end. Besides, it must be defined the
a cooling schedule for decreasing the temperature. Algorithm (2) presents the
method for generating the feature selection using GA.
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Algorithm 1. Procedure for generating the classification tool in the BCI
using Simulated Annealing.
1 Define an initial population {s(1), . . . s(K)};
2 for (k = 1 to K) do
3 Generate the time-series data with the electrodes channels that

verifies s
(k)
i = 1;

4 Train the classification tool;
5 Compute the kappa function;

6 T = T (0);
7 scurr = s(k);
8 while (T ≥ T end) do
9 Select a random nearby solution snew;

10 if (kappa(snew) ≤ kappa(scurr)) then
11 scurr = snew;

12 else
13 Compute p using expression (1);
14 if (rand(0, 1) < p) then
15 scurr = snew;

16 i = i+ 1;
17 Decrease temperature T ;

18 Return scurr;

4 Experimental Results

We begin by specifying the notation. we use the following abbreviations: the
Bayesian Classifier without using metaheuristic is denoted by BC, Bayesian Clas-
sifier with feature selection using Simulating Annealing is denoted by BC-SA,
and Bayesian Classifier with feature selection using Genetic Algorithms is de-
noted by BC-GA. A tradeoff between time resolution and accuracy is presented
in the expression (3), wherein must be defined the epoch length criteria. We
follow the same criteria that in [1] where the authors used epochs of 1 second
length. The setting of the GA method was done as follows. We perform 1500
generations, each generation has 100 chromosomes, we use the Baker selection
for select the parent chromosomes, and the mutation factor is 1/48. In the SA
technique the cooling schedule consists in decrease the temperature in one unit
at each algorithm iteration. In order to compare performance between SA and
GA, both algorithms are performed during the same time. In order to have ref-
erence values about the accuracy of the BC without the feature selection using
the metaheuristics, we perform 50 times the BC using random selection of the
EEG channels. Then, we compute the kappa value reached by the BC predictor
for each one of the 50 trials.

Table 1 shows the accuracy obtained by the BC, BC-SA and the BC-GA pro-
cedures. First column shows an identificador of the studied subject. The columns
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Algorithm 2. Procedure for generating the classification tool in the BCI
using Genetic Algorithm.
1 Define an initial population {s(1), . . . s(K)};
2 for (k = 1 to K) do
3 Generate the time-series data with the electrodes channels that

verifies s
(k)
i = 1;

4 Train the classification tool;
5 Compute the kappa function;

6 while (cond is not satisfied) do
7 repeat
8 Select parent chromosomes;
9 Choose a cutting point;

10 Perform crossover;
11 Choose mutation points;
12 Perform mutation;
13 Evaluate fitness of the offspring;
14 until (New generation has enough offsprings);

15 Return the classification tool and the best combination of EEG channels;

Table 1. Classification accuracy using the kappa function. The first column presents
the experiment identification. The second column presents the results when a Bayesian
Classifier (BC) was performed using the all EEG channels. The third column shows
the results of to use SA as feature selection and then to use BC. The last column shows
the accuracy reached when GA is used for selecting the channels and BC is performed.
50 iteraciones

Experiment 50 random selections SA-BC GA-BC
Id Mean Std 95% Max
A 0.1424 0.0412 0.1538 0.2433 0.2522 0.2631
B 0.3398 0.0653 0.3579 0.4867 0.4836 0.4972
C 0.3076 0.1062 0.3370 0.4696 0.5360 0.5372
D 0.1152 0.0585 0.1314 0.2264 0.2478 0.2544
E 0.2028 0.0439 0.2150 0.2753 0.2922 0.2882

2 to 5 show results reached using the BC. In column 2, we can see the average
value of kappa among the kappa values reached on the 50 trials. Column 3
presents the standard deviation of these set of kappa values, column 4 shows
the upper endpoint of a 95% confidence interval, and the column 5 presents the
maximum kappa value reached among the 50 trials. Column 6 shows the best
kappa value reached by the BC-SA, and column 7 presents the best kappa value
reached by the BC-GA. We can see that in all experiments the upper endpoint
of the 95% confidence interval is lower than the kappa value reached used meta-
heuristics. Even the maximum kappa value reached among the set of experiment
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is less than the kappa value computed using BC-SA and BC-GA. In the 80% of
the experiments the BC-GA reaches better kappa value than GA-SA. Figure 4
illustrates the evolution of the kappa value for the experiments A, B and C for
both procedures BC-SA and BC-GA. Figure 5 presents an example of the evolu-
tion of the number of EEG channels used for computed the best kappa value at
each generation of the BC-GA method. The figure has the evolution of number
of electrodes used for the 5 experiments.

5 Conclusions and Future Work

An important task of a BCI system development consists in designing the EGG
pattern classifier. The analysis based on EEG signals presents significant diffi-
culties, due to the presence of noise. As a consequence, the selection of the EEG
channels used for building a learning predictor can impact in the predictor per-
formance. In general, in the EEG-based BCI experiments several EEG channels
are used for collecting the data. For instance, in our experiments we are using
48 channels. Therefore, the selection of a best combination of EEG channels can
not be done using a brute-force strategy.

In this article, we propose a solution for this problem that is based on two
well-known metaheuristic techniques: Simulating Annealing (SA) and Genetic
Algorithms (GA). We analyse the performance of both techniques for selecting
the EEG channels when we are using a Bayesian Classifier in the BCI system.
We compare the performance of these techniques with a EEG random selec-
tion strategy. Besides, we present statistical results for that comparisons. We
can affirm that the use of both metaheuristic procedures significantly improve
the accuracy of the EEG pattern predictor. In particular, in the 80% of the
experiments the higher accuracy is reached when the selection is done using
the GA. As a for future work, we are interested in applying the same approach
for EEG-based BCI visual imagery. Additionally, we have plans to compare the
performance reached by SA and GA with other nature-inspired techniques.

Acknowledgement. This work was supported within the framework of the
IT4Innovations Centre of Excellence project, reg. no. CZ.1.05/1.1.00/02.0070 sup-
ported by Operational Programme ’Research and Development for Innovations’ funded
by Structural Funds of the European Union and state budget of the Czech Republic
and this article has been elaborated in the framework of the project New creative
teams in priorities of scientific research, reg. no. CZ.1.07/2.3.00/30.0055. The authors
also thank for their work support from the long-term strategic development financing
budget of the Institute of Computer Science (RVO:67985807).



90 S. Basterrech et al.

References

1. Frolov, A.A., Husek, D., Bobrov, P.: Comparison of four classification methods for
brain computer interface. Neural Network World 21(2), 101–115 (2011)

2. Frolov, A.A., Husek, D., Bobrov, P., Mokienko, O., Tintera, J.: Sources of electrical
brain activity most relevant to performance of brain-computer interface based on
motor imagery. In: Brain-Computer Interface Systems - Recent Progress and Future
Prospects, pp. 175–193. InTech (2013)

3. Bobrov, P., Frolov, A.A., Cantor, C., Fedulova, I., Bakhnyan, M., Zhavoronkov, A.:
Brain-computer interface based on generation of visual images. PLOS ONE 6(6),
1–12 (2011)

4. Schröder, M., Bogdan, M., Hinterberger, T., Birbaumer, N.: Automated EEG fea-
ture selection for brain computer interfaces. In: First International IEEE EMBS
Conference on Neural Engineering, pp. 626–629 (March 2003)

5. Peterson, D.A., Knight, J.N., Kirby, M.J., Anderson, C.W., Thaut, M.H.: Feature
selection and blind source separation in an EEG-based brain-computer interface.
EURASIP J. Appl. Signal Process. 2005, 3128–3140 (2005)

6. Bobrov, P.D., Korshakov, A.V., Roshchin, V.I., Frolov, A.A.: Bayesian Classifier
for Brain-computer Interface B]ased on Mental Representation of Movements. Zh
Vyssh Nerv Deiat Im I P Pavlova 62(1), 89–99 (2012)

7. Frolov, A.A., Husek, D., Bobrov, P., Korshakov, A., Chernikova, L., Konovalov, R.,
Mokienko, O.: Sources of EEG activity most relevant to performance of brain-
computer interface based on motor imagery. Neural Network World 22(1), 21–37
(2012)

8. Institute of Higher Nervous Activity and Neurophysiology of RAS (IHNA & NPh
RAS), Moscow, Russia, http://www.ihna.ru/en/

9. Press, W.H., Teukolsky, S.A., Vetterling, W.T., Flannery, B.P.: Numerical
Recipes in C++: The Art of Scientific Computing. Cambridge University Press
(February 2002)

10. Reeves, C.R.: Genetic Algorithms for the Operations Research. INFORMS Journal
of Computing 9(3), 231–250 (1997)

http://www.ihna.ru/en/


PROCESS: Projection-Based Classification

of Electroencephalograph Signals

Krisztian Buza1(�), Júlia Koller1, and Kristóf Marussy1,2

1 BioIntelligence Lab, Institute of Genomic Medicine and Rare Disorders,
Semmelweis University, Budapest, Hungary

buza@biointelligence.hu, jkoller4@gmail.com

http://www.biointelligence.hu
2 Budapest University of Technology and Economics, Budapest, Hungary

marussy@cs.bme.hu

Abstract. Classification of electroencephalograph (EEG) signals is the
common denominator in EEG-based recognition systems that are rel-
evant to many applications ranging from medical diagnosis to EEG-
controlled devices such as web browsers or typing tools for paralyzed
patients. Here, we propose a new method for the classification of EEG
signals. One of its core components projects EEG signals into a vector
space. We demonstrate that this projection may allow visual inspection
and therefore exploratory analysis of large EEG datasets. Subsequently,
we use logistic regression with our novel vector representation in order
to classify EEG signals. Our experiments on a large, publicly available
real-world dataset containing 11028 EEG signals show that our approach
is robust and accurate, i.e., it outperforms state-of-the-art classifiers in
various classification tasks, such as classification according to disease or
stimulus. Furthermore, we point out that our approach requires only
the calculation of a few DTW distances, therefore, our approach is fast
compared to other DTW-based classifiers.

Keywords: Electroencephalography · Classification · Projection · Visu-
alization · Dynamic time warping

1 Background

The growing interest in brain research is reflected by recent and still ongoing
American and European large scale research projects that are dedicated to
study the brain and its disorders. In particular, we mean the BRAIN Initia-
tive announced by president Obama and the European Human Brain Project.1

The expected impact of these projects may be compared to that of the cele-
brated Human Genome Project. Consequently, we expect an increased need for
methods that allow exploratory analysis and predictions based on large datasets
describing the dynamics of the brain.

1 http://en.wikipedia.org/wiki/BRAIN Initiative,
https://www.humanbrainproject.eu
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There are various techniques that allow to capture the activity of the brain,
such as electroencephalography (EEG), magnetoencephalography (MEG) and
magnetic resonance imaging (MRI). While MEG captures the activity on much
more channels than EEG, in case of MEG the noise is substantially higher than in
case of EEG. MRI has an excellent spatial resolution, but its temporal resolution
is limited, therefore, purely based on MRI, it may be difficult to study the
dynamics of the brain. Taking these considerations into account, in this paper,
we focus on EEG which is a well-established technique to study the activity of
the brain. We note, however, that our ideas may simply be adapted to MEG
and MRI data. The only requirement for that is the presence of an appropriate
distance measure between the recordings.

EEG is widely used in research and clinical practice. For example, EEG is
highly valuable for presurgical evaluation [12], diagnostic decision-making [2],
assessment of chronic headaches [13] and diagnosis of particular diseases such
as Alzheimers disease [9] or schizophrenia [19]. Paralyzed patients may benefit
from EEG-controlled devices, such as spelling tools [4] or web browsers [3]. EEG
was used to study sleepiness in long distance truck driving [11] and there were
attempts to predict upcoming emergency braking based on EEG signals [10]
which could result in reducing the braking distance of vehicles.

Continuous, long term EEG monitoring is required in case of various diseases,
e.g. some forms of epilepsy [21], coma, cerebral ischemia, assessment of medica-
tions [20], sleep disorders, disorders of consciousness [14], psychiatric conditions
and movement disorders [23]. Moreover, long term EEG monitoring is used dur-
ing anesthesia and in neonatal intensive care units [15]. In these cases, EEG is
recorded for hours or days resulting in gigabytes of multivariate time series data
for each patient. The real-time evaluation of such huge amount of data is practi-
cally impossible without semi-automated techniques that assist human experts.
A common feature of the aforementioned diagnostic problems and EEG-based
tools is that they involve recognition tasks related to EEG signals. As EEG sig-
nals can be considered as multivariate time-series, these recognition tasks can
be formulated as multivariate time-series classification tasks, for which state-
of-the-art solutions are based on machine learning. A recognition model, called
classifier, is constructed based on previously collected data and evidence (i.e.,
which signal was recorded under which conditions).

Various algorithms were developed for the classification of EEG signals in the
last decades, see e.g. [5], [18], [22]. As EEG signals are time series, we consider the
classification of EEG signals as a time-series classification problem, for which the
k nearest-neighbor (k-NN) method using dynamic time warping (DTW) as dis-
tance measure was reported to be competitive, if not superior, to many state-of-
the-art time-series classifiers, such as neural networks or hidden Markov models,
see e.g. [6], [8] and the references therein. Furthermore, in their recent work, Chen
et al. [8] gave theoretical guarantees for the performance of nearest neighbor-like
time-series classifiers. Meanwhile, considerable research effort was devoted to en-
hanceDTW-based nearest neighbor classificationof time series both in terms of ac-
curacy and classification time. Here, we point out hubness-aware classifiers which
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represent one of the most promising research directions aiming to enhance nearest
neighbor classification. Recent hubness-aware classifiers include hw-kNN, HFNN,
NHBNN and HIKNN [17], [25], [26], [27]. These techniques were surveyed and ex-
tended to time series classification in [24]. In their extensions to time-series classi-
fication, all of these hubness-aware classifiers used DTW as distance measure.

In the light of the aforementioned results, we decided to base our approach on
DTW. In contrast to the aforementioned direction of research which used DTW
in nearest neighbor classifiers or their extensions, we use DTW in order to con-
struct real-valued features which results in projecting multivariate time-series
into a vector space. We demonstrate that this projection may allow visual in-
spection and therefore exploratory analysis of large EEG datasets. Furthermore,
conventional classifiers developed for vector data may be used on the projected
data. In particular, we use logistic regression [7] for classification. We call our
approach PROCESS: Projection-based Classification of Electroencephalogram
Signals. As we will show, PROCESS achieves significantly better accuracy than
state-of-the-art classifiers. The most time-consuming step of the nearest neighbor
classification using DTW is the calculation of the DTW-distances. In contrast,
using PROCESS, we only need to calculate a few DTW-distances, therefore,
our approach can quickly classify time-series. Additionally, we will show that
PROCESS performs favorably even in cases when the test data is remarkably
different from the training data which shows the robustness of our approach.

2 Our Approach: PROCESS

We begin this section by giving the basic notations. Subsequently, we describe
our approach.

2.1 Basic Notations

We use D to denote the set of EEG signals used to construct the recognition
model, called classifier. D is called training data and each signal in D belongs to
one of the classes. The class of a signal is given by its class label. For example, a
dataset may contain EEG signals that correspond to normal brain activity and
some other signals that correspond to epileptic seizures. In this case, there are
two classes, that may be called normal and seizure respectively. Therefore, the
class label of each signal is either normal or seizure.

The class labels of the training data are known while constructing the classi-
fier. The process of constructing the classifier is called training. Once the classifier
is trained, it can be applied to new signals, i.e., the classifier can be used to pre-
dict the class labels of new signals. In order to evaluate our classifier we will use
a second set of EEG signals Dtest, called test data. Dtest is disjoint from D and
the class labels of the signals in Dtest are unknown to the classifier. We only use
the class labels of the signals in Dtest to quantitatively assess the performance of
the classifier (by comparing the predicted and true class labels and calculating
statistics regarding the performance).
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Fig. 1. Projection of signals into a vector space by PROCESS. In this example, the
horizontal (vertical) axis of the coordinate system correspond to the distances from the
first (second) selected signal.

2.2 Projecting EEG Signals into a Vector Space

First, we select a random subset of the training data. This random subset of D
will contain n EEG signals. Then, we calculate the distance of the remaining
(i.e., non-selected) EEG signals from the selected ones using DTW. For the
description of how to calculate DTW on multivariate time series we refer to [6].
Subsequently, the distances are used as real-valued features: the distance of the
signal x from the first selected signal will be the first feature of x, the distance of x
from the second selected signal will be the second feature of x, etc. Representing
each signal as a vector of n real-valued features allows to project the signals into
an n-dimensional vector space.

The mapping into a vector space is illustrated in Fig. 1. In this example, the
training data D contains five signals. Out of them, n = 2 were selected. We
calculate the distances of the remaining 5− 2 = 3 signals from the selected ones.
This results in a vector of length n = 2 for each non-selected signal, i.e., we
projected the non-selected signals into a vector space of n = 2 dimensions.

Once the non-selected time series are projected into a vector space, we can
train any conventional classifier working on vector data. In particular, we propose
to use logistic regression [7].

In order to classify a new signal x′, we calculate the distance of x′ from the
selected signals. Therefore, we project x′ into the aforementioned vector space.
Then we use the previously trained classifier (logistic regression) to predict the
class label of x′.

2.3 Example on EEG of Epileptic and Normal Brain Activity

In order to illustrate the projection produced by our approach we use the data [1]
collected by Andrzejak et al. Similarly to [22], we consider EEG signals corre-
sponding to normal brain activity with open eyes and ”epileptic EEG signals
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Fig. 2. The result of projecting the EEG signals into a two dimensional vector space.
Signal either correspond to normal brain activity or epileptic seizures.

obtained from five different epileptic patients, recorded during the occurrence of
epileptic seizures” [22]. We use half of the signals as training data and the other
half of the signals as test data. The projection of the training data produced
by our approach using n = 2 selected signals is shown in Fig. 2. As we can see,
as the result of the projection, the two classes of signals are projected to well-
separated regions. Note that this example also demonstrates that the proposed
projection approach may be useful to map EEG signals into a low dimensional
space in order to provide the user with an overview of the entire data set.

In fact, our approach achieves perfect classification of the test data which can
be attributed to the fact that the original data was manually curated by human
experts, in particular, only signals being free of artifacts were included in the
data [1]. However, the labor-intensive process of revision of the data by human
experts is only applicable to small or moderately-sized datasets, while in many
applications we have to work with large sets of EEG data. Therefore, in the next
section, we will evaluate our approach on EEG data recorded under real-world
conditions without the labor-intensive revision by human-experts.

3 Experiments

In this section, we describe the data and the experimental protocol. This is
followed by presenting and discussing our experimental results.

3.1 Data

In order to evaluate our approach, we used the publicly available EEG dataset2

from the UCI machine learning repository [28]. This collection contains in total
11028 EEG signals recorded from 122 persons. Out of the 122 persons, 77 were
alcoholic patients and 45 were healthy individuals.

2 http://archive.ics.uci.edu/ml/datasets/EEG+Database

http://archive.ics.uci.edu/ml/datasets/EEG+Database
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Both alcoholic patients and healthy individuals were exposed to three different
stimuli: subjects were shown either one picture or two different pictures or the
same picture twice. The dataset contains recordings for all these three types
of stimuli for all the subjects. The electrical activity of the brain was captured
at 256 Hz for 1 second on 64 channels. Therefore, each EEG signal is a 64-
dimensional time series of length 256 in this collection. For more information
about data collection and selection of patients we refer to [28]. In order to filter
noise, as a simple preprocessing step, we reduced the length of the signals from
256 to 64 by binning with a window size of four, i.e., we averaged four consecutive
values of the signal.

3.2 Baselines

We compared our approach, PROCESS, with k-NN using DTW and its hubness-
aware extensions, i.e., hw-kNN, hFNN, NHBNN and HIKNN, as well as further
state-of-the-art classifiers such as neural networks and SVMs. Both for k-NN and
its hubness-based extensions, we tried all odd k values in the range 1...10. For
simplicity, we only report results for the best-performing variant of k-NN and
its hubness-aware extensions. As further baselines, we used the logistic classifier,
Support Vector Machines (SVMs) and neural networks from the Weka software
package.3 In logistic classifiers, neural networks and SVMs, we used the time se-
ries as 64-dimensional vectors. Neural networks were trained for 100 epochs. We
tried five different neural networks: (i) simple perceptrons, multilayer percep-
trons (MLPs) with one hidden layer containing (ii) 4, (iii) 16 and (iv) 64 nodes
and (v) MLPs with two hidden layers containing 64 and 4 nodes. For brevity,
we only report results for the best performing neural network in Table 1.

3.3 Experimental Protocol

We compared the accuracy of our approach and the baselines in three different
contexts.

– In the Disease context the task is to recognize, based on the EEG signals,
whether a person is affected by the disease (alcoholism) or not, i.e., the class
label of an EEG-signal reflects whether this signal originates from an alco-
holic patient or a healthy individual. In this context, both for our approach
and the baselines, we make use of the information that we know which sig-
nals originate from the same person: we classify a person as healthy (or
alcoholic, respectively) if majority of the signals originating from that per-
son were classified as healthy (or alcoholic, respectively). While we do not
claim that alcoholism should be diagnosed using EEG, with this context we
aim to simulate scenarios in which EEG is used to asses the presence or the
severity of a disease.

3 Weka is available at http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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– In the Stimulus context we classified signals according to the stimulus. There-
fore, signals belong to one of three classes: (i) one picture was shown to the
person, (ii) the same picture was shown twice, (iii) two different pictures
were shown. We performed three experiments in this context: in the first one
(Stimulus) we used the entire dataset, in the second experiment (Stim.H )
only the signals originating from healthy individuals were used, while in the
third context (Stim.A) we only used the signals describing the electrical ac-
tivity of the brain of alcoholic patients. This context simulates scenarios in
which patterns of different brain activities has to be distinguished, such as
in case of EEG-based spelling devices or web browsers.

– The Application context extends the Stimulus context: the goal is to recog-
nize the stimulus again, however, we aim to simulate scenarios in which the
system is trained using a particular dataset, but the system is subsequently
applied to new data originating from a slightly different distribution. In the
App.I experiment we used only signals originating from healthy individuals
to train the classifier and we test the classifier on signals of alcoholic patients;
whereas in the App.II experiment we used signals of alcoholic patients to
train the classifier and we test it on signals of healthy individuals.

In all the aforementioned experiments, we used the 10×10-fold crossvalidation
protocol to evaluate our approach and the baselines. While splitting the data
for cross-validation, we pay attention that all the signals belonging to the same
person are assigned to the same split, and therefore each person either appears in
the training data or in the test data, but not in both. On the one hand, this allows
to simulate the real-world scenario in which the recognition system is applied to
new patients; on the other hand, EEG signals are known to be characteristic to
individuals, see e.g. person identification systems using EEG [16], therefore, if
the same person would appear in both the train and test data, this could lead
to overoptimistic results.

As performance measure we used accuracy, i.e., the number of correct classi-
fications divided by the number of all the classifications.

While implementing PROCESS we used the publicly available implementation
of logistic regression [7] from the aforementioned Weka software package. We de-
termined the number of selected signals n using a validation subset of the training
data. In particular, we used one out of the 9 training splits as validation split and
we trained PROCESS on the remaining 8 splits with n = 100, 200, 300, ..., 1000
and evaluated its accuracy on the validation split. Finally, we set n to the value
that resulted in the best performance on the validation split. Then we retrained
our classifier using the entire training data.

3.4 Experimental Results

We run the experiments on a computer with 6 CPU-cores, 16 GB RAM and 2TB
HDD. Table 1 summarizes the results of our experiments. We show accuracies
averaged over 10×10 folds for the previously described experiments. We show the
corresponding standard deviations on the right of the ± symbol. The symbol •/◦
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Table 1. Accuracy ± standard deviation of PROCESS and its competitors averaged
over 10 × 10 folds. Bold font denotes the best approach in each row. The symbol
•/◦ denotes if the difference between PROCESS and its competitor is statistically
significant (•) or not (◦) according to t-test at significance level of 0.01.

Context k-NN best hubness- Logistic best neural SVM PROCESS

aware classifier network (our approach)

Disease 0.656±0.049• 0.786±0.113◦ 0.791±0.110◦ 0.782±0.110◦ 0.798±0.089◦ 0.800±0.110

Stimulus 0.577±0.019• 0.588±0.017• 0.444±0.066• 0.513±0.094• 0.490±0.081• 0.687±0.022

Stim.H 0.579±0.035• 0.582±0.035• 0.623±0.073• 0.640±0.068◦ 0.666±0.076◦ 0.645±0.040

Stim.A 0.573±0.028• 0.588±0.026• 0.435±0.064• 0.497±0.096• 0.488±0.081• 0.673±0.031

App.I 0.550±0.022• 0.557±0.024• 0.572±0.053• 0.602±0.056• 0.611±0.049◦ 0.622±0.040

App.II 0.574±0.030• 0.586±0.033• 0.431±0.066• 0.507±0.113• 0.482±0.077• 0.648±0.035

denotes if the difference between PROCESS and its competitor is statistically
significant (•) or not (◦) according to t-test at significance level of 0.01.

The results show that in the vast majority of the cases, our approach outper-
formed the baselines and the difference was statistically significant. An exception
is the Stim.H experiment in which SVMs performed slightly better than our ap-
proach. However, the difference is statistically non-significant in this case.

In our experiments, the training time of PROCESS was close to the training
time of SVMs and neural networks, while PROCESS was much faster to train
then the best hubness-aware classifier. Regarding classification times, PROCESS
was more than an order of magnitude quicker than k-NN and hubness-aware clas-
sifiers which may be attributed to the fact that PROCESS needs substantially
less DTW calculations than these other classifiers. On the other hand, neural
networks and SVMs were even quicker than PROCESS. Note, however, that in
practical applications, PROCESS should be considered as an alternative even to
SVMs or neural networks in cases where accuracy is more important than pre-
diction time or if several CPU-cores are available in order to execute the DTW
calculations of PROCESS in parallel.

4 Conclusions and Outlook

In this paper, we proposed a new approach for the analysis of electroencephalo-
graph (EEG) signals. We demonstrated that the proposed projection approach
may be useful to represent EEG signals of a real dataset in a low dimensional
vector space and therefore it may allow exploratory analysis of the data by vi-
sual inspection. Our experiments on a publicly available real-world EEG dataset
showed that our approach significantly outperforms the state-of-the-art in var-
ious EEG-related recognition tasks, including cases when the training and test
data originate from slightly different distributions.

Our approach, PROCESS, maps multivariate time-series into a vector space.
In order to do so, PROCESS calculates distances from randomly selected in-
stances. As our experimental results show, this random selection leads to good
results. However, in order to further increase classification performance, one may
consider more advanced selection strategies.
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In principle, the vector representation of the data constructed by PROCESS
allows to use (almost) any vector classifiers including ensemble methods and
semi-supervised classifiers. Furthermore, the projection might be useful for clus-
tering or anomaly detection. Therefore, these applications are subject to fu-
ture work. Additionally, we point out that PROCESS might be used for various
classification tasks related to multivariate time-series, such as recognition tasks
related to electrocardiograph (ECG) signals, gesture recognition or signature
verification. From the point of view of medical diagnosis, classification of class-
imbalanced data is of special interest, therefore, we aim at combining PROCESS
with classifiers for class-imbalanced data in our future work.
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Abstract. The pattern of blood vessels of a hand to build a biometric
system will be presented in the article. Being a unique feature this pat-
tern is impossible to be forged. Acquisition of a given biometrics will be
described. The method to improve contrast of the input image based on
three stages: the image histogram equalization, a smoothing operation
of the filter and image normalization will be presented. The feature ex-
traction method based on the two-dimensional density function will be
shown. The location of blood vessels method based on the nearest neigh-
bour matching method will be discussed. This paper contains a com-
parison of available in the scientific literature common methods used in
the process of creating the biometric system based on the distribution of
blood vessels in the hand.

Keywords: Palm vein patterns · The contrast enhancement · Density
function · Authentication

1 Introduction

Biometrics consists of the variety of methods for identification or verification by
analyzing physical and behavioral characteristics of a man. Nowadays biometrics
can replace the weaknesses of the available ways of identification or verification
such as a PIN, access card or password. Various identification cards can be
scanned and reproduced, passwords can be monitored or broken, and PIN codes
can be forgotten or stolen. The system that uses biometric features is not bur-
dened with these defects as an access card or PIN employ a unique biometric
feature of a human being [1].

Some systems based on biometric patterns, however, also have drawbacks
such as a given quality missing in all people. Another disadvantage is the inabil-
ity to measure the biometrics [2]. Such systems include the ones based on the
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distribution of fingerprint lines. Many cases of people suffering from a disorder
called adermatoglyphia have been reported. Those affected by the disease lack a
unique structure produced by the skin in the form of arching or looping ridges
on the inner surface of the skin of hands and feet. Another example may be sys-
tems that use the iris pattern for identification or verification. To deceive such
a system it is sufficient to have a printed image of an eye with a sufficient high
resolution. The above-mentioned features are not only easy to be forged but the
cost associated with the creation of a false pattern is also low.

A very interesting solution, largely resistant to these problems, is to use a
pattern of blood vessels of the hand. The distribution of blood vessels in the hand
being the only of its kind feature, even for identical twins, is also individual for
the right or left hand. The biometric vein pattern is right under the skin so to get
the image it is enough to use infrared light and a thermal imaging camera. The
transmitted infrared light is partially absorbed by hemoglobin in the veins which
finally results in the image of a natural contrast of veins. The infrared radiation
causes no adverse effects in our bodies. There are no interferences from wrinkles,
hand lines, hand roughness, dryness or other surface imperfections of the skin.
In addition, the venous pattern does not change throughout life but the only
parameter which undergoes changes is its size. The advantage of using the hand
vascular biometric system is the inability to be forged or falsified. There have
been no cases of forgery reported yet.

2 Related Work

The dynamic development of biometric systems makes applications do not have
to remember a password or PIN. For this purpose we simply use biometric fea-
tures individual for each person. An example of such a trait can be the above-
mentioned pattern of blood vessels in the hand. This trait among all the other
biometric features is distinguished by its stability, uniqueness and reliability. The
pattern of blood vessels has gained interest among manufacturers of biometric
systems as well as in research. The work [3] describes the structure of the veri-
fication system based on the pattern of blood vessels in the hand and presents
various stages of the system with a description of the extraction methods based
on Gaussian functions, and feature coding using a Hamming standardized dis-
tance.

The Gaussian function is often used in the process of feature extraction in
blood vessels. Its application can be found also in the works by [4,5]. Apart
from feature extraction the Gaussian function was applied to improve the image
contrast as shown in [6] and [7]. The blood vessel pattern of the hand is extended
enough to allow the use of different methods for extracting and coding features.
In their research [8,6] suggested using the wavelet transform in the process of
feature extraction.

To create biometric systems it is equally important to encode the pattern. The
encoding method must be properly matched so that the process of verification or
identification is accurate and quick. In the article by [9] the coding method based
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on minutiae can be found. This approach is used in the creation of biometric
systems using fingerprints. In their research three characteristics of biometrics
are referred to: ridge ending, bifurcation and ridge crossing. .

3 Description of the Test Stand and Photo Technique

The biometric vein pattern is located under the skin. To activate the image of the
hand vascular system the infrared light and the active matrix infrared camera
should be used. The near infrared light is partially absorbed by hemoglobin
present in veins which creates a picture of the structure beneath the outer layer
of the skin, presenting the natural contrast pattern of the blood vessels. The test
stand consists of a CCTV active-matrix infrared camera, IR lamp, the tripod
and a plate with five supportive wheels thanks to which during the acquisition
the position of a hand is always the same, the picture is taken from the same
distance. Our research considers the image of the palm section 256 x 256 pixels
in size. Two bases of photos, the own one and CASIA MSPD [10] base have been
used. Each of these contains data collected from 100 users, with 12 pictures of
the left and right hand for each user.

4 Improving the Image Contrast

During the acquisition of the pattern of the hand blood vessels noise can be
noticed. The blood vessels are not bulging enough which results in inaccurate
feature extraction. To improve readability three operations to improve its quality
are performed:

– histogram equalization operation (1)
– filter smoothing operation (2)
– image normalization process (3).

The first step is to use a histogram equalization method (1) which magnifies the
visibility of blood vessels by aligning the components of the image. The next step
is to apply the smoothing filter (2), which removes the noise generated during
the acquisition of images. The last step is to normalize (3) the image after the
contrast enhancement, which means limiting the image into the range of 0 - 255.
Sample contrast enhancement shown in Fig.1.

Di =

∑i
k=1 hi∑N
k=1 hi

(1)

w(x, y) ∗ F (x, y) =
∑

i,j∈W

w(i, j)F (x − i, y − j) (2)

Z(x, y) = Fγ(x, y) (3)
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Fig. 1. Sample image of palm vein after using contrast enhancement

5 Extraction of Features

The pattern of palm blood vessels in the image looks like a dent, because the
veins are darker than the surrounding area. Our method examines the entire
profile of the hand, pixel by pixel, and finds its value over a specified threshold,
in order to capture the curvature of the image. This method is based on a two-
dimensional density function (4), which is presented below:

f(x) =
1

2πδ2
∗ exp

(
−(x2 + y2)

2δ2

)
(4)

One of the first steps of our method is the initial location of curvature in the
horizontal, vertical and both diagonal directions. For modeling the curvature
localizing filter the first (5), (7), (9) and the second (6), (8) derivatives of the
two-dimensional density function are used.

f ′(x) =
(
−x

δ2

)
∗ f(x) (5)

f ′′(x) =
x2 − δ2

δ4
∗ f(x) (6)

f ′(y) = f ′(x)′ (7)

f ′′(y) = f ′′(x)′ (8)

f ′(x)(y) =
x ∗ y
δ4

∗ f(x) (9)

The filters are designed to locate all the existing curvature of the profile for the
four directions. Filters for the horizontal direction (10), vertical (11) and two
diagonal (12), (13) are described by the following formulas:

C(z) =

(
f ′′(x)

(1 + f ′(x)2)
3
2

)
(10)
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C(z) =

(
f ′′(x)′

(1 + f ′(x)2)
3
2

)
(11)

C(z) =

(
0.5 ∗ f ′′(x) + f ′(x)(y) + 0.5 ∗ f ′′(x)′

(1 + ((0.5 ∗
√
2) ∗ (f ′(x) + f ′(x)′))2)

3
2

)
(12)

C(z) =

(
0.5 ∗ f ′′(x) − f ′(x)(y) + 0.5 ∗ f ′′(x)′

(1 + ((0.5 ∗
√
2) ∗ (f ′(x)− f ′(x)′))2)

3
2

)
(13)

The next step is to determine the local maximal points (14) along the cross-
section of the input image for all 4 directions. These points indicate the central
position of the veins. This operation can be defined as follows:

P (zi) = C(zi)×N(i) (14)

The variable N (i) is the width of the curvature area. At the same time the
designated curvature maxima points are assigned to the plane V (x, y). The
next step is to connect the designated vein centers. This is done basically by
checking m pixels located to the right and left of (x, y). If the pixel (x, y) and
the pixel value located on both sides is high (in terms of brightness), a horizontal
line is drawn. But if the neighbouring pixel values are high, and the value of the
pixel (x, y) is low, then it is treated as a gap between the veins. If the pixel value
(x, y) is high and its neighbouring pixels have a low value, it is treated as an
interference. This operation is used for all pixels designated in an earlier step.
This action can be represented by the following formulas:

Sd1 = min{max(V (x+ (m− 1), y), V (x+m, y))

+max(V (x − (m− 1), y), V (x−m, y))}
(15)

Sd2 = min{max(V (y + (m− 1), x), V (y +m,x))

+max(V (y − (m− 1), x), V (y −m,x))}
(16)

Sd3 = min{max(V (y − (m− 1), x− (m− 1)), V (y −m,x−m))

+max(V (y + (m− 1), x+ (m− 1)), V (y +m,x+m))}
(17)

Sd4 = min{max(V (y + (m− 1), x− (m− 1)), V (y +m,x−m))

+max(V (y − (m− 1), x+ (m− 1)), V (y −m,x+m))}
(18)

With so designated a vein line for all four directions considered, the final
pattern of blood vessels is formed by means of the function (19).

F = max(Sd1, Sd2, Sd3, Sd4) (19)
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Fig. 2. The result of the detection method of palm vein pattern

The last step is to bring the early established pattern of blood vessels to binary
function in order to reduce the amount of information contained therein. Bina-
rization is performed by thresholding. The threshold value is determined by the
mean value of all pixels within the image greater than 0. The result of these
methods can be seen in Fig.2.

At this stage the resulting pattern of blood vessels has a lot of noise and
redundant information for the feature encoding process. To eliminate unneces-
sary disruption and vein discontinuity four methods to improve the visibility of
blood vessels have been applied. The first method is the dilatation (20), where
the blood vessels are more protruded, which in time could result in a loss of
relevant information about the position of the veins. The dilation function is as
follows:

L′(m,n) = max
mi,ni∈B(m,n)

(L(m,n)) (20)

Then the thinning operation is performed (21). This operation reduces the size
of the blood vessels to one pixel, making it easier to locate the veins fork. This
method is as follows:

T (I, B) + I − THOM (I, B) (21)

After the dilation and thinning operations have been performed there are still
some irregularities on the image and to smooth them out some operations are
carried out which remove unnecessary forks and image noise. Fig.3 show the
results of the dilation, thinng and nois reduction metgod.

Fig. 3. The results of the dilation, thinning and noise reduction method
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6 Encoding of Features and Matching

The studies included two ways of coding features [11]. The first method of coding
features is to divide the image into sub-images of 8 x 8 pixels in size. Each of the
sub-images is checked for the occurrence of the vein - white pixels. The feature
vector equals one if in a given sub-picture there is one or a few fragments of
veins. Otherwise the value equals 0. The following figure illustrates the way in
which the feature vector was created. The feature vector consists of 1024 values
of 0 or 1.

The second coding method is the division of the input image into sub-images
of 8 x 8 pixels in size, the difference is that the sub-images are to check the
number of white pixels. The sum of the pixels is assigned to each of the sub-
images. The feature vector is of the same length as in the coding above. The
difference consists in the values assigned to a given sub-picture. The feature
vector being analyzed is compared with a vector in the database. The way in
which the feature vector is created in this coding method is shown in the figure
below.

7 Results of the Experiments

To carry out the experimental part two databases with images of blood vessels
of a hand were used. As part of research a database with photos and widely
available database CASIA MSPD were created. Each of them contains data
collected from 100 users with 12 pictures of the left and right hand each. For the
stage of studying 8 photos were used, and the remaining pictures were used in
the tests. To check the level of security and accuracy of the systems two factors:
the false rejection rate (FRR) and the false acceptance rate (FAR) were applied.
The following table summarizes the results carried out for the left and right
hand. The coefficients shown in the Table 1 were obtained in tests which take
into account the second coding method.

Table 1. FAR and FRR results obtained by our method

Base
Left Hand Right Hand

FAR [%] FRR [%] FAR [%] FRR [%]

Our base 0.14 2.37 0.18 3.19

CASIA 0.26 4.12 0.29 4.00

In order to assess the overall performance of the system the coefficient equal
error rate (EER) was calculated. The following Table 2 and plot Fig.4 shows the
obtained results.



108 M. Kubanek et al.

Table 2. ERR results obtained by our method

Base
Left Hand Right Hand
EER [%] EER [%]

Our base 0.19 0.21

CASIA 0.38 0.25

Fig. 4. Graph of comparing the FAR and FRR for the left and right palm

Review and Comparison of Various Techniques Used in Biometric
Systems Based on Blood Vessels in a Hand

Several selected methods used in the creation of biometric systems, based on the
distribution of blood vessels in a hand, are presented in the Table 3. The study
shows that the choice of a suitable method for the initial analysis of the blood
vessels in the image is of utmost importance when the final outcome is considered.
The work which applied the initial analysis method based on Gaussian function
or the Wiener filter the FAR and FRR coefficients are very low. The research
where the median filter was used on the image of a preliminary analysis of the
veins, the final result is not satisfactory. The final result of the research described
by the FAR and FRR coefficients is several times higher than the result of studies
that used a more complicated method for the initial location of blood vessels.
The review also shows that the final steps in the process of creating a system,
such as the extraction of characteristic points or the choice of the method of
matching patterns do not have a great impact on the final results without the
use of complex methods to locate veins.

The FAR and FRR coefficients for the left hand obtained in our study were used
in the above table. In some publications you can find information that the distri-
bution of blood vessels of the left hand should be used for the right-handedpeople.
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Table 3. The comparison of our method with other works

Ref. Thresh. Bin.
Extraction
of Veins
Patterns

Minutiae
extraction

Class. Results [%]

[12]

Gaussian
Low Pass
and High

Pass

Local
Threshold-

ing

Local
Threshold-

ing
- - FAR 0.01

[13] Median
Local

Threshold-
ing

Wavelet
Transform

- -
FRR 1.5
FAR 3.5

[14] Median
Local

Threshold-
ing

Local
Threshold-

ing
- Hausdorff FAR 0.4

[15] Median
Iterative

Threshold-
ing

Local
Threshold-

ing
- Rigid FAR 0.02

[16]

Match
Filter,

Smoothing
Filter

Seuillage
Automa-
tique

Quadratic
Inference
Function

-
Euclidean
Distance

FAR 0.02
FRR 0.03

[17] Laplacian
Local

Threshold-
ing

OTSU
Crossing
Number
Distance

Euclidean
Distance

FAR 1.14

[18]

Match
Filter,
Wiener

Threshold,
Smoothing

Filter

Automatic
Treshold-

ing

Cholesky
Decompo-
sition and
Lancozos
Algo

-
Euclidean
Distance

FAR 0.5

[19] Gaussien
Local

Threshold-
ing

Local -
Euclidean
Distance

FRR 0.03

[20] Median

Histogram
Equaliza-
tion and
Local

Threshold-
ing

OTSU
Crossing
Number

- -

Our
method

Density
Function

Local
Threshold-

ing

Local
Threshold-

ing
- -

FAR 0.14
FRR 2.37

This assumption stems from the fact that the right hand is used more often than
the left one. This hand is more exposed to scratches, scrapes, wounds or calluses.
As a result, the image of the blood vessels can be hardly seen, which can result in
a faulty verification or identification.
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8 Conclusion

The pattern of blood vessels in a hand to build a biometric system was pre-
sented in the article. We have proposed a set of functions for analyzing images
containing the distribution of blood vessels and the way of their acquisition. The
work contains a description of the methods to improve the contrast of the im-
age, the method of feature extraction based on two-dimensional density function.
The method of locating veins based on the nearest neighbour matching. The re-
search has been carried out on two bases: the own one and widely available on
the internet CASIA. The results presented in the form of coefficients FAR, FRR
and EER show that one of the important steps in the development of biometric
systems based on the distribution of blood vessels in a hand is its acquisition.
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Abstract. Feature selection has been an important issue for classification of 
proteomic mass spectra data since researchers are often interested in identifying 
potentially important biomarkers. In this study, a segmentation approach is 
adopted to locate the potential biomarker regions from the possible m/z range. 
Illustration is through real prostate cancer proteomic mass spectra data. 

Keywords: AUC · Classification · Feature selection · SVM 

1 Introduction 

Early detection of diseases is very important in improving patient survival rate. To 
satisfy the growing need for effective screening and diagnosis, mass spectrometry 
(MS) based methods are studied intensively recently. In this study, the Surface-
Enhanced Laser Desorption / Ionization (SELDI) spectra data [5] from serum samples 
of prostate cancer were obtained from the Virginia Prostate Center Tissue and Body 
Fluid Bank [2]. We adopted the idea of segmentations in mass-to-charge ratio (m/z) 
values to avoid problems caused by location shift and isotopes. The area under the 
Receiver-Operating Characteristic curve (AUC) is applied to split spectra data into 
segments and the support vector machine (SVM) is used for classification. A real 
prostate cancer spectra data shows the proposed method performs better than those in 
literatures.  

2 Description of Data 

A mass spectrum (MS) consists of a set of m/z values and their corresponding relative 
intensities. A candidate peptide biomarker in mass spectrum is an identified peptide 
that relates to a particular disease state. The goal of this study is to identify potentially 
useful protein biomarkers and to achieve high classification accuracy.  

2.1 Samples 

The prostate cancer data [2] consist of 327 surface enhanced laser desorption/ionization 
time-of-fight (SELDI-TOF) mass spectra of serum samples of 81 healthy men (NO), 78 
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benign prostatic hypertrophy (BPH) patients, 84 early cancer patients (CAB), and 84 late 
cancer patients (CCD).  Two spectra were duplicated from each serum sample. The 
spectra data were recorded and preprocessed from SELDI ProteinChip Reader and then 
summarized and examined by experts to remove any abnormality. 

2.2 Data Preprocessing 

The process of MS spectra generally introduces many sources of random noises. 
Hence, preprocessing steps are necessary in order to remove noises.  In general, 
preprocessing steps would include baseline subtraction, normalization, peak detection, 
and alignment.  The prostate cancer data in this study had been preprocessed before 
examined by field experts. 

3 Methodology 

Features selection and classification are important stages for finding biomarkers and 
building predictive model. There are several methods published to make the most 
accurate and reliable predictions. Adam, et al. [2] used the AUC to select informative 
peaks and then use a decision tree to classify normal samples from disease samples. They 
used nine peaks between 4 and 10k Dalton (Da) to generate a decision tree with 10 
terminal nodes in their prostate cancer study. The classification result had a sensitivity of 
83%, a specificity of 97%, a positive predictive value of 96%, and total 89 % accuracy on 
a single test set. Lilien et al. [6] also analyzed Adam’s prostate cancer data and developed 
a probabilistic algorithm “Q5”, that is combination of principal components analysis 
(PCA) and linear discriminant analysis (LDA). In 2003, Lilien et al. compared several 
cases using various training/test set sizes, and discovered that larger training/test 
proportion makes higher accuracy. When training/test proportion was larger than 75%, 
the average accuracy of 88% was achieved, while using only 50% of data for training, the 
performance only dropped to 86%.  

Qu et al. [8] used discrete wavelet transform (DWT) for data reduction, and a linear 
discriminant function for classification for prostate cancer data, but they only classify the 
samples into two classes, namely, healthy and cancer samples. The classification has 97% 
of sensitivity and 100% of specificity. The classification results of the aforementioned 
three studies for the prostate cancer data are summarized in Table 1. 

3.1 Area Under the Receiver-Operating Characteristic Curve (AUC) 

The Receiver-Operating Characteristic (ROC) curve [3] is defined for two-class 
classification, and it usually plots the sensitivity (true positive rate) on the vertical 
axis against 1 minus specificity on the horizontal axis. By varying the decision 
threshold, different set of specificity and sensitivity is obtained. Different classifiers 
would produce different ROC curves. Generally, the larger the distance between two 
groups of samples measured by a classifier, the better the classifier is. The area under  
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Table 1. Sensitivity and specificity of the prostate cancer data in the literatures 

Adam et al. Lilien et al. Qu et al.

Method AUC+ Tree PCA+LDA DWT+LDA

Cancer / Cancer / Cancer /

(NO, BPH) (NO, BPH) NO

5.4 ：1 19:01 5.5：1

(1 run) (1000 runs) (1 run)

specificity 97% 93% 100%

sensitivity 83% 91% 97%

Comparison

Training :
Validation

 
 
an ROC curve (AUC) is a common measure of separation between two groups of 
samples. AUC is also widely used to measure the ranking quality of a classification 
algorithm.  

Consider a binary classification problem with m positive samples and n negative 
samples. Let C denote a fixed classifier that outputs a strictly ordered list for these 

samples. In addition, let mxx  , ,1  be the output of C on the positive examples and 

nyy  , ,1  be the output on the negative examples. Then, the nonparametric 

estimation of AUC, A, associated to C can be written as: 

 mnyxfA
m

i

n

j ji∑ ∑= =
=

1 1
) ,( , (1) 

where )(5.0)() ,( jijiji yxIyxIyxf =⋅+>=  and )(⋅I  is the indicator function. 

This estimator of AUC turns out to be the famous Wilcoxon-Mann-Whitney statistic 
[4]. From equation (1), it can be seen that the AUC of a classifier is the proportion of 
time that a classifier would classify a randomly chosen positive example to be greater 
than a randomly chosen negative example. 

3.2 Classification via SVM 

SVM [9] has gained great importance in recent years. The basic idea of SVM is to 
map the input vectors into a higher-dimension feature space and an optimal separating 
hyperplane is constructed in this space. Thus, the binary classification of SVM 
constructs a hyperplane to separate the two classes so that the margin (distance 
between the hyperplane and the nearest “support vector” points from each class) is 
maximized. Hence, SVM is a maximal-margin classifier and it solves an optimization 
problem to find a separating hyperplane that optimizes a weighted combination of the 
misclassification rate and the distance of the decision boundary to a sample vector 
[10]. Let the data of two classes denote by ) ,( , ), y,( 11 mm yxx , where 

n
m Rx ∈x , ,1  are the data examples and }1 ,1{ y, ,1 −+∈my  define the 

 0xw =+⋅ b)( , (2) 

 



 Segmentation Based Feature Selection on Classifying Proteomic Spectral Data 115 

 

where w is the normal vector of the hyperplane. Let w  be the Euclidean norm of 

w. Thus, wb will be the distance perpendicular to the hyperplane from the origin. 

Since the optimal separating hyperplane is the hyperplane that maximizes the margin 
(i.e., the distance from the hyperplane to the closest points on either side), it is 
equivalent to minimize w  subject to the set of constraints: 

 
⎩
⎨
⎧

−=−≤+⋅
=≥+⋅

1 if 1)(

1    if 1   )(

ii

ii

yb

yb

xw

xw
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The constraint equations (3) restrict the optimal separating hyperplane to classify 
each sample correctly according its membership. Alternatively, to find the optimal 
separating hyperplane is equivalent to solve the following constrained optimization 
problem: 

 
1   ])[( subject to

2 minize
2

≥+⋅⋅ by ii xw

w
 (4) 

4 Data Analysis Results 

As described earlier, most of the analysis results reviewed in section 3 were based on 
the preprocessed data of the prostate cancer MS spectra administrated by Adam ea al. 
[2]. For comparison purpose, we mainly apply our proposed approach to the 
preprocessed data. 

4.1 Selection of Training and Validation Data 

As suggested by Lilien et al. [6], we also consider higher raining/test proportion. The 
90% of samples were randomly selected for training data and the remaining 10% of 
samples were saved for validation data at each time of resampling. The resampling 
process was repeated for 100 times to prevent selection bias. The training data were 
used to rank segmentation of features (m/z values) for model building purpose and the 
validation data were used to evaluate the built model. In Adam et al’s preprocessed 
data, the numbers of training samples for four spectra types (NO, BPH, CAB, and 
CCD) were 148, 139, 151, and 149, and the numbers of validation samples for four 
spectra types are16, 15, 17, and 17, respectively. 

4.2 Segmentation of Features 

Due to limitations of SELDI technology and existence of isotopes, we adopt the idea of 
splitting m/z values into segmentations because it is more reasonable to identify some 
segmentation regions than just a few single peaks where biomarkers could occur. We 
divide the range of m/z into several segmentations. The number of segmentation depends 
on the total number of peaks. In Adam et al’s preprocessed data, there are original 779 
peaks. Our first approach is to divide the whole m/z region into 78 segmentations with 10 
peaks each. 
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4.3 Ranking Segments Based on AUCs 

We compute the AUC value of linear SVM classification for each segment on the 
training samples. The AUC values were then applied to rank all segments. Since 
different training samples would usually produce different ranking of each segment at 
different resampling time, the averaged AUC values were used to rank all segments. 

4.4 Pairwise Classification Based on Top Ranked Segments 

In order to build the best predictive model, we first build SVM classification models 
sequentially based on the order of AUC ranked segments. For example, the first 
model consists of features in the best ranked segment as predictors and the second 
model would consist of features of the top two ranked segments. Following this 
fashion, the last model would contain all segments. Since there are four types of 
samples, namely, NO, BPH, CAB, and CCD, we conduct all six pairwise 
comparisons, NO vs. BPH, NO vs. CAB, NO vs. CCD, BPH vs. CAB, BPH vs. CCD, 
and CAB vs. CCD. The average accuracy (with standard deviation of accuracy in the 
parenthesis) resulted from classifying the validation samples at 100 resampling was 
shown in following tables. In Table 2, all pairwise classification attained more than 
97% of accuracy except for CAB vs. CCD that still reached 87%. 

To examine the classification results in Table 2 more closely, Table 3 shows the 
classification results using just the top ranked segment. In Table 3, all comparisons 
obtained more than 85% of accuracy except CAB vs. CCD even only using the top 
ranked segments that consists only 10 features. 

Table 2. The accuracy for pairwise classification (last row indicates the number of segments) 

NO/ NO/ NO/ BPH/ BPH/ CAB/

BPH CAB CCD CAB CCD CCD

0.97 0.98 0.97 0.99 0.98 0.87

(0.03) (0.04) (0.03) (0.02) (0.02) (0.06)

3 23 23 2 5 4
 

Table 3. The accuracy for pairwise classification using the best ranked segment 

NO/ NO/ NO/ BPH/ BPH/ CAB/

BPH CAB CCD CAB CCD CCD

0.96 0.9 0.86 0.94 0.86 0.74

(0.03) (0.05) (0.05) (0.05) (0.05) (0.10)  
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4.5 Sensitivity and Specificity 

In order to compare with the result in Adam et al.’s paper, we also combined the CAB 
and CCD into a category, called Prostate Cancer (PCA). The sensitivity and 
specificity of the classification on the new grouping are presented in Table 4 and 
Table 5 for Adam et al’s paper [2] and for our proposed approach, respectively. It can 
be seen our proposed method performs better throughout all comparisons. 

Table 4. Sensitivity and specificity of the classification results in Adam et al’s paper 

Disease / 

non-disease 

PCA 

/ NO

PCA / 

BPH 

PCA / 

(NO,BPH)

BPH / 

NO 

Sensitivity 83% 83% 83% 93% 

Specificity 100% 93% 97% 100% 
 

Table 5. Sensitivity and specificity of the our classification results 

Disease / 

non-disease 

PCA 

/ NO

PCA / 

BPH 

PCA / 

(NO,BPH)

BPH / 

NO 

Sensitivity 91% 91% 91% 97% 

Specificity 96% 97% 98% 96% 
 

 

 

Fig. 1. Sequential plots of cumulative accuracy a in moving window of 3 features (top),  
10 features (middle), and 20 features (bottom) 
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Fig. 1. (Continued). 

 
Fig. 2. The modified sequential plots of cumulative accuracy in a moving window of  
10 features 

Table 6. Pairwise classifications based on sequential segmentations 

NO/ NO/ NO/ BPH/ BPH/ CAB/

BPH CAB CCD CAB CCD CCD

0.96 0.98 0.98 0.96 0.96 0.84

(0.03) (0.02) (0.02) (0.03) (0.02) 0.05

# of
segments

2 3 4 7 4 34

# of
features

103 106 161 212 204 618
 

5 Discussion and Conclusion 

Mass spectrometry plays an important role in proteomics research and one important 
goal is to identify potential biomarkers that could be used for early detection of 
disease. This study shows the feasibility of using the idea of segmentations on m/z 
values to select important m/z segments that can achieve high classification accuracy. 
We used fixed number of peaks (ten peaks) for segmentation since it is easy to 
implement and also reduces variables down to a reasonable number. However, it also 
makes sense to have larger size or dynamic size of segmentation in the higher range 
of m/z values. To answer that question, we also tried a type of sequential plot of 
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cumulative accuracy a in moving window against the last feature in the moving 
window. For example, Fig. 1 shows the plots of cumulative accuracy of a moving 
window of 3 features, 10 features, and 20 features. It seems that a moving window of 
3 features makes the cumulative accuracy plot too detailed, while a moving window 
of 20 features makes the plot too blurred. A good comprise would be to use 10 
features as moving window. However, it still not quite clear how to segment the m/z 
values based on middle plot of Fig. 1. A solution to it would be to set all accuracy to 0 
if it is less than 0.6. The resultant plot is shown in Fig. 2 and now it becomes clear 
that those valleys with 0 accuracy would indicate possible break points for 
segmentation. Based on this sequential type of segmentation, we have redone the 
classification as shown in Table 6. The classification shown in Table 6 did not show 
significant improvement over the segmentation approach with fixed number of 
features. This phenomenon will need further investigation in the future. 
In this study, we chose to use linear kernel for SVM because the other kernels did not 
gain any significant improvement. Overall, this study adopts segmentations with fixed 
number of features to achieve better accuracy in the classification. It is simple and fast 
in computation. The other thing worth noticing is that the segmentation approach, in 
theory, should be able to solve problems due to location shift and isotopes so that it 
should be able to implement on raw spectra data directly without doing preprocessing 
steps such as peak detection and peak alignment. 
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Abstract. The number of biometric solutions based on 3D face images
has increased rapidly. Such solutions provide a much more accurate alter-
native to those using flat images; however, they are much more complex.
In this paper, we present subsequent results of our research on a new
representation of characteristic points for the 3D face. As a comparative
methods SOM, FCM and PCA are applied. We discuss the usefulness of
these methods with the new representation of characteristic points.

Keywords: Biometric · 3D face · Mesh · Depth map

1 Introduction

A pattern recognition system that determines the authenticity of an individual
using physical or behavioral features is called a biometric system. The physical
features include unique anatomical features such as fingerprint, DNA, etc. Behav-
ioral features are related to the behavior of a person e.g. signature[3,4,33,34,7,8].
Biometric systems are divided into two groups. The first group is constituted by
systems that require some user interaction, e.g. systems based on fingerprints.
A biometric capture device must scan a fingerprint, hence a user intervention
is required. The second group consists of systems based on the feature that is
always and easily available such as faces.

Research on automatic face recognition has been carried out for more than
half a century; however, a big step in this field was the development of the
eigenface algorithm [15,32]. Currently, the mainstream focuses on the use of
three-dimensional models of the face.

In our previous works, we have presented several approaches to determine
three-dimensional facial landmarks [22] and early recognition results [21]. This
work supplies two new comparative methods. The first method is based on self-
organizing maps, and the second on the fuzzy c-means algorithm. We will discuss
the usefulness of these methods with the new representation of characteristic
points as well.

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 120–129, 2015.
DOI: 10.1007/978-3-319-19369-4_12
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2 A New Three-Dimensional Facial Landmarks

In this section we present a new three-dimensional face representation which is
based on recognition methods. In the beginning, the input set is organized in
the form of a depth-map. Then, we have to examine the possibility of extracting
face landmarks (new, with no relation to anthropometric points) on the basis of
extremes. We assume that each row and each column is represented in function
forms. Besides, each function can be classified as one of the four types of values:

local minimum of a function at a specified window size,
local maximum of a function at a specified window size,
global minimum of a function,
global maximum of a function.

Therefore, our method consists of two stages (Algorithm 1.1). The first stage
extracts characteristic points from columns, and the second one does the same
with rows. In each step, only points of the selected range are analyzed.

for x = 1 → COLUMNS do
for y = 1 → WINDOWS SIZE do

find Local Minimum
find Local Maximum
if is Global Minimum in Range then

save Global Minimum
end if
if is Global Maximum in Range then

save Global Maximum
end if

end for
end for
for x = 1 → ROWS do

for y = 1 → WINDOW SIZE do
find Local Minimum
find Local Maximum
if is Global Minimum in Range then

save Global Minimum
end if
if is Global Maximum in Range then

save Global Maximum
end if

end for
end for

Algorithm 1.1. The first state of landmark extraction

In our algorithm, the height of each point is the smallest distance from the
straight line matching the function at the window borders (fig. 1).
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WINDOW SIZE

P(x,z)
h

Fig. 1. Determination of the height of the point

3 Tests in Recognition

For the experiment, we firstly obtained characteristic points with the use of the
previously described method. For each person face, the training set consisted
of dozens of face shots. The extracted characteristic points were subsequently
analyzed by the self-organizing maps (SOM), the fuzzy c-means (FCM) and the
principal component (PCA) method to form the data base. During the testing
phase, we made use of the image that was not present in the learning phase. A
series of tests comparing different types of characteristic points with each other
were performed.

3.1 3D Face Database

The comparative study was carried out on a set of biometric three-dimensional
images NDOff-2007 [10]. The collection of 6940 3D images (and corresponding
2D images) were gathered for 387 human faces. The advantage of this collection
is that, for a single person, there are several variants of face orientation.

3.2 Results

In the study, we used thousand 3D images taken for sixty people. Individual
features can be categorized as follows:

all, all local and global landmarks from columns and rows,
col-l, local landmarks from columns,
col-g, global landmarks from columns,
glob, global landmarks from columns and rows,
row-l, local landmarks from rows,
row-g, global landmarks from rows.
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Tables 1, 2, 3 present results of the recognition process, in which the FAR
(False Acceptance Rate) is given. In these cases, the FRR (False Recognition
Rate) is equal 0. The gray background indicates a proper recognition of the
reference image. In the first column, there are listed the landmark data used to
recognize a pattern image, which are based on landmarks from the first row.

Table 1. A SOM based method recognition: results (FAR) with FRR = 0. The gray
background indicates a proper recognition of the reference image.

SOM
Template set

all glob row-l row-g col-l col-g

In
p
u
t
se
t

all 0.33% 46.03% 10.26% 18.87% 2.32% 2.32%

glob 13.25% 0.99% 0.99% 3.97% 3.64% 14.90%

row-l 2.98% 14.24% 4.64% 11.59% 20.86% 12.58%

row-g 3.31% 19.54% 0.99% 8.61% 10.26% 7.28%

col-l 31.13% 9.27% 28.15% 18.21% 4.64% 25.50%

col-g 0.66% 26.16% 7.95% 16.89% 5.30% 1.32%

The SOM based recognition method properly recognized all reference images
with the same landmarks type. The accumulative error is equal to 409,93%, while
the average error is 11,39%.

Table 2. FCM based method recognition: results (FAR) with FRR = 0. The gray
background indicates a proper recognition of the reference image.

FCM
Template set

all glob row-l row-g col-l col-g

In
p
u
t
se
t

all 13.91% 13.91% 3.31% 0.00% 4.97% 26.82%

glob 13.25% 8.61% 2.98% 3.31% 1.99% 4.64%

row-l 10.93% 14.24% 7.28% 2.32% 22.85% 14.57%

row-g 14.24% 17.88% 2.98% 6.62% 2.32% 33.77%

col-l 1.32% 6.29% 6.62% 19.21% 4.64% 7.95%

col-g 1.99% 2.32% 0.66% 4.30% 1.66% 1.99%

The FCM based recognition method properly recognized all reference images
with the same landmarks type. The accumulative error is equal to 306,65%, while
the average error is 8,52%.

The PCA based recognition method accurately recognized only two reference
images with the same landmarks type, but with error equal to 0. This method
correctly recognized four referenced images with different landmark type, which
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Table 3. PCA based method: recognition results (FAR) with FRR=0. The gray back-
ground indicates a proper recognition of the reference image.

PCA
Template set

all glob row-l row-g col-l col-g

In
p
u
t
se
t

all 0.00% 1.62% 0.00% 1.03% 0.00% 0.30%

glob 22.30% 0.30% 17.43% 0.00% 21.12% 21.71%

row-l 0.00% 1.33% 0.00% 0.74% 0.00% 0.44%

row-g 22.60% 0.30% 17.87% 0.00% 21.12% 23.04%

col-l 0.00% 0.44% 0.00% 1.48% 0.00% 0.30%

col-g 22.16% 18.91% 17.28% 15.36% 21.12% 21.42%

was not the case of the previous methods. The accumulative error is equal to
291,72%, while the average error is 8,10%.

Figures 2, 3, 4 presents the ROC (Receiver Operating Characteristic) of the
proposed methods.

Fig. 2. Characteristic ROC for the method based on SOM



SOM vs FCM vs PCA in 3D Face Recognition 125

F
ig
.
3
.
C
h
a
ra
ct
er
is
ti
c
R
O
C

fo
r
th
e
m
et
h
o
d
b
a
se
d
o
n
F
C
M



126 S. Pabiasz et al.

F
ig
.
4
.
C
h
a
ra
ct
er
is
ti
c
R
O
C

fo
r
th
e
m
et
h
o
d
b
a
se
d
o
n
P
C
A



SOM vs FCM vs PCA in 3D Face Recognition 127

Table 4. Summary

Accumulative error Avg. error

PCA: 291.72% 8.10%
FCM: 306.65% 8.52%
SOM: 409.93% 11.39%

Table 4 summarizes and averages errors for all presented methods.

4 Conclusion

In this contribution, the results of extraction of landmarks based on the new
representation of 3D faces has been presented. In the comparison tests, the best
result by PCA based method has been obtained, which can be regarded as a very
promising for future works. FCM based method results are comparable, but this
method recognized all reference images with the same landmark type.

In the future work, we want to focus on the further development of the repre-
sentation of the face, in particular, on the methods for model interpretation, e.g.
on fuzzy methods [6,12,19,20,23,30] or neuro-fuzzy methods [13,26,27,31,18,29,5]
as well as combinations with methods of image understanding [2] and process-
ing [1]. Some profits of non-parametric methods [9,11,14,16,17,24,25,28] can be
exploited in our method as well.
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Abstract. In the current paper we mathematically try to support the decision 
concerning the treatment with hyperbaric oxygen for patients, suffering from 
necrotizing fasciitis. To accomplish the task, we involve the fuzzified model of 
a quasi-perceptron, which is our modification of the classical artificial simple 
neuron. By means of the fuzzification of input signals and output decision  
levels, we wish to distinguish between decisions “treatment without recom-
mended hyperbaric oxygen” versus “treatment with hyperbaric oxygen”. The 
number of decision levels can be arbitrary in order to extend the decision scale. 

Keywords: Fuzzified quasi perceptron · Parametric membership functions ·  
Necrotizing fasciitis · Treatment with hyperbaric oxygen 

1 Introduction 

Necrotizing fasciitis (NF) is a rare, but deadly soft tissue infection. The disease is known 
from Hippocratic times but has been newly rediscovered in modern times as an “infec-
tion with flesh eating bacteria” by Jones in 1871. More specifically, the illness was de-
scribed in 1952 by Wilson, who also renamed these types of infections as necrotizing 
fasciitis. The NF group contains various types of infections, usually treated with antibiot-
ics and surgery [2]. In some cases, the treatment with hyperbaric oxygen (HBO) is the 
adjunct of treatments, mentioned above [5]. Blekinge County City hospital in Karlskrona, 
Sweden, has the possibility of providing HBO; therefore we serve the treatment to pa-
tients from the south eastern part of Sweden, suffering from NF.  

From the clinical point of view, it will be interesting to identify a group of patients 
that have a good prognosis of recovery without recommendations for the specialized 
treatment with HBO versus a group of patients that need the HBO supplement, pro-
vided in a specialized health center.  
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Nevertheless the number of patients is not so high and, due to the disease rarity, it 
is difficult to make decisions, which routinely can solve the problems of HBO dosing.  

The decision, mainly concerning the HBO recommendation in conformity with the pa-
tient’s health state, is often based on the physicians’ experience. To support this choice, 
we have developed the mathematical model resembling a simple artificial neuron, called 
the perceptron. The fuzzified form of the perceptron, furnished with some extra comple-
ments created by the authors, is expected to constitute a good tool of the theoretical dis-
crimination of the final decision in as many levels as we wish. In this version of the mod-
el, we extract only two levels in the practical application of HBO serving.  

The decision objects are vectors consisting of values assigned to some essential quan-
titative and compound qualitative biological parameters. These values have been sampled 
during the patients’ examinations, and their role is to inform of the disease severity. 

The classical perceptron model, invented by Frank Rosenblatt [11], is built as an arti-
ficial neuron whose activation function is furnished with two integers [1] [11] [13]. The 
perceptron is a popular network applied to many engineering solutions. Even medical 
tasks such as diagnosing [14], predicting lung tumor motion [3], operation decision in 
stomach cancer [8] and others [6], have been handled by this uncomplicated unit. A 
neuro-fuzzy approach to medical applications has been considered, e.g., in [12]. 

The first trials of the introduction of fuzziness in the perceptron machinery were 
made in 1985 [4]. In our modification of the perceptron model proposed, the input 
data are constructed as membership degrees of patient values of biological markers, 
when assigning fuzzy sets to these markers. Instead to learn the perceptron to classify 
the output decisions by training randomly plucked initial weights, we state the im-
portance weights of harmful effects of the biological markers as unchangeable entries 
following the input data. Last but not the least, the output is predicted as a collection 
of membership degrees of decision levels, also built as fuzzy sets. This allows deter-
mining the optimal decision level, characteristic of the highest degree. 

Since the classical perceptron differs from our model, provided with new solutions 
inserted, then we will call it “the fuzzified quasi-perceptron”. 

We outline the fuzzified quasi-perceptron model in Section 2. Section 3 contains 
the descriptions of constructions of entry data, such as signals and weights. The struc-
ture of fuzzified output of the quasi-perceptron will be engineered in Section 4. The 
study, concerning the treatment with HBO, will be tested in Section 5. In the practical 
study case, we use the data concerning 13 patients (12 men and 1 woman), who were 
treated in the Blekinge County City Hospital in Karlskrona between 2006 and 2010. 
We will formulate some concluding remarks in Section 6. 

2 The Fuzzified Quasi-Perceptron Model 

Let us suppose that a disease is characterized by crucial biological markers Xj, j = 1,…,n. 
To these markers, we intend to assign fuzzy sets also named Xj. The set of patients con-
tains Pi objects, i = 1,…,p. If a marker value xi,j for symptom Xj is registered for Pi, then 
the membership degree ߤ௑ೕሺݔ௜,௝ሻ will be assigned to xi,j. Let us name ߤ௑ೕሺݔ௜,௝ሻ the input 

signals. The way of designing membership functions ߤ௑ೕ: ௝ܺ ՜ ሾ0,1ሿ will be evolved in 

Section 3. 
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Next, we introduce the importance weights wj of symptoms Xj to emerge Xj’s harm-
ful influence on the disease course. We suggest the placement of Xj in the sequence 
X1...Xn, where “” stands for the statement “Xj has more dangerous impact on the 
patient health state than Xg, j, g = 1,…,n. By making this arrangement of symptoms, 
we deduce that w1>…>wn. We also desire that  ∑ ௝ݓ ൌ 1௡௝ୀଵ . 

The collected input signal si for all xi,j, characteristic of patient Pi, will be derived as ݏ௜=∑ ௜,௝ሻݔ௑ೕሺߤ · ,௝ݓ ݅ ൌ 1, … , ௡௝ୀଵ.݌  (1) 

We note that 0min
1

=
≤≤ i

ni
s  since, for all minimal ߤ௑ೕሺݔ௜,௝ሻ = 0, we obtain  ݏ௜=∑ 0 · ௝ݓ ൌ 0, ݅ ൌ 1, … , ௡௝ୀଵ.݌  (2) 

The maximal value of si will reach 1 if, for all maximal ߤ௑ೕሺݔ௜,௝ሻ =1, ݏ௜=∑ 1 · ௝ݓ ൌ 1 · ∑ ௝௡௝ୀଵݓ ൌ 1 · 1 ൌ 1, ݅ ൌ 1, … , ௡௝ୀଵ.݌  (3) 

We formulate the equation of an activation function f:{s1,…,sn}⊂[0,1]→[0,1] in 
the form of 

)),(),...,(()(
1 iLiLi sssf

m
μμ= i = 1,…p, (4) 

where Ll, l = 1,…,m, are fuzzy sets assisting decision levels. Sets Ll are restricted over 
interval [0, 1] due to f’s domain. After comparing the membership degrees in (4), we 
determine the optimal decision level Ll as the level L* fitted for L* = ))((max

1
iL

ml
s

l
μ

≤≤
. 

Figure 1 shows the procedure of the fuzzified quasi-perceptron for two decision 
levels L1 and L2. 
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Fig. 1. The action of the quasi-perceptron for two decision levels concerning patient Pi 
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3 The Design of Input Data 

Symptoms Xj are recognized as quantitative and qualitative features. We assign fuzzy 
sets Xj, j = 1,…,n, to both types. As the rising order of symptom characteristics (real val-
ues or codes) is associated with the growing states of the disease threat then, as a conse-
quence, the membership functions of Xj will be constructed as ascending functions.  

For the measurable symptoms Xj, taking values xi,j in interval [αj, γj] continuously, 
we have prepared a parametric s-function s(xi,j, αj, βj, γj) demonstrated by 
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where 
2

jj

j
γαβ += , j = 1,…,n, i =1,…,p. 

Example 1 
Symptom “age”= X2 is a fuzzy set, constrained by the membership function s(xi,2, 18, 

59, 100). For, e.g., xi,2 = 76, we estimate ( ) 828.021)76(
2

18100
10076

2
=−= −

−
Xμ  in accord-

ance with the condition 59<76<100. 
By adopting the own procedure [7], we intend now to compute the membership 

degrees for compound qualitative symptoms Xj, characterized by codes 
cj,0,…,cj,k,…,cj,z, where cj,k+1=cj,k+1, k = 0,…,z–1, and cj,z is an even integer. Let us 
first introduce a function g(cj,k), which starts with g(cj,0) = –1 and terminates with 
g(cj,z) = 1. The length of each of z–1 subintervals I = [cj,k, cj,k+1] of Xj, partitioning 

interval [–1 ,1], is equal to 
1

)()( 0,,

−
−

z

cgcg jzj . After concluding that the end of each subin-

terval is tied to code cj,k+1, we derive 

1

)()(
,1,

0,,)()( −
−

+ +=
z

cgcg
kjkj

jzjcgcg  (6) 

for k = 0,…,z–1. 
Interval [–1, 1], containing discrete values g(cj,k), constitutes a support of fuzzy set 

Xj assisting the compound qualitative symptom. In order to estimate membership 
values of g(cj,k), where k = 0,…,z actually, we use an s membership function  

)1,0,1),(())(( ,, −= kjkjX cgscg
j

μ . (7) 

When studying the properties of Eq. (7), we remark that: the lack of the symptom 
g(cj,0) = –1 possesses membership 0, the critical value of the symptom g(cj,z) = 1 is con-

nected to membership 1, whereas the mean value 0
2

)()( ,0, =+ zjj cgcg
 is furnished with  
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membership 0.5. These features of (7) logically agree with the conditions demanded for 
symptoms coded. 

Example 2 
The states of symptom “medical state” = S1 are coded as: “comfortable” = 0, “satis-
factory” = 1, “stable” = 2, “critical but stable” = 3 and “critical” = 4. The length of 

each interval, placed between two adjacent codes, equals 5.0
15

)1(1 =−
−− . Hence, g(0) = 

–1, 5.05.01)1( −=+−=g , 0)2( =g , 5.0)3( =g  and 1)4( =g  due to (6). The de-

grees, found for g(k), k = 0,…,4, are, in accord with (7), numbers: 0))0((
1

=gXμ , 

125.0))1((
1

=gXμ , 5.0))2((
1

=gXμ , 875.0))3((
1

=gXμ  and 1))4((
1

=gXμ . 

In the last part of Section 3, let us solve the problem of assigning the importance 
weights wj to symptoms Xj. By “importance” we mean the strength of Xj’s adverse and 
harmful power in the running process of the illness considered. We bring into light 
another own mathematical algorithm, allowing the estimation of weights [9]. 

Generally, if we consider n symptoms Xj to find importance weights for them, we 
wish to arrange them in the sequence X1...Xn in accordance with the expert’s opin-
ion. We want the sum of all weights wj, joined to Xj, j = 1,...,n, to be 1. Therefore, 

112...)1( =⋅+⋅++⋅−+⋅ rrrnrn , (8) 

where r is a quotient dependent on n. 
Further,  

rjnw j ⋅+−= )1( , (9) 

for j = 1,...,n. 
 

Example 3 
The decisive symptoms for the recognition of necrotizing fasciitis are listed in the 
importance order, decided by a physician, as “medical state” = X1 “age” = X2 ”risk 
factors” = X3 ”crp” = X4 wbc = X5 ”temperature” = X6. It should be clarified that 
“crp” stands for C-reactive proteins and “wbc” means white blood cells. In conformi-
ty with (8), equation 6r+5r+4r+3r+2r+r = 1 provides r = 0,0476. After employing 
(9), we receive, in turn for j = 1,…,6, the weights w₁ = (6–1+1)0.0476= 0.2856, w₂ = 
0.238, w₃ = 0.1904, w₄ = 0.1428, w₅ = 0.0952, w₆= 0.0476. 

4 The Theoretical Construction of Fuzzified Output Levels 

Due to Eq. (4), we should now generate a collection of output decision fuzzy levels Ll 
stretched over interval [0, 1], l = 1,…,m, to calculate the membership degrees of sig-

nal si, i = 1,…,p, in each Ll. The largest value )(max
1

*
iL

ml
sL

l
μ

≤≤
=  points out the opti-

mal decision level assigned to Pi. 
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Theoretically, m can be either an even or an odd positive arbitrary integer. An own 
procedure helps us to derive membership functions of Ll. These are dependent only on 
two parameters, namely, a number of levels and a length of the common set contain-
ing all supports of Ll. The proof of Theorem 1, edited by us for odd m values, can be 
found in [10]. The formulas of Ll’s membership functions, containing an even m 
quantity, have been brought forth for the sake of this paper. 

 
Theorem 1 [10] 
Suppose that we want to find membership functions for fuzzy sets L1,…,Lm, where m 
is an odd positive integer. We assume that supports of constraints )( iL s

l
μ , l = 

1,…,m, will cover parts of the reference set L = [min(L1),max(Lm)], si ∈ L. E = L  is 

the length of L. 
We divide all Ll in three groups, namely, a family of “leftmost” sets L1,…,

2
1−mL , the 

set 
2

1+mL  “in the middle” and a collection of “rightmost” sets 

 

2
3+mL ,…,Lm. To design 

the membership functions of Ll, the s-class function s(si, m, E) will be adopted.  
The function of “in the middle” = 

2
1+mL  is constructed as 
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All constraints, characteristic of the “leftmost” family of fuzzy sets, will be given 
by 
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where function tt m ⋅= −1
2)(δ , t = 1,…, 2

1−m . 
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To generate the “rightmost” family of sets 
2

3+mL ,...,Lm, we need to initiate a new 

function )1(1)( 1
2 −−= − tt mε , t = 1,..., 2

1−m . All right functions have a parametric 

equation 
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Let us emphasize that we use only three equations in order to generate all member-
ship functions of Ll, affected by m and E. The mobile variable in Eqs (11) and (12) is 
an actual function number t. The procedure can be thus easily computerized. 
 
Theorem 2 (the proof will be provided in the extended version of the paper) 
For an even m value we remove the function “in the middle” from the model. The re-
strictions of the “leftmost” family of fuzzy sets L1,…,
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where tt
m

⋅= 2)(δ , t = 1,…,
2
m . 

 The common equation of “rightmost” family of functions mLLm ,...,12 +  is affected 

by the even m value as 
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for )1(1)( 2 −−= tt
m

ε , t = 1,…,
2
m . 
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Example 4 
We ascertain the propriety of Eqs (10)-(12) in Fig. 2(a) for m = 3 and E = 1, whereas 
the verification of Eqs (13)-(14) is accomplished in Fig. 2(b), when m = 2 and E = 1. 
 

 

 
Fig. 2. (a). Functions of L1, L2, L3, m=3   Fig. 2(b). Functions of L1, L2, m=2 

5 The Decision Concerning the Treatment with HBO 

It has already been mentioned in Section 1 that the mathematical apparatus, built in 
Sections 2-4, will be applied to verify (confirm or deny) a decision concerning the 
treatment with HBO of patients suffering from necrotizing fasciitis. The data, includ-
ing the values of crucial clinical markers and the decisions made by physicians, have 
been sampled for 13 patients (12 men and 1 woman) treated in the Blekinge County 
City Hospital in Karlskrona, Sweden, between 2006 and 2010. 

The clinical symptoms, essential in NF, have been introduced in Example 3. For 
quantitative symptoms we adapt Eq. (5) as follows:  

)100,59,18,()( 2,2,""2 iiageX xsx ==μ , )500,250,0,()( 4,4,""4 iicrpX xsx ==μ ,  

)30,15,0,()( 5,5,""5 iiwbcX xsx ==μ  and )41,5.38,36,()( 6,6,.""6 iitempX xsx ==μ . 

In Example 2, we have already determined the membership degrees for the coded 
symptom X1 = “medical state” as: 0))0((

1
=gXμ , 125.0))1((

1
=gXμ , 

5.0))2((
1

=gXμ , 875.0))3((
1

=gXμ  and 1))4((
1

=gXμ . 

We repeat the algorithm for symptom X3 = “risk factors”, coded between 0 and 6, 
where g(0) = –1, g(1) = –0.666, g(2) = –0.333, g(3) = 0, g(4) = 0.333, g(5) = 0.666 
and g(6) = 1. When fixing )1,0,1),(())((""3

−== kgskgfactorsriskXμ , k = 0,…,6, we list: 

0))0((
3
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3
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779.0))4((
3

=gXμ , 944.0))5((
3

=gXμ  and 1))6((
3

=gXμ . 

Table 1 contains the clinical data and assigned to them membership degrees, comput-
ed in compliance with the membership functions of Xj. The symbol jijiX xx

j ,, /)(μ  

shows the membership degree of xi,j in Xj before the dash and the xi,j clinical value after 
the dash, j =1,…,6. 

Table 1. Patient clinical data and their membership degrees in necrotizing fasciitis 

Pi 
1,

1,1
)(

i

iX

x
xμ

 2,

2,2
)(

i

iX

x
xμ

3,

3,3
)(

i

iX

x
xμ

4,

4,4
)(

i

iX

x
xμ

5,

5,5
)(

i

iX

x
xμ

6,

6,6
)(

i

iX

x
xμ

 

P1 0.125/1 0.058/32 0/0 0.825/352 0.52/15.3 0.003/36.2 
P2 0.5/2 0.828/76 0.5/3 0.566/267 0.493/14.9 0.387/38.2 
P3 0.875/3 0.304/50 0.056/1 0.43/232 0.222/10 0.135/37.3 
P4 0.5/2 0.656/66 0.221/2 0.696/305 0.993/28.2 0.289/37.9 
P5 0.875/3 0.749/71 0/0 0.286/189 0.989/27.8 0.135/37.3 
P6 0.5/2 0.452/57 0/0 0.637/281 0.533/15.5 0.423/38.3 
P7 1/4 0.285/49 0.056/1 0.849/363 0.755/19.5 0.028/36.6 
P8 0.875/3 0.892/81 0.5/3 0.91/394 0.358/12.7 0.205/37.6 
P9 1/4 0.475/58 1/6 0.939/413 0.68/18 0.32/38 
P10 0.875/3 0.452/57 0.056/1 0.484/246 0.021/3.1 0/35.8 
P11 0.5/2 0.524/60 0.221/2 0.058/85 0.619/16.9 0.289/36.5 
P12 0.875/3 0.732/70 0.778/4 0.924/403 0.995/28.5 0.32/38 
P13 1/4 0.881/80 0.221/2 0.046/76 0.726/18.9 0.98/40.5 

 
 
As emerged in Eq. (1), the aggregation of membership degrees )( , jiX x

j
μ  with 

weights wj evaluated in Example 3, j = 1,…,6, will constitute a basis for the calcula-
tion of the cumulated entry signal si for patient Pi. 
 
Example 5 
s1 = 0.125·0.286+0.058·0.238+0·0.19+0.824·0.1428+0.52·0.095+0.003·0.047 = 
0.21676 represents P1. 
 

In order to interpret two decision states by means of membership degrees in L1 and 
L2, we return to Eqs (13)-(14), for m = 2, L = [0, 1] and E = 1 to derive functions 

)1,5.0,0,(1)(
1 iiL sss −=μ  and )1,5.0,0,()(

2 iiL sss =μ . We identify L1 with the decision 

about not recommending the treatment with HBO. On the contrary, L2 confirms the 
decision about the HBO treatment. We choose the decision characterized by the larg-
est membership degree out of )(

1 iL sμ  and )(
2 iL sμ . 

Table 2 collects signals, their membership degrees and the physician’s assertion al-
ready made. 
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We note that the fuzzy decisions converge to medical decisions in most of cases. In 
the future research, we plan to test the model with three decisions levels, where the 
middle level ”wait and see”, assigned to values about 0.5, will be often checked to 
study its tendencies. 

Table 2. The comparison of fuzzy decisions (underlined) to decisions made by the physician 

Pi si )(
1 iL sμ  -  

without HBO 

)(
2 iL sμ  -  

with HBO 

Physician’s decision  
about treating with HBO 

P1 0.217 0.906 0.094 No 
P2 0.581 0.341 0.659 Yes 
P3 0.422 0.643 0.357 Yes 
P4 0.548 0.408 0.592 Yes 
P5 0.569 0.371 0.629 Yes 
P6 0.412 0.660 0.340 No 
P7 0.559 0.390 0.610 Yes 
P8 0.731 0.144 0.856 Yes 
P9 0.802 0.078 0.922 Yes 
P10 0.439 0.614 0.386 No 
P11 0.390 0.695 0.305 No 
P12 0.814 0.069 0.931 Yes 
P13 0.659 0.232 0.768 Yes 

6 Conclusions 

By suggesting modifications in the classical perceptron, we have adapted it to make 
decisions concerning curation with hyperbaric oxygen, needed for patients afflicted 
by necrotizing fasciitis. We have proposed own parametric membership functions of 
fuzzy sets to be able to fuzzify the input data and output decision levels. We empha-
size that the functions are affected only by a number of levels and the length of a set, 
common for all fuzzy constraints. The functions are derived in the way allowing to 
determine an arbitrary number of levels, which extends the decision scale of linguistic 
expressions without making changes in formulas. 

The own procedures of estimating the importance weights of symptoms and ap-
proximating membership degrees of qualitative symptoms have been added as contri-
butions in imprecise mathematics.  

From the mathematical point of view, the results obtained seem to be logically  
correct. 

Necrotizing fasciitis (NF) is a quite rare entity, and there is no widespread consen-
sus regarding neither treatment nor grading. There were several attempts of using 
laboratory results only to facilitate diagnosis making and grading the disease’s severi-
ty, but as far as we know, they are not used widely. The idea of combining analysis of 
numerical parameters, such as body temperature, white blood cell count, age etc. with  
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the non-parametrical estimations, such as medical state etc. is very promising, be-
cause it will reflect the real decision making progress. The model, tested above, is 
based on retrospective analysis of data of patients treated with hyperbaric oxygen 
(HBO) at the hospital department in Karlskrona, Sweden.  

We realize that the present model has weaknesses, mostly if the group used to 
check the model, has not been very numerous. In spite of this, it seems that we have 
been successful in selecting essential clinical and biochemical parameters, which has 
constituted the crucial decision for the correctness of the mathematical model. The 
results of the perceptron’s analysis are not 100% concordant with the real medical 
decisions, but are quite near to the last ones. This reflects also the reliability of the 
mathematical technique, and we think that it is a promising beginning of our research 
work in this direction.  

In the further research we will redefine the ordering of importance weights of 
symptoms more carefully to refine the results. The fuzzified quasi-perceptron can be 
used to more than two decisions, something, which makes it suitable for decision 
making in other diseases, characterized by more available treatment options.  

To sum up, the authors think that the quasi-perceptron method has shown valuable 
decisions, when involving into them the commonly used parametric laboratory and 
clinical data. 
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Abstract. A framework for detecting loss of consciousness and epilepsy
attack based on a neuro-fuzzy system embedded in an accelerometer
built-in mobile phone is presented. Additional filtering algorithms protect
the system against excessive energy consumption. The system has the
ability to monitor and control daily user behaviour as well as to react
to situations that can be life or health threatening, with a self-learning
mechanism that can adjust to motility of human movement. Moreover, an
advantage of our system, is a function of quick contact with appropriate
services or relatives, by sending health state and location data regarding
the person, in case the user loses consciousness or has an epilepsy seizure.

Keywords: Mobile medical systems · Neuro-fuzzy system · Loss of
consciousness detector · Faint detector · Epilepsy detector

1 Introduction

Every day many people face serious health problems associated with loss of con-
sciousness. According to the World Health Organization statistics from 2012
[22], about 50 million people around the world have epilepsy and 75% of them
are not treated at all. Epilepsy evinces itself by dangerous seizures. International
Diabetes Federation shows that in 2014, 387 million people suffered from dia-
betes [4]. Unfortunately, this is a growing trend. IDF predicts [4] that in 2035
the number of people whose have diabetes will rise to 592 million. Patients af-
flicted with diabetes are vulnerable for losing consciousness. Mentioned problems
might bring about life-threatening situations. Moreover, it might be a case when
someone needs help and there is no one who can help him.
In the literature we can find a variety of systems which use accelerometer.

It can be used in activity detection such as walking, sitting, standing, jogging
and walking on stairs [10][13], in any mobile phone orientation and position [19].
There is also a possibility of detecting vibrations of keyboard keys to decode
text which was typed [11] or developing gait authentication mobile system [2].

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 142–150, 2015.
DOI: 10.1007/978-3-319-19369-4_14
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Triaxial accelerometer is very useful in epileptic seizure detection [7] in wrist-
worn devices. It is also possible to build a fall recognition system [3][6].
This paper presents a mobile system that can recognise a loss of consciousness

or epilepsy attack, developed by the authors. The motivation of the project was
to help people living alone with large probability of occurrence of the above situa-
tions. The recognition is based on signals from an accelerometer built in a mobile
device and a neuro-fuzzy module for epilepsy seizures detection. Soft computing
[16] is often used for supporting healthcare, e.g. in medical imaging [1][5], or-
thopaedics [20][21] or rehabilitation [23]. Fuzzy systems [8][9][12][14][17][18] are
very convenient machine learning systems as their parameters can be adjusted
and, at the same time, the knowledge in the form of fuzzy rules is relatively
easily interpretable for humans. The entire system proposed in the paper is em-
bedded in a mobile phone, thus it can immediately contact appropriate people
or services, e.g. by sending a text message.

2 Input Data

To calibrate the algorithm, a set of samples was generated, which approximated
motor state for an average person as best as possible. Thanks to this, the system
can recognize a loss of consciousness or epilepsy attack with high effectiveness
from the beginning. With time, the application is more resistant to false alarms
thanks to a self-learning procedure. The most serious problem in identifying
an appropriate sample, is finding a common feature for a sector that will be a
candidate to call an adequate event by a neuro-fuzzy system.
Built-in triaxial accelerometers output three values for x, y, z axis, respec-

tively. These readings are collected in a determined period of time. In this case
after every minute, the algorithm gathers 6000 samples (each sample defined by
the axis: x, y, z). Unfortunately, these readings determine acceleration which is
relative to the cell phone. To properly detect human fall, the authors developed
an algorithm which returns values relative to the ground vector (denoted fur-
ther as RGV). This vector is calculated based on readings from accelerometer.
The most important feature of this algorithm is achieving direction of RGV as
independent from the position or rotation of the smartphone. Each reading is
generated in 10ms time intervals, which allows to determine precisely the posi-
tion and orientation of the cell phone. An example candidate sector of samples
is presented in Figure 1.
After calculating RGV, data are presented to filtering algorithm, which takes

several parameters such as: n – number of samples in the tested sector; A – the
threshold of the amplitude determined by the relative to ground vector (RGV);
r – number of samples from the fall sector calculated in the fall moment; T – the
threshold of the average mean of r samples in the period of time until fall; F –
the threshold of the average mean of samples after the fall; s – number of samples
after fall. The system continuously captures the accelerometer data, and initially
generates a vector of amplitude variations relative to the ground. These data are
entered into the algorithm that checks the jump of value, and if this parameter
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Fig. 1. The sector to check by the filtering algorithm

is above the threshold of the amplitude A, then the sector with the appropriate
size (which was served based on the parameter n) is generated, and this range
consists of all read values from the accelerometer relative to the time ratio T ,
from the moment of the amplitude jump. After creating a sector of appropriate
size, it is tested if the sample is a suitable candidate to call an event in the
neuro-fuzzy system. To define a sector as an adequate candidate, three values
that reflects linguistic variables in the neuro-fuzzy network have to be specified:
A - amplitude jump above threshold, which was defined earlier; time since the
jump of amplitude to fall; arithmetic mean of values from s samples after the
fall. First, the algorithm iterates next samples of sector from the first value,
calculating arithmetic mean of consecutive r - values, until the result of sum
will be less than the value of fall threshold F or until the last possible iteration
exceeds the number of samples defined by formula n(r+ s). If appropriate result
of the arithmetic mean is found, then the time from jump of amplitude to fall
detected by the system is tested. The last value that is essential in the recognition
of loss of consciousness or epilepsy attack is the arithmetic mean of next s -
samples after the fall. When all the above data are correctly found, this sector
becomes a candidate, which can indicate loss of consciousness or epilepsy attack.
The calculated values in the sector are served on the system in order to identify
the corresponding event.
Thanks to the above method a significant number of samples, which can call

false alarms is eliminated from the learning process. For calculations in neuro-
fuzzy network, only these samples are passed that have a high probability of
invoking loss of consciousness or epilepsy attack on the output.
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3 System Architecture

The modular construction of the mobile system detecting loss of consciousness
and epileptic seizures, allowed for programming universal elements, that can
be modified on later phases of software evolution and can improve the testing
process. Data obtained from the accelerometer is processed by a specialized

Fig. 2. Modules of the system

filtering algorithm. At this stage the system selects samples that correspond to
the specified criteria, and the rest is discarded. This prevents excessive using
computing power of the smartphone and, in consequence, to decrease battery
consumption.
The important element of the system is the use of the neuro-fuzzy module

for processing data, obtained after the filtration process. The first layer of mod-
ule describes linguistic variables (amplitude, time after fall and average sum of
amplitudes in time interval).
The inference block located in the second layer is based on 54 fuzzy rules,

that were generated based on fuzzy sets. The parameters: α and β that are
determined for sharpening, are calculated in the third layer. The fourth layer
calculates the output from neuro-fuzzy network as the centre of gravity method,
which can be described by the following formula:

y =
α

β
=
∑N

k=1 y
k × μBk(yk)

∑N
k=1 ×μBk(yk)

. (1)

Using of the neuro-fuzzy module allowed achieving learning ability of the sys-
tem, according to presented input parameters. This is a very important factor,
whereby learning module can adjust his reaction presented on the output and
match his action to motility of the human movement. Correction of the mem-
bership function parameters for fuzzy sets (centres and widths of Gaussian func-
tions), and centres of output sets that are represented as singletons, is realized
[15] by the steepest descent optimization algorithm. Figure 3 reflects the neuro-
fuzzy module which was implemented in the system. At the end of the system
learning process, the correction of Gaussian functions parameters can be exe-
cuted in case of invoking false alarm in the system. After displaying appropriate
message, user can check the adequate option, and then correction will be done
automatically by the system.
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Fig. 3. Diagram of the neuro-fuzzy network implemented in the system

4 Algorithm Synchronization

The system is initialized with predefined data. Thanks to this, the device with
installed application is ready to use and can detect loss of consciousness and
epileptic attack with high probability . However, despite this, each person has
a different movement dynamics, what makes the system a bit more or less sus-
ceptible to causing false alarms. Therefore, the system has the capability of
self-correcting adequate parameters to adapt to the user and to accurately recog-
nise loss of consciousness or epilepsy attack. When the alarm is triggered, the
user has specified interval of time, in which he or she has the opportunity to
cancel the alarm. In this case, the event is reported to be a false alarm, and
the system corrects the corresponding values according to steepest descent op-
timization algorithm, which was implemented as the learning method for the
neuro-fuzzy system. It is also possible a situation when no event is triggered but
input data are close enough to invoke the alarm. It is then a certain tolerance
threshold, presented in Figure 4, where the message is sent to inform the system
that something is currently happening with the user, because the neuro-fuzzy
module annotated behaviour that is close to „loss of consciousness” or „epilep-
tic attack” event. In this case the system automatically detected nonconformity
with parameters, and asks for giving additional information to correct them.
User has a possibility to restore default settings, and then the entire database
which contains initial parameters is recovered.
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Fig. 4. Tolerance threshold of learning for the neuro-fuzzy system

5 System Capabilities

If one of events occurs and when the user did not cancel the alarm, a message
with appropriate content can be sent to relatives, or to relevant services to inform
about the circumstances. The mobile system can transfer information about the
location of event thanks to the geolocalization function, as well as other im-
portant data e.g. age, blood group, medical history, etc. The software does not
require any additional modules apart from a phone with built-in accelerometer.
The application can be upgraded in many ways. Another advantage of the system
is a very high detection rate of loss of consciousness and epilepsy attacks, pre-
sented in the next section. Minimization of energy consumption and self-learning
mechanism significantly increases the comfort of using the application.

6 Research and Results

During the application development, numerous tests have been carried out, which
allowed for solutions optimization. Series of samples was introduced on the sys-
tem input and tested the effectiveness of the responses. The tests were performed
on separate samples.
The neuro-fuzzy module was trained with filtered samples was accomplished

with variable learning ratio, which is adjusted during the learning process and is
equal 0.05 at the beginning. At this stage, it was assumed that learning continues,
until the learning error reaches 0.01. The effectiveness of tests for a series of
samples are presented in Table 1. Adjusting the neuro-fuzzy module by series
of samples, allowed to establish the learning error level at E = 0.00853 after
375th epoch. Threshold activation level of output singletons was determined as
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Table 1. Performance statistics for the test series of samples

Class Learning samples Testing samples Recognised
Loss of consciousness 84 22 19 (86.36%)
Epilepsy attack 91 22 21 (95.45%)

at most 0.3 for each test sample. Time of the first learning process of the system
by the series of samples was 8.81 s.
Table 2 presents the execution times of individual operations for the param-

eters: A = 0.7; n = 1000; T = 0.14; F = 0.12; r = 20; s = 300. It is worth to
be noticed that the second operation executes in moment of appropriate jump
of amplitude, and the last two operations are executed on the condition of gen-
erating adequate samples from candidate sector. The result of such complexity
is a significant acceleration of the system.

Table 2. Execution times

1. Sampling fall amplitude 100 samples/s
2. Generating candidate sector 0.0152s
3. Calculating the response from neuro-fuzzy system 0.00037s
4. Parameters correction (self-learning) 0.055s

Fig. 5. The mean squared error in each epoch.

7 Conclusions

The results of simulations of the proposed mobile system for detecting loss of
consciousness and epileptic attack allowed to optimize filtering algorithms and
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the neuro-fuzzy module. Time of executing critical system functions has been
reduced. The use of filtering algorithms allowed to reduce the computational
load and significantly increased the efficiency of the system. The modular design
of the system allows for making improvements, without changing other existing
component. Exhaustive tests demonstrated high efficiency of the implemented
mechanisms. An advantage of this system, as well as the advanced mechanisms
implemented by the authors, is the use of accelerometer built into a smartphone
without any additional external sensors, which could reduce the quality of the
user life.
Currently, the system is dedicated to the family of operating systems Microsoft

Windows Phone 8. There is also ongoing work on developing this application for
Android devices.
Constantly evolving technological level of modern smartphones favours adding

new features and miniaturized internal sensors, with which the device can ob-
tain information. Adding a feature for reading data from a heart rate monitor,
available in many models of phones, can increase effectiveness of the application.
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al. Armii Krajowej 36, 42-200 Czȩstochowa, Poland
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Abstract. The wear of artificial joints, which is one of the main causes of
re-implantation of the hip joint, can be minimized or entirely eliminated
through a precise adjustment of artificial biobearing to individual condi-
tions of the patient.This is possible throughutilization ofmodern engineer-
ing tools for support of doctors in multi-aspect selection of head elements
and acetabulum thatwork in the artificial joint. Despite a substantial num-
ber of materials used for the friction pair of both head and acetabulum,
there is noperfect anduniversal set of biomaterials that allow for recreation
of functionality of joints in all patients, while improperly selected joint ar-
ticulation results in faster wear of components, migration of products of
wear to soft tissue and, consequently numerous complications and neces-
sity of repeated surgical interventions. An innovative approach that allows
for customization of joint replacement, which is impossible to be achieved
using conventional methods, is to utilize machine learning systems to ad-
just friction pair to anthropometric and goniometric characteristics of a
patient. The internal elements which are used to train a fuzzy classifier en-
semble are results of clinical, experimental andnumerical studies that allow
for prediction of the functional cycle for a patient.

1 Introduction

Bone and joint diseases represent a very important social and economic problem
and, with development of civilization, the scale of problem is still increasing [9].

c© Springer International Publishing Switzerland 2015
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According to the most recent data, some 17% of Polish population suffer from
degenerative joint disease, which causes that a substantial group of people are
put at risk of becoming patients qualified for joint replacement [2]. Treatment
of joint degeneration is a multifaceted problem, whereas a form of treatment
depends on a number of factors, with particular focus on the type of joint and
degree of pathology. Surgical intervention is usually considered a last resort.
However, conservative treatment in the most of cases only extends (to various
degree) function of the joint, with the last stage of treatment being typically
joint replacement [14][23].

Hip joint is the joint that is exposed to the highest load, and, according to
world reports, most surgical interventions on joints concern this location. Only
in recent 5 years, over 260,000 prostheses were made in Poland, of which nearly
75% were hip joint prostheses [27]. Essentially, hip joint prosthesis is composed
of the acetabulum part, fixed in the pelvic bone and the part that replaces the
head of the femoral bone (stem) fixed in the medullary cavity of the bone, see
Fig. 1. An element that forms the artificial joint is bone of prosthesis and ac-
etabulum [24]. However, replacement of a natural with artificial joint does not

Fig. 1. X-ray images of the bone with implanted hip endoprosthesis

solve the problem since mean life of hip joint prosthesis in human body is ca. 11
years. After this period, it is necessary in many cases to perform a revision treat-
ment that consists in removing non-functional prosthesis and replacing it with
a new one [26]. Among major causes of re-implantation are aseptic loosening
and wear of components of the artificial biobearing leading to various compli-
cations. Fast civilization developments and introduction of modern biomaterials
and medical technologies substantially improved opportunities for reconstruction
of joints damaged through diseases or joint injuries. However, it did not elimi-
nate wear of components of prostheses present in the artificial biobearing (see
Fig. 2). Many combinations to match artificial joints that results from modern,
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Fig. 2. Worn components of biobearing removed from human body. a) Acetabula, b)
Ball head.

extremely different (in both mechanical and tribological terms) components and
very high amount and a variety of prosthesis components available in the Polish
market offer a wide range of opportunities to recreate biomechanical functions
of joint and adjust friction and wear parameters of the friction pair to individual
anthropometric and goniometric characteristics of the patient. Replacement of
the damaged joint should ensure maximum comfort of its use and help regain
full mobility of the joint and ensure its long and failure-free function. Intensity
of wear of artificial joint depends on a number of factors, of which the most
important are a type of biomaterials used in the artificial joint, load that results
from human motor activity, intensity of using the joint and mobility in the joint
and individual internal conditions [25]. The wear of components of prostheses
has a chemical and mechanical character. Intensity of chemical wear depends on
the type of biomaterial and changes in ion concentration inside human body,
whereas the intensity of mechanical wear depends chiefly on body weight, inten-
sity of use, range of motion in the artificial joint and precision of implantation
of individual components of the prosthesis [22][24].

2 Material and Research Methods

The initial data for the classifier were obtained from clinical, experimental, nu-
merical and empirical examinations performed using the components removed
from human body due to wear. Based on these studies, intensity of wear was
evaluated for individual components of prosthesis removed from patients of the
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Orthopaedics and Traumatic Surgery Ward of the Voivodeship Specialist Hos-
pital in Czȩstochowa. Empirical studies allowed for determination of the rela-
tionships between the type of materials of the friction pair, load and intensity
of use and functional parameters of the prosthesis. The basis for evaluation
of intensity of wear was microscopic analysis of components of prostheses re-
moved from human body due to wear. These components were subjected to
microscopic analysis, which allowed for determination of correlations between
intensity of use (physical activity), patient’s body weight, joint mobility and
intensity of wear. Friction and wear examinations were carried out for com-
mercial components of prostheses used with different tribological configurations
to allow for determination of the values of friction forces and friction coeffi-
cient for the following articulations: metal-metal - XPLE, ceramics-ceramics,
ceramics - XPLE, metal-ceramics, Tin - XPLE. Analysis of the components of
articulation revealed that the processes of wear occur on all the components
regardless of their strength parameters, which has only effect on wear intensity.
The highest total wear was found for the elements made of XPLE, whereas the

Fig. 3. Microstructure of the wear surface

least intensive wear was observed for the ceramic components. However, the size
and number of products of wear and their migration to human body substan-
tially affects both state of the joint and might significantly affect health or even
life of the patient. Penetration of PE particles between the tissue and implant
causes inflammatory reaction and development of granulation tissue, which leads
to separation of the implant from the bone (Fig. 4). Further, the products of
wear in metal-metal articulation are accumulated in soft tissues, causing in-
flammatory response and metallosis, which clinically is diagnosed as pseudotu-
mors and qualifies prosthesis for re-implantation. Metallosis might have varied
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consequences: if a patient is allergic to any of the alloy elements, broad infections
and complications might occur (Fig. 5). Fig. 4 presents separation of the acetab-
ulum from the bone and Fig. 5 products of wear for XPLE (a) and metal (b).

Fig. 4. Separation of the acetabu-
lum from the bone

Fig. 5. Products of wear, a)
XPLE, b) metal

The results obtained in the study allowed for training a classifier to select the
type and material of the friction pair with regard for age and weight of the pa-
tient, intensity of use, joint mobility and individual anthropometric conditions
of the patient.

3 Numerical Simulations

Computer science and soft computing are used extensively to support health
care [1][5] [6][10][13]. Neural networks [3][4][12] and fuzzy systems [8][19][20][21]
are common methods to assist medical science in various types of diagnosis.
This section describes a system which was used for diagnosis support based on
data acquired as in Fig. 6. We used the AdaBoost algorithm which is the most
popular boosting meta learning method [17][18]. Let us denote the l-th learning
vector by zl = [xl

1, ..., x
l
n, y

l] , l = 1...L is the number of a vector in the learning
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Fig. 6. Diagram of data acquisition

set, n is the dimension of the input vector xl, and yl is the class label. Weights
Dl assigned to learning vectors, have to fulfill the following conditions

(i) 0 < Dl < 1 ,

(ii)
L∑

l=1

Dl = 1 .
(1)

The weight Dl is the information how well classifiers were learned in consecutive
steps of an algorithm for a given input vector xl. Vector D for all input vectors
is initialized according to the following equation

Dl
t =

1

L
, for t = 0, ..., T , (2)

where t is the number of a boosting iteration (and a number of a classifier in
the ensemble). Let {ht(x) : t = 1, ..., T } denotes a set of hypotheses obtained in
consecutive steps t of the algorithm being described. For simplicity we limit our
problem to a binary classification (dichotomy) i.e. y ∈ {−1, 1} or ht(x) = ±1 .
Similarly to learning vectors weights, we assign a weight ct for every hypothesis,
such that

(i)
T∑

t=1
ct = 1 ,

(ii) ct > 0 .
(3)

Now in the AdaBoost algorithm we repeat steps 1-4 for t = 1, . . . , T :
1. Create hypothesis ht and train it with a data set with respect to a distribution
dt for input vectors.
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2. Compute the classification error εt of a trained classifier ht according to the
formula

εt =

m∑

l=1

Dl
t(z

l)I(ht(x
l) �= yl) , (4)

where I is the indicator function

I(a �= b) =

{
1 if a �= b
0 if a = b

. (5)

If εt = 0 or εt ≥ 0.5, stop the algorithm.
3. Compute the value

αt = 0.5 ln
1− εt
εt

. (6)

4. Modify weights for learning vectors according to the formula

Dt+1(z
l) =

Dt(z
l) exp{−αtI(ht(x

l) = yl)}
Nt

, (7)

where Nt is a constant such that
m∑
l=1

Dt+1(z
l) = 1 . To compute the overall

output of the ensemble of classifiers trained by AdaBoost algorithm, the following
formula is used

f(x) =

T∑

t=1

ctht(x) , (8)

where
ct =

αt∑T
t=1 αt

(9)

is classifier importance for a given training set, ht(x) is the response of the
hypothesis t on the basis of feature vector x = [x1, ..., xn]. The coefficient ct
value is computed on the basis of the classifier error and can be interpreted
as the measure of classification accuracy of the given classifier. Moreover, the
assumption (1) should be met. As we see, the AdaBoost algorithm is a meta-
learning algorithm and does not determine the way of learning for classifiers in
the ensemble.

We used Mamdani-type neuro-fuzzy systems [7][11][15][16] as systems consti-
tuting the boosting ensemble. The output of the single, tth Mamdani neuro-fuzzy
classifier, is defined

ht =

N∑
r=1

ȳr · τr

N∑
r=1

τr
, (10)

where τr =
n

T
i=1

(
μAr

i
(x̄i)

)
is the activity level of the rule r = 1, ..., N , T is a tri-

angular norm operation (in our case product operation) and μAr
i
(xi) is an input
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linguistic variable, described by the Gaussian membership function, that is

μAr
i
(xi) = exp

[
−
(
xi − xr

i

σr
i

)2
]
, (11)

and fuzzy rules are composed of input fuzzy set membership functions (11)
and output fuzzy set singletons ȳr. The AdaBoost ensemble was made of five
classifiers trained by the backpropagation gradient learning. The neuro–fuzzy
system achieved 97.4% accuracy.

4 Summary and Conclusions

The choice of joint articulation according to individual patient’s anthropometric
and goniometric parameters is essential for patient’s health, comfort of the use
and life of artificial hip joint. Constructional and material solutions available on
the Polish market allow for full customization and adjustment of the materials of
the head and acetabulum for individual patient’s needs. Improper choice of the
friction pairs causes premature wear of components, while the products of wear
that migrate to human joint and body cause changes in the near-bone tissue and
get to other internal organs, e.g. liver or kidneys, thus causing serious changes or
damages. The use of the ensemble of fuzzy classifiers for selection of the friction
pair represents an innovative method to support doctors, allows for reduction of
the costs of surgery and precise adjustment of the artificial joint to individual
human conditions, which helps minimize the likelihood of premature wear of joint
and necessity to replace it with a prosthesis. Application of machine learning
systems allowed to reproduce doctor diagnosis by the ensemble of classifiers
with relatively high accuracy.
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Abstract. Dynamic signature is a very interesting biometric attribute
which is commonly socially acceptable. In this paper we propose a new
method for the dynamic signature verification using stable partitions of
the signature. This method assumes selection of two the most stable hy-
brid partitions individually for the signer. Hybrid partitions are formed
by a combination of vertical and horizontal sections of the signature.
The selected partitions are used during identity verification process. In
the test of the proposed method we used BioSecure DS2 database, dis-
tributed by the BioSecure Association.

1 Introduction

A handwritten signature is a behavioural biometric attribute. It is very inter-
esting because its acquisition is not controversial and it is commonly socially
acceptable. There are two main approaches to the signature verification - static
(off-line) which is based on the analysis of geometric features of the signature
(see e.g. [13, 14, 35]) and dynamic (on-line) which is based on the analysis
of the dynamics of signing process. Verification using on-line signature is much
more effective than verification using off-line one.

In the literature one can find four main approaches to the dynamic signature
analysis: (a) global feature based approach (see e.g. [21, 38, 41]), (b) func-
tion based approach (see e.g. [18, 32, 39]), (c) regional based approach (see e.g.
[19, 20, 31], [61, 76, 77]), (d) hybrid approach (see e.g. [40, 42]). In this paper we
present a new regional method for the dynamic signature verification. The pro-
posed method is characterized by the following features: (a) It uses fuzzy sets
and fuzzy systems theory in evaluation of the similarity of the test signatures
to the reference signatures. (b) It allows to interpret the knowledge accumu-
lated in the system used to the signature verification. (c) It creates partitions
of the signature which have the following interpretation: high and low velocity in
the initial, middle and final time of signing, high and low pressure in the initial,

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 161–174, 2015.
DOI: 10.1007/978-3-319-19369-4_16
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middle and final time of signing. (d) It determines values of weights of impor-
tance for each partition. (e) In the classification process it uses two partitions
(associated with the velocity and pressure signals) which are most characteris-
tic for the signer. The main purpose of the proposed method is to reduce its
the complexity and increase the interpretability of fuzzy rules of the one-class
classifier used to evaluate the similarity of the test signatures to the reference
ones. It is worth to note that many computational intelligence methods (see
e.g. [1, 17, 23–26, 28, 48–50, 58, 62, 63, 65, 66]) are succesfully used in pattern
recognition (see e.g. [27, 56, 57]), modelling (see e.g. [12, 54, 55, 64, 69, 70])
and optimization (see e.g. [72, 73]) issues. Simulations of the proposed method
have been performed using BioSecure (BMDB) dynamic signatures database
distributed by the BioSecure Association ([29]).

This paper is organized into 4 sections. Section 2 contains detailed description
of the algorithm. Simulation results are presented in Section 3. Conclusions are
drawn in Section 4.

2 Detailed Description of the Algorithm

The proposed algorithm for the dynamic signature verification works in two
phases: training phase (Section 2.1) and test phase (Section 2.2). In both of them
a pre-processing of the signatures using some standard methods should be real-
ized (see e.g. [15, 16]).

2.1 Training Phase

During the training phase the algorithm performs hybrid partitioning and selects
two the most stable partitions for the considered signer. Next, parameters of the
classifier are determined using the reference signatures trajectories from selected
partitions. A detailed description of each step of the training phase is described
below.

Creation of the Partitions. Each reference signature j (j = 1, 2, . . . , J ,
where J is a number of the reference signatures) of the user i (i = 1, 2, . . . , I,
where I is a number of the users) is represented by the following signals: (a)
xi,j = [xi,j,k=1, xi,j,k=2, . . . , xi,j,k=Ki ] which describes the movement of the pen
in the two-dimensional space along the x axis, where Ki is the number of signal
samples. Thanks to the normalization of the signatures, all trajectories describ-
ing the signatures of the user i have the same number of samples Ki. (b) yi,j =
[yi,j,k=1, yi,j,k=2, . . . , yi,j,k=Ki ], which describes movement of the pen along the y
axis, (c) vi,j = [vi,j,k=1, vi,j,k=2, . . . , vi,j,k=Ki ] which describes velocity of the pen
and (d) zi,j = [zi,j,k=1, zi,j,k=2, . . . , zi,j,k=Ki ] which describes the pen pressure
on the surface of the graphic tablet. In order to simplify the description of the al-
gorithm we used the same symbol ai,j = [ai,j,k=1, ai,j,k=2, . . . , ai,j,k=Ki ] to de-
scribe both shape signals (a ∈ {x, y}). We also used the same symbol si,j =
[si,j,k=1, si,j,k=2, . . . , si,j,k=Ki ] to describe both dynamics signals (s ∈ {v, z}).
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The purpose of the partitioning is to assign each point of the signal vi,jBase

and the signal zi,jBase of the reference base signature to the single hybrid par-
tition, resulting from a combination of the vertical and the horizontal section,
where jBase ∈ {1, . . . , J} is an index of the base signature, selected during
pre-processing (see [15, 16]).

At the beginning of the partitioning, the vertical sections of the signals vi,jBase

and zi,jBase are created. Each of them represents different time moment of sign-
ing: (a) initial or final for the case P {s} = 2, (b) initial, middle or final for
the case P {s} = 3, (c) initial, first middle, second middle or final for the case
P {s} = 4. The vertical sections are indicated by the elements of the vector
pv

{s}
i =

[
pv

{s}
i,k=1, pv

{s}
i,k=2, . . . , pv

{s}
i,k=Ki

]
determined as follows:

pv
{s}
i,k =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 for 0 < k ≤ Ki

P{s}

2 for Ki

P{s} < k ≤ 2Ki

P{s}
...

P {s} for (P{s}−1)Ki

P{s} < k ≤ Ki

, (1)

where s ∈ {v, z} is the signal type used for determination of the partition (ve-
locity v or pressure z), i is the user index (i = 1, 2, . . . , I), j is the reference
signature index (j = 1, 2, . . . , J), Ki is a number of samples of normalized
signals of the user i (divisible by P {s}), k is an index of the signal sample
(k = 1, 2, . . . ,Ki) and P {s} is a number of the vertical signatures (P {s} � Ki and
P {s} = P {v} = P {z}). A number of the vertical sections can be arbitrary, but its
increasing does not increase the interpretability and the accuracy of the method.

After creation of the vertical sections of the signals vi,jBase and zi,jBase,
horizontal sections are created. Each of them represents high and low velocity
and high and low pressure in individual moments of signing. Horizontal sections
indicated by the elements of the vector ph{s}

i =
[
ph

{s}
i,k=1, ph

{s}
i,k=2, . . . , ph

{s}
i,k=Ki

]

are determined as follows:

ph
{s}
i,k =

⎧
⎨

⎩

1 for si,j=jBase,k < avgv
{s}
i,p=pv

{s}
i,k

2 for si,j=jBase,k ≥ avgv
{s}
i,p=pv

{s}
i,k

, (2)

where jBase is the base signature index, avgv{s}i,p is an average velocity (when
s = v) or an average pressure (when s = z) in the section indicated by the index
p of the base signature jBase:

avgv
{s}
i,p =

1

Kvi,p

k=
(

p·Ki

P{s}
)

∑

k=
(

(p−1)·Ki

P{s} +1
)
si,j=jBase,k , (3)

where Kvi,p is a number of samples in the vertical section p, si,j=jBase,k is
the sample k of the signal s ∈ {v, z} describing dynamics of the signature.
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Asa result of partitioning, each sample vi,jBase,k of the signalvi,jBase of the base
signature jBase and each sample zi,jBase,k of the signal zi,jBase of the base signa-
ture jBase is assigned to the vertical section (assignment information is stored
in the vector pv{s}

i ) and horizontal section (assignment information is stored in
the vectorph{s}

i ). The intersection of the sections is the partition. Fragments of the
shape trajectories xi,j and yi,j , created taking into account pv{s}

i and ph
{s}
i , will

be denoted asa{s}i,j,p,r =

[
a
{s}
i,j,p,r,k=1, a

{s}
i,j,p,r,k=2, . . . , a

{s}
i,j,p,r,k=Kc

{s,a}
i,p,r

]
. The number

of samples belonging to the partition (p, r) (created as an intersection of the vertical
section p and the horizontal section r, included in the trajectory a

{s}
i,j,p,r) of the user

i associated with the signal a (x or y) and created on the basis of the signal s (ve-
locity or pressure) will be denoted as Kc

{s,a}
i,p,r .

Generation of the Templates. The templates of the signatures are aver-
aged fragments of the reference signatures represented by the shape trajectories
xi,j or yi,j . The partition contains two templates, so a number of the tem-
plates created for the user i is equal to 4 · P {s}. Each template tc

{s,a}
i,p,r =[

tc
{s,a}
i,p,r,k=1, tc

{s,a}
i,p,r,k=2, ..., tc

{s,a}
i,p,r,k=Kc

{s,a}
i,p,r

]
describes fragments of the reference

signatures in the partition (p, r) of the user i, associated with the signal a (x or
y), created on the basis of the signal s (velocity or pressure), where:

tc
{s,a}
i,p,r,k =

1

J

J∑

j=1

a
{s}
i,j,p,r,k. (4)

After determination of the templates tc
{s,a}
i,p,r , weights of importance of the

partitions are determined.

Determination of the Weights of Importance and Selection of the Best
Partitions. Determination of the weights w

{s,a}
i,p,r of the templates starts from

determination of a dispersion of the reference signatures signals. The dispersion is
represented by a standard deviation. Average standard deviation for all samples
in the partition is determined as follows:

σ̄
{s,a}
i,p,r =

1

Kc
{s,a}
i,p,r

Kc
{s,a}
i,p,r∑

k=1

√√√√ 1

J

J∑

j=1

(
a
{s}
i,j,p,r,k − tc

{s,a}
i,p,r,k

)2
. (5)

Having average standard deviation σ̄
{s,a}
i,p,r , normalized values of the templates

weights are determined:

w
{s,a}
i,p,r = 1−

σ̄
{s,a}
i,p,r

max
p=1,2,...,P{s}

r=1,2

{
σ̄
{s,a}
i,p,r

} . (6)
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Normalization of the weights adapt them for use in the one-class flexible fuzzy
system used for evaluation of the similarity of the test signatures to the reference
signatures.This evaluation is thebasis for recognitionof the signature authenticity.

Having weights of importance of the templates, the most characteristic parti-
tions associated with the highest values of the weights are selected for the con-
sidered user. They are two partitions: (a) The partition

(
p = pB{v}, r = rB{v})

associated with signal v. Indexes pB{v} and rB{v} are determined in such a
way that a sum of the weights w

{v,x}
i,pB{v},rB{v} + w

{v,y}
i,pB{v},rB{v} pointed by these

indexes for the signal v is the highest. (b) The partition
(
p = pB{z}, r = rB{z})

associated with signal z. Indexes pB{z} and rB{z} are determined analogously
as in the case of the partition

(
p = pB{v}, r = rB{v}).

Determination of the Parameters of the Fuzzy System. The test signa-
tures verification is based on the answers of the neuro-fuzzy system for evaluating
the similarity of the test signatures to the reference signatures. Neuro-fuzzy sys-
tems (see e.g. [22, 33, 43–45, 53, 68]) combine the natural language description
of fuzzy systems (see e.g. [2, 34, 46, 47]) and the learning properties of neural
networks (see e.g. [3–11, 36, 37, 51, 52, 67, 71]). Parameters of the system have
to be selected individually for each user from the database. In this paper we use
a structure of the flexible neuro-fuzzy one-class classifier, whose parameters de-
pend on the reference signatures descriptors. They are determined analytically
(not in the process of supervised learning) and individually for the user (her/his
reference signatures).

The first group of parameters of the proposed system are the parameters
describing differences between the reference signatures and the templates in
the partitions. They are used in the construction of fuzzy rules described later
(see (9)) and determined as follows:

dmax
{s,a}
i,pB{s},rB{s} =

= δi · max
j=1,...,J

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Kc
{s,a}
i,pB{s},rB{s}∑

k=1

∣∣∣∣a{s}
i,j,pB{s},rB{s},k

−tc
{s,a}
i,pB{s},rB{s},k

∣∣∣∣
Kc

{s,a}
i,pB{s},rB{s}

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(7)

where δi is a parameter which ensures matching of tolerance of the system for
evaluating the similarity in the test phase.

The second group of parameters of the proposed system are weights of the tem-
plates determined in the previous step. A consequence of the large value of the
weight is less tolerance of the system for similarity evaluation in the test phase.

2.2 Test Phase (Verification of the Signatures)

During the test phase the signer creates one test signature and claims her/his
identity. This identity will be verified. Next, parameters of the considered user
created during training phase are downloaded from the system database and
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the signature verification is performed. A detailed description of each step of the
test phase is described below.

Acquisition and Processing of the Test Signature. The first step of the
verification phase is acquisition of the test signature, which should be pre-
processed. Normalized test signature is represented by two shape trajectories:
xtsti = [xtsti,k=1, xtsti,k=2, . . . , xtsti,k=Ki ] and ytsti = [ytsti,k=1, ytsti,k=2, . . . ,
ytsti,k=Ki ].

Next, partitioning of the test signature is performed. As a result of partitioning
of the shape trajectoriesxtsti andytsti their fragmentsdenotedasatst{s}

i,pB{s},rB{s}

=

[
a
{s}
i,pB{s},rB{s},k=1

, a
{s}
i,pB{s},rB{s},k=2

, . . . , a
{s}
i,pB{s},rB{s},k=Kc

{s,a}
i,pB{s},rB{s}

]
are

obtained. During the partitioning the vectors pv{s}
i and ph

{s}
i are used.

Next step of the test phase is determination of the similarity of fragments
of the test signature shape trajectories atst

{s}
i,pB{s},rB{s} to the templates of the

reference signatures tc
{s,a}
i,pB{s},rB{s} in the partition

(
pB{s}, rB{s}) of the user i

associated with the signal a (x or y) created on the basis of the signal s (velocity
or pressure). It is determined as follows:

dtst
{s,a}
i,pB{s},rB{s} =

Kc
{s,a}
i,pB{s},rB{s}∑

k=1

∣∣∣atst{s}i,pB{s},rB{s},k − tc
{s,a}
i,pB{s},rB{s},k

∣∣∣

Kc
{s,a}
i,pB{s},rB{s}

. (8)

After determination of the similarities dtst{s,a}
i,pB{s},rB{s} , total similarity of the

test signature to the reference signatures of the user i is determined. Decision
on the authenticity of the test signature is taken on the basis of this similarity.

Evaluation of the Overall Similarity of the Test Signature to the Ref-
erence Signatures. The system evaluating similarity of the test signature to
the reference signatures works on the basis of the signals dtst

{s,a}
i,pB{s},rB{s} and

takes into account the weights w{s,a}
i,pB{s},rB{s} . Its response is the basis for the eval-

uation of the signature reliability. The proposed system works on the basis of two
fuzzy rules presented as follows:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

R(1) :

⎡

⎢⎢⎣

IF
(
dtst

{v,x}
i,pB{v},rB{v} isA

1{v,x}
i,pB{v},rB{v}

) ∣∣∣w{v,x}
i,pB{v},rB{v} AND . . .

. . .AND
(
dtst

{z,y}
i,pB{z},rB{z}isA

1{z,y}
i,pB{z},rB{z}

) ∣∣∣w{z,y}
i,pB{z},rB{z}

THENyiisB
1

⎤

⎥⎥⎦

R(2) :

⎡

⎢⎢⎣

IF
(
dtst

{v,x}
i,pB{v},rB{v} isA

2{v,x}
i,pB{v},rB{v}

) ∣∣∣w{v,x}
i,pB{v},rB{v} AND . . .

. . .AND
(
dtst

{z,y}
i,pB{z},rB{z}isA

2{z,y}
i,pB{z},rB{z}

) ∣∣∣w{z,y}
i,pB{z},rB{z}

THENyiisB
2

⎤

⎥⎥⎦

,

(9)
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where

- dtst
{s,a}
i,pB{s},rB{s} (i = 1, 2, . . . , I, s ∈ {v, z}, a ∈ {x, y}) are input linguistic

variables. Values "high" and "low" taken by these variables are Gaussian
fuzzy sets A

1{s,a}
i,pB{s},rB{s} and A

2{s,a}
i,pB{s},rB{s}(see Fig. 1).

- yi (i = 1, . . . , I) is output linguistic variable meaning "similarity of the test
signature to the reference signatures of the user i". Value "high" of this
variable is the fuzzy set B1 of γ type and value "low" is the fuzzy set B2

of L type (see Fig. 1).
- w

{s,a}
i,pB{s},rB{s} are weights of the templates. Introducing of the weights of im-

portance distinguishes the proposed flexible neuro-fuzzy system from typical
fuzzy systems.

Verification of the Test Signature. In the proposed method the test signa-
ture is recognized as belonging to the user i (genuine) if the assumption ȳi > cthi

is satisfied, where ȳi is the value of the output signal of neuro-fuzzy system de-
scribed by the (9):

ȳi ≈

T ∗

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

μ
A

1{v,x}
i,pB{v},rB{v}

(
dtst

{v,x}
i,pB{v},rB{v}

)
, . . . ,

μ
A

1{z,y}
i,pB{z},rB{z}

(
dtst

{z,y}
i,pB{z},rB{z}

)
;

w
{v,x}
i,pB{v},rB{v} , . . . , w

{z,y}
i,pB{z},rB{z}

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

T ∗

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

μ
A

1{v,x}
i,pB{v},rB{v}

(
dtst

{v,x}
i,pB{v},rB{v}

)
, . . . ,

μ
A

1{z,y}
i,pB{z},rB{z}

(
dtst

{z,y}
i,pB{z},rB{z}

)
;

w
{v,x}
i,pB{v},rB{v} , . . . , w

{z,y}
i,pB{z},rB{z}

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
+

+T ∗

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

μ
A

2{v,x}
i,pB{v},rB{v}

(
dtst

{v,x}
i,pB{v},rB{v}

)
, . . . ,

μ
A

2{z,y}
i,pB{z},rB{z}

(
dtst

{z,y}
i,pB{z},rB{z}

)
;

w
{v,x}
i,pB{v},rB{v} , . . . , w

{z,y}
i,pB{z},rB{z}

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (10)

where T ∗ {·} is the weighted t-norm (see e.g. [59–61]) and cthi ∈ [0, 1] is coeffi-
cient determined experimentally for each user to eliminate disproportion between
FAR and FRR error (see e.g. [74]). The values of this coefficient are usually close
to 0.5. Formula (10) was established by taking into account the following simpli-
fication, resulting from the spacing of the fuzzy sets shown in Fig. 1: μB1 (0) = 0,
μB1 (1) ≈ 1, μB2 (0) ≈ 1 and μB2 (1) = 0.

3 Simulation Results

Simulations were performed in authorial test environment written in C# using
commercial BioSecure DS2 Signature database which contains signatures of 210
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Fig. 1. Input and output fuzzy sets used in the rules (9) of the flexible neuro-fuzzy
system for evaluation of similarity of the test signature to the reference signatures

users. The signatures were acquired in two sessions using the digitizing tablet.
Each session contains 15 genuine signatures and 10 skilled forgeries per person.
In the simulations we assumed that P {s} = 3.

We repeated 5 times the verification procedure and the results obtained for all
users have been averaged. In each of the five performed repetitions we used a dif-
ferent set of 5 training signatures. In the test phase we used 10 remaining genuine
signatures and all 10 forged signatures.The described method is commonly used in
evaluating the effectiveness of the methods for the dynamic signature verification,
which corresponds to the standard crossvalidation procedure.

The results of the simulations are presented in Table 1. It contains informa-
tion about values of the errors FAR (False Acceptance Rate) and FRR (False
Rejection Rate) achieved by the considered method in comparison to the regional
methods proposed by us earlier and the methods of other authors. Please note
that the proposed method has the best accuracy in comparison to the methods
presented in Table 1.

Table 1. Comparison of the accuracy of different methods for the signature verification
for the BioSecure database

Method Average
FAR

Average
FRR

Average
error

Methods of other authors ([30]) - - 3.48 % -
30.13 %

Algorithm based on Horizontal Partitioning, AHP
(Cpałka et al. (2014) [16])

2.94 % 4.45 % 3.70 %

Algorithm based on Vertical Partitioning, AVP
(Cpałka, Zalasiński (2014) [15])

3.13 % 4.15 % 3.64 %

Our method 3.43 % 3.30 % 3.37 %
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4 Conclusions

In this paper we proposed the new algorithm for the dynamic signature verifica-
tion based on stable partitions. Created partitions are associated with the areas
of the signature characterized by: high and low pen velocity and high and low pen
pressure at initial, middle and final moment of signing process. The algorithm se-
lects two the most stable partitions individually for the considered signer. These
partitions are used in the classification phase. The method assumes use of the
classifier based on the Mamdani type neuro-fuzzy system which is characterized
by very good accuracy and ease of interpretation of the collected knowledge.
The achieved accuracy of signature verification in comparison with the other
methods proves correctness of the assumptions.
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Abstract. Identity verification based on the dynamic signature is an
important issue of biometrics. There are many effective methods to the
signature verification which take into account the dynamic character-
istics of the signature (e.g. velocity of the pen, the pen’s pressure on
the surface of the graphic tablet, etc.). Among these methods, the ones
based on the so-called global features are very important. In our previ-
ous paper we have proposed new algorithm for evolutionary selection of
the dynamic signature global features, which selects a subset of features
individually for each user. Algorithm proposed in this paper is a faster
version of the method proposed earlier. During development of the al-
gorithm we resigned from using evolutionary selection of global features
and standardized working of the classifier in the context of all users. The
paper contains the simulation results for the BioSecure database of the
dynamic signatures.

1 Introduction

Signature is a commonly used form of authentication. Its advantage is that the
method of signature acquisition is not controversial, as in the case of certain
biometric characteristics such as fingerprint or face image (see e.g. [47,48]).

In the literature there are two approaches to the signature verification. The
first is based on the analysis of static features of the signature such as shape, size
ratios, etc. (see e.g. [4,33]). The second approach is based on the analysis of the
dynamics of signing process (see e.g. [12,28,39]). The dynamics of the signature
is difficult to see and forge, so the use of the so-called dynamic signature brings
much better results than the use of the so-called static signature. Moreover, the
dynamic features of the signature are unique to the signer.

Approaches used to the dynamic signature verification can be divided into
four main groups: Global features based methods. Some methods base on
the global features which are extracted from signature and used during training
and classification phase. Approach based on global features may be found in
many research papers (see e.g. [14,37,39,79,75]). Functions based methods.
Another approach commonly used in identity verification based on dynamic sig-
nature is functions-based approach. This approach bases on comparison of time
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functions, which contains information about changes of signature features over
time (see e.g. [12,27,29]). Regional based methods. The literature contains
also approaches relying on segmentation of signature into some regions, which
are used during training and verification phase (see e.g. [9,10,13,26,28,77,78]).
Hybrid methods. In the literature one can also find the hybrid methods which
are based on combination of the described approaches (see e.g. [38,40]).

In this paper we focus on the approach based on global features. We use a
set of global features proposed in [14], which contains extended collection of fea-
tures from three other papers: [36,41,42]. It should be noted that the proposed
fast algorithm is not dependent on the initial feature set, especially it is not
sensitive to the wrong choice of this set. Moreover, the feature set can be prac-
tically arbitrarily reduced or extended. This is very important from the point
of view of the flexibility of the proposed method and the possibility of its easy
adaptation to the hardware used for the acquisition of features. The following
conditions have prompted us to develop a method proposed in this work: The
proposed method does not require complex calculations, in particular
machine learning. Its characteristic feature is that a typical set of features
describing the dynamics of the signature is considered for each user, without the
need for features selection. As a result, the proposed algorithm does not require
machine learning. The two following facts are also worth to note: (a) proposed
algorithm does not depend on the used set of features, (b) the set of features
selected in the previous paper (i.e. [79]) could depend on the specificity of used
databases. The proposed method uses in the classification process a hi-
erarchy of features individually for each user. In particular, it allows to
determine for each user weights of importance of each feature. Values of weights
are related to the similarity of features values (specifying stability of the refer-
ence signatures creation), taking into account all signatures created by the user
in the acquisition phase of genuine signatures (training phase). The proposed
method takes advantage of the theory of fuzzy sets and neuro-fuzzy
systems. Neuro-fuzzy systems (see e.g. [30,31,43,44,45,52,70]) combine the nat-
ural language description of fuzzy systems (see e.g. [2,15,32,46]) and the learning
properties of neural networks (see e.g. [34,35,50,51,69,73]). For the purposes of
the proposed method, we have developed a new neuro-fuzzy one-class classifier,
proposed by us earlier (see e.g. [9,78]). The proposed classifier is characterized
the following properties: (a) it does not require supervised learning (what is cru-
cial in the context of the considered sphere of application), (b) it has a uniform
structure for all users and it is based on values of descriptors of the signature’s
features, (c) it does not require forged signatures, so called skilled forgeries, to
proper work (what not always distinguish methods of signature verification, so
it is definitely a positive property), (d) it is distinguished by the interpretability
of rules included in the base of rules (also semantic). It is worth to note that
many computational intelligence methods (see e.g. [1,11,17,18,19,21,68,49,64,65])
are succesfully used in pattern recognition (see e.g. [20,22,23,55,56,57,58]) and
modelling (see e.g. [3,54,66]) issues.
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To test the proposed method we used the BioSecure Database (BMDB) dis-
tributed by the BioSecure Association (see [24]) which is admitted source of data
used in this field.

This paper is organized into four sections. In Section 2 we present description
of the new method for dynamic signature verification based on global features. In
Section 3 simulation results are presented. Conclusions are drawn in Section 4.

2 Description of the New Method for Dynamic Signature
Verification Based on Global Features

Idea of the proposed in this paper method can be summarized as follows: (a) It
works on the basis of a set of features describing the dynamics of the signature
which have been systematized, for example, in the paper [14] (in our simulations
78 features have been considered). As already mentioned, the proposed method
does not depend on the base set of features. This set can be freely modified. We
would like to emphasize that from the set of all features (i.e. 85) considered in
the paper [14], we removed those which were not selected by the algorithm for
automatic features selection proposed by us earlier (see e.g. [79]). (b) It uses
(developed for the considered method) one-class classifier which is based on the
capacities of the flexible fuzzy system (see e.g. [6,9,62,63,78]). It allows to take
into account the weights of importance of individual features, selected individ-
ually for each user. (c) It works in two modes: learning and testing (operating
mode). In the first mode descriptors of features and weights of importance of
features are determined. They are needed for proper work of the classifier in
the test phase. These parameters are stored in a database. In the second mode,
mode of operation (verification of test signatures), the parameters stored for each
user in the learning phase are downloaded from the database and then signature
verification is realized on the basis of these parameters.

General description of the fast training phase for the user i (procedure
Training(i)) can be described as follows: Step 1. Acquisition of J training
signatures of user i. Step 2. Determination of matrix Gi of all considered
global features, describing dynamics of signatures, for all available J training
signatures of user i. Step 3. Determination of vector ḡi of average values for
each global feature, determined in Step 2 for J training signatures of user i.
Step 4. Selection of classifier parameters used in the test phase (procedure
Classifier Determination(i,Gi, ḡi)). Step 5. Storing in a database the fol-
lowing information about user i: vector ḡi, parameters of classifier maxdi,n and
wi,n (n = 1, . . . , N).

It is worth noting that for each user the procedure described above is inde-
pendent, although the number of features N for each user is the same. Later in
this section steps 2 and 3 of the procedure Training(i) have been described in
details.
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Matrix Gi, which contains all considered global features of all J training
signatures of user i, has the following structure:

Gi =

⎡

⎢⎢⎢⎣

gi,1,1 gi,2,1 . . . gi,N,1

gi,1,2 gi,2,2 . . . gi,N,2

...
gi,1,J gi,2,J . . . gi,N,J

⎤

⎥⎥⎥⎦ =

⎡

⎢⎢⎢⎣

gi,1

gi,2

...
gi,N

⎤

⎥⎥⎥⎦

T

, (1)

where gi,n =
[
gi,n,1 gi,n,2 . . . gi,n,J

]
, gi,n,j is a value of the global feature n,

n = 1, 2, . . . , N , determined for the signature j, j = 1, 2, . . . , J , created by the
user i, i = 1, 2, . . . , I, I is a number of the users, J is a number of the signatures
created by the user in the acquisition phase, N is a number of the global features.
As already mentioned, the detailed method of determining each of the considered
features is described in [14].

Matrix Gi is used to determine value of the vector ḡi in the Step 3. Vector
ḡi of average values of each global feature of all training signatures J of user i
is described as follows:

ḡi = [ḡi,1, ḡi,2, . . . , ḡi,N ] , (2)

where ḡi,n is average value of n-th global feature of training signatures of user
i, computed using the following formula:

ḡi,n =
1

J

J∑

j=1

gi,n,j . (3)

2.1 Determination of Classifier

In the procedure described in this section all available global features of the
dynamic signature are considered. It causes that matrix Gi and vector ḡi are
taken into account during determination of classifier parameters. General form
of the procedure Classifier Determination(i,Gi, ḡi), which determines pa-
rameters of the our classifier, can be presented as follows: Step 1. Determination
of Euclidean distances di,n,j between each global feature n and average value of
the global feature for all J signatures of user i. Step 2. Selection of maximum
distance for each global feature n from distances determined in Step 1. It should
be emphasized that the maximum distance (labelled as maxdi,n, i = 1, 2, . . . , I,
n = 1, 2, . . . , N) are individual for each user i. They will be used in the classifi-
cation phase of the signature (verification of the authenticity). Therefore, they
must be stored in the database (in addition to vector ḡi). Step 3. Computa-
tion of weights of importance wi,n, i = 1, 2, . . . , I, n = 1, 2, . . . , N , associated
with the feature number n of the user i and used in the classification phase. It
should be emphasized that the weights also have individual character for the
user i and they will be used in the classification process of the signature. There-
fore, they must be stored in the database (in addition to vector ḡi and distances
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maxdi,n). Step 4. Creation of parameters of the flexible neuro-fuzzy system (see
e.g. [60,61,76] ) using values determined in Step 2 and Step 3.

In the Step 1 distances di,n,j between each global feature n and average value
of the global feature for all J signatures of user i is computed using the following
formula:

di,n,j = |ḡi,n − gi,n,j | . (4)

Next, maximum distance for each global feature is selected (Step 2):

maxdi,n = max
j=1,...,J

{di,n,j} . (5)

Please note that distance maxdi,n is associated with the global feature n of
the user i and determines instability of the signature in the context of the feature
n. Value of the distance maxdi,n is also dependent on the variability of feature
and it has an impact on the work of the signature classifier (see Fig. 1).

In the Step 3 weights of importance of features wi,n for each global feature n
of user i are determined. Weight of n-th global feature of the user i is computed
on the basis of standard deviation of n-th global feature of the user i and average
value of distances for n-th feature of the user i (computed in the Step 2). This
process is described by the following formula:

wi,n = 1−

√
1
J

J∑
j=1

(ḡi,n − gi,n,j)
2

1
J

J∑
j=1

di,n,j

. (6)

It should be noted that the larger value of the weight wi,n, the corresponding
feature is more important in the verification of the signature (as described in
the next subsection).

Next, a classifier is created (Step 4). We use flexible neuro-fuzzy system of the
Mamdani type (see e.g. [6,7,5,8]). This system is based on the rules in the form
if-then. The fuzzy rules contain fuzzy sets which represent the values, e.g. "low"
and "high", of the input and output linguistic variables. In our method the input
linguistic variables are dependent on the similarity between the global features
of test signature and average values of global features computed on the basis
of training signatures. The system uses N features. Output linguistic variables
describe the reliability of the signature. In our method parameters of input fuzzy
sets are individually selected for each user (Step 2 of the procedure Classifier
Determination(i, ḡi)). Please note that if training signatures are more similar
to each other, the tolerance of our classifier is lower (maxdi,n takes smaller
values).

The flexibility of the classifier results from the possibility of using in the
classification the importance of global features, which are selected individually
for each user (Step 3 of the procedure Classifier Determination(i,Gi, ḡi)).
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Taking into account the weights of importance of the global features is possi-
ble thanks to the use of proposed by us earlier (see e.g. [7,62,67]) aggregation
operators named the weighted triangular norms.

Our system for the signature verification works on the basis of two fuzzy rules
presented as follows:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

R(1) :

⎡

⎢⎣
IF

(
dtsti,1isA

1
i,1

)∣∣wi,1ANDIF
(
dtsti,2isA

1
i,2

)∣∣wi,2AND
...

IF
(
dtsti,N isA1

i,N

)∣∣wi,NTHENyiisB
1

⎤

⎥⎦

R(2) :

⎡

⎢⎣
IF

(
dtsti,1isA

2
i,1

)∣∣wi,1ANDIF
(
dtsti,2isA

2
i,2

)∣∣wi,2AND
...

IF
(
dtsti,N isA2

i,N

)∣∣wi,NTHENyiisB
2

⎤

⎥⎦

, (7)

where: (a) dtsti,n, i = 1, 2, . . . , I, n = 1, 2, . . . , N , j = 1, 2, . . . , J , are input
linguistic variables in the system for the signature verification. (b) A1

i,n, A2
i,n,

i = 1, 2, . . . , I, n = 1, 2, . . . , N , are input fuzzy sets related to the global fea-
ture number n of the user i represent values "high" assumed by input linguistic
variables. Analogously, fuzzy sets A2

i,1, A
2
i,2, . . . , A

2
i,N represent values "low" as-

sumed by input linguistic variables. Thus, each rule contains N antecedents. In
the fuzzy classifier of the signature used in the simulations we applied a Gaussian
membership function (see Fig. 1) for all input fuzzy sets. (c) yi, i = 1, 2, . . . , I,
is output linguistic variable interpreted as reliability of signature considered to
be created by the i-th signer. (d) B1, B2 are output fuzzy sets shown in Fig. 1.
Fuzzy set B1 represents value "high" of output linguistic variable. Analogously,
fuzzy set B2 represents value "low" of output linguistic variable. In the fuzzy
classifier of the signature used in the simulations we applied the membership
function of type γ (see e.g. [59]) in the rule 1 and the membership function of
type L (see e.g. [59]) in the rule 2. Please note that the membership function
of fuzzy sets B1 and B2 are the same for all users (their parameters do not
depend on the chosen global features of the dynamic signature and their values).
(e) maxdi,n, i = 1, 2, . . . , I, n = 1, 2, . . . , N , can be equated with the border
values of features of individual users (see formula (5)). (f) wi,n, i = 1, 2, . . . , I,
n = 1, 2, . . . , N , are weights of importance related to the global feature number
n of the user i (see formula (6)).

Please note that regardless of the set of features chosen individually for the
user, the interpretation of the input and output fuzzy sets is uniform. Moreover,
the way of the signature classification is interpretable (see [16])

2.2 Identity Verification Phase

Formal notation of the process of signature verification (SignatureVerification
(i)) is performed in the following way: Step 1.Acquisition of test signature of the
user which is considered as user i. Step 2.Download of information about average
values of global features of user i computed during training phase (ḡi) and classifier
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Fig. 1. Input and output fuzzy sets of the flexible neuro-fuzzy system of the Mamdani
type for verification signature of user i

parameters of user i from the database (maxdi,n, wi,n). Step 3. Determination of
values of global features which have been selected as the most characteristic for
user i in training phase. Step 4. Verification of test signature using of one class
flexible neuro-fuzzy classifier.

The purpose of the signature verification phase is therefore to determine
whether the tested signature which belongs to the user claiming to be user i
in fact belongs to the user i. For such a signature values of global features are
calculated. Next, they are put on the input of the classifier described by the
rules (7). Parameters of the classifier are loaded from the database.

In the Step 1 user which identity will be verified creates one test signature.
In this step user claims his identity as i. Next, information about average values
of global features of user i computed during training phase (ḡi) and parameters
of the classifier of user i created during training phase (maxdi,n, wi,n) are down-
loaded from the database (Step 2). In the Step 3 system determines global
features of the test signature. Finally, verification is performed using flexible
one-class neuro-fuzzy classifier of Mamdani type (Step 4). In the last step of
the algorithm, the result of identity verification is presented. A signature is true
if the following assumption is satisfied:

ȳi =

T ∗
{
μA1

i,1
(dtsti,1) , . . . , μA1

i,N
(dtsti,N ) ;

wi,1, . . . , wi,N

}

⎛

⎜⎜⎝
T ∗

{
μA1

i,1
(dtsti,1) , . . . , μA1

i,N
(dtsti,N ) ;

wi,1, . . . , wi,N

}
+

T ∗
{
μA2

i,1
(dtsti,1) , . . . , μA2

i,N
(dtsti,N ) ;

wi,1, . . . , wi,N

}

⎞

⎟⎟⎠

> cthi, (8)

where T ∗ {·} is the algebraic weighted t-norm (see [7,62]), μA (·) is a Gaussian
membership function (see e.g. [59]), μB1 (·) is a membership function of class
L (see e.g. [59]), μB2 (·) is a membership function of class γ (see e.g. [59]), ȳi,
i = 1, 2, . . . , I, is the value of the output signal of applied neuro-fuzzy system
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described by rules (7), cthi ∈ [0, 1] - coefficient determined experimentally for
each user to eliminate disproportion between FAR and FRR error (see e.g. [74]).

Formula (8) was created by taking into account in the description of system
simplification resulting from the spacing of fuzzy sets, shown in Fig. 1. The
simplifications are as follows: μB1 (0) = 0, μB1 (1) ≈ 1, μB2 (0) ≈ 1, μB2 (1) = 0.

3 Simulations

Simulations were performed using the commercial BioSecure DS2 Signature
database which contains signatures of 210 users. The signatures was acquired
in two sessions using the digitizing graphic tablet. Each session contains 15 gen-
uine signatures and 10 skilled forgeries per person.

Test procedure proceeded as follows for signatures of each signer available in
the database. During training phase we used 5 randomly selected genuine signa-
tures of each signer. During test phase we used 10 remaining genuine signatures
and all 10 skilled forgeries of each signer. The process was performed five times,
and the results were averaged. The described method is commonly used in eval-
uating the effectiveness of methods for dynamic signature verification, which
corresponds to the standard crossvalidation procedure. The test was performed
using the authorial testing environment implemented in C# language.

3.1 Simulation Results

Table 1 contain a set of accuracies obtained using different methods in the field
of the dynamic signature verification for the BioSecure database. The table con-
tains values of FAR (False Acceptance Rate) and FRR (False Rejection Rate)
errors which are commonly used in the literature to evaluate the effectiveness of
identity verification methods (see e.g. [12,29]). Table 2 contains information on
the computational complexity of the proposed method.

Table 1. Comparison of the results for the dynamic signature verification methods for
the database BioSecure

Method Average Average Average
FAR FRR error

Methods of other authors [25] - - 3.48 % - 30.13 %
Horizontal partitioning [10] 2.94 % 4.45 % 3.70 %
Vertical partitioning [9] 3.13 % 4.15 % 3.64 %
Evolutionary selection with PCA [75] 5.29 % 6.01 % 5.65 %
Evolutionary selection [79] 2.32 % 2.48 % 2.40 %
Our method 3.29 % 3.82 % 3.56 %

It may be seen that the proposed method works with a very good accuracy
for the BioSecure database taking into account all methods considered in the
Table 1. Moreover, it seems that the method proposed by us deserves attention
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Table 2. The computational complexity of the proposed algorithm for dynamic signa-
ture verification based on global features

Step

Procedure 1 2 3 4 5

Training(i) J J
N∑

n=1

cn JN 4JN 4N

Signature Verification(i) 1 -
N∑

n=1

cn 2N + 1 -

cn is computational complexity of feature n determination, "-" means
the reading or the writing to the database

both in the aspect of accuracy and additional advantages, such as taking into
account a hierarchy of importance of global features in the classification pro-
cess and interpretability of the fuzzy system rules used for the classification of
signatures.

4 Conclusions

In this paper we propose a new method for the dynamic signature verification
based on the so called global features. Proposed method works without access
to the so-called skilled forged signatures, it implements individual (created indi-
vidually for each user) hierarchy of features and it uses a dedicated flexible fuzzy
one-class classifier. Efficiency of the proposed method has been tested with use of
the BioSecure. The proposed algorithm worked with a very good accuracy. More-
over, our algorithm does not require high complexity computation (see Table 2).
This is due to the fact that the algorithm does not use gradient or evolutionary
(see e.g. [53,71,72]) machine learning. As a result, the proposed method can be
used everywhere where speed of operation is crucial.
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Abstract. In this paper the results of parallelizing a block cipher based
on chaotic neural networks are presented. A data dependence analysis of
loops is applied in order to parallelize the algorithm. The parallelism of the
algorithm is demonstrated in accordance with the OpenMP standard. As
a result of this study, it is stated that themost time-consuming loops of the
algorithm are suitable for parallelization. The efficiency measurements of
a parallel algorithm working in standard modes of operation are shown.

Keywords: Neural network · Chaos · Encryption algorithm · Paral-
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1 Introduction

One of the very important functional features of cryptographic algorithms is ci-
pher speed. This feature is significant in case of block ciphers since they usually
work on large data sets. Thus even not much differences of speed may cause the
choice of the faster cipher by the user. Therefore, it is all-important to paral-
lelize encryption algorithms in order to achieve faster processing using multi-core
processors or multiprocessing systems. In recent years many chaos-based ciphers
were proposed. Futhermore neural networks are often introduced to design en-
cryption algorithms considering the complicated and time-varying nature of the
structures. Chaotic neural networks (CNNs) are particulary suitable for data
protection. Nowadays, there are many descriptions of various ciphers based on
chaotic neural networks, for instance [1–10]. The critical issue in such ciphers is
program implementation.

Unlike parallel implementations of classical block ciphers, for instance AES
[11], IDEA [12], there are only a few parallel implementations of block ciphers
based on chaotic neural networks, for example [13]. Being seemingly a research
gap it is absolutely fundamental to show real functional advantages and disad-
vantages of the encryption algorithm using software or hardware implementation.

The main contribution of the study is developing a parallel algorithm in accor-
dance with OpenMP standard of the cipher designed by Lian and presented in [8]
based on transformations of a source code written in the C language representing
the sequential algorithm.

c© Springer International Publishing Switzerland 2015
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This paper is organized as follows. The next section describes the block ci-
pher based on chaotic neural networks. In Section 3, parallelization process is
fully characterized. In Section 4, the experimental results obtained for devel-
oped parallel algorithm are presented. Finally, concluding remarks are given in
Section 5.

2 Description of the Block Cipher Based on Chaotic
Neural Networks

The block cipher based on chaotic neural networks [8] is composed of diffusion
process and confusion process. The diffusion process is implemented by a chaotic
neuron layer, and the confusion process is implemented by a linear neuron layer.
Both of them are repeated for t times to improve the encryption strength.

The encryption process is composed of a chaotic neuron layer and a linear
neuron layer, and is described as:

{
Ci = g(WciMi +Bci) = g(Wcif(WdiPi +Bdi, Ai))

Pi = Ci−1

, (1)

where:
Pi, Ki and Ci are the t-th plaintext, key and ciphertext in the i-th iteration,

respectively.
Wdi, Bdi, f and Ai are the chaotic neuron layer’s weight, bias, transfer func-

tion and chaotic parameter, respectively.
Wci, Bci and g are the linear neuron layer’s weight, bias and transfer function,

respectively.
The chaotic neuron layer is defined as:

Mi = f(WdiPi +Bdi, Ai))

= f

⎛

⎜⎜⎜⎝

⎡

⎢⎢⎢⎣

wdi
0,0 wdi

0,1 . . . wdi
0,n−1

wdi
1,0 wdi

0,1 . . . wdi
1,n−1

...
...

. . .
...

wdi
n−1,0 wdi

n−1,1 . . . wdi
n−1,n−1

⎤

⎥⎥⎥⎦

⎡

⎢⎢⎢⎣

pi,0
pi,1
...

pi,n−1

⎤

⎥⎥⎥⎦+

⎡

⎢⎢⎢⎣

bdi,0
bdi,1
...

bdi,n−1

⎤

⎥⎥⎥⎦ , Ai

⎞

⎟⎟⎟⎠

= f

⎛

⎜⎜⎜⎝

⎡
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...
m′
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⎤
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⎟⎟⎟⎠ =

⎡
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Tent(ai,0,m

′
i,0)
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Tent(ai,1,m

′
i,1)

...
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Tent(ai,n−1,m

′
i,n−1)

⎤

⎥⎥⎥⎦ =

⎡

⎢⎢⎢⎣

mi,0

mi,1

...
mi,n−1

⎤

⎥⎥⎥⎦

, (2)

where:
Pi = [pi,0, pi,1, ..., pi,n−1]

T (i = 0, 1, ..., t− 1) is the plaintext, 0 ≤ pi,j < S (S
is a positive integer, and j = 0, 1, ..., n− 1), n is the plaintext’s length, Wdi

and Bdi = [bi,0, bi,1, ..., bi,n−1]
T (0 ≤ bi,j < S, j = 0, 1, ..., n− 1) are the weight

and bias of the neuron layer, f is an reversible chaotic dynamic function, and
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Ai = [ai,0, ai,1, ..., ai,n−1] (1 ≤ ai,j ≤ S, j = 0, 1, ..., n− 1) is the control param-
eter of the chaotic map f . The f function is composed of z (z ≥ 10) times of
iteration of discrete tent map [14].

The discrete tent map is described as:

fTent(a, x) =

⎧
⎪⎨

⎪⎩

⌈S
a
x
⌉
, 1 ≤ x ≤ a

⌊ S

S − a
(S − x)

⌋
+ 1, a < x ≤ S

, (3)

where:
a (a ∈ [1, S] is an integer determined by user key K, and �x� and �x� denote

ceiling and floor of x, respectively.
The linear neuron layer is defined as:

Ci = g(WciMi +Bci)

= g
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, (4)

where:
Bci = [0, 0, ..., 0]T , g(x) = x and Wci satisfies:

Wci =

⎡

⎢⎢⎢⎣

0 1 0 . . .
0 . . . 1 1
...
. . .

. . .
...

1 0 . . . 0

⎤

⎥⎥⎥⎦ . (5)

The decryption process is symmetric to encryption one, and is described as:

⎧
⎪⎨

⎪⎩

Pi = W−1
di (f−1(Mi, Ai)−Bdi)

Pi = W−1
di (f−1(W−1

ci (g−1(Ci)− Bci), Ai)−Bdi)

Ci = Pi−1

, (6)

where:
C0 = P−1 = C, P = Pt, W

−1
di is the inverse matrix of Wdi, W

−1
ci is the inverse

matrix of Wci, f
−1 is the inverse function of f , g−1 is the inverse function of g

and the other parameters are similar to the ones defined in encryption process.
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The linear neuron layer is defined as:

Mi = W−1
ci (g−1(Ci)−Bci)

=
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The chaotic neuron layer is defined as:

Pi = W−1
di (f−1(Mi, Ai)−Bdi)
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where: z is the iteration time, f−1
Tent(a, y) is composed of z times of inverse

tent map [14] defined as:

f−1
Tent(a, y) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

�ay/S�, �ay/S� − �ay/S�+ 1 = 0,
�ay/S�

a
>

−�(a/S − 1)y�
S − a

,

�(a/S − 1)y + S�, �ay/S� − �ay/S�+ 1 = 0,
�ay/S�

a
≤ −�(a/S − 1)y�

S − a
,

�ay/S�, �ay/S� − �ay/S� = 0.

(9)

The neuron layers parameters (Wdi, Bdi, Ai and Wci) are generated under
the control of symmetric key K and t ≥ 10. All the encryption parameters can
be initialized by 4n pseudo-random numbers.

More detailed description of cipher designed by Lian is given in [8].
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3 Parallelization Process of Encryption Algorithm

Given the fact that proposed algorithm can work in block manner it is neces-
sary to prepare a C source code representing the sequential encryption algorithm
working in Electronic Codebook (ECB), Cipher Block Chaining (CBC), Cipher
Feedback (CFB), Output Feedback (OFB) and Counter (CTR) modes of oper-
ation. The source code of the encryption algorithm in the essential ECB mode
contains twenty four for loops. Sixteen of them include no I/O functions. Some
of these loops are time-consuming. Thus their parallelization is critical for re-
ducing the total time of the parallel algorithm execution.

In order to find dependencies in program a research tool for analyzing array
data dependencies called Petit was applied. Petit was developed at the University
of Maryland under the Omega Project and is freely available for both DOS and
UNIX systems [15].

The OpenMP standard was used to present parallelized loops. The OpenMP
Application Program Interface (API) [16, 17] supports multi-platform shared
memory parallel programming in C/C++ and Fortran on all architectures in-
cluding Unix and Windows platforms. OpenMP is a collection of compiler di-
rectives, library routines and environment variables which could be used to
specify shared memory parallelism. OpenMP directives extend a sequential pro-
gramming language with Single Program Multiple Data (SPMD) constructs,
work-sharing constructs, synchronization constructs and help to operate on both
shared data and private data. An OpenMP program begins execution as a sin-
gle task (called a master thread). When a parallel construct is encountered,
the master thread creates a team of threads. The statements within the parallel
construct are executed in parallel by each thread in a team. At the end of the par-
allel construct, the threads of the team are synchronized. Then only the master
thread continues execution until the next parallel construct will be encountered.
To build a valid parallel code, it is necessary to preserve all dependencies, data
conflicts and requirements regarding parallelism of a program [16,17].

The process of the encryption algorithm parallelization can be divided into
the following stages:

– carrying out the dependence analysis of a sequential source code in order to
detect parallelizable loops;

– selecting parallelization methods based on source code transformations;
– constructing parallel forms of program loops in accordance with the OpenMP

standard.

There are the following basic types of the data dependencies that occur in
for loops: a Data Flow Dependence, a Data Anti-dependence and an Output
Dependence [18, 19]. Additionally, control dependence determines the ordering
of an instruction i, with respect to a branch instruction so that instruction i is
executed in a correct program order.

To find the most time-consuming loops of the algorithm, experiments were
carried out for an about 9 megabytes input file.
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It appeared that the algorithm has two computational bottlenecks: the first
is enclosed in the function lian enc() and the second is enclosed in the function
lian dec(). The lian enc() function enables enciphering of the whichever number
of data blocks and the lian dec() one does the same for deciphering process (ana-
logically to similar functions of the classic block ciphers like DES- the des enc(),
the des dec(), LOKI91- the loki enc(), the loki dec or IDEA- the idea enc(), the
idea dec() presented in [20]). Thus the parallelization of for loops included in
these functions has a unique meaning.

The bodies of the lian enc() and the lian dec() functions are as follows:

void lian_enc(lian_context *ctx,UINT8 *input,UINT8 *output,

int input_length){

for (int i = 0; i<NBLOCKS; i++) {

Encryption(ctx, input, output);

input+= BLOCKSIZE;

output+= BLOCKSIZE;

}

}.

void lian_dec(lian_context *ctx,UINT8 *input,UINT8 *output,

int input_length){

for (int i = 0; i<NBLOCKS; i++) {

Decryption(ctx, input, output);

input+= BLOCKSIZE;

output+= BLOCKSIZE;

}

}.

Taking into account the strong similarity of the above functions only the first
one is examined. Subsequently this analysis is valid in the case of the second
one.

In order to apply the data dependencies analysis of the loop included in
lian enc() function the body of the Encryption() function should be put in this
loop.

Definitions of the tentMap(), multiplyTables(), addTables() and linearMap()
functions included in the body of the Encryption() function are the following:

void tentMap(double param,double initial,int iter) {

for (int z = 0; z < NITERATIONS; z++) {

for (int i=0;i<iter;i++) {

if ((initial>=0) && (initial<param))

initial=initial/param;

else

initial=((1-initial)/(1-param));

}

}

}.
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void multiplyTables(double* multiplier,double* result,

int maxNumber) {

for (int i = 0; i < MAXLENGTH; i++) {

if (multiplier[i] * result[i] > maxNumber)

result[i] = (multiplier[i] * result[i]) %

(maxNumber + 1);

else

result[i] = multiplier[i] * result[i];

}

}.

void addTables(double* result,double* addedTable,int maxNumber) {

for (int i = 0; i < MAXLENGTH; i++) {

if (addedTable[i] + result[i] > maxNumber)

result[i] = (addedTable[i] + result[i]) %

(maxNumber + 1) + 1;

else

result[i] = addedTable[i] + result[i];

}

}.

void linearMap(double x,double y) {

y = x

}.

The actual parallelization process of the loop included in the lian enc() func-
tion consists of the six following stages:

– separation of the Parameter Generation from the Chaotic Neuron Layer
and from the Linear Neuron Layer; all calculations placed in Parameter
Generation have to be executed before starting the processing for the two
next layers;

– removal of multiplications from Chaotic Neuron Layer and from the Linear
Neuron Layer; multiplications have to be calculated immediately after all
calculations placed in Parameter Generation are completed;

– insertion in the beginning of the loop body the following statements:
plaintext = &input[BLOCKSIZE*i];
ciphertext=&output[BLOCKSIZE*i];

– removal from the end of the loop body the following statements:
input+= BLOCKSIZE;
output+= BLOCKSIZE;

– suitable variables privatization (i, ii, plaintext, ciphertext, z, wdi, bdi, ai, wci,
bci, x) using OpenMP (based on the results of data dependence analysis)
for the loop indexing by i;

– adding appropriate OpenMP directive and clauses (#pragma omp parallel
for private() shared()) for the loop indexing by i.
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The steps above result in the following parallel form of the loop include in the
lian enc() function in accordance with the OpenMP standard:

#pragma omp parallel private (i,ii,plaintext,ciphertext,z,wdi,bdi,

ai,wci,bci,x)

#pragma omp for

for (i=0; i<nblocks; i++) {

plaintext=&input[BLOCKSIZE*i];

ciphertext = &output[BLOCKSIZE*i];

for(ii=0; ii<t; ii++) {

addTables(ciphertext,bdi,S);

tentMap(ciphertext,ai,S);

addTables(ciphertext,bci,S);

linearMap(x,ciphertext);

}

}.

4 Experimental Results

In order to study the efficiency of the presented encryption algorithm eight Quad-
Core Intel Xeon Processors 7310 Series - 1.60 GHz and the Intel C++ Compiler
(version 13.1.1 20130313 that supports the OpenMP 4.0) were used. The results
received for an about 9 megabytes input file (8 bit per pixel image) using two,
four, eight, sixteen and thirty-two cores versus the only one have been shown in
Table 1 and Table 2. The number of threads is equal to the number of processors.

The total running time of the presented encryption algorithm consists of the
following operations: data receiving from an input file, data encryption,data
decryption and data writing to an output file.

Thus the total speed-up of the parallel encryption algorithm depends heavily
on the following seven factors:

– the degree of parallelization of the loop included in the lian enc() function;
– the degree of parallelization of the loop included in the lian dec() function;
– the method of reading data from an input file;
– the method of writing data to an output file;
– the block size of encryption algorithm;
– the number of iterations of discrete tent map;
– the number of iterations of inverse tent map.

The results confirm that the loops included both the lian enc() and the
lian dec() functions are parallelizable with high speed-up (see Table 1).

The block method of reading data from an input file and writing data to
an output file was used. The following C language functions and block sizes
was applied: fread(), 2048-bytes blocks for data reading and fwrite(), 256-bytes
blocks for data writing.



Parallelization of a Block Cipher Based on Chaotic Neural Networks 199

Table 1. Speed-up of the parallel Lian encryption algorithm in the ECB mode of
operation

Number of
threads

Speed-up of
the

encryption
process

Speed-up of the
decryption
process

Speed-up of the
whole algorithm

1 1.00 1.00 1.00
2 1.92 1.99 1.44
4 3.75 3.92 1.90
8 6.01 6.28 2.26
16 6.18 6.35 2.45
32 5.98 6.07 2.20

Table 2. Speed-ups of the parallel Lian encryption algorithms in the CTR, CBC and
CFB mode of operation

Number of
threads

Operation Speed-up of
the CTR
mode of
operation

Speed-up of
the CBC
mode of
operation

Speed-up of
the CFB
mode of
operation

1 Encryption 1.00 1.00 1.00
1 Decryption 1.00 1.00 1.00
2 Encryption 1.90 1.00 1.00
2 Decryption 1.95 1.95 1.95
4 Encryption 3.50 1.00 1.00
4 Decryption 3.70 3.70 3.70
8 Encryption 5.90 1.00 1.00
8 Decryption 6.20 6.20 6.20
16 Encryption 6.10 1.00 1.00
16 Decryption 6.30 6.30 6.30
32 Encryption 5.90 1.00 1.00
32 Decryption 6.00 6.00 6.00

During experiments the block size of encryption algorithm equal to 16 bytes
was chosen. Additional tests showed that this size of block gives a good result
for encryption/decryption speed.

To minimize time of encryption/decryption process the number of iterations
of discrete tent map and inverse tent map was limited to 10.

In accordance with Amdahl’s Law the maximum speed-up of the encryption
algorithm is limited to 4.817, because the fraction of the code that cannot be
parallelized is 0.2076.

The encryption algorithmwas also parallelized in the following standardmodes
of operation (CTR, CBC and CFB). The results are presented in Table 2.

When the encryption algorithm operates in the ECB and CTR modes of
operation, both the encryption and decryption processes are parallelizable and
speed-ups of the whole algorithm are similar (see details- Table 2). For the
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CBC and CFB modes only the decryption process is parallelized so the values of
speed-up are lower than for the ECB and CTR modes of operation (see Table 2).

5 Conclusions

In this paper, the parallelization process of the Lian designed encryption algo-
rithm has been shown. The time-consuming for loops included in the functions
responsible for the encryption and decryption processes are parallelizable. The
experiments have shown that the application of the parallel encryption algo-
rithm for multiprocessor and multi-core computers would considerably boost the
time of the data encryption and decryption. The speed-ups received for these
operations can be admitted as satisfactory. Moreover, the developed parallel
encryption algorithm can be also helpful for hardware implementations
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Abstract. In this paper a multi-objective vehicle routing problem
(MOVRP) with the criteria being the total distance and the utiliza-
tion of the vehicle space is considered. Two methods were developed
to decrease the execution time of the main part of the algorithm – the
neighborhood search procedure. First method, an accelerator, is defined
in order to reduce the computational complexity of the algorithm from
O(n3) to O(n2). The second method utilizes multiple threads of execu-
tion to speedup the neighborhood search. Both methods were applied
to tabu search metaheuristic and tested against the basic version of the
algorithm. In result, we concluded that the enhanced version allows for
significant reduction of execution time (2500 times for 5000 clients) that
scales well with the number of clients. Moreover, this allows the enhanced
algorithm to find significantly better approximations of the Pareto front
in the same time as the original algorithm.

Keywords: Vehicle routing problem · Acceleration scheme ·
Multi-objective

1 Introduction

The Vehicle routing problem (VRP) has significant applications in both in trans-
port and logistics as efficient methods of optimization allow to improve perfor-
mance for a wide range of services and production systems. Reducing the time of
deliveries, increasing the efficiency of the production or reducing costs are prime
examples and can affect the positions of companies on the market.

Over the last years, researchers have studied routing problems with more
than one criterion considered, called multi-objective vehicle routing problem
(MOVRPs). In the following subsection, some approaches concerning MOVRPs
and speeding up of VRP are briefly reviewed.

The swap operation is one of the most basic operations used in local optimiza-
tion. Computational effort required to check a single new solution obtained by
this operation is dependent on the size of the problem. In this paper we describe
a method which can be used to check single new solutions in fixed time.

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 202–213, 2015.
DOI: 10.1007/978-3-319-19369-4_19
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1.1 Literature Overview

In paper [11], Moura proposed an implementation of Genetic Algorithm (GA)
for MOVRP with time windows and loading. Three optimization criteria were
considered, namely the number of vehicles, the total travel distance and volume
utilization. Results were compared with other heuristic approaches developed by
Moura.

Wang et al. [12] studied a MOVRP that simultaneously considers the depot
desires and clients expectations, which can better expound the real logistics
operations than a single objective VRP. Objective function minimizes the total
delivering path distance, while maximizing client satisfaction by fulfilling time-
window requirements. The study proposed a hybrid algorithm based in GA and
some greedy techniques. Moreover, military application was employed in order
to confirm practical values of the proposed model and algorithm.

In paper [9], Guerriero et al. proposed an approach to unmanned aerial vehi-
cle routing. Authors presented a distributed system of autonomous Unmanned
Aerial Vehicles (UAVs) that are able to self-coordinate and cooperate. Consid-
ered criteria included the total distances, customer satisfaction and the number
of UAVs. Case study was introduced as an application scenario.

Garcia-Najera et al. [6] considered solving MOVRP with time windows using
evolutionary algorithm. Proposed heuristic incorporated methods for measuring
the similarity of solutions and was tested using standard benchmark problems.
Analysis showed that the proposed algorithm provided more diverse solutions of
higher quality than standard evolutionary algorithm.

In paper [8], Grandinetti et al. considered Multi-objective Undirected Capac-
itated Arc Routing Problem. Objectives included minimizing the total trans-
portation cost, the longest route cost (makespan) and the number of vehi-
cles. An approximation of the optimal Pareto front is determined through an
optimization-based heuristic procedure. Performance was tested and analyzed
on benchmark instances known from literature.

Baños et al. [1] considered Capacited VRP with Time Windows with objec-
tives ofminimumdistance andworkload imbalance. Proposed algorithmcombined
evolutionary computations and simulated annealing. Authors used benchmark in-
stances known from literature and tests confirmed good performance of proposed
hybrid approach.

In paper [7], Ghoseiri et al. considered another VRP with Time Windows
problem. Authors used goal programming and genetic algorithm. Additionally,
aspiration levels and their deviations are specified by decision maker. Considered
objectives include number of vehicles and total distance. Algorithm was tested
using Solomon’s benchmark instances and results show that the approach is ef-
fective and provided solutions are competitive with those known from literature.

Concerning speeding up for vehicle routing problems Bożejko et al. [2] studied
a memetic algorithm for CVRP in parallel computing environment. The study
included theoretical analysis using PRAMmodel and practical research on multi-
GPU with the use of CUDA platform.
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Żelazny et al. proposed another concept of parallel solving DVRP in [10].
Proposed MOTS algorithm was implemented in CUDA architecture and tested
using new benchmark instances and outperformed classic MOTS in terms of
speed and quality of solutions.

Ant Colony Optimization (ACO) is an example of metaheuristic based on
many seperate agents and is thus well-suited for parallel computation. Such
parallel ACO approach with the use of GPU for the VRP was proposed by
Diego et al. [5].

As a final note, readers interested in more information about several methods
and approaches to parallel VRP should refer to the review by Crainic [4].

2 Problem Description

The problem can be formulated by using the following symbols: cnr (number of
clients), vnr (number of vehicles), 0 (the base), C = {0, c1, c2, ..., ccnr} (sequence
that includes all clients and the base), V = {v1, v2, ..., vvnr} (vehicles sequence),

Ξ = {ξ1, ξ2, ..., ξcnr} (clients demands sequence), maxΞ such that ∀
ξ∈Ξ

maxΞ ≥ d

(the capacity of a single vehicle), maxΘ (maximum track cost), ΘM ⊆ (cnr +
1)× (cnr + 1) (travel cost matrix between elements form the C sequence).

Let Vvi , where 1 ≤ vi ≤ vnr denote the vehicle with the number vi and
Svi denote the track of the vehicle Vvi . Moreover, let Θ[Svi ] denote a function
returning the cost of traveling the track Svi , Ξ[Svi ] denote a function returning
the total clients demands of the track Svi . Let Cci , where 1 ≤ ci ≤ cnr denote
the client with the number ci and Ξ[Cci ] denote the demand of the client Cci .

The optimal solution of our vehicle routing problem is a sequence of vnr tracks
S∗ = {S1, ..., Svnr} that minimizes the given cost function f :

f(S∗) = min
s∈Sfeas

f(s), (1)

where Sfeas is the set of all feasible solutions. A solution is feasible if: each
client Cci ∈ C is visited exactly once, each track Svi ∈ S begins and ends in 0,

∀
1≤vi≤vnr

Θ[Svi ] ≤ maxΘ and ∀
1≤vi≤vnr

Ξ[Svi ] ≤ maxΞ . The exact cost function

used in our case is mentioned in subsection 2.3.

2.1 Representation

The Giant Track Representation (GTR) is a method which provides an easy way
for storing solutions inside computer memory and manipulating them. Let Sg

be a sequence and Sgvi ∈ Sg be the track of vehicle vi where: ∀
1≤vi≤vnr

Sgvi does

not contain the 0 signifying the return to the base (it is default) and additionally
track Sg1 does not contain the 0 signifying the departure from the base (it is
default). Then the sequence Sg = {Sg1, ..., Sgvnr} is called the giant track. For
9 clients (1 to 9) and 3 vehicles the giant track can look as follows:
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4, 1, 6, 0, 3, 7, 0, 2, 9, 8, 5

and represents tracks: 0 → 4 → 1 → 6 → 0 , 0 → 3 → 7 → 0 and 0 → 2 → 9 →
8 → 5 → 0. The number of elements of a GTR equals |Sg| = cnr + vnr − 1.

2.2 Swap Neighborhood

Let N be a swap neighborhood for GTR solution Sg. Checking such neighbor-
hood involves generating all solutions Sg′ that can be obtained by switching two
elements (from positions p1 and p2) of the solution Sg and calculating the values
of the Θ[Sg′], MaxΘ[Sg

′], MinΞ [Sg] and MinΞ [Sg
′] functions. The size of the

neighborhood (the number of possible different Sg′ solutions) is:

|N | = |Sg|2 − |Sg|
2

. (2)

Thus, the computational complexity of generating all Sg′ solutions without cal-
culating the function values is O(n2).

2.3 Cost Function

The bi-criteria cost function considers the cost (distance) of visiting all clients:

Θ[Sg] =

vnr∑

vi=1

Θ[Sgvi ] (3)

and the maximum wasted space of all vehicles/tracks. It is computed by sub-
tracting the minimum demand of all vehicles MinΞ [Sg] from the capacity of
a single vehicle:

MaxΔ[Sg] = maxΞ −MinΞ [Sg], (4)

MinΞ [Sg] = min
Svi

∈Sg
Ξ[Sgvi ] (5)

Now our cost function f is constructed as a normalized sum of both criteria:

f [Sg] =
Θ[Sg]

ΘW
+

MaxΔ[Sg]

MaxW
Δ

, (6)

where ΘW and MaxW
Δ are the worst (highest) total track distance and vehicle

space waste (utilization) respectively. These values are updated during the course
of the optimization algorithm. The algorithm also needs the values of MaxΘ[Sg]
and MaxΞ [Sg] (the maximum distance and maximum demand of all tracks in
Sg), in order to test the feasibility of a given solution.

As stated before, we aim to minimize the cost function f [Sg]. The computa-
tional complexity of a brute-force approach to this kind of DCVRP is O(n!).
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3 Acceleration

Acceleration is used to speedup the evaluation of solutions Sg′ from the swap
neighborhood by quickly computing values Θ[Sg′], MaxΘ[Sg

′], MinΞ [Sg
′] and

MaxΞ [Sg
′]. The method utilizes additional data and specific properties of the

DCVRP problem. It has been designed for parallel computing with the primary
focus on minimizing the maximal number of necessary memory operations as
memory access takes tens to hundreds times longer than a single processor cycle.

3.1 Assumptions and Symbols

Data with size depending on the problem instance are kept as arrays in memory:

– standard DCVRP data: Sg, ΘM , Ξ,
– support data: vA (array assigning the positions in the solution to indexes

of vehicles), vP (array assigning vehicle/track indexes to positions in a so-
lution), pΘ (array of cumulated costs for the consecutive elements of the
sequence Sg), pΞ (array of cumulated demands for the consecutive members
of the sequence Sg).

The rest of the data is kept in registers of the processor:

– standard DCVRP data: values of cost functions (Θ[Sg], MaxΘ[Sg],
MaxΞ [Sg] and MinΞ [Sg]), other (cnr and vnr),

– standard swap move data: swap positions (p1, p2),
– support data (for accelerator): second, third, and forth biggest cost values

(denoted by MaxΘ2[Sg], MaxΘ3[Sg], MaxΘ4[Sg]), biggest demand values
(MaxΞ2[Sg], MaxΞ3[Sg], MaxΞ4[Sg]) and smallest demand values
(MinΞ2[Sg], MinΞ3[Sg], MinΞ4[Sg]) for a given solution Sg.

All temporary variables are also kept in registers.

3.2 Basic Operations

The idea of the accelerator relies on several basic operations (some descriptions
might seem obvious but they are essential for understanding the algorithm).
Here we will describe a few of them in detail, while other cases will be described
briefly for the sake of brevity. Before we start, let Pi be the value of element on
position pi in solution Sg. Moreover, let bPi and aPi be the values of elements
on positions pi − 1 and p1 + 1 respectively. The basic operations are as follows:

1. Read the value of one of the following elements: P1, P2, bP1, bP2, aP1 or
aP2. The operation reads the value from Sg from the position p1, p2, p1− 1,
p2− 1, p1+1 or p2+1. It involves one read from memory for each operation
but:

(a) if p1 = p2 − 1 then aP1 = P2, bP2 = P1 so we can save up to two reads
from memory,



Acceleration of Neighborhood Evaluation for a Multi-objective Vehicle Routing 207

(b) if p1 = 0 then bP1 equals 0 by default so we can save up to one read
from memory,

(c) if p2 = |Sg| − 1 then aP2 equals 0 by default so we can save up to one
read from memory.

2. Find the index vi of the vehicle/track which is handling the Sg element from
position ei. The operation reads the value from vA from the position ei. It
involves one read from memory.

3. Find the beginning of the vi track. The operation reads the value from vP
from the position vi. It involves one read from memory.

4. Find the beginning of the track which includes the element from the specified
position ei. The operation includes execution of operation 2 and 3, which
involves two reads from memory but:

(a) if ei = p1 and P1 = 0 or P1! = 0 and bP1 = 0 then the first track element
is placed on position p1 or bP1 respectively so we can save up to two
reads from memory,

(b) if ei = p2 and P2 = 0 or P2! = 0 and bP2 = 0 then the first track element
is placed on position p2 or bP2 respectively so we can save up to two
reads from memory,

(c) the end of the track Sgvi−1 is also the beginning of the track Sgvi so if
it is known we can save up to one read from memory.

5. Find the end of the track which includes the element from the specified
position ei. Similarly to operation 4, this operation includes execution of
operation 2 and 3 which involves two reads from memory. Similar conditions
as for operation 4 allows as to save up one or two reads from memory.

6. Read the travel cost between two clients or the base (c1 and c2). The opera-
tion reads the value from ΘM from the position [c1, c2]. It involves one read
from memory. ΘM [c1, c2] denotes this operation.

7. Read the demand of the element Ei from the solution Sg. The operation
reads the value from Ξ from the position Ei. It involves one read from
memory.

8. Calculate the travel cost between two Sg elements placed on positions e1
and e2. The operation includes calculating the difference of two values from
pΘ placed on positions e2 and e1 and involves two reads from memory but:

(a) if e1 < 0 then the value from the position e1 is set to 0 by default so we
can save up to one read from memory,

(b) if a value from pΘ has been read already it is not read again so we can
save up to two reads from memory,

(c) if e1 >= e2 then the travel cost is set to 0 so we can save up to two reads
from memory,

(d) if e1 = e2 − 1 and E1 = 0 and E2 = 0 then then the travel cost is set to
0 so we can save up to two reads from memory.

ACC Dist[e1, e2] denotes this operation. Executing with a track as the ar-
gument means executing it for the beginning and end of the track .Using
standard procedure would require a number of memory reads equal to the
length of the track + 1.
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9. Calculate the total demand between two Sg elements placed on positions e1
and e2 (e1 ≤ e2). The operation includes calculating the difference of two
values from pΞ placed on positions e2 and e1 − 1 and involves two reads.
Similarly to operation 8, four specific cases can be listed that nace save us
up to one or two reads from memory.

ACC Dem[e1, e2] denotes this operation. Executing with a track as the ar-
gument means executing it for the beginning and end of the track. Using
standard procedure would require a number of memory reads equal to the
length of the track + 1.

Above operations are based on detailed analysis of the specific properties of
the DCVRP problem. All operations might be used for neighborhood checking
for the CVRP problem. For the DVRP problem operations 1–6 and 8 will suffice.
Thus, all benefits of using the accelerator will be preserved in those subproblems
as well.

3.3 Initialization Step

The initialization step has to be executed before the neighborhood check of
the solution Sg can proceed. It is used to set the values of vA, vP , pΘ, pΞ ,
Θ[Sg],MaxΘ[Sg],MaxΘ2 [Sg],MaxΘ3 [Sg],MaxΘ4 [Sg],MaxΞ [Sg],MaxΞ2 [Sg]
, MaxΞ3 [Sg], MaxΞ4 [Sg], MinΞ [Sg], MinΞ2[Sg], MinΞ3[Sg] and MinΞ4[Sg].

The computational complexity of this step is O(n) for the sequential version
as it requires a single passage through all members of the solution. Minimum
computational complexity for the parallel version is O(log2 n). It is the only part
of the accelerator that is dependent on the problem instance size.

3.4 New Maximum and Minimum

During a swap move on the Sg soluion up to three tracks can change. This is one
of the most important observations used for calculating the values ofMaxΘ[Sg

′],
MaxΞ [Sg

′] and MinΞ [Sg
′] for the Sg′ solutions. Let Sgvi , Sgvj , Sgvk be those

3 tracks. The values of Θ[Sg′vi ], Θ[Sg′vj ] and Θ[Sg′vk ] are compared only with
four values (MaxΘ[Sg], MaxΘ2 [Sg], MaxΘ3 [Sg], MaxΘ4 [Sg]) which were set
during the initialization step. It is required to compare them with vnr values
when using the standard method. Similar methods are used to quickly calculate
MaxΞ [Sg

′] and MinΞ [Sg
′].

3.5 Algorithm

In order to test the proposed accelerator we decided to implement a TS algo-
rithm. Our algorithm was based on the implementation proposed in [3]. Some
changes to the original algorithm were made.
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Tabu Search. The algorithm stopped at a local minimum very fast when using
the maxΘ and maxΞ values from the beginning. This problem was resolved by
utilizing the following method:

– let cMaxΘ denote the current maximum distance and cMaxΞ the current
maximum total demand of a single track. Also let IS denote the initial solu-
tion for the tabu search agorithm,

– before the optimization cMaxΘ = MaxΘ[IS], cMaxΞ = MaxΞ [IS],
– let TABU[Sg] denote a function that returns the best solution obtained after

a single tabu iteration executed on the solution Sg,
– after each iteration:

• if MaxΘ[TABU [Sg]] > cMaxΘ then cMaxΘ = MaxΘ[TABU [Sg]] else if
cMaxΘ > maxΘ then cMaxΘ = cMaxΘ−(cMaxΘ−MaxΘ[TABU [Sg]])/2,

• if MaxΞ [TABU [Sg]] > cMaxΞ then cMaxΞ = MaxΞ [TABU [Sg]] else if
cMaxΞ > maxΞ then cMaxΞ = MaxΞ − (MaxΞ −MaxΞ [TABU [Sg]])/2,

• if cMaxΘ −maxΘ ≤ 1 then cMaxΘ = maxΘ,
• if cMaxΞ −maxΞ ≤ 1 then cMaxΞ = maxΞ .

Each iteration the tabu search algorithm chooses the best solution from all
possible Sg′ solutions from the swap neighborhood of the current solution. If
there exits a Sg′ solution for which MaxΘ[Sg

′] ≤ cMaxΘ and MaxΞ [Sg
′] ≤

cMaxΞ then the iterations best solution will be the solution with the lowest bi-
criteria function value. Otherwise the solution with the lowest Err[Sg′] function
value will be chosen:

– set the return value to 0 (ret = 0),
– if (MaxΘ[Sg

′]−cMaxΘ)/cMaxΘ > 0 then ret = MaxΘ[Sg
′]−cMaxΘ)/cMaxΘ,

– if (cMaxΞ [Sg
′] − cMaxΞ)/cMaxΞ > 0 then ret = ret + MaxΞ [Sg

′] −
cMaxΞ)/cMaxΞ ,

– return the ret value.

Choosing the best solution from all iterations is being done the same way.

4 Computer Experiment

In order to test the theoretical properties of the proposed speedup methods –
both the accelerator and the parallel approach – in practice, we run a series of
tests on Intel i7 X980 (6 cores, 12 concurrent threads) machine running Ubuntu
(kernel 3.2.0-70-generic). All C/C++ programs were compiled with gcc 4.6.3.
The tests were performed by running the tabu search metaheuristic with vari-
ous neighborhood search methods (standard/accelerated, sequential/parallel) in
order to compare them.

In our tests we focused on two aspects: a) the speedup obtained using the
developed methods and b) the quality of the obtained solutions. We start with
the former.
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Fig. 1. Comparison of standard (STD) and accelarated (ACC) method for different
number of clients (12 threads, log scale)

The relation between accelerated and standard version of the algorithm can
be observed in Fig. 1. We have used logarithmic scale for clarity. We observe
that accelerated version performs from approximately 10 to 350 times faster,
depending on the number of clients.

Moreover, Tab. 1 can be consulted for the speedups of both accelerated and
standard version when parallelization with multiple threads is used. All numbers
were computed by dividing the execution time by the execution time of the
sequential version (STD or ACC respectively). We observe that up to 6 threads

Table 1. Speedup for standard (STD) and accelerated (ACC) methods with different
number of concurrent threads for 5000 clients

Method 1 thread 6 threads 12 threads

STD 1 5.66 6.31
ACC 1 5.41 7.02

(number of available physical cores) both algorithms can be sped up rather
well, providing speedups of approximately 5.5. Further increase of the number
of threads yielded much less increase in speedup (12 virtual cores available),
however we can conclude that it is possible to speedup both versions of the
method to comparable extent.

As a final test concerning the speedup aspect of our research, we decided
to compare the slowest method (standard, only 1 concurrent thread) with the
fastest (accelerated, 12 concurrent threads). The results, depending on the num-
ber of clients, are shown in Fig. 2. We observe that for as little as 500 clients we
get a speedup of nearly 100. For 5 000 clients the speedup increases over 2 500
times compared to the original method. Moreover, the speedup increase is ap-
proximately linear in the function of the number of clients. We conclude that the
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Fig. 2. Speedup of accelerated method (running 12 threads) over the standard method
(running 1 thread)

0

100000

200000

300000

400000

500000

600000

700000

800000

500 1500 2500 3500 4500

M
in

im
iz

ed
 to

ta
l d

ist
an

ce

Number of clients
best worst

Fig. 3. Best values of total distance found by both methods for different number of
clients (lesser is better)

improved method offers considerable speedup that scales well with the number
of clients.

For the second aspect, the quality of obtained solutions, we simply decided to
compare the best values of each criterion for different versions of the algorithm.
For the sake of brevity we focused on two versions: “worst” (standard method, 1
thread) and “best” (accelerated method, 12 threads). In both cases the number
of iterations of the tabu algorithm was adjusted so both algorithms would run for
1200 seconds. The results are shown in Fig. 3 (total distance, smaller is better)
and Fig. 4 (vehicle utilization, greater is better).
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Fig. 4. Best values of vehicle utilization percentage found by both methods for different
number of clients (greater is better)

It is clear that the improved version yielded much better results on both
criteria. This is especially visible in the case of the total distance: the improved
version yields even 4 times shorter distance (400% improvement over the original
method). In the case of the vehicle utilization the improvement is much smaller,
in the range of 5% to 15%. Those results are caused by the fact that the improved
method is capable of running hundreds or thousands as many iterations in the
same time as the original method, thus being able to check much more solutions.
The greater speedup for greater number of clients only serves to amplify this
effect.

5 Conclusions

Proposed acceleration scheme allowed us to speedup the algorithm up to 400
times over the classic one, independently from the the number of threads. Also,
the accelerated version running on 12 threads was nearly 2500 times faster than
classic algorithm running on single thread. Moreover, when comparing the qual-
ity of solutions, we observed that accelerated algorithm provided solutions with
better values of both criteria. Hence, the proposed method allows to find better
solutions to multi-criteria at the same time as the classic algorithm. This has a
significant impact on solving multi- criteria problems of transport and logistics.

In the future research, an implementation of GPU version will be considered
and tested using real-world data and order sets. Furthermore, some properties of
multi-criteria problems and solutions evaluation will be considered in algorithm
development, in order to further speed-up solving of MOVRPs.

Acknowledgements. The work was partially supported by the OPUS grant DEC-
2012/05/B/ST7/00102 of Polish National Centre of Science and by the M�loda Kadra,
grant no. B40129.
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Dongarra, J., Karczewski, K., Waśniewski, J. (eds.) PPAM 2013, Part II. LNCS,
vol. 8385, pp. 207–214. Springer, Heidelberg (2014)
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Abstract. This paper presents a concurrent algorithm for computing
a consistent approximation to a generalized pairwise comparisons ma-
trix (i.e. it is assumed that the reciprocity property is not required).
Like its sequential counterpart, it is based on the iterative strategy “find
the worst case and fix it”. The conducted experiments confirmed that a
significant increase in speed between the sequential and concurrent ap-
proach is achieved. Our results may be particularly important for the
large decision support systems where the number of pairs considered is
large and the sequential approach may not be fast enough.

Keywords: Decision support systems · Pairwise comparisons · AHP ·
Concurrent algorithms

1 Introduction

Evaluating entities in pairs is more natural and easier than trying to arrange
them according to certain quantifiable criteria [18]. This is especially apparent
in difficult, complicated domains. However, a consistent ranking is usually the
desired form of output; thus, the need arises to integrate the partial assessments
and assign them easily comparable values. This is the primary goal of the pairwise
comparisons (PC) method.

Comparing alternatives in pairs is used to solve various practical problems
[17]. It is also an inspiring field of research in the field of the social welfare
theory [16], fuzzy preference modeling [6], feature based classification of objects
[4], public procurements handling [14] or ranking methods [8].

There are several different approaches as to how many different paired com-
parisons can be synthesized into one consistent result. One of the most popular
is the eigenvalue approach proposed by Saaty [15]. Other methods include the
logarithmic least squares (also called the geometric mean method [2]), the least
squares method [5], or the heuristic rating estimation methods [11–13] useful
when a ranking of some alternatives (references) is known in advance. A more
comprehensive list of pairwise comparison methods can be found in [1, 3].

Another approach to the weight derivation problem is presented in [9]. Instead
of explicitly introducing a new algorithm to calculate weights, Koczkodaj et al.
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focus on inconsistency minimization in such a way that the result matrix is
consistent and closest to the original matrix. The overall strategy adopted by
Koczkodaj et al. can be summarized as “find the worst case and fix it”, since
in every iteration of the algorithm, the triad with the highest inconsistency is
found first, and then it is replaced by its consistent counterpart [9]. An interesting
algorithm for computing a consistent replacement for the most inconsistent triad
was proposed by Xu [19].

The presented solution is an attempt to parallelize the algorithm that can be
found [9] and developed later in [10, 19]. For the purpose of implementation, Xu’s
version of the algorithm [19] has been selected. The prototype implementation
has been tested using the Monte Carlo method, where the random pairwise
comparisons (PC) matrices have been generated with some (but not too high)
levels of inconsistency. Tests carried out were successful and indicated a great
potential of the method.

2 Basics of the Pairwise Comparisons Method

The input and central point of the PC method is a matrix A, containing com-
parison results of pairs of entities:

A = [aij ] (1)

where aij = λi/λj .
Ideally, this matrix should be reciprocal (i.e. aij = 1

aji
) since the i-to-j eval-

uation is expected to be the reciprocal of the j-to-i evaluation. In addition it
should have 1 on its main diagonal as aii means entity i is being compared with
itself. In practice, even this condition is not always guaranteed [9].

Inconsistency of a matrix can be measured according to one of several metrics,
including the eigenvector method [15] and Koczkodaj’s distance-based inconsis-
tency index [7].

The eigenvalue-based inconsistency index of a n× n matrix A is equal to

S (A) =
λmax − n

n− 1
(2)

where λmax is the principal eigenvalue of A.
Koczkodaj’s distance-based inconsistency index K of a n × n matrix A (for

n > 2) is equal to

K (A) = max

{
min

{∣∣∣∣1−
aij

aikakj

∣∣∣∣ ,
∣∣∣∣1−

aikakj
aij

∣∣∣∣

}}
(3)

where i, j, k = 1, . . . , n and i �= j ∧ j �= k ∧ i �= k.
Since in an ideally-reciprocal matrix, the equation

∀i, j, k ∈ {1, . . . , n} : mij ·mjk ·mki = 1 (4)
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holds, Koczkodaj’s index finds the worst triad, i.e. one that’s furthest away from
the ideal triad and adopts this distance as the inconsistency index of A.

The PC method yields a ranking as its result. The ranking function assigns
positive real numbers to the objects under evaluation, thus allowing for compar-
ison of any two objects in a consistent way.

3 A Sequential Inconsistency Reduction Algorithm

The iterative inconsistency reduction algorithm, as can be found in [9], finds
the most questionable triad and makes it consistent in each iteration step. The
algorithm exits when the inconsistency index (3) reaches an appropriately low
value (in [9], K (M) is set to 1/3 for most practical applications as the acceptable
threshold of inconsistency). Following Xu’s implementation [19], let us assume
that (aik, akj , aij) is the most inconsistent triad in the i-th iteration step. Con-
sistency can be restored by adding to (or subtracting from) the elements of the
triad the following three values Δik, Δkj and Δij . Let us consider two possible
cases:

Case 1 aik ∗ akj < aij then:

(aik +Δik) ∗ (akj +Δkj) = (aij −Δij) (5)

Case 2 aik ∗ akj > aij then:

(aik −Δik) ∗ (akj −Δkj) = (aij +Δij) (6)

where Δik > 0, Δkj > 0 and Δij > 0.
To find suitable Δik, Δkj and Δij Xu [19] proposes to adopt:

Δik
df
=

aikc

aik + akj + aij
, Δkj

df
=

akjc

aik + akj + aij
, Δij

df
=

aijc

aik + akj + aij
(7)

where c is a constant which can be calculated by combining (5, 6) and (7).
Thanks to this, we can get the following equations:

Case 1 aik ∗ akj < aij

aik ∗ akj
(aik + akj + aij)2

c2 +
aij + 2 ∗ aik ∗ akj
aik + akj + aij

c+ aik ∗ akj − aij = 0 (8)

Case 2 aik ∗ akj > aij

aik ∗ akj
(aik + akj + aij)2

c2 − aij + 2 ∗ aik ∗ akj
aik + akj + aij

c+ aik ∗ akj − aij = 0 (9)
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By solving the above equations, c can be obtained and then all values for Δik,
Δkj , Δij can be determined. Since they are quadratic equations, they can have
at most two solutions c1 and c2. At this point of processing, the algorithm may
take the following three decisions:

1. Immediately go to the next step, ignoring this triad in the future, if both c1
and c2 are negative. In such a case, due to the nature of the problem, there
is no solution for this triad.

2. Make the triad consistent using max{c1, c2} as c, if max{c1, c2} > 0 and
min{c1, c2} ≤ 0.

3. Make the triad consistent using min{c1, c2} as c, if both max{c1, c2} > 0
and min{c1, c2} > 0.

After restoring consistency in the triad (aik, akj , aij), iteration is repeated. Proof
of convergence of this procedure can be found in [9].

4 A Concurrent Inconsistency Reduction Algorithm

Considering the computational complexity of particular parts of the algorithm,
what we notice is that the most processor-intensive part is searching for the least
consistent triad. For this reason, we focused on optimizing this particular part
of the algorithm. Searching through all the triads of the n × n matrix requires
checking all their combinations, which results in a running time of O

(
n3

)
. In

contrary, making the triad consistent always requires the same amount of time.
The implemented parallel procedure splits the set of triads into M disjoint sub-
sets, then finds (in parallel) the worst triad in every subset and makes that triad
consistent.

4.1 Dividing the Problem

The division of tasks among threads requires assigning a different starting point
(io, jo, ko) to each thread. To determine the value io for the x-th consecutive
triad, the largest possible i needs to be found, for which the sum Si of the first
i combinations without repetitions1 C2

n−1 is not greater than x.

In the next step, the value j0 is determined. For this purpose, the largest
j for which the sum S′

j of the first j combinations C1
N−2 is not greater than

x− Si0 − 1 needs to be determined. Then, the assignment j0 ← i0 + j is made.
Finally, k0 is determined as j0+X−Si0−1−S′

j0−1. The logic for calculating the
starting point (io, jo, ko) has been implemented in Start.getStart(N, X) (Listing
1). The division of the problem has been implemented in the divideProblem()
method (Listing 1). The method takes two parameters: n – the size of the PC
matrix, and parts – the number of parts (jobs) to be processed concurrently.
On its output, the method returns a list of instances of the Start class. Every
instance holds the start point (io, jo, ko) and the variable iters_to_do denoting
the number of triads to be traversed.
1 It is assumed that Ck

n
df
= n!

(n−k)!k!
.
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Code Listing 1. Dividing the problem
1 class Start
2 method divideProblem(int n, int parts)
3 List starts
4 size ← getSize(n)
5 for i ← 0, i < parts, i ← i + 1 do
6 x ← i * floor(size/ parts)
7 start ← Start.getStart(n, x)
8 iters_to_do ← floor((i +1)*size /parts ) - start
9 start.iter ← iters_to_do

10 starts. add(start)
11 end method
12 return starts
13 end method

4.2 Shared Resources

After the tasks are assigned to the appropriate threads, each thread processes
its sub-problem. As a result, it determines the most locally inconsistent triad.
Although the subsets of triads are disjoint, the entries of the matrix M that form
these triads belong to different triads, thus they can be accessed from different
threads at the same time. The problem is the situation in which one thread wants
to read some entry, while the other wants to modify it (in order to make a triad
consistent). Thus, the access to the entries needs to be synchronized. An adequate
synchronization mechanisms has been implemented as the BlockedTriad class
(Listing 2).

Code Listing 2. BlockedTriads synchronization mechanism
14 class BlockedTriads
15 List blockedPoints
16 method checkAndAdd(Triad triad)
17 synchronized(this)
18 if blockedPoints.contains(triad. i) ||
19 blockedPoints.contains(triad. j) ||
20 blockedPoints.contains(triad. k) then
21 blockedPoints.add(triad. i)
22 blockedPoints.add(triad. j)
23 blockedPoints.add(triad. k)
24 end if
25 end synchronized
26 end method
27 end class
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4.3 The Worker Algorithm and Class

The overall scheme of the algorithm in shown in (Listing 3). At the very begin-
ning, the problem is divided and a list of problem markers is prepared (Listing 3,
Line: 28).

Code Listing 3. BlockedTriads synchronization mechanism
28 Start startList ← divideProblem(no_processing_threads)
29 while (inconsistency is higher than ε)
30 foreach s in startList
31 execute Worker(s)
32 end foreach
33 wait until workers are done
34 end while

Code Listing 4. The Worker class
35 class Worker
36 PairwiseComparisonsMatrix matrix
37 int threadIdx
38 BlockedThreads blockedThreads
39 Start start
40 List worsts
41 method run()
42 maxInconsistency←0
43 for i ← 0, i < n, i←i+1 do
44 for j ←(first_j ? j0 : i+1), j < n, j←j+1 do
45 for k ←(first_k ? k0 : j+1, k < n, k←k+1 do
46 first_ j←false
47 first_k←false
48 iter←iter + 1
49 inconsistency ←matrix.getInconsistencyOfaTriad(i,j,k)
50 if inconsistency > maxInconsistency do
51 maxInconsistency ← inconsistency
52 end if
53 if iter = iters_to_do do
54 worsts. set(threadIdx, maxInconsistency)
55 if blockedTriads.checkAndAdd( Triad(i,j,k) ) do
56 matrix.consistTriad( Triad(i,j,k) )
57 end if
58 return;
59 end if
60 end for
61 end for
62 end for
63 end method
64 end class
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Then, iteratively, the workers are executed until the value of the inconsistency
index K (M) drops below a predefined threshold (Listing 3, Lines: 29 - 34). The
worker class is responsible for traversing the assigned scopes. For this reason, it
executes three nested loops corresponding to the three indices of triad elements
(Listing 4). Every loop starts from its starting point determined in divideProb-
lem() (Listing 1). At the beginning of each iteration, the Worker class gets the
inconsistency of the current triad (Listing 4, Line: 49), then updates the ref-
erence to the triad with the maximal local inconsistency (Listing 4, Line: 51).
When the work is done, i.e. the end condition is true (Listing 4, Line: 53), the
worst-case triad is made consistent (Listing 4, Line: 56). The function consist-
Triad() called from (Listing 4, Line: 56) implements the algorithm described in
(Sec. 3), hence it is not discussed here in more detail.

5 Experimental Results

The algorithm has been implemented and tested using the Java Runtime Envi-
ronment. The performance tests were carried out on a computer equipped with a
quad-core Intel Pentium i7-2600K processor and 8 GB of RAM. The concurrent
parts of the algorithm were implemented using the Runnable interface and the
ExecutorService object available in the java.util.concurrent Java package.

When performing tests using an artificially-generated n× n, n = 100 matrix
and an acceptance threshold of ε = 0.01 (highly consistent matrices), for M = 2
threads the obtained speed gain has been greater than the ideal speedup Sp = M ,
which can be seen in Fig. 2. It is also worth noting that such speedup occurs until
the number of threads reaches 8, which means that the system actually makes
use of all 8 available virtual processors. Therefore, we have superlinear speedup,
larger than M for M processors; this is due to the fact that the algorithm
is not only parallelized but also modified so that each processor improves the
matrix independently. Thanks to this, it is not only the worst triad that is
being found and made consistent – as many as M triads can be made consistent
simultaneously. Tests (Fig. 1) have shown that results for multiple processors
are not significantly different than those obtained using a sequential algorithm.

The distance between the matrices calculated using dist =
√∑

i,j(aij − oij)2,
where A is the starting matrix and OUT = [oij ] is the result matrix, is adopted
as the divergence index. The difference between the original matrix and the
one processed by 64 threads is only slightly higher than for a single thread,
which provides additional confirmation of the correctness of the adopted solution
(Fig. 1).

6 Summary

The PC matrices are usually the result of the work of experts. Therefore, gen-
erally they are not large. Most of the cases considered in the literature are not
greater than 7×7; however, there are exceptions. An example of a pairwise com-
parisons based algorithm that uses grater matrices is the official procedure of
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Fig. 1. Euclidean distance (change) of output matrix from initial, by number of threads

Fig. 2. Time taken by execution of algorithm, by number of threads

research entity evaluation in Poland [8]. In that algorithm, the results of paired
comparisons do not come directly from human experts. Instead, they are gen-
erated according to an appropriate procedure. With the increasing popularity
of agent systems, the situations where paired comparisons are made by an ap-
propriate algorithm (possibly non-homogeneous, autonomous agents), may be
more frequent. Hence, the need for efficient processing of large PC matrices will
increase.

The article presents an efficient concurrent version of the inconsistency re-
duction algorithm for the PC matrix. Due to the nature of the problem and its
susceptibility to parallelization, the obtained results are very promising. Despite
this, it seems that many improvements are possible. Therefore, further opti-
mizations of this algorithm and its applications will be the subject of further
research.

Acknowledgment. This research is financed by AGH University of Science and Tech-
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Abstract. This paper presents a Particle Swarm Optimization (PSO)
algorithm for the Quadratic Assignment Problem (QAP) implemented
on OpenCL platform. Motivations to our work were twofold: firstly we
wanted to develop a dedicated algorithm to solve the QAP showing both
time and optimization performance, secondly we planned to check, if
the capabilities offered by popular GPUs can be exploited to accelerate
hard optimization tasks requiring high computational power. We were
specifically targeting low-cost popular devices, with limited capabilities.
The paper discusses the algorithm and its parallel implementation, as
well as reports results of tests.

Keywords: QAP · PSO · OpenCL · GPU calculation · Particle swarm
optimization · Discrete optimization

1 Introduction

Quadratic Assignment Problem (QAP) is considered one of the most fundamen-
tal optimization problems, as it generalizes a large number of theoretical issues,
including graph partitioning, finding maximal clique or linear arrangement. The
QAP can be used to model several practical problems, such as balancing of jet
turbines, less-than-truckload (LTL), very-large-scale integration (VLSI ), back-
board wiring problem and molecular fitting.

The basic QAP formulation is the following: given a set of n facilities and n
locations, the goal is to find an assignment of facilities to locations that mini-
mizes the goal function, which is calculated as a sum of flows between facilities
multiplied by distances between locations. A there are n! possible assignments,
the QAP is one of the most difficult combinatorial problems belonging to the
NP-hard class. Therefore, only approximation algorithms can be used for the
case, where the n is bigger than 30 ([2], [4], [5]).

Particle Swarm Optimization (PSO) is an optimization method inspired by an
observation of social behavior. It attempts to find an optimal problem solution by
moving a population of particles in a search space. Each particle is characterized
by two features its position and velocity. Depending on a method variation,
particles may exchange information on their positions and reached values of goal
functions [7]. PSO is a metaheuristics, that can be mapped on various domains.
Although the method was intended for continuous domains, its applications to

c© Springer International Publishing Switzerland 2015
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discrete problems, including the Traveling Salesman Problem (TSP) and the
QAP were discussed in [6,15,13].

In this paper we present an implementation of PSO algorithm for the QAP
problem on OpenCL platform. OpenCL is a solution allowing developers to ac-
celerate applications by using computational power of multicore graphic cards
and processors. OpenCL enabled devices are quite widespread, even if often their
users don’t fully realize it. They include popular components (graphic cards and
CPUs) from AMD, Nvidia and Intel companies.

A motivation to our work was to check, if the capabilities offered by popular
GPUs can be exploited to accelerate hard optimization tasks requiring high
computational power. In this paper we make the following two contributions:
firstly we present a developed PSO algorithm for the QAP problem, secondly we
discuss its parallel implementation on OpenCL platform.

The paper is organized as follows: next Section 2 gives the definition of QAP.
It is followed by Section 3, which discusses the application of PSO to the QAP,
as well as its parallel implementation with OpenCL. Experiments performed and
their results are presented in Section 4. Section 5 provides concluding remarks.

2 Quadratic AssignmentProblem

Quadratic Assignment Problem was introduced by Koopmans and Beckman in
1957 as a mathematical model of assigning a set of economic activities to a set
of locations.

For the given set N = {1, ..., n} we define two n × n non-negative matrices
F = [fi,k] , D = [dj,l]. In the terminology of facilities-location the set N is a set of
facilities indexes and π(i) ∈ N, i = 1, ..., n defines locations, to which the facilities
are assigned. Matrix D defines distances between locations, whereas matrix F
defines flows between pairs of facilities. Matrix B describes a linear part of the
assignment cost and in most cases is omitted. A solution of QAP (also denoted
as QAP (F,D)) can be defined as a permutation π = (π(1), ..., π(n)) from the
set of n facilities. In the Koopman-Beckman’s [12] model the goal is to find the
permutation π∗ which minimizes the objective function:

f(π∗) = minπ∈Π

n∑

i=1

n∑

j=1

fijdπ(i),π(j) +

n∑

i=1

bi,π(i) (1)

The objective function f(π), π ∈ Π describes the global cost of system real-
ization and exploitation. Π is a set of permutations of the set of natural numbers
1, . . . , n. In most cases matrix D and F are symmetric: distances di,j and dj,i
between two locations i and j are equal, the same applies to flows: fi,j and fj,i.

QAP models found application in various areas including transportation [1],
scheduling, electronics (wiring problem), distributed computing, statistical data
analysis (reconstruction of destroyed soundtracks), balancing of turbine running
[14], chemistry [20], genetics [16], creating the control panels and manufactur-
ing [9].
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In 1976 Sahni and Gonzalez proved that the QAP is strongly NP-hard [17,8],
by showing that a hypothetical existence of a polynomial time algorithm for
solving the QAP would imply an existence of a polynomial time algorithm for
an NP-complete decision problem - the Hamiltonian cycle.

In many cases finding an optimal solution for the QAP by applying local search
is very hard. The neighborhood definition often used in algorithms solving the
QAP is the structure 2-opt (based on a pair exchange in a permutation). Fig. 1
shows an example of landscape for the problem instance Lipa60b. As it could be
seen, this landscape (QAP, 2-opt) is multimodal. The neighborhood solutions are
characterized by weak autocorrelation, hence, this instance of QAP (and many
others) is difficult to optimize. Several approximation algorithms for the QAP
use procedures based on local search, but on the basis the above considerations,
it can be proven that in a general case this approach does not guarantee finding
a good solution.

Fig. 1. An example of the landscape for the QAP problem (Lipa60) for 2-opt neigh-
borhood structure

3 Methods

The classical PSO algorithm [7] is an optimization method defined for continuous
domain. During the optimization process a number of particles move through
a search space and update their states and values of goal function at discrete
time steps t = 1, 2, 3, . . . Each particle is characterized by its position x(t) and
velocity v(t). A particle remembers its best position reached so far pL(t), as well
as it can use information about the best solution found by the swarm pG(t).

The state equation for a particle is given by formula (2). Coefficients c1, c2, c3 ∈
[0, 1] are called respectively inertia, cognition (or self recognition) and social fac-
tors.

v(t+ 1) = c1 · v(t) + c2 · (pL(t)− x(t)) + c3 · (pG(t)− x(t))

x(t+ 1) = x(t) + v(t)

}
(2)
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An adaptation of the PSO method to a discrete domain necessities in giving
interpretation to the velocity concept, as well as defining equivalents of scalar
multiplication, subtraction and addition for arguments being solutions and ve-
locities. Examples of such interpretations can be found in [6] for the TSP and
[15] for the QAP.

In the rest of this section we describe an adaptation of the Particle Swarm
Optimization (PSO) method to the QAP problem. Some solutions, especially
the interpretation of the velocity, are based ideas presented in [13].

3.1 PSO Adaptation for the QAP Problem

A state of a particle is a pair (X,V ). For the QAP problem both are n× n ma-
trices, where n is the problem size. The matrix X = [xij ] encodes an assignment
of facilities to locations. Its elements xij are equal to 1, if j-th facility is assigned
to i-th location, and take value 0 otherwise.

A particle moves in the solution space following the direction given by the
velocity V . Elements vij have the following interpretation: if vij has high positive
value, then a procedure determining the next solution should favor an assignment
xij = 1. On the other hand, if vij ≤ 0, then xij = 0 should be preferred.

The state of a particle reached in t-th iteration will be denoted by (X(t), V (t)).
In each iteration a state of a particle is updated according to formulas (3)
and (4).

V (t+1) = Sv(c1 ·V (t)+c2 ·r2(t) ·(PL(t)−X(t))+c2 ·r3(t) ·(PG(t)−X(t))) (3)

X(t+ 1) = Sx(X(t) + V (t)) (4)

Coefficients r2 and r3 are random numbers from [0, 1] generated for each
particle and iteration. They are introduced to model a random choice between
movements in the previous direction (according to c1 – inertia), the best local
solution (self recognition) or the global best solution (social behavior).

All operators appearing in (3) and (4) are standard operators from linear
algebra. Instead of redefining them for a particular problem, see e.g. [6], we
propose to use aggregation functions Sv and Sx that allow to adapt the algorithm
to particular needs of a discrete problem.

The function Sv is used to assure that particle velocity have reasonable values.
Initially, we thought that unconstrained growth of velocity can be a problem,
therefore we have implemented a function, which restricts the elements of V to an
interval [−vmax, vmax]. This function is referred as raw in Table 2. However, the
experiments conducted shown, that in case of small inertia factor, e.g. c1 = 0.5,
after a few iterations all velocities tend to 0 and in consequence all particles con-
verge to the best solution encountered earlier by the swarm. To avoid such effect
another function was applied, which additionally performs column normaliza-
tion. For each column j a sum of absolute values of the elements nj =

∑n
i=1 |vij |

is calculated and then the following assignment is made: vij ← vij/nj.
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According to formula (4) a new particle position X(t + 1) is obtained by
aggregating the previous state components: X(t) and V (t). As elements of a
matrix X(t) + V (t) may take values from [−vmax, vmax + 1], the Sx function is
responsible for converting it into a valid assignment matrix having exactly one
1 in each row and column. Actually, Sv is rather a procedure, than a function,
as it incorporates some elements of random choice.

Three variants of Sx procedures were implemented:

1. GlobalMax(X) – iteratively searches for xrc, a maximum element in a matrix
X , sets it to 1 and clears other elements in the row r and c.

2. PickColumn(X) – picks a column c from X , selects a maximum element
xrc, replaces it by 1 and clears other elements in r and c.

3. SecondTarget(X) – similar to GlobalMax(X), discussed in detail in
section 3.2.

Due to limited space we present only the algorithm for GlobalMax (Algo-
rithm 1). In a while loop, executed exactly n times, it calculates M , the set
of maximum elements in the input matrix X(t) + V (t), whose row and column
indices belong to the sets R and C respectively. Then, it picks an element xrc

from M (if it has more then one elements), clears elements in the row r and
the column c and sets xrc to 1. Hence, the selected assignment represents the
best choice, considering previous decisions (which in some cases can be random).
Initially, R and C contain all indices 1, . . . , n. In each iteration exactly one (r or
c) is removed from both sets, hence the procedure stops after n iterations.

Algorithm 1. Aggregation procedure GlobalMax)

1: procedure GlobalMax(X)
2: R ← {1, . . . , n}
3: C ← {1, . . . , n}
4: while R �= ∅ ∧ C �= ∅ do
5: M ← {(r, c) : ∀i∈R,j∈C(xrc ≥ xij)} � Calculate set of maximum elements
6: Randomly select (r, c) from M
7: R ← R \ {r} � Update the sets R and C
8: C ← C \ {c}
9: for i in [1, n] do
10: xri ← 0 � Clear r-th row
11: xic ← 0 � Clear c-th column
12: end for
13: xrc ← 1 � Assign for 1 for a maximum value
14: end while
15: return X
16: end procedure
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3.2 Second Target Aggregation Procedure

In several experiments, where which GlobalMax aggregation procedure was
used, particles seemed to get stuck, even if their velocities were far from zero.
We reproduce this effect on a small 3× 3 example:

X =

⎡

⎣
1 0 0
0 0 1
0 1 0

⎤

⎦V =

⎡

⎣
7 1 3
0 4 5
2 3 2

⎤

⎦ X + V =

⎡

⎣
8 1 3
0 4 6
2 4 2

⎤

⎦ Sx(X + V ) =

⎡

⎣
1 0 0
0 0 1
0 1 0

⎤

⎦

For the described case in subsequent iterations it will hold X(t+ 1) = X(t),
until another particle is capable of changing (PG(t)−X(t))) component of for-
mula (3) for velocity calculation. A solution for this problem can be to move a
particle to a secondary direction, by ignoring k < n elements that are in the
solution X(t) already set to 1. This, depending on k, gives an opportunity to
reach other solutions with a smaller goal function value (see Fig. 2). If they are
maximum elements in the remaining matrix denoted here as X �k V , they are
still reasonable movement directions. Formula (5) showsX�kV matrix for k = 3
in the discussed example. Elements of a new solution are marked with circles.

X �k=3 V =

⎡

⎣
0 1 3©
0 4© 0
2© 0 2

⎤

⎦ (5)

Sx(X+V)

Sx(X+V,1) Sx(X+V,2)

X

V

Fig. 2. An idea of the second target aggregation function

3.3 OpenCL Platform

OpenCL [11] is a standard providing a common language, programming inter-
faces and hardware abstraction for heterogeneous platforms including GPU, mul-
ticore CPU, DSP and FPGA [18]. It allows to accelerate computations by de-
composing them into a set of parallel tasks (work items) operating on separate
data.
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A program on OpenCL platform is decomposed into two parts: sequential
executed by the CPU host and parallel executed by multicore devices. Functions
executed on devices are called kernels. They are written in a language being a
variant of C with some restrictions related to keywords and datatypes. When
first time loaded, the kernels are automatically translated into a target device
instruction set. The whole process takes about 500ms.

OpenCL supports 1D, 2D or 3D organization of data (arrays, matrices and
volumes). Each data element is identified by 1 to 3 indices, e.g. d[i][j] for two-
dimensional arrays. A work item is a scheduled kernel instance, which obtain a
combination of data indices within the data range. To give an example, a 2D
array of data of n×m size should be processed by n ·m kernel instances, which
are assigned with a pair of indices (i, j), i < n and j < m. Those indices are
used to identify data items assigned to kernels.

Additionally, kernels can be organized into workgroups, e.g. corresponding
to parts of a matrix, and synchronize their operations within a group using so
called local barrier mechanism. However, workgroups suffer from several platform
restrictions related to number of work items and amount of accessible memory.

OpenCL uses three types of memory: global (that is exchanged between the
host and the device), local for a work group and private for a work item.

3.4 OpenCL Algorithm Implementation

In our implementation we used aparapi platform [10] that allows to write OpenCL
programs directly in Java language. The platform comprises two parts: an API
and a runtime capable of converting Java bytecodes into OpenCL workloads.
Hence, the host part of the program is executed on a Java virtual machine, and
originally written in Java kernels are executed on an OpenCL enabled device.

The basic functional blocks of the algorithm are presented in Fig. 3. Imple-
mented kernels are marked with gray color. The code responsible for generation
of random particles is executed by the host. We have also decided to leave the
code for updating best solutions at the host side. Actually, it comprises a number
of native System.arraycopy() calls.

Each particle is represented by a number of matrices (see Fig. 4): X and
Xnew – solutions, PL – local best particle solution and V – velocity. Moreover,
particles share read-only global best solution – PG and generated by the host
arrays of random numbers (there is no rand() equivalent on OpenCL platform).
The amount of the memory used can be high. It can be estimated, that for the
biggest test case reported in Table 1: 10000 particles using 60× 60 matrices, the
global memory GPU consumption ranged at 550MB.

An important decision related to OpenCL program design is related to data
ranges selection. The memory layout in Fig. 4 suggests 3D range, whose dimen-
sions are: row, column and particle number. This can be applied for relatively
simple velocity or goal function calculation. However, the proposed algorithms
for Sx, see Algorithm 1, are far too complicated to be implemented as a simple
parallel work item. In consequence, we decided to use only one dimension rep-
resenting a particle number, what implicates that parallel work items process



230 P. Szwed et al.

Generate particles

Apply Sx

Calculate goal function

Update best solutions

Generate velocities

STOP

Apply Sx

Calculate goal function

Update best solutions

Update velocities and apply Sv 

YES

NO

Fig. 3. Functional blocks of OpenCL based algorithm implementation

whole particles. To give an example, X components being 60 × 60 matrices of
all 100 particles are represented by a single array of 360000 floats with a range
i = 0, . . . , 99.

X V PL Xnew PG

rands

goal function 
values

Fig. 4. Global variables used in the algorithm implementation

4 Experiments and Results

We have conducted two types of experiments. The first aimed at evaluating
the time performance of GPU based implementation for various setups of PSO
algoritms (varying numbers of particles and numbers of iterations). The goal
of the second group of test cases was to establish the influence of parameters
controlling the implemented PSO algorithm on its optimization efficiency. All
tests were performed on instances defined in QAPLIB problem library [3].
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Fig. 5. Time spent in one iteration for various problem sizes. L20, L100, L256 and
L1000: 20, 100, 256 and 1000 particles (laptop), W20 and W100: 20 and 100 particles
(workstation)

Table 1. Comparison of iteration times for parallel and sequential implementations.
All times (PAR and SEQ) expressed in ms.

Problem size Particles Iterations Time
PAR
[ms]

Sx Goal Best Velocity Time
SEQ
[ms]

Gain:
SEQ
PAR

12 20 100 1.42 63.53% 17.40% 0.19% 18.89% 0.07 0.05
26 20 100 4.75 69.98% 19.62% 0.47% 9.93% 0.55 0.12
50 20 100 25.40 76.90% 19.57% 0.31% 3.23% 3.61 0.14
60 20 100 43.46 76.37% 21.10% 0.06% 2.46% 5.16 0.12
64 20 100 56.80 57.70% 38.33% 0.02% 3.94% 5.57 0.10
72 20 100 73.35 76.23% 21.60% 0.20% 1.97% 6.21 0.08
100 20 100 189.29 75.92% 22.60% 0.16% 1.32% 9.84 0.05
12 100 100 0.38 63.53% 17.40% 0.19% 18.89% 0.11 0.30
26 100 100 1.38 69.98% 19.62% 0.47% 9.93% 0.79 0.57
50 100 100 8.15 76.90% 19.57% 0.31% 3.23% 4.69 0.58
60 100 100 13.59 76.37% 21.10% 0.06% 2.46% 6.76 0.50
64 100 100 24.08 57.70% 38.33% 0.02% 3.94% 9.64 0.40
72 100 100 21.54 76.23% 21.60% 0.20% 1.97% 8.15 0.38
100 100 100 57.06 75.92% 22.60% 0.16% 1.32% 12.96 0.23
12 1000 10 0.07 47.42% 23.90% 0.44% 28.24% 0.15 2.12
26 1000 10 0.23 53.33% 27.41% 2.76% 16.50% 1.04 4.56
50 1000 10 1.27 53.75% 37.92% 1.51% 6.82% 6.71 5.29
60 1000 10 3.31 72.54% 23.12% 0.56% 3.78% 7.12 2.15
64 1000 10 4.56 44.95% 41.54% 0.30% 13.20% 12.38 2.72
72 1000 10 3.39 57.58% 36.68% 1.02% 4.72% 10.79 3.18
100 1000 10 9.19 56.17% 40.36% 0.38% 3.09% 17.51 1.91
60 10000 100 1.61 42.38% 47.74% 0.02% 9.86% 12.18 7.56

4.1 Time Performance

The OpencCL implementation was tested on two platforms, referred as laptop
(AMD Radeon HD 6750M card, i7-2657QM, 2.2Ghz processor, Windows 7) and
workstation (NVIDIA GeForce GT 430, i7-4860HQ processor, 3.60GHz, Win-
dows 7)). In both cases Java 8 runtime was used for host operations.
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Table 2. Results of multiple tests for Tai60b (problem size: 60)
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100 3000 0.5 0.5 0.5 Norm STarg 0.25 903886656 659155648 27.08% 2840 7.73%
100 6000 0.5 0.5 0.5 Raw STarg 0.25 903886656 661662080 26.80% 5852 8.08%
100 3000 0.9 0.3 0.3 Norm STarg 0.75 903886656 664190656 26.52% 2715 8.43%
50 1000 0.5 0.5 0.5 Raw STarg 0.25 932608128 666681280 28.51% 904 8.77%

1000 6000 0.5 0.5 0.5 Norm STarg 0.25 899822016 669809536 25.56% 5755 9.20%
500 100 0.5 0.5 0.5 Raw STarg 0.5 901977728 719012736 20.28% 50 15.41%
200 250 0.9 0.3 0.3 Raw STarg 0.5 903886656 731279680 19.10% 176 16.83%
500 100 0.3 0.9 0.3 Raw STarg 0.75 901977728 734171136 18.60% 99 17.16%
200 250 0.9 0.3 0.3 Raw PCol N/A 902798080 736113152 18.46% 67 17.37%
500 100 0.5 0.5 0.5 Raw STarg 0.5 901977728 741909632 17.75% 100 18.02%
50 1000 0.5 0.5 0.5 Raw GMx N/A 902798080 858625408 4.89% 11 29.16%
500 100 0.9 0.3 0.3 Raw GMx N/A 901977728 871849536 3.34% 72 30.24%
500 100 0.5 0.5 0.5 Raw GMx N/A 901977728 877890624 2.67% 83 30.72%
500 100 0.3 0.9 0.3 Raw PCol N/A 890460224 879615744 1.22% 3 30.85%
50 1000 0.3 0.9 0.3 Raw PCol N/A 902798080 902798080 0.00% 0 32.63%
200 250 0.3 0.9 0.3 Raw PCol N/A 902798080 902798080 0.00% 0 32.63%

Fig. 5 gives the average times spent in one iteration for various numbers of
particles. It should be noted, that at the workstation platform it was not possible
to run tests for the problem size 100.

Detailed results of tests related to execution time are given in Table 1. It can
be observed, that the tested parallel implementation is inferior to the sequen-
tial, if the number of particles is relatively small. For 20 or even 100 particles
the overhead related to data transfer between the host and the GPU prevails
potential benefits.

A real speedup can be observed for 200 or more particles being simultaneously
processed. This is visible in last eight table rows giving results for 1000 and 10000
particles. The results suggest quite different algorithm design, e.g. to exploit
the platform capabilities sequential algorithm runs for 20 particles should be
transformed into independent 500 parallel runs.

It should be noted, however, that all tests were not performed on a dedicated
GPU hardware, but on popular graphic cards installed in mid-range laptops or
workstations.

4.2 Optimization Performance

The second group of tests aimed at establishing the optimization performance
of the algorithm for various combinations of parameters (including kernels used).
The tests were performed a randomly generated problem Tai60b from the
QAPLIB collection [3]. The best known goal function value (608215054) for
Tai60b was established with a robust Tabu search algorithm [19]. We consider
it a reference in the comparisons.



OpenCL Implementation of PSO Algorithm for the QAP 233

Table 2 gives selected results of tests, which yielded the bests, average and
the worst results. It can be observed that the best solutions were obtained for
large numbers of iterations (the reference value for Tai60b was also obtained
the number of iterations in order of 100000 [19]). In most cases raw Sv function
(without normalization) returned worse results than Norm. For Sx aggregation
function, results of applying global maximum (GMax ) and pick column (PCol)
are comparable. The kernel implementing the second target (STarget) gave the
best results. Good results were reported for equal values of c1, c2 and c3 coef-
ficients. It may be stated that c2 (self recognition) should not dominate other
factors, whereas high inertia c1 is acceptable.

5 Conclusions

In this paper we describe a PSO algorithm designed for solving the QAP prob-
lem, as well as its parallel implementation on the OpenCL platform. Several
mechanisms applied in the algorithm were inspired by Liu at al. work [13], how-
ever, they were refined to provide better performance.

Another contribution of this work is a parallel implementation of the discussed
algorithm on the OpenCL platform. We developed a Java program that uses
aparapi library to deliver computational tasks to an OpenCL enabled device.
We were specifically targeting low-cost popular devices, e.g. 200$ graphics cards,
with limited capabilities.

We report results of tests aiming at evaluating the implementation in terms
of execution times and optimization capability. The tests targeting time per-
formance revealed that benefits of GPU calculations can be observed, if the
number of particles processed in parallel is big. The optimization performance,
here presented on a selected large QAP instance (n = 60), showed that the algo-
rithm behaves differently, depending on values of control parameters. However,
the proposed second target method for updating particle position yielded better
results, than the others.
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Abstract. The idea of modern urban systems and smart cities requires
monitoring and careful analysis of different signals. Such signals can orig-
inate from different sources and one of the most promising is the BTS,
i.e. base transceiver station, an element of mobile carrier networks. This
paper presents the fundamental problems of elicitation, classification and
understanding of such signals so as to develop context-aware and pro-
active systems in urban areas. These systems are characterized by the
omnipresence of computing which is strongly focused on providing on-
line support to users/inhabitants of smart cities. A method of analyzing
selected elements of mobile phone datasets through understanding in-
habitants’ behavioral fingerprints to obtain smart scenarios for public
transport is proposed. Some scenarios are outlined. A multi-agent sys-
tem is proposed. A formalism based on graphs that allows reasoning
about inhabitant behaviors is also proposed.

Keywords: Smart city · Cell phone network · Base transceiver sta-
tion · Call detail record · Behaviour recognition · Pervasive computing ·
Context-awareness · Pro-active system · Multi agent system

1 Introduction

We face today an unprecedented interest for the idea of smart cities. This idea
requires smart analysis of many signals and information bits which are generated
in urban areas, as well as the use of network facilities and interaction of citizens
through new technologies. Thus, new and innovative ways of analyzing behaviors
in cities through understanding the data they generate are needed. New ways
to analyze and classify this data, as well as further reasoning, in order to better
understand and plan pro-active support offered by systems to inhabitants are a
crucial necessity. Pervasive computing is an idea which assumes the omnipresence
of computer systems to give strong support for inhabitants in smart cities. These
systems must be characterized by context-awareness, basing on different urban
signals, to provide pro-active assistance for inhabitants.

Widespread availability and use of mobile phones, as well as their growing
ubiquity, is based on BTS wireless networks which guarantee basic communica-
tion in the system. Wireless networks have great potential to provide information
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to identify activities of people. People keep a phone with them most of the time.
Inhabitant movements and locations are being recorded in many different ways.
BTSs are responsible for communicating with mobile phones within the network.
They record many important and useful events, stored in the CDR format, for
example about the presence of a phone device, which gives an indication of the
geographic location of the user. Thus, it allows to identify places of inhabitants’
lives using mobile networks. Being able to identify users’ movements is crucial
for smart decisions as well as to work fast and get results in a short time.

We show that analyzing selected information generated by BTS devices can
indeed identify inhabitants’ behaviors, help understand human mobility and so-
cial patterns and implement smart scenarios for software systems. A classifica-
tion of sensed behaviors for applications that operate in a smart city is proposed.
Outlines of smart scenarios are provided. A multi agent system is proposed. A
formalism which allows reasoning about inhabitant behaviors in the BTS net-
work is proposed.

The topic of sensing and monitoring urban activities basing on mobile phone
datasets seems hot and relatively new. In work by Calabresse et al. [1] a real
time monitoring system is described. Buses and taxis, as well as pedestrians
movements, are positioned providing urban mobility. In work by Gonzalez et
al. [3] trajectories of anonymized mobile phone owners are discussed. Human
trajectories are characterized by a high degree of both temporal and spatial reg-
ularity. Work by Isaacman et al. [5] proposes clustering and regression-oriented
techniques supporting identification semantically-meaningful locations (home,
work). Work by Reades et al. [12] offers a new way of looking at the city as a
holistic and dynamic system. Some experiments in explorations in urban data
collection are discussed.

2 Technical Preliminaries

Systems for mobile communications (e.g. GSM or UMTS) are now well estab-
lished. There are many works introducing in the world of data communication
procedures, e.g. work [4]. Selected technical aspects of such system are briefly
outlined below.

The most obvious part of the cellular/mobile phone network is a base station.
A base transceiver station (BTS) is a piece of equipment that enables wireless
communication between the user and the network. Every BTS performs immedi-
ate communication with mobile phones. Nowadays, cities and regions are covered
with a relatively dense network of BTSs, see for example Figure 1. Although
outside the cities networks are less dense, in each case they gather and store
important and interesting information about users’ activities. Broadly speaking,
the entire network system consists of many elements that operate together but
an ordinary user is not aware of the different entities within the system.

A call detail record (CDR) is contains data recorded and produced by telecom-
munications equipment. The purpose is to store information about current sys-
tem usage; however, CDR is rather retrospective. It contains data that is specific
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Fig. 1. A sample BTS city network (source: http://btsearch.pl/)

to a single instance of a phone call or other communication transaction. The
structure of CDR is relatively complex, and its format varies among providers.
In some situations CDR can also be configured by a user. There is an entry done
for each call, at the start of a call and at the end of the call. The management
system is usually configured to update the CDRs periodically. The CDR contains
variables, e.g. the called number. Variables might be grouped into: variables used
for identifying calls, timestamps, information related to signaling, information
related to media, statistics, information related to routing, and others. Records
are very detailed and contain much information, e.g. point of origin (sources),
points of destination (endpoints), the phone number of the calling party, the
phone number of the party being called, duration of each call, the amount billed
for each call, the route for a call entering the exchange, the route for a call
leaving the exchange, call type (voice, SMS, etc.), etc. Some data depends on
the service provider and even in a case of timestamps there are over a dozen of
different fields.

CDRs, as collections of information, have a special format [2]. Below is a
sample fragment of a CDR text decoded from the binary format. The first row
must contain a header row which includes the field names:

Call Type,Call Cause,Customer Identifier,Telephone Number Dialled,

Call Date,Call Time,Duration,Bytes Transmitted,Bytes Received,

Description,Chargecode,Time Band,Salesprice,

Salesprice (pre-bundle), Extension,DDI,Grouping ID,Call Class,

Carrier,Recording,VAT,Country of Origin,Network,

Retail tariff code,Remote Network,APN,Diverted Number,

Ring time,RecordID,Currency

The meaning of the columns is not analyzed here since they are intuitive and the
detailed discussion is outside the scope of the paper. Below is a sample decoded
text:

"V","0","+441999887000","+441999878333","28/01/2012","10:37:23",

"233","","","Hampton","UK Local","Peak","0.8","0.8","654",

"+441999887654","","UKL","Talk Talk","","S","","","","","","",

"","778789","GBP"

http://btsearch.pl/
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"VOIP","0","Brianb@M1.com","+442086019080","28/01/2012","10:39:23",

"345","","","On-Net","On-Net","Peak","0.0","0.0","","","","ON" ,

"Talk Talk","1","S","","","","","","","",8011229,"GBP"

There are many events that generate a CDR record, e.g. data services, such
as SMS and Internet access. The gathered information allows to obtain BTS
locations according to a mobile phone activity, i.e. changing a location from one
BTS to another. Location information is extracted as part of the interaction
data. These location observations, i.e.

– the moment of the phone’s/object’s entry into the area of a station (log in),
and

– the moment of they leave that area (log out),

are of fundamental importance to the considerations given in the following sec-
tions of the paper.

3 Behaviour Recognition and Classification

This work discusses the possibility of analyzing data generated and obtained
from BTS devices/stations. Such stations constitute a rich source of information
for smart and context-aware systems. This information is related to many aspects
of users’/inhabitants’ behaviors and base on relatively raw data. From all the
information generated by a BTS, the most important for these considerations
are events describing the presence/location (login/logout) of the phone in the
BTS area.

Information, or events, obtained from the BTS network can be used to provide
the following classification of user behaviors:

1. Static behavior, that is without moving outside the BTS area. Some sce-
narios which are appropriate for such behavior are proposed. The aim of
such scenarios is to increase the user’s/inhabitant’s comfort of staying in a
particular area. Appropriate algorithms can take the behaviors registered in
the past into account which can build a suitable preference model [9,6]. For
example, providing information about local customer services, shops or spe-
cial offers. If preferences (behavior in the past) also also taken into account,
then support for users/inhabitants staying in the area becomes more mature
and valuable. For example, people working in local offices, when approaching
the habitual and observed time for their lunch, are notified about current
opportunities in their neighborhood, and table bookings in restaurants are
suggested, offering personalized ads, etc. In other words, these actions are
performed after gaining a deep understanding of the inhabitants’ needs.
The algorithm to identify home/residential or work/office locations might
be based on the tracking the entire mobile activity during the selected days
of a week and selected time of a day. In other words, home is defined when
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the mobile phone location is registered after a certain time at night during
certain days.
Another example of such support might be the situation when two people
are informed about the possibility of their meeting as a result of being in
the same geographic location, if such a meeting has been “ordered” before
(e.g.: when I am in the same area as the person X, please notify and make
an appointment).

2. Dynamic, or mobile, behavior, that is related to the movement of both
individual users or groups of inhabitants, between neighboring BTS points.
It seems that dynamic behaviors, as understood here, give a great number of
possibilities to introduce pro-active scenarios. Such scenarios are especially
important for the ideas of pervasive computing and smart cities. The desired
effect is particularly evident when applying some additional, and free, tech-
nologies related to the geographical location and maps, e.g. OpenStreetMap
OSM 1, or maps of existing urban infrastructure networks, e.g. public trans-
port lines, c.f. Fig. 2. Dynamic behaviors, due to their great potential for
interesting uses, are to be discussed separately.

Fig. 2. A sample city tram/bus network (source: http://www.mpk.krakow.pl/pl/
mapki-komunikacyjne/ )

Scenarios related to dynamic behaviors are of fundamental importance in the
paper. Further considerations are focused on the classification of different types
of travel in the urban area. The purpose of this classification is to distinguish
two kinds of situations which relate to the observed quick move:

1. a group of people traveling by public transport, i.e. simultaneously traveling
groups of persons (phones) after finding that this is not a solitary case of
traveling by private cars – confirmation of this case is a result of the following
observations: the comparison to a similar behavior in the past, quick change
of BTS areas, i.e. switching between BTSs, and comparison of the current
travel route with public transport lines, c.f. Fig. 2;

1 OSM is a project to create a free editable map of the world.

http://www.mpk.krakow.pl/pl/mapki-komunikacyjne/
http://www.mpk.krakow.pl/pl/mapki-komunikacyjne/
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2. people traveling by private cars – evidence of this case might be a result
of the following observations: a greater speed of a travel comparing groups
traveling by public transport, traveling outside the area of public transport
lines, etc.

When the above basic classification is done, the following support for in-
habitants is considered as a result of a performance of the context-aware and
pro-active system:

1. (group) trip by public transport

– finding convenient transfers for travelers if transfers are expected;
– in the case of transfers with a long wait for a new connection: finding

bar/cafeteria facilities in the area in advance to make a reservation;
– propose to notify people at home (destination) about the arrival time, or

notifying of the planned arrival in advance a certain number of minutes
before;

– finding alternative connections and transfers, if there are traffic jams
which slow down a trip or make it difficult;

– notification of friends/colleagues about a common trip in the same ve-
hicle of public transport, this fact can be confirmed by on-line analysis
of social networks (e.g.: Facebook, Instagram, etc.);

– some others;

2. (individual) trip by a car

– propose to notify people at home about the arrival time, or notifying of
the planned arrival in advance a certain number of minutes before;

– warning regarding the approaching a critical locations, schools, places,
crossroads, etc., this service requires gathering additional data form
OpenStreetMap;

– some others.

4 System Architecture

In this section we introduce the agent system structure that supports the IoT
services mentioned in the previous sections. Let us consider the structure of a
system supporting the simple task of determination of the way in which the owner
of a mobile phone travels, that is whether travel is done via public transportation
or via private car.

The outline of the proposed agent system is shown in Fig. 3. The basic types
of agents are:

– a personal agent PA, that maintains the trace of the current route of a mobile
phone in the entire city among BTS areas, as well as its stored characteristic,
taking into account some historical information about previous behaviors;
every mobile phone owner has its personal agent PA (informally, a guardian
angel PA);
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Fig. 3. A sample agent system for a public transportation system

– a BTS agent BTS-A for every base transceiver station BTS, that, for every
personal agent PA that came into the BTS area at the same time slot, creates
a temporary coordination agent CA which stamps the time of the entry to
an area and try to characterize every PA’s behaviour in the following way:
1. if jump among (at least three) regions is slow, then walking,
2. if jump among (at least three) regions is medium, then private car or

public transportation,
3. if jump among (at least three) regions is fast, then private car;
the speed (slow, medium, fast) is determined taking into account speeds
observed in the considered area; every agent CA is removed/killed when its
reasoning process, initiated by an agent BTS-A for a list of jumping PA
agents passed to CA is finished;

– a public transportation manager agent PTM2 that tries to recognize and
represent the group of personal agents PAs that move in the same line.

The following are rules for the CA agent creation algorithm:

– for every pair of neighboring BTS regions the BTS generates a list of PA
agents which passed/jumped between two regions in a given time slot;

– the CA agent is created and the list of jumping agents PAs constitute its
input; CA gathers information about the trace of previous travel and creates
a travel graph for all PA agents considered by CA.

Let us consider a graph G = 〈V,E〉, c.f. [11], where vertices V are parts of
the BTS state which maintains the collection of PA agents that jump to this

2 That can be associated with some buses, if such buses are identified in the network,
or of it represents a virtual bus - a group of personal agents that move together in
the same destination.
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BTS from other BTS at a certain time, and E shows the movement between
nodes, i.e. (v, w) ∈ E. Nodes in the travel tree represents the BTS in time t, so
we will describe it as a pair (BTSID, t) – such node will be called node at level
t. Initially, at time t, there is only one node for which the CA agent has been
created. At level t− 1, there are nodes from which an object jumps to nodes at
level t. Edges show from which node at level t− 1 an object is moved to a node
at level t. Each edge is labelled by the name of the moving object.

Let us notice that the travel graph is a multi-edge graph, which means that
more than one edge can exist between two nodes. Next we will designate the
object using a recursive algorithm; at level t − 1 we initially assume that with
node x = (id, t− 1) there are associated all objects that will jump from x to any
node at the higher level. For each object Q associated with node x, agent CA
retrieves the information about the previous traversal of Q from agent PAQ; It
should be noticed that:

– the number of associated object can grow, because agent PAQ can remember
that at time t− 1, Q was in idBTS with other objects;

– this travel enriches the travel graph at levels lower then t− 1.

When we gather all the information about the route of the object from level
t − 1, we will update the information about the nodes at level t − 2 and the
following ones. Time is an attribute of the edge. The following rules should be
fulfilled in the travel graph:

– ∀v, w ∈ V : (w,PAQ) ∈ E ⇒ time(v) + 1 = time(w);
– yv = xw;
– and agent PAQ moves from w to v.

The travel graph is a multi-graph, which means that more than one edge can
exist between the same two graphs nodes. They are differentiated by a label that
identifies the PA agent. This graph might constitute a base for reasoning.

The decision made by the CA agent is supported by the information from
the PTM agent that can verify if the route traveled by a PA agent can be
covered using public transportation. Let us note that we still have a problem
with differentiation of two situations:

1. traveling by a bus,
2. traveling in a column of a few/column cars.

In such case, historical data is used to make a decision with the most probability.
Let us note that in next steps we can determine the type of transportation
because either it is not possible to find a bus travel in this destination or the
column of cars has been split. A sample travel graph is shown in Figure 4, where
two arrows from one node to another (if any) symbolize that more than one
edge exists between two nodes, (i.e. there are two or more edges). Analysis of
the graph shows that agents from 51 to 71 are traveling together using the public
transport system. Agent 14 travels by car.

The agent system can be extended by two more types of agents:
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Fig. 4. A screen shot of a sample travel graph

– a historical data maintainer agent HDM, i.e. an agent that maintains the
historical data of personal agents;

– a data mining agent DM, that takes the trace of route traveled by a personal
agent and processes it into some interesting historical behavior; for example:

• routes that are covered by walking, via public or private transportation,

• public agents which usually travel together,

• a schedule of routes that are executed periodically.

A personal agent PA returns the information to the DM agent (after finishing
the travel) and takes it from HDM before starting a new travel.

Historical data maintained by some agents open an interesting issue that
supplements the approach presented here. The historical behaviors are encoded
into logical specifications, and can be later analyzed for satisfiability, c.f. works [9]
or [7,8,10], supporting the current reasoning process and behavior recognition.

5 Conclusions

In this paper, the problem of sensing inhabitant behaviors in a smart city are
considered. The classification of behaviors observed using the BTS networks is
proposed. A public transportation case is discussed, and a multi-agent system
is proposed. This work opens a research area which is of crucial importance for
the idea of smart cities.

Future works may include the implementation of the reasoning engine. It
should result in a CASE software, which could be a first step involved in creating
industrial-proof tools.
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Abstract. In this paper a new approach for automatic design of con-
trol systems is presented. It is based on multi-population algorithms
and allows to select not only parameters of control systems, but also its
structure. Proposed approach was tested on a problem of stabilization of
double spring-mass-damp object.

1 Introduction

The problem of selecting the structure and parameters of control systems is a
typical optimization problem (see e.g. [37, 52, 53]). In the literature are many
approaches to automatization of this process can be found. However, they are
based mostly on selecting parameters of control systems with structures experi-
mentally selected by experts (see e.g. [23]). These approaches are often based on
computational intelligence methods such as: neural networks (see e.g. [13, 42]),
neuro-fuzzy systems (see e.g. [7, 9–12, 26]) and population algorithms (see e.g.
[15, 16, 33]). In this paper we present a new method for automatic selection of
both the control system structure and structure parameters. Proposed method
bases on a PID correction terms (Proportional-Integral-Derivative controller).
PID controllers respond to the needs of most of automation systems (see e.g.
[28]) and they are used most often in practice (see e.g. [32]).

In our previous paper the problem of automatic selection of both the control
system structure and structure parameters based on PID correction terms was
considered (see [49]). In this process we used an accurate model of an object
and selected population-based algorithms (i.e. firefly algorithm, gravitational
search algorithm). We took into account and tested different variety of crite-
ria, which allowed us obtain satisfactory results. In current paper we propose
an approach using multi-population algorithms (instead of using population-
based algorithms) which can be also called subpopulation algorithms or island
algorithms (see e.g. [4, 30, 31]). The idea of these algorithms is based on split-
ting population into subpopulations (islands) in which an evolution process

c© Springer International Publishing Switzerland 2015
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Fig. 1. Typical topologies between subpopulations in multi-population algorithms (mi-
gration directions was marked by arrow heads): (a) ladder-type topology (see e.g. [5]),
(b) one direction circle topology (see e.g. [4]), (c) peer to peer topology (see e.g. [4]),
(d) hierarchical topology (see e.g. [31])

(see e.g. [24, 25, 51]) takes place independently (in most parts of the algorithm).
It allows to obtain a diversity of population which make a possibility to find
different extremes of fitness function. It results in a convergence. This effectively
prevents premature convergence of the algorithm (see e.g. [47]). The additional
characteristics of multi-population algorithms are: i.e. (a) different topologies of
subpopulations (see e.g. [4, 5]), (b) cooperations and competitions between sub-
populations and (c) migration of individuals between subpopulations. Typical
topologies of multi-population algorithms can be seen on Fig. 1. The topolo-
gies determine a communication between subpopulations (islands) and directions
of migrations between subpopulations. The competitions and cooperations be-
tween subpopulations (which are not used in some multi-population algorithms)
usually consist of determining the ranking of subpopulations (using additional
fitness function) and they result usually in making changes in subpopulations
(i.e. changing tuning parameters, determining individuals and their amounts for
migrations, changing size of subpopulations, etc.). We have chosen two typical
algorithms from this group: golden ball algorithm ([31]) and multi-swarm coop-
erative particle swarm optimizer ([30]). Considered algorithm was modified for
our structure and structure parameters selection of the control systems.

Please note that the proposed method can be successfully applied to all op-
timization problems which require not only parameters selection but also struc-
ture selection, e.g. structure selection of fuzzy systems (see e.g. [3]), neuro-fuzzy
systems (see e.g. [21, 35, 43–46]), type-2 fuzzy systems (see e.g. [1, 14, 48]). Pro-
posed algorithm may be also used in some modelling (see e.g. [2, 6, 8, 27, 34])
and pattern recognition issues ([40, 41, 55–58]).

This paper is organized into four sections. Section 2 presents a detailed de-
scription of the proposed approach to designing controllers. In Section 3 simula-
tion results are drawn. Conclusions are presented in Section 4.



Aspects of Structure and Parameters Selection of Control Systems 249

2 Proposed Approach to Designing Controllers

Key remarks regarding approaches presented in the paper can be stated as fol-
lows: (a) Fig. 2 presents the controller structure which is initial point for execu-
tion of our algorithm. Controller structure is a result of generalization of typical
controllers used in practice: PID controller, cascaded PID controller with feed-
forward signals and state-feedback controller. It is important to remark that in
generalization any controller can be taken into consideration. (b) In Fig. 2 the
connections that can be generated during evolution were marked with dashed
line. This remark applies to control system structure (see Fig. 2.a) and its basic
block (CB). Basic block (CB) consists of proportional term (P ), integral term
(I) and derivative term (D) (see Fig. 2.b). Signal fbn, n=1, . . . , N , denotes
feedback signal, signal ffm, m = 1, . . . , M , denotes feed-forward signal. (c) Se-
lection of the control system structure is performed using genetic algorithm (see
e.g. [4, 5, 36, 54, 59]). Selection of the control system parameters is performed
using one of the chosen multi-population algorithm. Selection of the control sys-
tem structure and parameters is performed concurrently during evolution pro-
cess. The evolution is performed on the basis of the knowledge about controlled
object and properly defined fitness function. It is important that proposed ap-
proach eliminates a need of trial and error selection of the control system. Usage
of controlled object model, despite the advantage like elimination of the con-
trolled object damage risk, has also disadvantages. Primary disadvantage is a
need of knowledge about controlled object. Models of the controlled object have
to be not only precise enough and have the knowledge about typical operational
conditions of the controlled object (representing engine run under load or idle
state), but it also have to take into account an unusual operating conditions
(e.g. engine short circuit, engine state as a result of surge or overload in supply
circuit). It is important that when it is a need to design the control system us-
ing classic methods (basing on the designer experience), only typical operating
conditions are taken into consideration. Moreover, development of precise model
of the controlled object is not currently a big problem (see e.g. [22, 38]).

2.1 Coding of the Structure and Parameters

In proposed method full controller (with its structure and parameters) is encoded
in a single chromosome Xch. The chromosome Xch (further called individual) is
described as follows:

Xch =
{
Xpar

ch ,Xred
ch

}
, (1)

where Xpar
ch is a chromosome encoding correction term parameters, Xred

ch is a
chromosome encoding connection in general (proposed) structure of the control
system presented in Fig. 2. The chromosome Xpar

ch is described as follows:

Xpar
ch = (P1, I1, D1, P2, I2, D2, . . .) =

(
Xpar

ch,1, X
par
ch,2, . . . , X

par
ch,Lpar

)
, (2)
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Fig. 2. Initial discrete controller structure (connections that can be obtained in evo-
lution process are marked with continuous line): a) considered, generalized control
system, b) CB definition idea (Ts stands for discretization constant in time domain)

where P1, I1, D1, P2, I2, D2,. . . denote control system parameters values, ch =
1, .., Ch denotes index of the chromosome in the population, Ch denotes a num-
ber of chromosomes in the population, Lpar denotes length of the chromosome
Xpar

ch . The chromosome Xred
ch is described as follows:

Xred
ch =

(
Xred

ch,1, X
red
ch,2, . . . , X

red
ch,Lred

)
, (3)

where every gene Xred
ch,g ∈ {0, 1}, ch = 1, .., Ch, g = 1, .., Lred decides if relevant

part of the control system occurs in control process (relevant gene Xred
ch,g = 1),

Lred denotes length of the chromosome Xred
ch .

2.2 Evolution Process

The proposed approach for selection of the system structure and parameters is
based on a fusion between genetic algorithm and multi-population algorithm. It
determines evolution process, in which the following algorithm steps are taken:

– Step 1. Initialization of population P by creating N individuals.
– Step 2. Evaluation of population P with defined fitness function.
– Step 3. Division of population P into G subpopulations: Ri, i = 1, ..., G. It

is worth to mention that steps 3-7 depend on multi-population algorithm.
– Step 4. Modification of structures (3) of individuals in Ri, i = 1, ..., G by

mutation operator from genetic algorithm (see e.g. [42, 49]).
– Step 5. Tuning of parameters (2) of individuals in Ri, i = 1, ..., G by multi-

population algorithm (subpopulation Ri tuning).
– Step 6. Cooperation and competition between subpopulations Ri, i =

1, ..., G. Each subpopulation can be evaluated separately or with other sub-
populations. Results from this step may determine the next step.
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Fig. 3. Main schema of proposed hybrid multi-population algorithms

– Step 7. Migrations between subpopulations Ri, i = 1, ..., G. Migrations are
based on topologies defined by multi-population algorithm and on fitness
value of individuals and subpopulations.

– Step 8. Checking stopping criterion, which is mostly based on checking
iteration number of the algorithm. If the criterion is not achieved, algorithm
goes back to Step 4.

– Step 9. Presentation of the best chromosome from all populations Ri.

Genetic algorithm is a well-known method (see e.g. [18, 26, 29, 42]). In our
simulations it processes solely chromosomes (3) for selection of the control system
structure. On the other hand, multi-population algorithm fused with genetic
algorithm processes exclusively the parameters of the control system encoded in
the chromosome (2).

In the literature many different multi-population algorithms can be found. In
our simulations we used two of them: (a) golden ball algorithm (GB) (see [31])
and (b) multi-swarm cooperative particle swarm optimizer (MCPSO, in short
MC) (see [30]).
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Golden Ball Algorithm (GB). Notes on the golden ball algorithm can be
summarized as follows: (a) The population of individuals (called players) is
divided into equal even subpopulations called teams. (b) Each team gets own
training plan represented by parameters of tuning algorithm (i.e. mutation prob-
ability, crossover probability, etc.). (c) Using these training plans and standard
genetic algorithm, a tuning process is proceeded individually in teams. It takes a
specified number of iterations. (d) When training phase is done a league (compe-
tition between subpopulations) begins. In the league each team plays (competes)
with every other team a specified number of times. Competition between teams
(match) is based on comparison between random pairs of both teams players
(without repetition), a player with better fitness function gets a goal for its
team. The team with more (or equal) amount of goals gets a point in the team
ranking in the league. (e) On the basis of the league results, a transfer between
teams is made. Each team from the better half of the table (from the best teams)
gives the worst player to the worst teams (from the second half of the table).
In exchange, the best teams get the best players from the worst teams. This
process stands for peer to peer migration topology (see Fig. 1.c)). In case of G
teams, player from team i is transferred with player from G/2 + i team, where
i = 1, ..., G/2). (f) League team ranking is additionally used for correction of the
training plans of the worst half teams. In original version of this algorithm those
training plans are changed randomly, however our modification calculate a new
training plan parameters as an average between plans from the best teams in the
ranking. In particular, training plan parameters of i−G/2 team is calculated as
an average between training plan of i team and i −G/2, where i = G/2, ..., G.
(g) When transfer process is done, a stopping criterion is checked. If it is not
achieved, algorithm goes back to teams training phase.

Multi-Swarm Cooperative Particle Swarm Optimizer (MC). Notes on
the multi-swarm cooperative particle swarm optimizer can be summarized as fol-
lows: (a) The idea of algorithm is to divide population into subpopulations with
equal number of individuals. One of these subpopulations is chosen randomly as
a parent subpopulation. (b) In the tuning process, all subpopulations (beside
parent subpopulation) are tuned by standard particle swarm optimization (PSO,
see e.g. [20, 39]) method for a period of one iteration. Those subpopulations are
not competing with each other. (c) However, each of them sends a specified (by
algorithm parameter) number of copies of the best individuals into the parent
subpopulation. This migration process uses a hierarchical topology many-to-one,
which can be seen on Fig. 1.d). (d) When migration process is finished, parent
subpopulation is also tuned by standard PSO algorithm and next the excess of
individuals in parent subpopulation is reduced (individuals with worse fitness
function values are removed) to standard size. (e) When reduction process is
done, a stopping criterion is checked. If it is not achieved, algorithm goes back
to tuning phase.
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Fig. 4. Simulated spring-mass-damp object

2.3 Individuals Evaluation

The way of defining fitness function in most of the control systems does not de-
pend from algorithm but from considering problem. In case of selecting structure
and parameters of control system, fitness function can consist of the following
elements: RMSE error, oscillations of the controller output signal, controller
complexity and overshoot of the control signal. High number of the controller
output signal oscillations is a negative phenomenon, because it tends to induce
an excessive use of mechanical control parts and may cause often a huge changes
of the controller output signal value. This is a very important issue, because the
overshoot of the control signal is not acceptable in many industrial applications.
The chromosome evaluation function is described as follows:

ff (Xch) =
1

RMSEch + cch · wc + osch · wos + ovch · wov
, (4)

where cch > 0 denotes the complexity of the controller structure and it is calcu-
lated by the formula:

cch =
L∑

g=1

Xred
ch,g, (5)

wc ∈ [0, 1] denotes a weight factor for the complexity of the controller structure,
osch ≥ 0 denotes oscillation count of controller output signal (in simulations its
value is calculated automatically), wos ∈ [0, 1] denotes a weight for the oscilla-
tions factor, ovch ≥ 0 denotes value of the greatest overshoot of the controlled s1

signal and finally wov ∈ [0, 1] denotes a weight for the overshoot factor. RMSE
error function of the chromosome ch is described by the following formula:

RMSEch =

√√√√ 1

N

N∑

i=1

εch,i2 =

√√√√ 1

N

N∑

i=1

(
s∗ch,i − s1ch,i

)2

, (6)

where i = 1, . . . , N , denotes sample index, N denotes the number of samples,
εch,i denotes controller tracking error for the sample i, s∗ch,i denotes the value
of the reference signal of the controlled value for the sample i, s1ch,i denotes its
current value for the sample i. In our method we maximize the function described
by formula (4).
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Fig. 5. Signal values s1, s∗ and output signal of the controller y in case of fusion be-
tween genetic algorithm with: a) evolutionary algorithm (GA+EA) used for a compar-
ison, b) golden ball algorithm (GA+GB), c) multi-swarm cooperative particle swarm
optimizer (GA+MC)

3 Simulations Results

In our simulations a problem of designing controller structure and tuning pa-
rameters for double spring-mass-damp object was considered (see Fig. 4). More
details about this model can be found in our previous paper [50]).

Remarks about considering model can be summarized as follows: (a) Object
parameters values were set as follows: spring constant k was set to 10 N/m,
coefficient of friction μ = 0.5, masses m1 = m2 = 0.2 kg. Initial values of: s1, v1,
s2 i v2 were set to zero. (b) Simulation length was set to 10 s, a shape of the
reference signal s∗ (trapezoid) is presented in Fig. 5, a shape of test signal s∗
(sinuous) is presented in Fig. 5. (c) Search range for genes encoding controller
parameters were set as follows: P = [0,20], I = [0,50], D = [0,5]. (d) Output
signal of the controller was limited to the range y ∈ (−2,+2). (e) Quantization
resolution for the output signal y of the controller as well as for the position
sensor for s1 and s2 was set to 10 bit. (f) Time step in the simulation was equal
to T = 0.1 ms, while interval between subsequent controller activations were set
to twenty simulation steps.

The authorial environment (implemented in C# language) was used for sim-
ulations. Parameters of the algorithms for the simulations were determined as
follows: (a) Genetic algorithm: the number of chromosomes in the population
was set to 100, the algorithm performs 2 000 steps (generations), the crossover
probability was set as pc = 0.8, the mutation probability was set as pm = 0.3.
(b) For both considered multi population-based algorithms: the number of in-
dividuals in subpopulations was set to 16, number of subpopulations was set to
16. (c) For GB algorithm training time of subpopulations was set to 50 itera-
tions, for MC algorithm a standard PSO parameters were used: learning factors
c1 = c2 = 2.

Observations obtained from results of the simulations can be summarized as
follows: (a) Signal values s1, s∗ and output signal of the control y are highly
acceptable (see Fig. 5). The smallest oscillations of the signals were obtained by
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Fig. 6. Structure of the controller obtained in the evolution process in case of fusion
between genetic algorithm with: a) golden ball algorithm (GA+GB), b) multi-swarm
cooperative particle swarm optimizer (GA+MC)

Table 1. Number of correction terms obtained in evolution process

number of the correction terms
name our results previous results (see [49])

GA+GB GA+MC GA+EA GA+FA GA+GA GA+BA
P 3 4 2 3 3 5
I 1 3 1 1 1 2
D 2 3 3 2 3 2
All 6 10 6 6 7 9

Table 2. Values of the components of the fitness function (4) obtained in evolution
process. Assumed weights of the fitness function are set to: wc = 0.001, wz = 0.01,
wov = 0.0001

parameters of the control systems
name our results previous results (see [49])

GA+GB GA+MC GA+EA GA+FA GA+GA GA+BA
RMSE 0.0502 0.0511 0.0625 0.1276 0.1790 0.0901
cch · wc 0.0060 0.0100 0.0060 0.0060 0.0070 0.0090
zch · wz 0.0153 0.0123 0.0350 0.0170 0.0170 0.0299
ovch · wov 0.0004 0.0005 0.0001 0.0002 0.0005 0.0014

ff 13.9082 13.5317 9.6525 6.6312 4.9140 7.6687

the golden ball algorithm (see Fig. 5). (b) The simplest structure of the system
was achieved using the golden ball algorithm (see e.g. [16–19]). It is worth to
mention that in every case presented in Fig. 6 the system structure is quite
simple (see Table 1) and it does not affect requirements of the fitness function
(4) (see Table 2). Obtaining a similarly simple structures using classic algorithms
of the selection of control systems would be difficult and time consuming. (c) The
structures and parameters of the control system obtained in the learning process,
which was performed on the trapezoid shape of the signal (see Fig. 6), were tested
additionally on the sinusoidal shape of the signal (see Fig. 6) and resulted with
good performance (generalization). (d) Obtained results are characterized by
better parameters (including most important RMSE and fitness function value
defining quality of whole solution) than results achieved in our previous paper
(see [49]) with use of the single population-based algorithms.
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4 Conclusions

In our paper a new approach for selection of structure and parameters of the con-
trol system is presented. This approach implements a model and allows to choose
safe regulation model parameters without the need to experiment on real objects.
Our method uses a fusion between genetic algorithm (for selecting the structure
of the control system) and possibilities of specified multi population-based algo-
rithms (based on different migration topologies): golden ball and multi-swarm
cooperative particle swarm optimizer (for selecting the parameters of the con-
trol system). Obtained (according to fitness function components) simulation
results allows us to achieve non-complex control systems characterized by good
accuracy with acceptable infinitesimal oscillations. The results are significantly
better than the ones obtained using single population-based methods.
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Abstract. PID-based controller structures are typically used in indus-
trial control systems. However, in different areas the controller structures
are slightly different. The differences are due to the modifications intro-
duced by the expert. Expert, based on his experience and on trial-and-
error method, adjusts the initial controller structure in order to obtain
a better quality of control. In this paper a method based on an evolu-
tionary algorithm is proposed. Usage of the proposed method makes this
difficult and time consuming task easier and faster.

1 Introduction

In the literature there are presented various approaches to design of control sys-
tem. Typically the following approaches are considered: controllers based on the
combination of linear correction terms [37], e.g. PID controllers [29] (option-
ally with gain scheduling algorithm, with feed-forward path or with additional
low-pass filters [35]), state feedback controllers [42], nonlinear controllers based
on computational intelligence and hybrid controllers which combine approaches
from other groups. However, in practice PID controllers (see e.g. [4]) are most
commonly used. It results from a general knowledge of how they work and their
relatively simple implementation in a microprocessor-based control system.

During controller design, engineer can modify PID parameters (i.e. tune con-
troller) and he performs it if the need arises. It is important to point out that
controller tuning is a difficult and time consuming process. Moreover, engineer
based on his experience can modify the controller structure by means of trial-
and-error method in order to obtain a better quality of control. Modification of
controller structure causes the process of controller design much more difficult.
Exemplary PID-based controller structures which were affected by this modifi-
cation are shown in Fig. 1. The presented controllers, despite the differences in
the structure, are used to perform the same control task, i.e. follow-up position
control in the CNC machine tool [29], [41].

How we can see, the presented structures are slightly different. This is because
there is no common and proved knowledge regarding which structure is superior
and should be applied rather than others.

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 261–271, 2015.
DOI: 10.1007/978-3-319-19369-4_24
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Despite the fact that knowledge regarding control theory is widespread and
well developed, the analytically obtained controller structures do not sufficiently
take into account the impact of various disturbances (measurement, process,
control, etc.) which are common in the real world. As a result, the common rule is
that the human expert basing on his experience and applying the trial-and-error
method have to improve the initial controller in order to obtain the satisfactory
quality of control. In this paper it is proposed a method which allow to do this
difficult and time consuming task automatically using an evolutionary algorithm
(see e.g. [17,23,24,25,33,34,56,60]). In the literature thera are also many other
nature-inspired algorithms, e.g. swarm algorithms (see [2,18,20,21,39]), however
in this case classic evolutionary algorithm performs very well.

In our previous work [53] we dealt with the evolutionary selection (see e.g.
[36,38,51]) of the structure and parameters of the control system (Fig. 2). The
results encouraged us to develop a new approach. In this paper we propose a
method for constructing more complex control systems. In this new approach we
use first order infinite impulse response (IIR) input filters and extra feedforward
paths (Fig. 3) in addition to standard PID blocks, which are typically used in a
complex controller structure.

Pleasenote that theproposedmethodcanbe successfully applied to all optimiza-
tion problems which require not only parameters selection but also structure selec-
tion, e.g. structure selection of fuzzy systems (see e.g. [6,7,30]), neuro-fuzzy systems
(see e.g. [11,14,16,15,47,49,50]), type-2 fuzzy systems (see e.g. [5,19,27,52]). Pro-
posed algorithmmaybe also used inmodelling (see e.g. [8,10,12,13,22,26,40,44,48])
and pattern recognition issues (see e.g. [43,45,55,57,58,59]).

This paper is organized into 4 sections. Section 2 contains an idea of using evo-
lutionary method for optimization of the controller structure. Simulation results
are presented in Section 3. Conclusions are drawn in Section 4.

2 Evolutionary Method for Designing the New
Representation of the Controller Structure

In proposed method full controller (with its structure and parameters) is encoded
in a single chromosome Xch. Chromosome Xch is described as follows:

Xch =
{
Xpar

ch ,Xred
ch

}
, (1)

where Xpar
ch is a chromosome encoding correction term parameters, Xred

ch is a
chromosome encoding CB connection. Chromosome Xpar

ch is described as follows:

Xpar
ch =

(
a1,K1

P , T
1
I , T

1
D, a2,K2

P , T
2
I , T

2
D, . . . , ff1, . . . , ff4

)

=
(
Xpar

ch,1, X
par
ch,2, . . . , X

par
ch,L

)
,

(2)

where a1,K1
P , T

1
I , T

1
D, . . . , ff1 . . . , denotes control system parameter values,

ch = 1, .., Ch, denotes index of the chromosome in the population, Ch denotes a
number of chromosomes in the population, L denotes length of the chromosome
Xpar

ch . Chromosome Xred
ch is described as follows:
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Fig. 2. Proposed idea of optimizing the controller using the evolutionary algorithm

CB
3

CB
2 uq

ud

�

e
p y

p

�

+
++

+
+

+

--
+

-
CB

1

a)

ff
2

ff
4

�

�

iq

ff
1

�

�

�

�

CB
4+

-

id

iq

id
*
=0

+

+

++

1-a

CB
p

1z�

PT
DT

PK

I

PT
T

1z�

1z�

b)

+

+

+

ff
3

�

�

�

a
+

Fig. 3. The initial controller definition for the evolutionary algorithm



264 A. Przybył et al.

Xred
ch =

(
Xred

ch,1, X
red
ch,2, . . . , X

red
ch,L

)
, (3)

where every gene Xred
ch,g ∈ {0, 1}, ch = 1, .., Ch, g = 1, .., L, decides if relevant

part of control system occurs in control process (relevant gene Xred
ch,g = 1).

The steps of the method used in this paper are the same as in typical evolu-
tionary algorithm ([3,9,28,31,32,46,54]). The evolutionary algorithm is a method
of solving problems (mainly optimization problems) which is based on natural
evolution. Evolutionary algorithms are searching procedures based on the nat-
ural selection and inheritance mechanisms. Steps of the method are following:
chromosomes initialization, chromosomes evaluation, stop condition checking,
chromosomes selection, chromosomes crossover, mutation and repair, offspring
population generation. For more details see our previous papers, e.g. [53].

3 Simulations Results

3.1 Controlled Object

In our simulations it was considered a problem of design controller structure and
parameters tuning for servo-drive with PMSM motor [1]. PMSM was modelled
in a discrete form with time step Ts=10 μs and in state space representation as
follows:
⎡

⎢⎢⎣
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(4)
where id, iq, ω and θ are PMSM motor state variables, ud, uq is the input
vector, id, iq is the output vector. θ is angular position of the rotor flux, ω is
its angular velocity. The id, iq are direct and quadrature components (in a rotor
reference frame) of electrical currents in the motor windings, while ud, uq are
electrical voltages applied to the motor terminals. The motor model parameters
are: R=1.456 Ω, L=0.008 H, λm=0.175 V·s, J=0.06 kg·m, F=0.001 N·m·s, and
P=3.

Initial values of state variables ( id, iq, ω and θ) were set to zero. Simulation
was carried out for time interval of 1.5s. A shape of the reference signal for
the follow-up position control in the simulation with servo-drive controller was
defined as follows

θ∗ = 100 ·
(
1 + sin

(
t

1.5
·Π − Π

2

))
, (5)

and it is also presented in Fig. 4. According to practical reasons (i.e. the physical
limitation of the actuators) output signal of each CB was limited. Output of CB1,
CB2, CB3 and CB4 was limited to values 100 rad/s, 20 A, 350 V and 350 V
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respectively. Moreover, limited resolution of position and motor current sensors
was the cause of quantization for the input signals ( θ, ω, id and iq) to values
0.628·10−3rad (10000 pulse per rev.), 0.314 rad/s, 0.01 A and 0.01 A (4096 ADC
voltage levels) respectively. Quantization resolution for the output signal ( u∗

d

and u∗
q) was set to value 0.07V (5000 levels) because of the limited resolution of

the pulse width modulation (PWM) module. Time interval between subsequent
controller activations was set to 100 μs which is a reasonable value for today
microprocessor systems.

3.2 Controller Design

Initial controller definition is presented in Fig. 3. Search range for parame-
ters contained inside each CB block (a,KP , TI , TD) and for feedforward gain
(ff) was set experimentally. Search ranges were set as follows: KP=<0,300>,
TI=<10−6,1>, TD=<0,10−3>, a=<0.1,1> and ff=<0,200>. On the basis of
the assumption of the vector control algorithm symmetry, the values of the CB4

block parameter were copied from the values obtained for block CB3 and there-
fore they were not tuned separately.

3.3 Hybrid Evolutionary Algorithm

Controller structure definition and parameter tuning were performed using hy-
brid evolutionary algorithm. Algorithm was executed with following settings: the
number of chromosomes in the population was set to 50, the algorithm performs
5000 steps (generations), the crossover probability was set as 0.99, the muta-
tion probability was set as 0.3, the mutation intensity was set as 0.3. the fitness
function with weights was defined as follows:

ff(Xch) =

(
MSE1

ch · w1 +MSE2
ch · w2 +MSE3

ch · w3 +MSE4
ch · w4+

os
uq

ch · wos

)
. (6)

MSE1
ch error function of the ch chromosome is described by the following for-

mula:

MSEp
ch =

1

N
·

N∑

j=1

(epch,j)
2
, (7)
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Fig. 5. The process of controller structure search by means of the evolutionary algo-
rithm
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Table 1. Parameter values of CB terms obtained by means of hybrid evolutionary
algorithm

K1
P T 1

I T 1
D a1 K2

P a2

38.48 175.4 · 10−6 623.0 · 10−6 0.6015 29.80 0.0796
K3

P T 3
I T 3

D a3 ff3

48.77 29.59 · 10−6 735.4 · 10−6 0.6891 1.977

where ep denotes error value on CBp input, j = 1, . . . , N , denotes sample index,
N denotes the number of samples, p = 1. . . . , 4 denotes CB-index, and e1ch,j is
defined as follows:

e1ch,j = θ∗j − θch,j, (8)

while e2ch,j, e
3
ch,j, e

4
ch,j are defined as it is shown in Fig. 3. Value of the os

uq

ch,j is
defined as a number of oscillations of the signal uq, which is feed to the actuator.
Existence of large number of oscillation with amplitude higher than experimen-
tally chosen value can cause negative increase of the noise level generated by the
PMSM motor. The number of oscillations should be reduced.

The fitness function weights were set as follows: w1=194.4, w2=33.43,
w3=1229, w4=62518 and wos=4.383·10−4. Process of controller structure search
is presented in Fig. 5.
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3.4 Search Results

Controller structure obtained by means of hybrid evolutionary algorithm is pre-
sented in Fig. 6. Parameters of structure obtained by means of hybrid evolu-
tionary algorithm are presented in Table 1, while its performance is presented
in Fig. 7.

Control problem presented in this paper confirms application of one (ff3)
feed-forward path, as presented in controller structure in Fig. 3. Values of pa-
rameters a1, a2 and a3 lower than one confirm application of first order IIR filter.

As we can see in Fig. 7.a, the position error (e1) is relatively high, i.e. about
0.1 rad. In some applications it can be an unacceptable value. However, it was
confirmed by the experiment that it is possible to reduce the position controller
error to level as low as 0.002 rad. This can be obtained by proper setting of
fitness function weight (w1, . . . , w5), although it causes an negative increase of
the noise level generated by the PMSM motor. Setting of mentioned weights
relies on the human designer of the control system.

Simulation results can be summarized as follows: quality of evolutionary de-
signed controller structure as presented in Fig. 7 is acceptable. Obtaining and
tuning of similar controller structure by means of typical methods would be
daunting.
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4 Summary

In this paper the approach to selection of controller structure equipped with
feed-forward signals and filter terms by means of hybrid evolutionary algorithm
was suggested. In performed simulations the correctness of suggested method
was confirmed.
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Abstract. In this paper a multi-criteria fuel distribution problem sim-
ilar to the common CVRP is considered with the real-life coordinates of
gas stations obtained from a certain petrol company. The optimized cri-
teria are the total distance of all tours and the number of tours. A certain
method of solution representation, which ensures a feasible solution was
used along a decoding scheme. A simulated annealing (SA) metaheuristic
algorithm was implemented in order to obtain the approximations of the
Pareto set for a number of instances with varying number of gas stations
and demands for each station. The results show 17–18% improvement
over the starting solution in all cases for both criteria. Moreover, the
number of found solutions per instance increases with the number of gas
stations. The improvements can be translated directly into profit, which
was shown as well.

Keywords: Fuel distribution · CVRP · Simulated annealing · Multi-
criteria optimization · Case study

1 Introduction

Vehicle routing problems (VRP), which aim at servicing demands of a given set of
customers with a fleet of vehicles are one of the more common and more complex
problems in combinatorial optimization and have great practical applications in
the field of transportation and logistics. Moreover, they are characterized by their
significant complexity, in particular many variants of they VRP are consider NP-
complete/NP-hard and for VRP the problem sizes considered solvable are two
orders of magnitude lower than compared to the less general Travelling Salesman
Problem (TSP) as estimated by Ralphs et. al [11].

VRP problems often include additional constraints like limited capacity for
vehicles (CVRP), limited distance per vehicle/tour (DVRP) or dedicated time
windows when the client can be serviced (VRP-TW). Mixed variants (DCVRP,
CVRP-TW etc.) also exist. The goal for common single-criteria VRP is the
minimization of such criteria like the total distance, the maximum distance or the
maximization of the vehicle utilization (i.e. average or minimal loading volume
used). Bi- and multi-criteria approaches to VRP are less common.

Fuel distribution is one example of the vehicle routing problems encountered
in practice, which has considerable impact on the various aspect of daily life
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Fig. 1. Gas stations and refinery for considered fuel distribution problem

around the globe, as access to fuels determines developments of many sectors
of the economy. In this paper we focus our efforts on a specific instance of the
fuel distribution problem. Namely, we consider a real-life petrol company with
a network of 424 gas stations and one refinery acting as a depot, similarly to the
usual VRP. Fig. 1 shows locations of the refinery and all gas stations, taken from
real-world data. The distances between each pair of locations were computed
using Google Maps API, resulting in distance matrix numbering 4252 (or over
180625) edges. Let us also take note that the depot is located off the center of
the map. Moreover, the analysis of some edges shows that the graph is directed
i.e. distance from location A to B is not necessarily the same as distance from B
to A. According to aforementioned estimate, VRP with 425 nodes is as difficult
to solve as TSP with 42 500 nodes.

In this paper we decided to use multi-criteria approach to the fuel distribution
problem, as we consider it more practical and closer to the real-life needs of
such companies. The chosen criteria are the total distance of all tours and the
number of tours (the latter can be translated into the numbers of tankers).
The remainder of the paper is organized as follows. In Section 2 we present
a brief literature overview concerning the multi-criteria vehicle routing problems.
Section 3 contains the definition of the problem, while in section 4 we describe the
chosen solution representation and problem solving method. Section 5 shows the
results of the computer experiment and, finally, section 7 offers the conclusions.
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2 Literature Overview

Over the last decade multi-criteria transportation problems have received some
interest. Albeit, most of the multi-criteria VRP approaches were based on evo-
lutionary algorithms (EA), while only some researchers of local search methods
like simulated annealing (SA) or tabu search (TS). We will mention a few of all
those approaches in the following section.

Bowerman et al. proposed one of the promising scalar techniques in [1]. In
the evaluation, they used five different sets of weights chosen by a decision-
maker. Proposed algorithm first groups the nodes into clusters that can be served
by a vehicle, and then determines a tour. It’s an allocation-routing-location
strategy. Lee and Ueng proposed insertion algorithm in [7]. In each iteration,
using a saving criterion, it adds one node to the vehicle with the shortest path.
Other insertion heuristic was proposed by Zografos and Androutsopoulos in [15].
The selection of the customers to be inserted allows both routed and unrouted
demand points to be inserted.

In [8] Pacheco and Marti optimize the makespan objective for every possible
value of the second objective and then use a TS algorithm to solve each problem.
Their approach uses a scalar method, called the ε-constraint. Similar strategy
was used by Corberan et al. [3], albeit authors used scatter search approach
instead of TS.

The Pareto concept was frequently used within an evolutionarymulti-objective
framework. A modification of NSGA-II algorithm was proposed in [12]. Proposed
algorithm uses local search method in each iteration, in order to further improve
thePareto frontier approximation.Pareto dominance has also beenusedbyUlungu
et al. in a SA technique calledMulti-Objective Simulated Annealing (MOSA) [14].
Paquete et al. [9] have called upon Pareto Local Search techniques. These tech-
niques are based on the principle that the next current solution is chosen from the
non-dominated solutions of the neighborhood. Rudy and Żelazny proposed a new
hybrid of genetic algorithmand ant colony optimization in [13]. Tests shown it per-
formed well in multi-objective job shop scheduling problem.

Some studies employ neither scalar nor Paretomethods to solvemulti-objective
routing problems. These non-scalar and non-Pareto methods are based on lexico-
graphic strategies or specific heuristics. Aforementioned VEGA algorithm might
be included, as an example of this specific heuristics. While lexicographic strategy
was used in works of Keller andGoodchild [5,6]. Their approachwas such, that the
objectives are each assigned a priority value, and the problems are solved in order
of decreasing priority.When one objective has been optimized, its value cannot be
changed and it becomes a new constraint for the problem.

Moreover, Żelazny et al. proposed a new concept of solving VRP in [4]. New
approach to GPU implementation of TS algorithm was proposed and significant
speed-ups, as well as an improvement of the approximation of the Pareto front
were observed.
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3 Problem Description

The problem is defined as a modification of the basic CVRP problem, which is
considered NP-hard. There is given a directed graph G = (N,E) with |N | − 1
vertices representing filling stations and one vertex B representing the depot
(in our case the oil refinery). There is an edge between each pair of vertices
n1, n2 ∈ N , thus the number of edges is |N |2 − |N |. The directed edge e(n1, n2)
from vertex n1 to n2 represents the driving distance from gas station v1 to n2.
In general (n1, n2) �= (n2, n1). Moreover, each station has a demand for two
fuel types: diesel fuel (henceforth called diesel) and petrol, both expressed in the
number of liters. The demands are met by a set of tank trucks (henceforth called
tankers), with each tanker outfitted with four separate fuel compartment. We
assume that compartment can contain the fuel of only one type (either diesel or
gasoline) or be empty. Thus, each tanker has a limited capacity C = V ×K, where
V is the volume of a single compartment and K is the number of compartments
per tanker (we assume that compartments are identical).

The goal is to find a solution that minimizes our bi-criteria goal function. The
considered criteria are: 1) the total number of routes R and 2) the total distance
of all routes D given as:

D =

R∑

i=1

∑

n∈Ni

w(n), (1)

where R is the total number of routes, Ni is the set of edges in route i and w(n)
is the weight of edge n.

s∗ = min
s∈Sfeas

f(Ds, Rs), (2)

where Ds (Rs) is the total distance (number of routes) for the solution s, f is
our goal function and Sfeas is the set of feasible solutions. A solution is feasible
if:

– the demands for all gas stations are met,
– all routes begin and end in the depot B,
– the sum of fuel transported on any single route does not exceed C.

4 Model and Solving Method

In this chapter we will present the solution representation as well as decoding
method used to calculate the values of the goal function. We will also describe
the chosen metaheuristic algorithm.

4.1 Representation

Let us assume N gas stations and K identical compartments per tanker. For
every station i we are given two numbers di and pi indicating diesel and petrol
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demands respectively. The required number of compartments Zi for station i is
then calculated as:

Zi =
⌈di
V

⌉
+
⌈pi
V

⌉
, (3)

where V is the volume of a single compartment. In the next step a sequence of
numbers is created. For each city i its number is written Zi times. For example,
for 3 cities with d1 = 4000, d2 = 1500, d3 = 2100, p1 = 2200, p2 = 3800,
p3 = 4700 and V = 5000 (all in liters) we have:

Z1 = 4 + 3 = 7, (4)

Z2 = 2 + 4 = 6, (5)

Z3 = 3 + 5 = 8, (6)

and the resulting sequence is:

1 1 1 1 1 1 1 2 2 2 2 2 2 3 3 3 3 3 3 3 3. (7)

Next each station is filled with zeroes to the nearest multiple of K (if Zi is
divisible by K then no zeroes are added). In our example (we assume K = 4)
we have:

|1 1 1 1|1 1 1 0|2 2 2 2|2 2 0 0|3 3 3 3|3 3 3 3|. (8)

We thus obtained a representation of 6 “tours” by placing additional zeroes.
Let us call this an extended representation. This representation will be further
modified due to the neighborhood search during the course of our metaheuris-
tic algorithm. For example, the above representation can be modified into the
following:

|1 1 2 3|2 3 3 3|1 2 3 2|1 0 3 3|1 3 0 0|1 1 2 2|. (9)

However, before the metaheuristic algorithm starts we add one more step. Let us
consider all tours consisting of only one station e.g. |2 2 2 2|. Those tours mean
that tanker leaves from the refinery (location 0), then delivers fuel (all its four
compartments) to specific station (2 in this example) and then goes back to the
refinery. Such tours are removed from the representation. However, they still
affect the values of the goal function. In our example from representation (8)
four tours are removed and we get the following representation:

|1 1 1 0|2 2 0 0|. (10)

The next essential part of the algorithm is the decoding procedure responsible
for transforming a given representation into an actual tour and calculating the
value of the goal function. Let us consider the following representation (K = 4):

|1 2 3 3|5 6 7 0|. (11)

The decoding procedure works by employing the nearest neighbor method. In
our example the first tour consists of stations 1, 2 and 3. Thus, we first visit the
station with the shortest distance from the current location (i.e. from refinery
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at location 0). Let us assume this is station 2. Next, we repeat the reasoning,
searching for the closest station to the current location (station 2). Let it be
station 3. The last station to visit is station 1 and then we go back to the refinery.
The second tour consists of stations 5, 6 and 7 (0 means empty compartment).
We use the nearest neighbor method again to chose the order of stations to visit.
In result, both tours might look as follows:

0 → 2 → 3 → 3 → 1 → 0 (12)

0 → 6 → 7 → 5 → 0 (13)

Now that we know the number of tours we can compute the value of the goal
function. Let us also note that tours consisting of only zeroes (i.e. |0 0 0 0|) are
considered empty and do not affect the value of the goal function.

Let us also note some of the properties of the given representation. First, the
lower bound for the number of resulting tours is given as:

∑N
i=1 Zi

K
, (14)

while the upper bound is given as Z∗
K , where Z∗ is the number of compartments

(including empty ones) in the extended representation. Moreover, the solutions
resulting from the chosen representation are always feasible, as the number of
compartments for each station is always the same as the demand of the given
station and no tour has a load exceeding the assumed capacity C.

4.2 Simulated Annealing

Classic SA was formulated for the case of optimization of a single objective
function f(x). Proposed algorithm, although similar to original version, was
adapted to solving multi-objective problems. Moreover, we have added an auto-
tuning phase, in which parameters of the algorithm are set.

In each iteration, from the neighborhood N(x) of current solution x, a neigh-
bor x′ is selected. The neighbor is chosen randomly, assuming uniform dis-
tribution of probability. First, we use Pareto-optimality concept to determine
whether solution x′ dominates current solution x and replaces it in next it-
eration of the algorithm. In other case, when solution x′ is dominated by x
or neither solution dominates the other, we evaluate the objective difference
Δ =

√∑q
i=1(fi(x

′)− fi(x))2. The value Δ is no less than max1≤i≤q{fi(x′) −
fi(x)} and each difference fi(x

′) − fi(x), i = 1, ..., q influence this value i.e. in-
crease it. Solution x′ is accepted as the new solution for the next iteration with
probability p = exp(−Δ/T ), where T is parameter called temperature. Starting
from the initial temperature T0, the temperature is reduced slowly with each
iteration using cooling scheme. Higher values of temperature T give a higher
probability of acceptance. The influence of quality of solution (measured by Δ)
on acceptance probability is opposite. We used a geometric cooling scheme, in
which the temperature during s-th iteration is Ts = λT0, where λ is a parameter.
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Similar algorithm has been successfully used in [10]. A parallel SA algorithm was
proposed in [2]. Super linear speed-up was obtained when using representative-
based neighborhood.

5 Computer Experiment

Proposed algorithm was implemented in C++ programming language and com-
piled with Embarcadero C++Builder XE7 Professional. The program was tested
on Intel Core i7-3770 3400MHz, 8GB RAM and running Windows 7 64-bit.

We have tested our SA algorithm using real-world data obtained from a certain
petrol company and accordingly generated orders. For each test instance and for
each run of algorithms, we collected the following values:

– δF1 – improvement of first optimization criteria over initial solution,
– δF2 – improvement of second optimization criteria over initial solution,
– |P | – average number of non-dominated solutions in Pareto front.

Tab. 1 shows summary of results obtained for all problem instances consid-
ered in this paper. The mean improvement was over 18% for the first criterion,
and over 17% for the second. Moreover, the average number of non-dominated
solutions increased with the size of the problem. It is important to note that the
number of nodes indicates only the number of gas stations (e.g. the size of the
distance matrix), while the true problem size depends on the size of the demands
for each station.

Table 1. The evaluation of the solutions – summary

Nodes δF1 δF2 |P |
[%] [%]

25 18.07 15.83 1.1

50 18.66 17.02 1.8

75 18.33 17.19 2.1

100 18.57 17.25 1.8

150 18.45 17.52 2.7

200 18.13 17.50 2.6

275 18.35 17.40 3.7

350 18.33 17.45 3.6

425 18.27 17.65 5.0

Average 18.35 17.20 2.71
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Proposed SA has improved the initial solution significantly. It is worth men-
tioning, that proposed method was extremely fast. Biggest instances were com-
puted in less than 5 minutes, while smallest took around 1 second. In comparison,
using other decoding scheme took over 30 minutes to compute instances with
425 nodes and provided worse solutions.

Table 2. The evaluation of biggest instances

Nodes Instance δF1 δF2 |P | Nodes Instance δF1 δF2 |P |
No. [%] [%] No. [%] [%]

200 1 17.74 17.29 4 350 1 18.03 17.65 2

2 19.75 19.60 3 2 18.94 17.97 4

3 19.03 17.78 1 3 17.34 16.29 6

4 18.71 18.83 2 4 19.53 18.43 3

5 17.75 16.84 4 5 18.90 18.43 2

6 17.06 16.45 4 6 17.54 16.42 1

7 17.85 17.36 2 7 19.28 18.12 3

8 17.79 16.12 4 8 18.82 17.88 4

9 17.99 16.98 1 9 17.67 16.80 6

10 17.66 17.72 1 10 17.24 16.49 5

275 1 18.65 17.02 3 424 1 18.03 17.36 4

2 18.75 17.93 3 2 19.33 18.53 1

3 18.44 16.72 4 3 17.76 17.36 4

4 18.71 18.32 3 4 17.47 16.78 9

5 18.25 16.76 2 5 17.39 17.54 7

6 18.21 17.19 4 6 18.20 17.83 4

7 18.25 17.84 4 7 17.37 16.50 3

8 17.92 17.61 6 8 19.77 18.47 5

9 16.91 15.89 6 9 19.15 18.30 7

10 19.36 18.71 2 10 18.24 17.80 6

We also provided, in Tab. 2, more detailed results for the 4 largest instance
sizes: 200, 275, 350 and 424 gas stations respectively (instances of smaller size
were omitted for the sake of brevity). The results serve to show that improvement
rates for all considered instances remain close to the 17% on both criteria. In
fact, all improvement values from Tab. 2 range between 15.89% and 19.57%.
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Let us also note the practical significance of such optimization. For example,
SA algorithm for one of the instances for 424 stations (depot is not considered
a gas station) managed to reduce the total distance (in km) from 694194 to
568694. Assuming that a tanker consumes 30 liters of fuel per 100 kilometers
(real values are even higher if driving style is taken into account) and that liter
of fuel costs around 1.2 e (European countries), then the total fuel costs of such
distribution operation can be reduced by around 45000 e or over 55000 $.

6 Conclusions

In this paper we considered a multi-criteria fuel distribution problem similar
to the common CVRP. The chosen criteria were the total distance of all tours
and the number of all tours, without explicitly stating the available number of
tankers. The distance matrix was created based on the real-life data of a certain
petrol company with refinery acting as a depot.

90 instances of the problem (i.e. fuel demands for stations) were defined and
combined into group of ten, depending on the number of stations. We employed
a simple solution representation method, which provides only feasible solutions
and then applied it to the SA metaheuristic algorithm to obtain the approxi-
mation of the Pareto set. Our research yielded good results (consistent 17–18%
improvement of starting solution for both criteria) in reasonable time (5 minutes
for largest instances with 424 stations).

Further research include consideration of other criteria (especially use of 3
criteria at once) and development of a Decision Support System (DSS) for the
presented fuel distribution problem.

Acknowledgements. This work is co-financed by the European Union as part of the
European Social Fund.
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10. Pempera, J., Smutnicki, C., Żelazny, D.: Optimizing bicriteria flow shop schedul-
ing problem by simulated annealing algorithm. Procedia Computer Science (18),
936–945 (2013)

11. Ralphs, T.K., Kopman, L., Pulleyblank, W.R., Trotter Jr., L.E.: On the Capaci-
tated Vehicle Routing Problem. Mathematical Programming (94), 343–359 (2003)
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Abstract Automated planning using heuristic search or gradient algo-
rithms is a feasible method for solving many planning problems. However,
if planning is performed for several (possibly colliding) entities, the size
of the state space increases dramatically. If these entities have limited
predictability, observability or controllability, a single plan can no longer
suffice, and robust multi-variant planning is no longer feasible due to
scale. This paper presents the A-star/Wavefront hybrid planning algo-
rithm and proposes a new heuristic for selection of its deviation zones.

1 Introduction

Domain-independent planning algorithms have received enormous attention over
the last decades. New methods for solving various real-life planning problems are
still needed by different branches of industry, where even minor improvements
can result in significant savings. Particular applications of planning have their
specific requirements, regarding the state space features, solution quality or re-
sponse time. This makes AI planning a very interesting and important research
area.
The class of problems considered in this work assumes the existence of a group

of autonomous beings, operating in a common space. The beings, or entities, have
their own, individual goals to achieve. The entities may or may not expect to
receive orders from a global planner – the level of autonomy may differ between
the entities. Certain rules define unacceptable situations in the environment.
Thy dynamics of changes of the entities’ states may lead to an unacceptable

situation within a very short time, compared to the time needed to calculate
a plan for the entities. This situation creates new requirements for the plan-
ning method used. A solution cannot be limited to a singe plan of actions for
each entity. It must also provide solutions for possible alternative plan execution
scenarios.
Real-life problems which may need such planning method include mobile robot

motion coordination [1] and urban traffic optimization [2]. The solutions must
guarantee safety of physical manoeuvres. Virtual entities, like computational
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tasks scheduled for execution on a HPC systems, also may require methods for
robust resource assignment.
The algorithm presented in this paper provides robust, multi-variant plans for

groups of coexisting entities. It solves the planning problem using two different
algorithms, A-star and Wavefront. A novel heuristic is proposed for determining
the situations where multiple variants must be computed. Experimental results
prove the usefulness of the proposed approach.

2 State-of-the-Art and Important Assumptions

The problem of planning is concerned with determining the necessary steps,
which lead to a certain goal. Planning can be performed a priori or when the
actions are being performed; planning is the reasoning part of acting [3]. A
common conceptual model for planning is a state-transition system, also called
a discrete-event system. It can be defined as a 4-tuple Σ = (S,A,E, γ) [3,4],
where:

– S = {s1, s2, . . .} is a set of states,
– A = {a1, a2, . . .} is a set of actions,
– E = {e1, e2, . . .} is a set of events,
– γ : S ×A× E → 2S is a state-transition function.

This definition is often used together with a graph model, where states s ∈ S
are nodes, and state transitions (given as pairs (a, e), a ∈ A, e ∈ E) are directed
edges. If the graph formalism is used, finding a plan consists in finding a path in
that graph, which leads from the node representing the initial state to the node
representing the goal state. The path can then be reconstructed into a sequence
of actions, which in turn can be executed by an entity (such as a robot).
The state space can be traversed using well-known graph search algorithms:

they are either “blind” methods (which do not try to direct the search towards
the goal) [4] or heuristic methods, which take the characteristics of the search
space into account. The latter are especially useful for large state spaces [5].
Heuristic functions aim to estimate the “goodness” of a certain state, which
refers to how close it is to the goal.
If a certain planning problem consists in actually moving within a certain

(physical) space, and the planning is performed for one entity, the states often
represent locations within the physical space, and transitions represent traveling
from one location to another. In this case, one of the most often-used heuristics
is the straight-line distance function; however, it isn’t the most optimal if the
structure of the space is irregular, as is the case with a city divided by a river
with sparse bridges.
The “direct” representation of physical spaces in a state-space is very intuitive,

but for more sophisticated problems, the states are often encodings of certain
parameters. For instance, planning of paths for multiple entities in a common
space may utilise a heuristic which is a sum of the straight-line distances of all
entities to their respective goals.



284 I. Wojnicki et al.

Section 3 presents the possibility of using one of the most popular heuris-
tic search algorithms, A-star, in a multi-entity setting, by preparing a multi-
dimensional state space.
In the considered setting, the entities may be characterised by different levels

of the following features:

– controllability – the extent to which the supervisor may influence the entities;
inversely proportional to the entities’ autonomy,

– predictability – certainty that the entity will act according to the prediction,
either due to its intents or its abilities to fulfil the orders,

– observability – the ability of the supervisor to observe the actions of an entity,
whether autonomous or performed to fulfil an order.

Therefore, even a set of non-conflicting plans computed for several entities
may not guarantee the required level of robustness in case any of the entities
fails in exact execution of its plan. Therefore, the plan needs to provide multiple
(suboptimal) means of achieving the goal for each entity.
This characteristic is fulfilled by the wavefront algorithm, also described in

Section 3. However, this algorithm, used to determine paths in amulti-dimensional
state space, has an overwhelmingly large complexity.
Therefore, a hybrid algorithm has been proposed: the paths for entities are

calculated using the A-star algorithm, but detected collision- or deviation-prone
spots are used to define deviation zones, where multi-variant plans using the
Wavefront algorithm are computed. This hybrid algorithm is presented in
Section 4.
Determination of the deviation zones is a difficult task, as it needs to balance

the performance of computations and robustness. Therefore, one has to define a
heuristic function, used to determine the scope of the Wavefront-based phase.
The main contribution of this paper is proposal of a new heuristic, which has

been described in detail in the further part of Section 4. The applicability and
characteristics of the proposed heuristic are discussed in Section 5.

3 A-star and Wavefront Algorithms for Multi-Entity
Planning

Planning actions for a single entity in a given search space can be solved using
general-purpose algorithms, such as the ones described in Section 2. If multiple
entities coexist in the same search space, simply performing the calculations for
each entity separately does not guarantee lack of collisions. Therefore, planning
should be performed in a multi-dimensional search space, which represents the
state of all individual entities at any given time.
Together with the number of considered entities, the number of state space

dimensions increases, while the number of acceptable state transitions slightly
decreases assuming that no two entities can occupy the same location.
Let us consider a simple example of a 2-dimensional 7 × 7 grid with a single

entity. There are 7 × 7 = 49 states, which are locations the entity occupies,
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being its coordinates (x, y). Let us assume that the entity can move in four
directions: north, south, east and west. Having two entities in the same grid
yields a 4-dimensional state space. A single state is expressed as a quadruple:
(x1, y1, x2, y2), where (x1, y1) and (x2, y2) are the locations of individual entities.
A state of that form will be called a collective state, whereas its components
are referred to as entity states. There is an occupation constraint introduced:
no two or more entities can occupy the same location in the grid. It reduces
the number of transitions in the state space by applying (x1, y1) �= (x2, y2).
Assuming that the plane is a 7×7 grid, there are (7×7)×(7×7) = 2, 401 states.
However, compensating for the occupation constraint it is actually reduced to:
(7×7)×(7×7−1) = 2, 352. There are some efforts carried out regarding further
state space reduction e.g. using preferences [6].
Regardless of the state space size, the algorithms remain basically unchanged.

The following two subsections present two algorithms and provide some estimates
with regard to their complexity in a multi-dimensional setting.

3.1 A-star

The A-star algorithm [7] is a heuristic search algorithm which finds the optimal
path from the start state to the goal state. The path should be understood as a
sequence of state transitions.
Let us assume a state space, containing a finite set of n states. As outlined in

Section 2, collective states will be used for planning purposes. Therefore, while
the basic concept of A-star remains unchanged, the number of states grows
significantly, as each consists of a much larger number of dimensions.
The state space can be viewed as a directed, weighted graph G. Put formally,

a graph G is a tuple G = (V,E, c) where V is a set of vertices, E is a set of
edges (ei = (vi, vj) indicates that there is an edge from vertex vi to vertex vj),
and c : E → R

+ ∪ {0} is the cost function.
Mapping this formalism to state spaces, vertices represent states and edges

represent actions.
The A-star algorithm begins from the start vertex and expands it, adding all

reachable vertices to the so-called fringe. At each subsequent step, a vertex to
be expanded is selected from the fringe. The basis for selection is the value of
the evaluation function f(v):

f(v) = g(v) + h(v)

where g(v) is the known cost of achieving vertex v from the start vertex, and
h(v) is the estimated cost of achieving the goal state. Function h(v), called the
heuristic, must give an optimistic estimate of the remaining cost, as outlined in
Section 2.
For the A-star algorithm to be complete and optimal, the heuristic function h

must be admissible and consistent [8], which means that it must not overestimate
the remaining cost of getting to the goal, and that for two subsequent vertices
v′ and v′′, h(v′) ≤ c(v′, v′′) + h(v′′).
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With a good heuristic, A-star search is significantly quicker than blind search
(which expands nodes without considering their relation to the goal node). How-
ever, if some of the characteristics outlined in Section 2 (e.g. controllability or
predictability) are not perfect, the initial plan would become useless, requiring
re-planning, which often cannot be performed in real time.
Therefore, in the ideal situation, it is desirable to have multi-variant plans,

which cover the situations of detours from the original plan during execution.
Such algorithm is presented in Section 3.2.

3.2 Wavefront

As mentioned in Section 3.1, the A-star algorithm lacks robustness: the plans
assume that the entities follow them exactly and in a timely manner. On the
other hand, the Wavefront algorithm, well known in the field of robotics, can
provide a multi-variant plan.
The Wavefront algorithm finds the shortest (cheapest) path in a graph from

any starting point to a given goal and consists of two phases:

1. vertex labeling,
2. selecting a path.

Let us assume a search space given by a graph, which is invariant to multi-
dimensional or collective issues mentioned earlier:

S = (V,E, c, g)

where the additional component, g, is a labeling function: g : V → N. The
initial labeling is ∀x ∈ V : g(x) = 0. The first step is to re-label the vertices,
starting with the goal vertex g which is relabeled g(g) = 1. A breadth-first search
algorithm is then used to find the vertices which have not been labeled with a
positive value yet. At the first step p = g, C becomes a set of subsequent vertices
to label:

C = {k : (k, p) ∈ E, g(k) = 0}
then the labeling is carried out:

g(k) = g(p) + c((k, p)) : ∀k ∈ C

where c((k, p)) is a transition cost assigned to the edge corresponding to an
activity. The process is repeated for each element in C.
The second step of the algorithm selects a path from any start vertex s to g

by descending values of function g.
As the Wavefront algorithm provides a gradient map from any vertex to g, the

shortest path from any state can be found by simply descending the gradient.
However, for multi-dimensional planning, the algorithm suffers from combinato-
rial explosion and cannot be applied to large spaces.
Therefore, Section 4 presents a hybrid approach, which combines the per-

formance of A-star with the robustness of Wavefront-generated gradients, and
proposes a new heuristic for determination of deviation zones.
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4 The Hybrid A-star/Wavefront Algorithm

Planning for multiple agents is not different than planning for a single agent,
except that the number of dimensions in the search space increases. Also, some
possible side effects need to be taken into consideration. The ones considered
here regard collisions between agents and deviations from the plan due to un-
certainty1.
The wavefront-based approach seems to be the most suitable for such multi-

agent planning with uncertainty, but its time complexity sometimes renders it
hardly applicable. On the other hand, the A-star algorithm, with better time
complexity, does not provide alternatives in case the aforementioned side effects
occur.
The proposed hybrid approach tries to combine better time complexity of

A-star with robustness of Wavefront. It assumes that:

– there is a global plan provided by the A-star algorithm,
– deviation-prone sub-spaces of the search space are identified; they are called

deviation sub-spaces,
– for deviation sub-spaces, the wavefront algorithm is used to compute the
optimal path to exit the sub-space, thus to return to the original A-star
based path.

Let us have a plan PV = (v1, . . . , vn), generated by the A-star algorithm over
a state space given as G = (E, V, c), where vi ∈ V . A single vertex represents
the locations of all agents for which the plan is being computed, while an edge
represents a possible transition to another state, thus an allowed move of an
agent.
There is a possibility-of-deviation detection function cd such that:

cd : N → S

where N is a neighbourhood of states such as N = (vi+1, . . . , vi+m) such that
N ⊂ PV and S = (VS , ES , cS , gS), being a deviation sub-space, is a state sub-
space for the wavefront algorithm subdivided from G in such a way that VS ⊂
V,ES ⊂ E, cS ⊂ c. In this case, the goal for Wavefront is vi+m, which is the
last state in the neighborhood of states. There can be a set of sub-spaces SS =
{S1, . . . , So} for a given PV identified.
As a result, if an agent deviates from the original plan and a deviation occurs

in any of the previously identified areas covered by any S, a wavefront-generated
path is used to return to the original plan as quickly as possible.
Therefore, the function cd is a heuristic, used to determine the scope of appli-

cation of Wavefront, thus balancing performance and robustness in the proposed
approach. It should consider domain-specific properties of the agents which re-
flects the likelihood of collision. Increasing the cardinality of S requires more
calculations but, at the same time, makes the plan more robust.
1 There might also be different reasons for deviations, such as limited controllability,
predictability and observability.
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The number of states, or transitions, if there are any unreachable states, is
the core factor of computational complexity, regardless of the planning algo-
rithm used. Two factors influence the computational complexity of the proposed
algorithm:

1. the number of neighbourhoods (N) which might result in deviations, either
due to collisions between agents or obstacles, or general deviations from the
plan: dc,

2. the size of the deviation sub-space (S): rc.

More neighbourhoods make the solution more robust and takes more uncertainty
into account. With larger deviation sub-spaces, more significant deviations can
be covered. However, increase of both the number of neighbourhoods and their
size makes it necessary to perform more computations to synthesise the plan.
A deviation neighbourhood can be heuristically defined as a sequence in the

plan, for which particular agents get close to each other at a distance smaller
than some given dc. A particular dc value should take the properties of the world
being modelled into consideration; these include the likelihood of slipping, the
uncertainty of agents’ behaviour, their controllability, observability, autonomy,
etc.
The deviation sub-space size rc should take physical aspects of the agents into

consideration. These include their maximum and minimum speed, acceleration,
mass, etc.

5 Experimental Results

Fig. 1. Initial state of the proposed world

Let us assume that the world being considered is a two-dimensional space,
based on a 7×7 grid. The agents, denoted as An, can move from one location to
another only orthogonally, in accordance with the von Neumann neighbourhood:
they can move north, south, east and west, which defines their activity functions.
A single location is allowed to be occupied by no more than one agent at a time.
There are four agents initially located in the corners (see Fig. 1). Each agent’s
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goal it to get to the diagonally opposite corner; A1 to (G, 7), A2 to (G, 1), A3

to (A, 1), A4 to (A, 7). The global goal is to guide all the agents to their goals
corners.
Assuming the above, a state consists of the information about agent locations,

thus it is a tuple: s = (x1, y1, x2, y2, x3, y3, x4, y4) where (x1, y1), (x2, y2), (x3, y3),
(x4, y4) correspond to locations of agents A1, A2, A3, A4 respectively.
A good indication of the complexity of A-star-based search is the number of

states that have to be considered before the goal is reached, i.e. the number
of heuristic function computations for candidate states. For the given example,
assuming a von Neumann neighbourhood and a straight-line distance heuristic,
the number of these operations is

OA = 5, 432.

The A-star approach does not provide robustness and cannot handle uncertainty.
Assuming that each agent can be at any location, having a 7 × 7 grid and

applying the Wavefront algorithm, the computational complexity is proportional
to the state space cardinality. It is given as: |ST | = (7∗7)4 = 5, 764, 801. Applying
the world constraints (no two agents sharing the same location) reduces number
of states slightly, having a product of arithmetic progression: |SW | = (7 ∗ 7) ∗
(7 ∗ 7− 1) ∗ (7 ∗ 7− 2) ∗ (7 ∗ 7− 3) = 5, 085, 024. It renders such fully robust plan
unfeasible to calculate.

Fig. 2. Possible deviation subspace, representing collisions among agents

Let us assume a single deviation neighbourhood with dc = 2. It indicates that
if an agent comes within a distance of 2 of any other agent, that is identified as
a possible collision. The path of the four agents calculated using the A-star al-
gorithm results in a possible collision of all agents at N = (4, C, 5, D, 4, E, 3, D).
Assuming the deviation sub-space size rc = 2, the actual sub-space S is given
as a gray area in Fig. 2. The number of operations OS is equal to the sub-space
cardinality and it is expressed as:

OS = |SS | = 13 ∗ (13− 1) ∗ (13− 2) ∗ (13− 3) = 17, 160

The total number of operations to establish a robust plan is proportional to:

OH = OA +OS = 22, 592.
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Comparing with SW , it makes the problem over 225 times smaller. As a result,
there is a plan in a multidimensional space providing optimal paths for multiple
agents. The plan is multi-variant to a certain degree. During execution, if there
is any deviation from the plan within a previously identified deviation sub-space,
there are means to return to the previously optimal path without any additional
computations. However, it does not imply that in such a case the plan is still
optimal.
If a deviation takes place outside the deviation sub-space there are no means

to compensate, thus proper identification of these sub-spaces and their sizes is
crucial. Some heuristics can be used in such a case. A simple one would direct an
agent back to the planned path using just a proper direction (assuming euclidean
distance). Another solution, presented below, is to provide a set of deviation sub-
spaces at each agents’ trajectories. It would allow the agent to return to the orig-
inal trajectory as fast as possible. Such a set of deviation sub-spaces for the agent
A1 is presented in Fig. 3. They are indicated as four hatched areas which are:
SA11 = (A, 1), (A, 2), (B, 1), (B, 2), SA12 = (B, 2), (B, 3), (C, 2), (C, 3), SA13 =
(E, 5), (E, 6), (F, 5), (F, 6), SA14 = (F, 6), (F, 7), (G, 6), (G, 7). It needs to be
pointed out that the above sub-spaces are just two-dimensional, while S is has
eight dimensions. Thus, Wavefront calculations performed in these sub-spaces
are far less intensive. The number of planning operations is equal to the sub-
space cardinality, which in each case is 4. |SA11| = |SA12| = |SA13| = |SA14|.
Similarly for A2, A3, A4.

Fig. 3. A set of deviation sub-spaces for A1

A complete deviation sub-space is given as 8-dimensional S and 2-dimensional
sub-spaces, for each of the agents: SA11, SA12, SA13, SA14, SA21, SA22, SA23,
SA24, SA31, SA32, SA33, SA34, SA41, SA42, SA43, SA44. The sum of cardinalities,
thus the number of operations to be performed is:

O′
S = 17, 160 + 43 = 17, 224

The total number of operations to establish a robust plan, taking into consider-
ations deviations of individual agents is given as:

O′
H = OA +O′

S = 22, 656
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The difference between O′
H and OH being 64 is almost insignificant, still allowing

to establish a plan 224 times faster than establishing a fully robust one using a
pure Wavefront algorithm. It leads to the conclusion that creating more devia-
tion sub-spaces to compensate for agent observability or predictability does not
significantly increase the number of operations needed to calculate such a robust
plan.

6 Conclusions and Future Work

Planning for multiple entities causes an explosion of the number of states in the
state space. Variations of agent controllability, observability and predictability
add to the problem by introducing belief states and states which would not
otherwise be considered by the supervisor.
The presented hybrid A-star/Wavefront planning algorithm maintains rea-

sonably good performance when searching multi-entity or multi-dimensional
state spaces, and provides the necessary robustness in the crucial (deviation- or
conflict-prone) areas, called deviation zones. This paper proposes a new heuristic
for determination of deviation zones an presents some performance estimations
based on a simple grid-world example.
Further work includes investigation of real-world multi-entity planning prob-

lems to tune the deviation zone determination heuristics, as well as large-scale
simulations to further assess the feasibility of the proposed hybrid approach.
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Abstract. People experience feelings of indebtedness when receiving
help from an agent. This feeling of indebtedness has a potentially nega-
tive impact on the human attitude. However, few experimental analyses
this evaluating effect of the help an agent are available. The aim of this
study is to design an agent that can assist people without making them
feel indebted to that agent. The present research proposed a help method
where the agent helps people to achieve their goal using a different ap-
proach from the recipient and verified its effectiveness by experiment.
It was established that an agent can assist recipients without adverse
effects if the help method is different.

Keywords: Media equation · Indebtedness · Help · Agent · Perception
of self and others · Social interaction

1 Introduction

The goal of an information system is to provide support to people. Some informa-
tion systems provide support flexibly through behavior activity and autonomy.
It was defined such an information system as an ‘agent’ in the present paper. In
general, people suppose that they are not indebted to such information systems
for any assistance they receive because they understand that systems do not
having conscious intentions. However, people have a cognitive tendency to treat
an artifact as a person, and attribute humanness unconsciously[1]. People have
potential to treat an agent as a helper when they are helped by an agent. There-
fore, it is theorized that people feel unconsciously indebted to the agent. Previous
studies reveal the recipient’s reaction when receiving help from an agent. It has
been suggested that people behave according to the social norms of reciprocity[2].
This reciprocity norm generates recipient’s feelings of indebtedness, such as,“I
have a duty to repay something,” from the concept of reciprocity[3]. People are
conditioned to feel indebted from positive motivation, such as gratitude toward
the helper and the joy of association. On the other hand, it appears that in-
debtedness, also develops from negative motivation, such as feeling repayment is
required to ‘prevent deteriorating relations with a helper,’ ‘eliminate feelings of
guilt,’ or to ‘recover self-esteem.’ People’s feelings of indebtedness have serious
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negative implications, such as increased stress and hindrance in achieving their
goal. For example, people with a negative impression to receive the help has ten-
dencies that reluctant to ask for help[4]. In addition, the negative experience of
help-seeking produces feelings of distrust towards the helper, further decreasing
their self-esteem[5][6]. This issue is a concern not only in Human-Human Inter-
action, but also in Human-Agent Interaction. The reason is that people have also
tended to respond politely unconsciously to computers[7]. It revealed that it is
possible for people to feel indebted when they are helped by an agent. However,
few experimental analyses evaluating effects of the help an agent is available to
date. Therefore, how to design of agent’s help methods in consideration of recip-
ient’s indebtedness feelings has become a problem to be solved. The purpose of
the present study is to design a method in which an agent can provide help with-
out giving rise to feeling of indebtedness on the part of recipients. Toward this
goal, we investigated design to decrease recipient indebtedness. The uniqueness
of this study is to try the decreasing indebtedness by design of agents’ behavior
without the change of a recipient’s behavior. Thus, this study is expected to
contribute to social life of human in Human-computer interaction.

2 Theoretical Background

2.1 The Media Equation

People are considered to feel indebted to an agent. In previous study, people
showed the tendency to regard information media as a communication with the
real world, and respond politely to the computer[8]. This theory was defined as
the ‘Media Equation.’ In addition, people showed the tendency to react kindly
to computers that help them[9]. Therefore, people have potential to recognize an
agent as a helper when they receive a benefit and thus sense indebtedness to their
helper. This reaction makes it likely that participants who are adversely affected
psychologically by such help will continue to feel indebted. Therefore, it was
explored that a method by which an agent can help people without generating
feelings of indebtedness.

2.2 Cognitive Factor Relating to Decreasing Indebtedness Feeling
of Recipients

It is expected that recipients are able to receive the help of an agent without
feeling indebtedness, when they do not recognize an agent’s intention to help.
Recipients want to give back in order to decrease their indebtedness. This is be-
cause that recipients who regard indebtedness as a burden believe indebtedness
will lead to deteriorating relations, a sense of guilt, feelings of shame, and low
self-esteem. For those reasons, the recipient’s sense of duty to give back is de-
pendent on the magnitude of indebtedness they feel(Fig. 1). It is considered that
recipients estimate the amount of their indebtedness to the helper by comparing
the benefit and the cost of the help action[8]. This cost includes non-material
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resources, such as time and effort. If the cost of the recipient and the benefit of
the helper is enough for small, the extent of indebtedness is represented by the
following formula:

Indebtednessofrecipient = Costtothehelper + Benefittotherecipient The
cost of the helper on above equation is able to resolve into components as next
formula:

Costtothehelper = Costtothehelper(orotherperson) + Costfortherecipient
These equations show that recipients will generate a less indebtedness feeling

when the helper’s behavior has no relationship with them. Therefore, It is ex-
pected that the indebtedness feeling of recipients becomes decrease if the helper’s
cost to help recipients is enough small from the recipient’s view. It was explored
that the design of help method which disguising the goal of an agent’s behavior,
in order to decrease the cost of an agent to help recipients on the recipient’s
view.
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Fig. 1. The amount that a recipient gives back to a helper is correlated with the amount
of indebtedness they feel

2.3 Help Method Model without Impression of the Agent’s
Intention to Help

It was speculated that recipients will decrease indebtedness feeling when they re-
ceive the agent’s help by different behavior from them. People attribute a purpose
to the others by imagining a situation from the others behavior[10]. Therefore, the
recipient is predicted to try to guess the agent’s intention by observing its behav-
ior when the purpose of an agent is unknown. In the present research, it was pro-
posed that the model which a recipient estimates the purpose of the agent who
helped based on the cognitive processing model of Norman[11]. It is supposed that
the people in this workspace will try to guess the agent’s intention by observing
its behavior. If the agent’s action matches an act the person’s planning, that per-
son can easily guess the relationship between the agent’s behavior and their goal.
Therefore, that person will estimate that the purpose of agent is help them and
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feel indebted. Conversely, If an agent helps a person by using the different behav-
ior from this person, they are estimated that cannot recognize the relationship be-
tween them and the agent’s behavior, and not feels indebted to the agent. There-
fore, the present research proposed the agent’s help method to use the different
behavior of the recipient’s, due to decrease indebtedness. It was conducted that
the following experiment to test the effectiveness of the proposed method.
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Fig. 2. Model of interpretation of an agent who has an unknown propose in extended
Norman cognitive processing models

3 Experiment

Purpose. The purpose of the present experiment was to investigate whether the
agent’s help method by using different behavior from the recipient can decrease
recipient’s indebtedness than the other method or not.

Hypotensis. Recipients are hard to feel an indebtedness when they don’t rec-
ognize the purpose of the agent as help them less than when they were helped
by using another method.

3.1 Experimental Design

This experiment consisted of two distinct tasks in order to measure the amount
of each participants’ feeling of indebtedness. The first task was the Object Erase
Task (OET), in which the participants experience help from an agent. The second
task was the Color Perception Task (CPT). The purpose of this task was to
investigate whether participants felt indebted to the agent by observing the
participant’s attitude when they attempted the task. It was observed how many
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times the participants tried the CPT and compared the perceived amount of
indebtedness between each condition. A flowchart of the entire task procedure
is shown in Fig. 3.

Fig. 3. Object Erase Task: Participants were tasked with erasing the black circle-
shaped objects with a mouse in each trial

30 students acted as participants. Each had been using a computer on a daily
basis and did not have any color vision defect.

3.2 Procedure

Object Erase Task (OET). The purpose of OET was to give participants
an impression that the help agent’s behavior give benefit for them. OET task
requires participants to erase objects on the display using the mouse(Fig. 4). The
goal of the participants was to erase the specied number of black circles-shaped
objects from the display as possible before the time ran out. These objects were
defined as ‘targets’ in this experiment. Participants were able to catch a target
by holding down the left key of the mouse. They then moved the targets in
order from the left upper side of the display, one by one, using drag and drop,
and erased them by releasing the left key over a box set in the center of the
display. The agent provided help to recipients by erasing the twenty-fifth target.
This agent was defined as the ‘help agent.’ The recipients’ mouse pointer was
displayed as a yellow stick man. The help agent was also displayed as a blue
stick man.

The aim of the OET was to make participants recognize that the action of the
help agent was to help them reach their goal. Therefore, this task was performed
twice.

In the first OET trial, the help agent did not appear and did not help the
participant. This trial finished automatically when the time was up. It was al-
most impossible for the participants reach their goal in the first trial of the OET.
Therefore, the participants recognized that it was difficult to succeed alone. In
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Fig. 4. Object Erase Task: Participants were tasked with erasing the black circle-
shaped objects with a mouse in each trial

the second OET trial, the help agent did not appeared on the display when par-
ticipants erased the third target. The help agent erased the twenty–fifth target
in order from the right. Therefore, the participants were able to successfully ac-
complish their goal on the second trial thanks to the help of the agent. In the
present experiment, the factor defined as the help method factor was expressed
via two different conditions as the between-participants factors. One procedure
was the procedure of the same method, in which participants received assistance
from a help agent using the same approach as the participants. The other proce-
dure was the procedure of the different method, in which the help agent helped
using a different approach from that of the participants.

Same Method Procedure(Fig. 5, Left Figure)
The help agent erased targets using the same approach as the participants.
They repeated carrying the targets to the box at the center of the display.

Different Method Procedure(Fig. 5, Right Figure)
The help agent erased targets using a different approach from that of the
participants. They repeated carrying targets to a disposal point outside of the
display according to the procedure described below. The distance between
each target and the disposal point was equal to that between each target
and the center box.

Color Perception Task (CPT). The purpose of CPT was to give recipients
a chance that they can return benefit for the help agent. The CPT required
participants to assign a number to each of three cards based on the brightness of
the color displayed on the card(Fig. 6). Participants compared the cards arrayed
on the display and ranked them according to which they thought brighter. After
the OET, the participants were asked to undertake the CPT via a message on
the display. The system then displayed a picture of the help agent with the
following message: “The aim of the CPT is to enhance the yellow stick person.”
Thus, the participants understood that the task was designed to benefit the
help agent. Each trial consisted of ranking a set of cards and pressing a decision
button. Three cards were set for each color randomly, but their level of brightness
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Fig. 5. The left figure represents the action of the help agent using the same method
procedure. The right figure represents the action of the help agent in the different
method procedure.

was equal. The participants undertook at least five trials. After the fifth trial,
the participants were given the choice of whether to continue the CPT or exit
the task. Therefore, it was regarded as return the help agent’s favors that the
recipient decides to continue the task of OPT.

Fig. 6. The working field of the CPT. Participants were asked to assign a number to
each card using radio buttons in order of brightness.

3.3 Measure

In the present research, the number of CPT trials was used as a measurement
of the degree of participant indebtedness toward the help agent. Through the
number of trials, it was observed how the participants positively tackled the task
to assist the help agent, which provided evidence of the participant’s desire to
reciprocate for the assistance the help agent provided in the OET task. After
each task, the participants completed a post test questionnaire concerning their
impressions of the agent and the task. Regarding the OET, the participants were
asked whether they thought that the help agent benefited them and whether they
thought that the help agent wanted to help them. For the CPT, the participants
were asked whether they were aware of any benefit they received from the help
agent while tackling the CPT and whether they successfully performed the CPT
or not.
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It was predicted that the number of attempts at the CPT with the same
method procedure would be less than with the different method procedure. The
amount of benefit provided by the agent between each condition was equal be-
cause the help agent erased the same number of targets. Therefore, the partic-
ipants decide whether to reciprocate based on the action of the help agent. It
was predicted that the participants would undertake the CPT more seriously
in proportion to their feeling that the agent was trying to help them. With the
procedure of the same method, the help agent erased targets using the same
approach as the participants. Thus, it would be apparent to the participants
that the help agent was working toward the same goal in the OET. Participants
could, therefore, be expected to recognize the help agent as a helper. With the
procedure of the different method, the help agent erased targets using a different
approach from that of the participants. Thus, the relationship between the par-
ticipants’ goal and the help agent’s action would not be readily apparent to the
participants. Therefore, it was predicted that participants would not recognize
the help agent as their helper with this procedure. Based on this reasoning, the
relationship between the number of trials could be expected to be as follows:

SameMethodProcedure > DifferentMethodProcedure

4 Results

Support was found the hypothesis that recipients a few feel an indebtedness
when helped by an agent using a help method where as does not appear that
the agent’s intention as compared when an agent using another method. Of the
30 participants, 16 were in the different method procedure group, while 14 were
in the same method procedure group.

Behavior Observation in CPT. The results of CPT provide evidence con-
sistent with the number of trials predictions(Fig. 7). Comparison of the mean
number of CPT trials by analysis of variance (ANOVA) yielded significant dif-
ferences for the help method factor manipulation: F (1, 29) = 4.26, p < .05.
According to this data, the same method procedure participants reported signif-
icantly lower CPT trials per person. This result concurs with our predictions. In
addition, it was compared that the average time (seconds) for each trial for each
participant between the two groups in order to evaluate politeness during the
CPT trial par once (Fig. 8). This comparison found no significant differences in
the mean levels of the time per trial between the same method procedure group
and the different method procedure group(F (1, 29) = 0.47, n.s.)

Post Test Questionnaire. Participants were asked their estimate what the
purpose of the yellow stick man (the help agent) in the OET. This result indicates
that the same method participants were more aware of the benefits of the agent
than the different method participants. For the procedure of the same method,
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Fig. 7. The mean number of CPT tri-
als per person. Abscissae(See the fig-
ure on the left): Experimental condi-
tion. Ordinate: The average number of
trials per person. ∗p < .05.
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Fig. 8. The mean number of CPT
trials per person. Abscissae(See the
figure on the right): experimental
condition. Ordinate: The average
time of trials per person (seconds).
Bars = astandarderror.n.s. =
nonsignificant.

the participants answer what they thought were the intentions of the help agent,
in particular whether the agent was trying to help or trying to sabotage them. In
contrast, the participants in the different method procedure were seemed that the
answer were not related to their task. Participants was asked a further question
what the meaning that they tries many trial of CPT. The most common answer
for the same method participants indicated that they were conscious that their
behavior would contribute a benefit to the help agent. In contrast, the answers
of the different method participants were more varied. Participants were asked
a further question what the meaning that they try many trials of CPT. The
most common answer for the same method participants indicated that they
were conscious that their behavior would contribute a benefit to the help agent.
In contrast, the answers of the different method participants were more varied.

Additionally, participants evaluated the behavior of the help agent on a scale
of 0 to 6. Participants answered the question whether the yellow stick man helped
them to achieve their goal in the second OET trial. It was conducted that an
ANOVA of scores between each condition, but there were no significant differ-
ences between the two groups (F (1, 29) = 0.14, n.s.). Participants also answered
the question whether the existence of the yellow stick man was necessary to
achieve their goal in the second OET trial. There was no significant difference
between the results of the scores of the two groups (F (1, 29) = 0.40, n.s.).
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5 Discussion

Taking these results into consideration, it appears that, if an agent uses a differ-
ent approach than the participants, the participants are able to benefit without
feeling the mental burden of indebtedness. According to the questionnaire, there
were no significant differences in the degree of impression of benefit based on
the behavior of the help agent between the same method group and the dif-
ferent method group. However, the results for the CPT show that participants
assigned to the different method procedure were less motivated to reciprocate
for the agent the benefit than the other group. In addition, participants assigned
to the different method procedure were indifferent to the motives of the agent
as compared to the other participants.

6 Conclusion

The purpose of the present study is to design a method in which an agent
can provide help without giving rise to feelings of indebtedness on the part of
recipients. The present research proposed a help method where the agent helps
the user to achieve their goal using a different approach from the recipient and
verified its effectiveness by experiment. It was established that an agent can
assist recipients without adverse effects if the help method is different.

In future, it is believed that agents will provide more and more assistance
in our society. This will enhance the opportunities for people to feel indebted
to an agent. However, few experimental analyses have evaluated the negative
effect of help. The present research focused on the need to reciprocate for the
help provided by an agent and explored how to decrease that debt. The present
study will assist in advancing the design behavior of a useful agent for Human-
Agent Interaction. Potential applications include making a nursing care agent
look more businesslike and less intimate. In addition, to further decrease the
impression of intimacy between the nursing care agent and the recipient, the
agent can be designed to behave as though it serves an unspecified, large number
of people, rather than the one recipient. These designs should allow an agent to
help the user achieve their goal without causing stress. One question worthy of
future research is how to improve the help agent’s performance.
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Abstract. By making use of quantum parallelism, quantum processes
provide parallel modelling for fuzzy connectives and the corresponding
computations of quantum states can be simultaneously performed, based
on the superposition of membership degrees of an element with respect to
the different fuzzy sets. Such description and modelling is mainly focussed
on representable fuzzy Xor connectives and their dual constructions. So,
via quantum computing not only the interpretation based on traditional
quantum circuit is considered, but also the notion of quantum process in
the qGMmodel is applied, proving an evaluation of a corresponding simu-
lation by considering graphical interfaces of the VPE-qGM programming
environment. The quantum interpretations come from measurement op-
erations performed on the corresponding quantum states.

1 Introduction

Fuzzy logic (FL) and quantum computing (CQ) are relevant research areas con-
solidating the analysis and the search for new solutions for difficult problems
faster than the classical logical approach or conventional computing. Similari-
ties between these areas in the representation and modelling of uncertainty have
been explored in [1],[2], [3], [4] and [5].

The former expresses the uncertainty of human being’s reasoning by making
use of the Fuzzy Sets Theory (FST), as a mathematical model inheriting the
imprecision of natural language and determining the membership degree of an
element in a fuzzy set. Based on such theory, fuzzy techniques will help physicists
and mathematicians to transform their imprecise ideas into new computational
programs [6]. The latter approach models the uncertainty of the real world by
making use of properties (superposition and entanglement) of quantum mechan-
ics, suggesting an improvement in the efficiency regarding complex tasks. Thus,
simulations using classical computers allow the development and validation of
basic quantum algorithms (QAs), anticipating the knowledge related to their

This work is supported by the Brazilian funding agencies CNPq (Ed. Universal and
PQ, under the process numbers 448766/2014-0 and 309533/2013-9) and FAPERGS
(Ed. 02/2014 - PqG, under the process number 11/1520-1).
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behaviors when executed in a quantum hardware. In this scenario, the VPE-
qGM (Visual Programming Environment for the Quantum Geometric Machine
Model), previously described in [7] and [8], is a quantum simulator that adds the
following advantages: the visual modelling and the parallel or distributed simu-
lation of QAs. Additionally, it is possible to show the application and evolution
of quantum states through integrated graphical interfaces [9].

So, it would be interesting to investigate new methods dealing with quantum
fuzzy applications. Extending previous works in [10] and [11], the aim of this
work is mainly related to: (i) the description via QC of representable fuzzy Xor
connectives and dual constructions, by using the traditional quantum circuits
(qCs); (ii) the modelling of fuzzy X(N)or connectives based on quantum pro-
cesses in the qGM model and corresponding simulation, by considering graphical
interfaces of the VPE-qGM.

The class of exclusive or is actively used in commonsense and expert reasoning,
justifying a practical need for a fuzzy version. Additionally, the novelty and
interest of the discussion and new results about the fuzzy Xor can also be applied
in computer design and in quantum computing algorithms.

In this context, this paper considers the uncertainty described by such con-
nectives which can be modelled by quantum transformations and related compu-
tations, by quantum states. Thus, it contributes to develop quantum algorithms
representing fuzzy X(N)or operations.

This paper is organized as follows: Sect. 2 presents the fundamental concepts
of fuzzy logic. FSs can be obtained by fuzzy X(N)or operators as presented in
Section 2. Moreover, Section 3 brings the main concepts of QC connected with
FSs resulting from X(N)or-connectives. In Section 4, the approach for describing
FSs using the QC is depicted. Sect. 5 presents the operations on FSs modelled
from quantum transformations, considering the fuzzy X(N)operations. Finally,
conclusions and further studies are discussed in Section 7.

2 Preliminary on Fuzzy Logic

Fuzzy sets (FSs) aim to overcome the limitations when the transitions from
one class to another are carried out smoothly. Properties and operations of FSs
are obtained from the generalization of the classical approach.. A membership
function fA(x) : X → [0, 1] determines the membership degree (MD) of the
element x∈X to the set A, such that 0≤fA(x)≤ 1. Thus, a fuzzy set A related
to a set X �= ∅ is given by the expression: A = {(x, fA(x)) : x ∈ X}.

A function N : [0, 1] → [0, 1] is a fuzzy negation (FN) when the following
conditions hold:

N1 N(0) = 1 and N(1) = 0;
N2 If x ≤ y then N(x) ≥ N(y), for all x, y ∈ [0, 1];
N3 N(N(x)) = x, for all x ∈ [0, 1].

Fuzzy negations verifying the involutive property in N3 are called strong fuzzy
negations. See the standard negation: NS(x) = 1− x.
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When N is a FN, the N -dual function of f : [0, 1]n → [0, 1] is given by

fN (x1, . . . , xn) = N(f(N(x1), . . . , N(xn))). (1)

If N is involutive, (fN )N = f , that is the N -dual function of fN coincides with
f . In addition, if f = fN then it is clear that f is a self-dual function.

Fuzzy connectives can be represented by aggregation functions. Herein, we
consider triangular norms (t-norms) and triangular conorms (t-conorms).

Definition 1. A triangular (co)norm is an operation (S)T : [0, 1]2 → [0, 1]
such that, for all x, y, z ∈ [0, 1], the following properties hold:

T1: T (x, y) = T (y, x); S1: S(x, y) = S(y, x);
T2: T (T (x, y), z) = T (x, T (y, z)); S2: S(S(x, y), z) = S(x, S(y, z));
T3: if x ≤ z then T (x, y) ≤ T (z, y); S3: if x ≤ z then S(x, y) ≤ S(z, y)
T4: T (x, 0) = 0 and T (x, 1) = x; S4: S(x, 1) = 1 and S(x, 0) = x

Among different definitions of t-norms and t-conorms [12], in this work we
consider the Algebraic Product and Algebraic Sum, respectively given as:

TP (x, y) = x · y; and SP (x, y) = x+ y − x · y, ∀x, y ∈ [0, 1]. (2)

In the following, a fuzzy eXclusive or (Xor) operator E : [0, 1]2 → [0, 1] and its
dual construction, a fuzzy eXclusive Not or (XNor) connective E : [0, 1]2 → [0, 1]
are both defined via axiomatization:

A function E(D) : [0, 1]2 → [0, 1] is a fuzzy exclusive (not) or, called
X(N)or, if it satisfies the following properties, for all x, y ∈ [0, 1]:

E0: E(1, 1) = E(0, 0) = 0 and E(1, 0) = 1; D0: D(1, 1) = D(0, 0)=1 and D(0, 1)=0;
E1: E(x, y) = E(y, x); D1: D(x, y) = D(y, x);
E2: If x ≤ y then E(0, x) ≤ E(0, y); D2: If x ≤ y then D(0, x) ≥ D(0, y);

If x ≤ y then E(1, x) ≥ E(1, y). If x ≤ y then D(1, x) ≤ D(y, 1).

This paper considers the class of representable fuzzy X(N)or connectives
meaning that they can be obtained by compositions performed over aggregation
functions (t-norms and t-conorms) and fuzzy negations. In particular, a fuzzy
X(N)or operator obtained via a defining standard over the Algebraic Product
and Algebraic Sum, respectively given by Eq.(2)a and Eq.(2)b, together with
standard fuzzy negation is defined in the following.

2.1 Operations over Fuzzy Sets

Let A,B be FSs based on the complement, intersection and union operations.

Definition 2. Let N be a fuzzy negation. The complement of A with respect
to X , is a FS A′ = {(x, fA′) : x ∈ X}, whose MF fA′ : X → [0, 1] is given by
fA′(x) = N(fA(x)), for all x ∈ X .

So, a membership degree related to A′ is given by the following expression
fA′(x) = NS(fA(x)) = 1− fA(x), for all x ∈ X .
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Definition 3. Let T, S : [0, 1]2 → [0, 1] be a t-norm and a t-conorm. The in-
tersection and union between the FSs A and B, both defined with respect to
X, results in the corresponding fuzzy sets

A ∩B = {(x, fA∩B(x)) : x ∈ X and fA∩B(x) = T (fA(x), fB(x))}; (3)

A ∪B = {(x, fA∪B(x)) : x ∈ X and fA∪B(x) = S(fA(x), fB(x))}. (4)

In this paper, the MFs related to an intersection A ∩ B and an union A ∪ B
are obtained by applying the product t-norm, the algebraic sum and standard
negation to the MDs fA(x) and fB(x) respectively given as:

fA∩B(x) = fA(x) · fB(x), ∀x ∈ X ; (5)

fA∪B(x) = fA(x) + fB(x)− fA(x) · fB(x), ∀x ∈ X . (6)

3 FSs Resulting from X(N)or-connectives

The representable class of fuzzy Xor connective obtained by aggregation func-
tions T, S and a FN N , denoted as ES,T,N : [0, 1]2 → [0, 1], is based on the
classical logical equivalence α© β ≡ (¬α ∧ β) ∨ ¬(α ∧ ¬β).

Definition 4. Let S be a t-conorm, T be a t-norm and N be a strong FN,
A and B be FS related to X , a non- empty set. The fuzzy X(N)or operator
ES,T,N(DT,S,N) : [0, 1]2 → [0, 1] results in a FS

A©B = {(x, fA©B(x)) : x ∈ X} and A�B = {(x, fA�B(x)) : x ∈ X}

whose corresponding membership function fA©B, (fA�B) : χ → [0, 1] is given as

fA©B(x) = E(fA(x), fB(x)) and fA�B(x) = D(fA(x), fB(x)). (7)

Representable fuzzy X(N)ors obtained by compositions performed on the
product t-norm TP , the probabilistic sum SP and the standard negation NS

are expressed as:

E⊕ ≡ ESP ,TP ,NS D� ≡ DTP ,SP ,NS

Proposition 1. Let SP be the probabilistic sum t-conorm, TP be the produc t-
norm, NS be the standard fuzzy negation and the related E⊕ (D�) fuzzy X(N)or.
Consider A and B as FS related to X �= ∅.

(i) The FS obtained by the fuzzy Xor operator E⊕, denoted by A⊕B and
whose MF fA⊕B : χ → [0, 1] provides, for all x ∈ χ, a MD given as

fA⊕B(x)=(fB(x) + fA(x)− fA(x)fB(x))(1 − fA(x)fB(x)) − 2fA(x)fB(x). (8)

(ii) The FS obtained by the fuzzy XNor operator E�, denoted by A � B
and whose MF fA�B : χ → [0, 1] provides, for all x ∈ χ, a MD given as

fA�B(x) = 1− (1− fA(x)fB(x))(fA(x) + fB(x)− fA(x)fB(x)). (9)
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In a dual construction, we have the following:

Definition 5. Let S be a t-conorm, T be a t-norm and N be a strong fuzzy
negation, A and B be FS related to X . The dual construction of a fuzzy X(N)or
operator E(D) : [0, 1]2 → [0, 1] results in a FS

(A©B)N ={(x, f(A©B)N
(x)) : x ∈ X} and (A�B)N ={(x, f(A�B)N

(x)) : x ∈ X}.

Proposition 2. The MFs (fA©B)N , (fA�B)N :χ → [0, 1] in Def. 5 are given as

(fA©B)N(x)=(fA©NB)(x)=fA�B(x); (fA�B)N(x)=(fA�NB)(x)=fA©B(x).(10)

Proof. Based on Eq. (7) in Definition 4, for all x ∈ χ, it holds that:

(fA©B)N (x) = N (E(N(fA(x)), N(fB(x)))) = D(fA(x), fB(x)) = fA�B(x);

(fA�B)N (x) = N (D(N(fA(x)), N(fB(x)))) = E(fA(x), fB(x)) = fA©B(x).

Theorem 1. Let (E⊕,D�) be a pair of mutual NS-dual fuzzy Xor-connectives.
Then (fA⊕B, fA�B) is also a pair of mutual NS-dual MFs.

Proof. It follows from Eq. (10) and the expressions below:

(fA⊕B)NS
(x)

= E⊕NS
(fA(x), fB(x)) by Eq. (7)

= NS (E⊕(NS(fA(x)), NS(fB(x))) by Eq. (1)

= 1− ((1 − fB(x) + 1− fA(x)− (1− fA(x))(1 − fB(x)))

(1− (1− fA(x))(1 − fB(x))) − 2(1− fA(x))(1 − fB(x))by Eq.(8)

= 1−(1−fA(x)fB(x))(fA(x)+fB(x)−fA(x)fB(x))=fA�B(x)by Eq. (9).

4 Modelling Fuzzy Sets through Quantum Computing

In QC, the qubit is the basic information unit, being the simplest quantum sys-
tem, defined by a unitary and bi-dimensional state vector. Qubits are generally
described, in Dirac’s notation [13], by |ψ〉 = α|0〉+ β|1〉.

The coefficients α and β are complex numbers for the amplitudes of the corre-
sponding states in the computational basis (state space), respecting the condition
|α|2+|β|2 = 1, which guarantees the unitarity of the state vectors of the quantum
system, represented by (α, β)t.

The state space of a quantum system with multiple qubits is obtained by the
tensor product of the space states of its subsystems. Considering a quantum
system with two qubits, |ψ〉 = α|0〉+ β|1〉 and |ϕ〉 = γ|0〉+ δ|1〉, the state space
comprehends the tensor product |ψ〉⊗|ϕ〉 = α·γ|00〉+α·δ|01〉+β ·γ|10〉+β ·δ|11〉.

The state transition of a quantum system is performed by controlled and
unitary transformations associated with orthogonal matrices of order 2N , with
N being the number of qubits within the system, preserving norms, and thus,
probability amplitudes.
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For instance, the definition of the Pauly X transformation and its application
over a one-dimensional and two-dimensional quantum systems are presented in
the Fig. 1. Furthermore, a Toffoli transformation is also shown in order to de-
scribe a controlled operation for a 3 qubits system. In this case, the NOT op-
erator (Pauly X ) is applied to the qubit |σ〉 when the current states of the first
two qubits |ψ〉 and |ϕ〉 are both |1〉.

Fig. 1. Examples of quantum transformations

In order to obtain information from a quantum system, it is necessary to
apply measurement operators, defined by a set of linear operators Mm, called
projections. The index M refers to the possible measurement results. If the state
of a quantum system is |ψ〉 immediately before the measurement, the probability

of an outcome occurrence is given by p(|ψ〉) = Mm|ψ〉√
〈ψ|M†

mMm|ψ〉
.

When measuring a qubit |ψ〉 with α, β �= 0, the probability of observing |0〉
and |1〉 are, respectively, given by the following expressions:

p(0)=〈φ|M †
0M0|φ〉=〈φ|M0|φ〉=|α|2 and p(1)=〈φ|M †

1M1|φ〉=〈φ|M1|φ〉=|β|2.
After the measuring process, the quantum state |ψ〉 has |α|2 as the probability
to be in the state |0〉 and |β|2 as the probability to be in the state |1〉.

4.1 Describing Fuzzy Sets through Quantum States

The description of FSs from the QC viewpoint considers a FS A, which is given
by the membership function fA(x). Without losing generality, let X be a finite
subset with cardinality N (|X | = N). Thus, the definitions can be extended
to infinite sets, by considering a quantum computer with an infinite quantum
register [13].

As stated in [14], consider X �= ∅, |X | = N , i ∈ NN = {1, 2, ..., N} and a
membership function, fA : X → [0, 1]. A classical fuzzy state(CFS) of N-
qubits is an N -dimensional quantum state, given by

|sf 〉 =
⊗

1≤i≤N

[
√

1− fA(xi)|0〉+
√

fA(xi)|1〉]. (11)

When f(1) = a, f(2) = b and a, b ∈]0, 1[, superpositions of quantum states
corresponding to FSs are obtained and expressed as

|sf 〉=(
√
a|1〉 +√

1− a|0〉)⊗ (
√
b|1〉+√

1− b|0〉)
=
√

(1− a)(1− b)|00〉 +
√

b(1− a)|01〉 +
√

a(1− b)|10〉 +
√
ab|11〉. (12)
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As it can be seen, the application of a membership function f to each element
in the image-set f [X ] defines a quantum state. In other words, a canonical or-
thonormal basis in ⊗NC denotes a classical quantum register of N -qubits. Thus,
one can describe the classical state of the register |1100 . . .0〉 of N qubits when
f(1) = f(2) = 1 and f(i) = 0 when i ∈ {NN − {1, 2}}.

The generalized expression, described in [14], states a CFS of N−qubits as:

|sf 〉=(1− f(1))
1
2 (1− f(2))

1
2 . . . (1− f(n))

1
2 |00 . . . 00〉+ f(1)

1
2 (1− f(2))

1
2 . . .

(1− f(n))
1
2 |10 . . . 00〉+ f(1)

1
2 f(2)

1
2 . . . f(n)

1
2 |11 . . . 11〉. (13)

From the perspective of QC, a FS is a superposition of crisp sets. Each |sf 〉 is
a quantum state described as a superposition of crisp sets and generated by the
tensor product of non-entangled quantum registers [13].

A linear combination of membership functions representing the fuzzy classical
states formalizes the notion of a fuzzy quantum state [14]. So, a quantum fuzzy
set (QFS) is conceived as quantum superposition of FSs, simultaneously.

In Eq (13), a quantum state |sf 〉 in C2N is characterized as a N-dimensional

orthonormal set in C2N , see more details in [13] and [15].

Definition 6. Consider fi : X → [0, 1], i ∈ {1, ..., k}, as a collection of MFs
generating fuzzy subsets Ai and {|sf1〉, . . . , |sfk〉} ⊆ [CFS], such that their com-
ponents are two by two orthonormal vectors.When {c1, . . . , ck} ⊆ C, the linear
combination |s〉 = c1|sf1〉+ . . .+ ck|sfk〉 defines a quantum FS (QFS).

By Def. 6, an N -dimensional quantum fuzzy state can be entangled or not,
depending on the family of classical fuzzy states.

5 FS Operations from Quantum Transformations

According to [14], FSs can be obtained by quantum superposition of CFSs asso-
ciated with a quantum state. Additionally, interpretations for fuzzy operations
such as complement, intersection and union are obtained from the NOT , AND
and OR quantum transformations.

Let f, g : X → [0, 1] be MFs related to FSs A and B. For x ∈ X , the
corresponding pair (|sf(x)〉, |sg(x)〉) of CFSs is given as:

|Sf (x)〉=
√

f(x)|1〉+
√
1− f(x)|0〉 and |Sg(x)〉=

√
g(x)|1〉+

√
1− g(x)|0〉.(14)

In order to simplify the paper notation, the MD defined by fA(x), which is
related to an element x ∈ X in the FS A, will be denoted by fA.

5.1 Fuzzy Complement Operator

The complement of a FS is performed by the standard negation, which is
obtained by the NOT operator, defined as

NOT (|SfA 〉)=
√

1− fA|1〉 +
√

fA|0〉 (15)
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The complement operatorNOTN can be applied to the state |sf 〉 = ⊗1≤i≤N |sfi〉,
resulting in anN -dimensional quantum superposition of 1-qubit states, described

as C2N in the computational basis, represented by NOTN |sf 〉 and expressed as

NOTN (|SfA 〉) = NOT (⊗1≤i≤N (fA(i)
1
2 |1〉(1− fA(i))

1
2 |0〉)) (16)

Now, Eqs. (17) and (18) describe other applications related to the NOT trans-
formation used to describe other fuzzy Xor operators, which act on the 2nd e
3rd-qubits of a quantum system, respectively:

NOT2(|Sf1〉|sf2〉) = |Sf1〉 ⊗NOT |sf2〉 (17)

NOT2,3(|Sf1〉|Sf2〉|sf3〉) = |sf1〉⊗NOT |sf2〉⊗NOT |sf3〉. (18)

5.2 Modelling of Fuzzy Intersection and Union Operators

The fuzzy intersection operator is modelled by the AND operator expressed
through the Toffoli quantum transformation as

AND(|sfi〉, |sgi〉) = T (|sfi〉, |sgi〉, |0〉). (19)

So, we obtain the quantum state |S2〉 given by the following expression:

|S2〉 =
√

fAfB |111〉+
√

fA(1−fB)|100〉+
√

(1−fA)fB |010〉+
√

(1−fA)(1−fB)|000〉.(20)
Thus, a measurement performed over the third qubit (|1〉) in the quantum state
expressed by Eq. (20), provides the following output:

•|Sf0〉 = |111〉, with probability p(1) = fA · fB .

Then, for all x ∈ X ,let fA(x) and fB(x) be the MD of x ∈ X in the FS defined
by MF fA(x) : X → U and gA(x) : X → U , respectively. Then, fA(x) · fB(x)
indicates the MD of x in the intersection of such FSs A,B. Analogously, a
measurement of third qubit (|0〉) in Eq. (20), returns an output state given as:

•|Sf1〉=
1

√
(1−fA)fB

(
√

fA(1−fB)|100〉+
√

(1−fA)fB |010〉+
√

(1−fA)(1−fB)|000〉),

with probability p(0) = 1 − fA(x) · fB(x). In this case, an expression of the
complement of the intersection between FSs A and B is given by 1 − p(0) =
fA(x) · fB(x). This probability indicates the non-MD of x is in the FS A ∩ B.
We also conclude that, by Eq. (20), it corresponds to the standard negation of
product t-norm [12].

Let |sfi〉 and |sgi〉 be quantum states given by Eqs. (14)a and (14)b, respec-
tively. The union of FSs is modelled by the OR operator as the complement
of AND operator, and therefore it is given as:

OR(|Sf 〉, |Sg〉)=NOT 3(T (NOT |Sf 〉,NOT |Sg〉, |0〉)). (21)

In the following, by applying the NOT 3 and Toffoli operators we have that:

|S4〉 =
√

(1−fA)(1−fB)|000〉+
√

(1−fA)fB |011〉+
√

fA(1−fB)|101〉+
√

fAfB |111〉. (22)
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Observe that, a measure performed on third qubit (|1〉) of quantum state in
Eq. (22) results in the final state:

•|Sf1〉 =
1

√
fB(1− fA) + fA)

(
√

(1−fA)fB |011〉+
√

fA(1−fB)|101〉+
√

fAfB |111〉),
with corresponding probability p = fA + fB − fA · fB of xi ∈ X is in both FSs
A e B. The OR operator, expressed by Eq. (22), is therefore defined by the
t-conorm product [12]. Additionally, a measure also performed in the third qubit
(but related to state |0〉) returns

•|Sf0〉 = |000〉, with probability p(0) = (1− fA) · (1− fB),

indicating that x ∈ X does not belong to A ∪B (neither A nor B).

6 Modelling and Simulation of a Fuzzy Xor ConnectiveE⊕

A representable fuzzy X(N)or can be obtained by a composition of quantum
operations (NOT, T, CNOT, . . .) and other controlled ones (AND, OR, NOTN )
previously discussed in Sections 5.1 and 5.2. Extending this approach, this section
introduces the expressions modelling the quantum operators of fuzzy X(N)or and
simulating them in the VPE-qGM based on Eqs. (23)a and (23)b, respectively
given as

|Sf 〉 =
√
2

2
|1〉+

√
2

2
|0〉 and |Sg〉 =

√
3

3
|1〉+

√
6

3
|0〉. (23)

Let |sfi〉 and |sgi〉 be quantum states in Eqs. (14)a and (14)b, respectively.
The fuzzy Xor E⊕ is modelled by the quantum operator XOR⊕ given by:

XOR⊕(|Sf 〉, |Sg〉) = OR(AND(NOT |Sf 〉, |Sg〉), AND(|Sf 〉, NOT |Sg〉)) (24)

By applying the NOT6 and AND operators, we obtain the quantum state

|S5〉 = NOT7(T3,6,7(NOT3(T1,2,3(|Sf 〉, |Sg〉, |0〉), NOT6(T4,5,6(NOT |Sf 〉, NOT |Sg〉, |0〉), |0〉))

The initial state |s0〉 = (|fA〉 ⊗ |fB〉 ⊗ |0〉)2 ⊗ |0〉 graphically presented in the
quantum circuit of Figure 2(a) is extended in Eq. (25) below,

|s0〉 = (((
√

1− fA|0〉 +
√

fA|1〉)⊗ (
√

1− fB |0〉+
√

fB |1〉) ⊗ |0〉)) ⊗
((
√

1− fA|0〉 +
√

fA|1〉)⊗ (
√

1− fB |0〉 +
√

fB |1〉) ⊗ |0〉))) ⊗ |0〉. (25)

Thus, according with column 5 related to Table 1, presenting the non zero
coefficients of quantum states in a temporal evolution of computations related
to the fuzzy Xor E⊕, we obtain the quantum state in the following Eq.(26):

|S5〉E⊕ =
√

fAfB(1− fA)(1− fB)|0010010〉 + (1− fB)
√

fA(1− fA)|0010110〉 +
fA

√
fB(1− fB)|0011010〉 + fB

√
fA(1− fA)|0110010〉 +

√
fAfB(1− fA)(1− fB)|0110110〉 + fAfB |0111010〉 +

(1− fA)
√

fB(1− fB)|1010010〉 + (1− fA)(1− fB)|1010110〉+
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Table 1. Temporal evolution related to computation of the fuzzy Xor E⊕

T0 T1 T2 T3 T4 T5

(1− fA)(1− fB) 0000000 1000100 1000100 1010110 1010111 1010110

(1− fA)
√

fB(1− fB) 0000100 1000000 1000000 1010010 1010011 1010010

(1− fB)
√

fA(1− fA) 0001000 1001100 1001110 1011100 1011100 1011101√
fAfB(1− fA)(1− fB) 0001100 1001000 1001000 1011010 1011011 1011010

(1− fA)
√

fB(1− fB) 0100000 1100100 1110100 1100110 1100110 1100111
fB(1− fA) 0100100 1100000 1110000 1100010 1100010 1100011√

fAfB(1− fA)(1− fB) 0101000 1101100 1111110 1101100 1101100 1101101

fB
√

fA(1− fA) 0101100 1101000 1111000 1101010 1101010 1101011

(1− fB)
√

fA(1− fA) 1000000 0000100 0000100 0010110 0010111 0010110√
fAfB(1− fA)(1− fB) 1000100 0000000 0000000 0010010 0010011 0010010

fA(1− fB) 1001000 0001100 0001110 0011100 0011100 0011101

fA
√

fB(1− fB) 1001100 0001000 0001000 0011010 0011011 0011010√
fAfB(1− fA)(1− fB) 1100000 0100100 0100100 0110110 0110111 0110110

fB
√

fA(1− fA) 1100100 0100000 0100000 0110010 0110011 0110010

fA
√

fB(1− fB) 1101000 0101100 0101110 0110000 0110000 0110001
fAfB 1101100 0101000 0101000 0111010 0111011 0111010

√
fAfB(1− fA)(1− fB)|1011010〉 + fA(1− fB)|0011101〉 +

fA
√

fB(1− fB)|0110001〉 + (1− fB)
√

fA(1− fA)|1011101〉 +
fB(1− fA)|1100011〉 + (1− fA)

√
fB(1− fB)|1100111〉 +

fB
√

fA(1− fA)|1101011〉 +
√

fAfB(1− fA)(1− fB)|1101101〉 (26)

Additionally, a measure performed on the 7th qubit of quantum state described
by Eq. (26) results in the final state:

•|S′
f0〉 =

1
√

fA + fB − 3fAfB + fAf2
B + f2

AfB − f2
Af

2
B

(fA(1− fB)|0011101〉 +

fA
√

fB(1− fB)|0110001〉 + (1− fB)
√

fA(1− fA)|1011101〉 +
fB(1− fA)|1100011〉 + (1− fA)

√
fB(1− fB)|1100111〉

+fB
√

fA(1− fA)|1101011〉 +
√

fA(1− fA)(1− fB)|1101101〉).

with corresponding probability p(1) = fA + fB − 3fAfB + fAf
2
B + f2

AfB − f2
Af

2
B

indicating the MD of an element x ∈ X in the FS A⊕B obtained by applying
the fuzzy Xor connective E⊕ and taking fA(x), fB(x) as the arguments of the
related MF. So, a measure also performed in the 7th qubit (but related to state
|0〉) returns

•|Sf1〉 =
1

√
1− (fA + fB − 3fAfB + fAf2

B + f2
AfB − f2

Af
2
B)

(
√

fAfB(1− fA)(1− fB)|0010010〉 + (1− fB)
√

fA(1− fA)|0010110〉
+fA

√
fB(1− fB)|0011010〉 + fB

√
fA(1− fA)|0110010〉
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+
√

fAfB(1− fA)(1− fB)|0110110〉 + fAfB |0111010〉 +
(1− fA)

√
fB(1− fB)|1010010〉 + (1− fA)(1− fB)|1010110〉 +

√
fAfB(1− fA)(1− fB)|1011010〉),

with p(0) = 1− (fA + fB − 3fAfB + fAf
2
B + f2

AfB − f2
Af

2
B).

See in Figure 2(b) that the simulation in VPE-qGM is consistent with Eq. (26)
by taking initial states of Eq. (23)a and Eq. (23)b. After a measurement, one of
the following states is reached:

– |S′
5〉 =

√
324√
144

(13 |0011101〉 +
√
18
18 |0110001〉 + 1

9 |1011101〉 + 1
6 |1100011〉

+
√
18
18 |1100111〉+ 1

6 |1101011〉+
√
18
18 |1101101〉), with probability p(1) = 44%

– |S′′
5 〉 =

√
324√
180

(
√
18
18 |0010010〉 + 1

3 |0010110〉 +
√
18
18 |0011010〉 + 1

6 |0110010〉 +√
18
18 |0110110〉+ 1

6 |0111010〉+
√
18
18 |1010010〉+ 1

3 |1010110〉+
√
18
18 |1011010〉),

with probability p(0) = 56%

(a) Xor E⊕ (b) VPE E⊕

Fig. 2. Modelling and simulating fuzzy Xor E⊕ operator in the VPE-qGM

Analogously, in order to model and simulate the fuzzy XNor D�, consider the
quantum operator XNOR� given as:

XNOR�(|sfi〉, |sgi〉) = AND(OR(NOT |sfi〉, |sgi〉), OR(|sfi〉, NOT |sgi〉)) (27)

Therefore, based on the AND, OR and NOT transformation, we obtain that

|S5〉 = T3,6,7(NOT3(T1,2,3(|sfi〉, NOT |sgi〉, |0〉)), NOT6(T4,5,6(NOT |sfi〉, |sgi〉, |0〉)), |0〉)

Analogously, it can be developed for simulation in the VPE-qGM of Eq. (27).
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7 Conclusion and Final Remarks

The visual approach of the VPE-qGM environment enables the implementation
and validation of fuzzy X(N)or operations using QC. The description of these
operations is based on compositions of controlled and unitary quantum trans-
formations, and the corresponding interpretation of fuzzy operations is obtained
by applying operators of projective measurements.

Further work aims to consolidate this specification including not only other
fuzzy connectives, constructors (e.i. automorphisms and reductions) and the cor-
responding extension of (de)fuzzyfication methodology from formal structures
provided by QC. Finally, it may also contribute to designing new algorithms
based on considering the abstractions provided by quantum FSs and related
interpretation of fuzzy logic concepts.
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Abstract. In the paper a method to adapt the equivalent linearization
technique of the non-linear state equation is proposed. This algorithm
uses correction matrices. It also uses arrays amendments which elements
are determined for each new point. These elements are generated by a
formula created automatically using genetic programming.

1 Introduction

Models of real objects are important from scientific and practical point of view.
They make it possible to better understand and simulate behaviour of the mod-
elled object, which allows us to develop more accurate control and fault detection
systems. Such models describe the relationship linking the input signals with the
response of the object and they are created from observation of a real object be-
haviour. In the literature we can find many different approaches to perform this
task. Some of them are based on analytical methods (see e.g. [1], [32], [33])
and the others are based on computational methods (see e.g. [43–46, 50, 51]).
Most commonly used computational methods are neural networks (see e.g. [6–
14, 31, 39, 40]), fuzzy systems (see e.g. [2, 16, 17, 19–21, 25, 34, 37, 38, 42, 47–
49, 52–54, 56, 58]), neuro-fuzzy systems (see e.g. [5, 18, 22, 23, 35, 57, 59–61]),
population based algorithms (see e.g. [24, 26, 30, 41, 55]). In the real world re-
lationship linking the input signals with the response of the object is usually
non-linear but in practice it is approximated by linear models. This allows us to
use well-established method of control theory but it can affect the accuracy of
the real object mapping. Let’s consider the non-linear state equation:

dx

dt
= f(x,u) = Ax+Bu+ ηg(x,u), (1)

where: x, u are vectors of state variables and input signals, A, B are system and
input matrices respectively, g(x,u) is a separate non-linear part of the system
and η is the influence factor of the whole system non-linarites. If we assume that η
is small and the system is weakly non-linear, then the linear approximation about

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 318–329, 2015.
DOI: 10.1007/978-3-319-19369-4_29
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the equilibrium point will be useful in some strictly defined range. However, it
should be noted that if the actual operating point goes beyond the defined range,
the accuracy of this model significantly decreases.

In papers [3, 4] we proposed the solution to increase accuracy of the method
described above by the method based on equivalent linearization technique [15].
In such a case the state equation (1) can be shown as follows:

dx

dt
= f(x,u) = Aeqx+Bequ+ e(x,u), (2)

where: Aeq = A+PA, Beq = B+PB and e(x,u) is an error term. Separation
of the system matrices A and B into two parts allows us to use some linear
model of the same or very similar phenomena (which we assume to be known).
The purpose of correction matrices is non-linear modelling of the relationship
between the known linear model and unknown model that is constructed. The
coefficients of correction matrices PA,PB are estimated for current operating
point. When we analyse a small area around current operating point and the
error term is small (i.e. it can be neglected), then the state equation (2) can
be treated as linear. To solve an accuracy decreasing problem when operating
point is changing, in the paper it is proposed to calculate the new values of the
correction matrices PA,PB for each new point of work. In our earlier works
[3, 4] the coefficients of correction matrices were generated by the fuzzy rules for
each new point of work. In this paper we use genetic programming paradigm to
discover functional dependency that allows us to generate an adequate values of
correction matrices PA,PB.

2 Genetic Programming in Nonlinear Modelling of
Dynamic Objects

Evolutionary algorithms (see e.g. [36]) are inspired by biological evolution meth-
ods that allow to solve optimization problems. They allow for simultaneous anal-
ysis of multiple solutions represented by the individuals whose parameters are
stored in the form of linear chromosomes.

Genetic programming is an extension of this concept, allowing for automatic
creation of computer programs that solve the considered problem. This idea is
also used for non-linear modelling. In such case the aim of the genetic program-
ming is to generate a mathematical formula which will reconstruct the analysed
phenomenon in the best way possible.

In genetic programming methods, individuals represent programs which are
usually described in the form of a tree composed of non-terminal symbols (func-
tions) and terminal symbols (constants and inputs parameters). Set of possible
functions consists of arithmetic operators, mathematical and logic functions.
It should be selected carefully, according to the domain of the problem being
solved. One of the varieties of genetic programming is a technique Gene Ex-
pression Programming (GEP). In this technique programs are represented in
the form of linear chromosomes, which require adequate conversion procedure
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Fig. 1. Flowchart of basic GEP algorithm

(from the form of a tree to linear one). It makes possible to use standard genetic
operators. In original algorithm proposed by Ferreira [27–29] the population
contains μ individuals. Each of them encodes one function. A chromosome Cch,
ch = 1, . . . , μ of each individual is composed of three parts:

Cch = {Chead
ch ,Ctail

ch ,Cconstants
ch }, (3)

where: Chead
ch can contain information about non-terminals and terminals sym-

bols and its length |Chead
ch | is arbitrary, Ctail

ch can contain information about
non-terminals only and its length can be computed using the following formula:

|Ctail
ch | = |Chead

ch | ∗ (fmax − 1) + 1, (4)

where: fmax is a maximum arity of a non-terminal symbol. Part Cconstant
ch con-

tains numerical constants and its length is arbitrary too.
The flowchart of GEP algorithm is presented in Fig. 1. Thanks to such repre-

sentation of chromosome, it is possible to apply standard genetic operators used
in evolutionary algorithms. In addition, some special operators like e.g. rotation
can be used too.
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In our implementation of GEP algorithm we assume that:

– Chromosome is composed from m such 3-tuples, each of them encodes one
of m equations required by model:

Cch =

m⋃

j=1

{Chead
ch,j ,C

tail
ch,j} ∪

m⋃

j=1

{Cconstants
ch,j }. (5)

– Fitness function is a dependency determining the difference between output
signals x̂j , j = 1, . . . ,m generated by the created model at step k + 1 and
corresponding to reference xj values:

fAcc(X) =

√√√√ 1

m ·K

m∑

j=1

K∑

k=1

(xj(k + 1)− x̂j(k + 1))2. (6)

– We use simple one point crossover with replacement genes as a crossover
operation. This operation is carried out separately for part of a chromo-
some describing the structure of the corrections functions and for parts that
contain numeric constants.

– We use multigene mutation as a mutation operation. Similarly to the crossover,
this operation is performed separately for part of a chromosome describing the
structure of the corrections functions and for parts that contain numeric con-
stants.

– We use elitist selection mechanism, so the best individual from parental
population is carrying over to the next population unaltered.

3 Simulation Results

To examine the effectiveness of applying Gene Expression Programming algo-
rithm to non-linear correction modelling of dynamic objects we considered two
problems (1) well-known harmonic oscillator and (2) the non-linear electrical
circuit with solar generator and DC drive system. The harmonic oscillator can
be defined using the following formula:

d2x

dt2
+ 2ζ

dx

dt
+ ω2x = 0, (7)

where ζ, ω are oscillator parameters and x(t) is a reference value of the mod-
elled process as function of time. We used the following state variables x1(t) =
dx(t)/dt and x2(t) = x(t). In such a case the system matrix A and the matrix
of corrections coefficients PA is described as follows:

A =

[
0 ω
−ω 0

]
PA =

[
0 p12(x)

p21(x) 0

]
.
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In our experiments the parameter ω was modified in simulation according
with a formula:

ω(x) = 2π − π

(1 + |2 · x|6) . (8)

In the second experiment the nonlinear electrical circuit with solar generator
and DC drive system was modelled. In this case the following state variables were
used: x1(k) = − Is

C e−au(k) − 1
C i(k) + Is+I0

C , x2(k) =
1
L i(k)−

Rm

L u(k)− Kx

L Ω(k),
x3(k) = Kx

L u(k) − Kr

J Ω(k), where: u(k) is the generator voltage, i(k) is the
rotor current, Ω(k) is DC motor rotational speed. Parameters of the circuit were
chosen as in [32] and they had the following values: Rm = 12.045Ω, L = 0.1H ,
C = 500μF , Kx = 0.5V s, Kr = 0.1V s2, J = 10−3Ws3, I0 = 2A, Is = 1.28 ·
10−5A, a = 0.54V −1. In this experiment we also assumed that the system matrix
A and correction matrix PA have values:

A =

⎡

⎣
−2163.86 2000.00 0.00

10.00 −120.45 −5.00
0.00 500.00 −100.00

⎤

⎦ PA =

⎡

⎣
p11(x) 0 0

0 0 0
0 0 0

⎤

⎦ .

The values of the matrix A were determined with Taylor’s series expansion
linearization method [33] in point [22.15, 0, 0]. In out method we assume that
the system matrix A is known, so the goal of the modelling was to recreate the
unknown coefficient of the correction matrix PA in such a way that the model
reproduces the reference data as accurately as possible.

For both problems the correction matrix PB was not considered and its coef-
ficients were equal to 0.0.

The parameters of evolutionary process that we use in the simulations are
shown in table 1.

Table 1. Parameters of Gene Expression Programming algorithm used in simulations

Harmonic oscillator Non-linear electric circuit
functions set F {+,−, ·, /, abs,pow} {+,−, ·, /,pow, exp, log}
head size |Chead

ch | 10 10
number of constants |Cconstants

ch | 5 5
constants range [−5, 5] [−100, 100]

number of epochs 3000 5000
population size µ 50 50
probability of crossover pc 0.7 0.7
probability of mutation pm 0.3 0.1

Simulation results are shown in the Fig. 2 and Fig. 3 and they can be sum-
marized as follows:
– Three best models discovered by GEP algorithm for harmonic oscillator

problem, after some arithmetical simplification, can be written as follows:

Model 1:

{
p12(x) = −3.8889 + 4.7520 · abs(x0)

p21(x) = 1.7517 · x1 · x1,
(9)
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Model 2:

{
p12(x) = −3.8633 + 4.5824 · abs(x0)

p21(x) = 5.7960·x1·x1+x1

3.5266+x1
,

(10)

and

Model 3:

{
p12(x) = −4.0430 + 5.2284 · abs(x0)

p21(x) = abs(x1).
(11)

Fig. 2. Flowchart of basic GEP algorithm

– Three best models discovered by GEP algorithm for harmonic oscillator
problem, after some arithmetical simplification, can be written as follows:

Model 1:
{
p11(x)=x1−59.8450 ·

(
x0+x1+exp

(
x1

x0
−2.0 · x2

)
−56.4505

)
,

(12)

Model 2:
{
p11(x) = 56.9699 ·

(
x2

x2+exp(x2)
+ 56.9699− x0

)
− x2, (13)
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and

Model 3:
{
p11(x) = 56.9079 ·

(
x2

exp(x2)
− x0 + 56.9079

)
. (14)

Fig. 3. Flowchart of basic GEP algorithm

– The accuracy of non-linear modelling obtained in our simulations are de-
picted in Fig. 2 and 3, and in Table 2.

– In our previous work, where we used neural-fuzzy systems to determine val-
ues of correction matrices coefficients, obtained error values were 0.007655 for
the harmonic oscillator modelling problem and 0.007616 for the non-linear
electrical circuit with solar generator and DC drive system modelling prob-
lem. It should be noted that these values are relatively slightly lower than
the ones obtained in this work, but now resulting models are characterized
by a lower computational costs.
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Table 2. Root mean square error values obtained during simulations

Harmonic oscillator Non-linear electric circuit
Model 1 0.0128 0.0116
Model 2 0.0135 0.0128
Model 3 0.0169 0.0134

4 Conclusions

In this paper the method to create the linear model of the non-linear dynamic
system was proposed. This method assumes that the linear model of analysed
phenomena is known. In order to improve its accuracy, the correction matrices
were introduced and their values are generated for all operating points. Formu-
las that allow to compute values of these coefficient in current operating point
are determined automatically by Gene Expression Programming algorithm. The
presented experimental results proved the validity of the proposed method.

Acknowledgment. The project was financed by the National Science Center on the
basis of the decision number DEC-2012/05/B/ST7/02138.
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Abstract. A hybrid pattern clustering algorithm connecting Particle
Swarm Optimization with Simulated Annealing is proposed. The swarm
particles are directly associated with the centroids of each cluster. They
are assumed to move in the phase space associated under the influence
of a potential generated by each pattern to be partitioned and interact-
ing with each other. Thus, the problem of partitioning acquires a direct
physical interpretation. The motion of swarm particles is simulated with
the help of a thermal bath represented by one additional dynamical vari-
able within the Nose-Hoover formalism. The temperature is decreased
at each step in the dynamics of the swarm providing the resemblance to
the Simulated Annealing. Clustering of the Japanese candlesticks which
appear in the dynamics of assets in the Warsaw stock market is used as
an example.

Keywords: Clustering · Molecular dynamics · Japanese candlesticks

1 Introduction

Clustering denotes the partitioning of a set of data into groups of similar ob-
jects. Each group, called a cluster, consists of objects that are similar between
themselves and dissimilar to objects of other groups. In the past few decades,
cluster analysis has played an important role in a broad range of scientific disci-
plines including engineering, computer science, life and medical sciences, social
sciences, and economics, as documented, e.g., in [1,2,3,4,5,6].

Even though human brains are well-known to have excellent abilities in clus-
tering of various types of objects, this becomes rather problematic if the data
set to be partitioned is large and the number of features according to which the
cluster analysis has to be performed is larger than, say, three. Under such circum-
stances, the use of computers with implementation of some efficient algorithms
appears to be necessary. As a matter of fact, the task of computerized data
clustering has been approached from diverse domains of knowledge like graph
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theory, statistical multivariate analysis, artificial neural networks, fuzzy set the-
ory, etc. [7,8,9,10,11,12,13,14,15,16,17]. One of the most popular approaches in
this direction has been the formulation of clustering as an optimization prob-
lem. That is, the best partitioning of a given dataset is obtained by minimizing
or maximizing one or more objective functions. As a result, a variety of meth-
ods and techniques known from the optimization domain can be applied to the
partitioning problem provided that a useful objective function to be optimized
is found. Among the efficient optimization methods the so-called swarm intelli-
gence algorithms have recently attracted considerable attention. Two examples
of particularly successful research directions in swarm intelligence are Ant Colony
Optimization (ACO) [18,19] and Particle Swarm Optimization (PSO) [20]. In the
context of cluster analysis, the PSO-based method was first introduced by Om-
ran, Salman, and Engelbrecht in [21]. The results of Omran et al. [21,22] suggest
that PSO-based method can outperform k-means, fuzzy c-means (FCM), and
a few other state-of-the-art clustering algorithms. A very useful survey of the
application of PSO to the cluster analysis has been given (together with original
results) in [23].

In this work we attempt to develop a clustering algorithm which is very much
in the spirit of PSO, but still similar to the Simulated Annealing techniques
in that the concept of temperature and its lowering during simulation is intro-
duced. The swarm particles are to represent the centroids of each cluster. Each
particle is subject to a force field generated by objects which should be par-
titioned. In addition, the particles repel each other. Since the particles should
visit a sufficiently large subset of the configuration space, their interaction with
a thermal bath is introduced. This bath, however, is modelled deterministically
with the help of an additional dynamical variable as described by Nose [24] and
Hoover [25].

We have found that a related approach to the optimization problems has been
developed earlier by Fukuda [26], who, however, has used temperature-dependent
potential function and sampling under finite temperature rather than annealing.

Our simulations have one feature very unusual from the point of view of PSO:
the elements of the swarm are single particles rather than the whole bunch of
particles. The only reason for that is our wish to make the simulations very
similar to the standard molecular dynamics ones.

As a non-trivial application of our PSO-like procedure, we have chosen clus-
tering of the Japanese candlesticks having in mind their possible use in the field
of technical analysis of assets in the stock market. It is often claimed by the
technical analysts (see, e.g., [27]) that some particular sequences of candlesticks
with a given shape (which is obviously a fuzzy concept) can be used to predict,
e.g., the breaking or continuation of a trend. Now, clusterization of candlesticks
for a given asset allows one to ascribe labels to candlesticks. This, in turn, makes
it possible to investigate how their sequences with given labels have performed
in the past and what is the predictive power (if any) of sequences with particular
labels.
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The main body of this work is organized as follows. In Section 2 we recall
the definition of the Japanese candlesticks which form our working example. In
Section 3 we present our hybrid algorithm in some detail. Section 4 contains
the results of our variant of PSO simulation. Finally, Section 5 comprises some
concluding remarks.

2 Japanese Candlesticks as a Representation of Value
of Assets in Stock Market

The Japanese candlestick is a sequence of four numbers (O(a, t), X(a, t), N(a, t),
C(a, t)), where O denotes the opening value of the asset a on the trading day
t, X is the maximum value (high) reached during the trading session, N is the
minimum (low), and C is the closing value. There exist a well-known graphical
representation of the candlestick [28] often considered important in the so-called
technical analysis of stock markets.

In what follows below we employ a sequence of five elements (O,X,N,C, V )
which we call an augmented Japanese candlestick where V represents the trans-
action volume associated with the asset and the trading day. An augmented
candlestick of the asset a on the day t can be denoted as a 5-tuple

y(a; t) = (O(a, t), X(a, t), N(a, t), C(a, t), V (a, t)) . (1)

In the following we shall call it simply a candlestick. The time series of n + 1
candlesticks, called otherwise a sequence, can be written down as

Sn(a; t) = (y(a; t),y(a; t + 1), ...,y(a; t+ n)) . (2)

Each sequence has its own starting time t and ending time t+ n.
We define the (non-Euclidean) distance between two candlesticks as

d(y1,y2) = 1− exp

⎡

⎣−
∑

A1,A2

(A1 −A2)
2
/(2b)

⎤

⎦ , (3)

where A1 and A2 are corresponding components of y1 and y2 respectively, i.e.,
they run through the elements of appropriate sets {O,X,N,C, V }, and b is
a constant. In order to consider this formula meaningful, the values of the asset
and the transaction volume must be comparable. To achieve this, we normalize
all time series by subtracting the closing values from the opening ones as well as
from the maxima and minima, and dividing O, X , N , and C by the standard
deviation of C. Similarly, the volume is also divided by its standard deviation.
This way, the standard deviations of renormalized C and V are exactly 1. All
candlesticks analysed further are normalized in the above sense.

The reason for introduction of the above non-Euclidean metric is that in the
following we use the notion of potential energy, and we want that potential
energy to be expressed simply as a sum of the distances (up to an additive
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constant). Such a formulation allows one to keep the physical analogy of the
cluster centroids as “particles” and the vectors to be clusterized as “centers of
potential”. Indeed, the potential energy should become zero or a constant in the
worst case when the “particle” is very far away from the “centers of potential”.
There would be, of course, nothing wrong in writing the potential energy as a
more complicated function of Euclidean distances.

3 Molecular Dynamics-based Variant of the Particle
Swarm Optimization

Let us denote by yn, n = 1, 2, ..., N the objects to be partitioned into the clusters.
Each object possesses a number of features; it is assumed that the features can be
quantified and labelled with the help of a real number. All objects are assumed to
have the same number d of the features. Thus, the whole dataset is characterized
by N · d real numbers. Let us assume that we need to partition the data into Lk

number of clusters. For a time being we assume that Lk is fixed (specified by
the user of the algorithm). The goal is to partition the N objects in such a way
that the following requirements are met:

– The distance between the objects and their centroid within the cluster is min-
imized. This can accomplished by requirement that a centroid is attracted by
the objects to which it is similar while its interaction with dissimilar objects
is negligible.

– The distance between different clusters (represented by their centroids) is
maximized. This can result from the requirement that the centroids repel
each other.

From these requirements it follows that we have to optimize the following func-
tion (cf. [21]):

f(X,Y ) ≡ UY (X) = w1U1 + w2U2 , (4)

where

U1 =

Lk∑

i=1

∑

ni∈Ci

d(yni ,xi) , (5)

U2 = Z −
Lk∑

i,j=1

d(xi,xj) . (6)

In the above equations the centroids are represented with the help of d-dimensio-
nal vectors xi, i = 1, 2, ..., Lk;X denotes the whole set of those vectors, Y denotes
the set of vectors representing the to-be-partitioned objects, and Z is a constant
chosen such to make U2 non-negative. The symbold Ci represents the ith cluster
and ni enumerates the vectors belonging to that cluster. The parameters w1

and w2 are relative weights assigned to the attraction of centroids to the candles
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(i.e. sources of potential) vs. repulsion among the centroids themselves. The skill-
full choice of these weights can sometimes lead to the improvement of the results
of optimization. However, in our simulations we have not seen any particular
influence of those weights (unless one of them has been very close to zero). The
fitness function f(X,Y ) defines a multi-objective optimization problem, which
minimizes the intra-cluster distances and maximizes inter-cluster separation.

In order to solve the above optimization problem, we propose to apply the
following dynamical scheme. Let the centroids be represented with the help
of both xi (called coordinates of the centroids) and associated momenta pi,
i = 1, 2, ..., Lk. The coordinates and momenta exhibit dynamics in continuous
pseudo-time τ generated by the Hamiltonian:

H =

Lk∑

i=1

p2
i

2ms2
+ UY (X) +

P 2
s

2M
+ gkBT ln(s) , (7)

where g is a constant which may be the number of independent momentum de-
grees of freedom of the system (Lk in our case), kB is a constant that is an analog
of the Boltzmann constant, T is the temperature, s is an additional dynamical
variable to represent the influence of the thermal bath on the system of centroids,
Ps is the associated momentum, and m and M are constants (called “masses”).
Let us notice here that all the quantities which appear in the Hamiltonian above
are dimensionless, and that the product gkB can be included into the dimen-
sionless temperature. The time evolution of the above variables is given by the
Hamilton equations of motion:

d

dτ
xi =

∂H

∂pi
, (8)

d

dτ
pi = −∂H

∂xi
, (9)

d

dτ
s =

∂H

∂Ps
, (10)

d

dτ
Ps = −∂H

∂s
. (11)

Let us now define the velocities vi and Vs as:

vi =
pi

ms2
, (12)

Vs =
Ps

M
. (13)

Then the Hamilton equations take the form:

d

dτ
xi = vi , (14)
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d

dτ
vi = − 1

ms2
∂UY

∂xi
− 2viVs

s
, (15)

d

dτ
s = Vs , (16)

d

dτ
Vs =

ms

M

∑

i

v2
i +

gkBT

Ms
. (17)

The temperature measures the mean kinetic energy of the system (given by
the second term in the Hamiltonian). If the temperature approaches zero, the
dynamics of the system variables gradually becomes frozen, and the coordinates
of the centroids approach a minimum of the potential function UY . Obviously,
this characteristic of the algorithm resembles the Simulated Annealing (SA). It
is to be noted, however, that there are significant conceptual differences since
SA is clearly associated with Monte Carlo simulations and no time is involved.
Here, it is the Molecular Dynamics which is at the root of the algorithm, and
time (or pseudo-time) evolution is essential.

Needless to say, there is no guarantee that that minimum is global. However,
since the system can be kicked off by thermal fluctuations from a shallow local
minimum, one might hope that at least a deep local minimum is achieved as
the temperature goes to zero. Let us notice that the specific values of g and kB
are irrelevant here as the temperature enters the dynamics only via the product
gkBT so that we always deal with a scaled temperature.

There are at least two very difficult questions related to the above procedure.
Firstly, one has to specify the parameters wi of the potential function UY , the
masses m and M (more precisely, only their ratio m/M is important), and the
parameter b. The second question is what is the best starting temperature and
how it should be made lower. We are at the moment not able to offer any
recommendation except of the trail-and-error procedure which has been used by
us in this work.

Let us also briefly mention the problem of choice of the number of clusters
Lk. Actually, every reasonable clustering analysis method should provide some
means to find the proper Lk. Here, we propose the following “soft” rule to
obtain Lk. One has to start with a quite large number and look whether the
centroids tend to coalesce as the pseudo-time grows and the temperature is
lower. If the final distance between two or more centroids is smaller than some
prescribed value (being, for instance, a fraction of the maximal distance between
the objects), one should launch a new simulation with a smaller value of Lk.

4 Clustering of Candlesticks: Results

To illustrate our clustering algorithm, we have used the augmented Japanese
candlesticks as they arise in the dynamics of the stocks registered in Warsaw
stock market (GPW). Thus, the set of objects which is to be partitioned is the
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Fig. 1. Evolution of (a) parameters and (b) potential function of a single centroid
in pseudo-time τ . (a) the solid line: x1(1), dashed line: x1(2), dot-dashed line: x1(3),
dotted line: x1(4); (b) the solid line: U(X).

set of vectors representing the candlesticks, and each vector has five compo-
nents. To evolve the system in time, a modified version of the velocity Verlet
algorithm [29,30] has been used. Given that we know the coordinates and veloc-
ities x and v at the pseudo-time τ , they can be computed at the time τ +Δt in
the following steps:

1. Using xi(τ), the forces Fi(τ) have to be computed as

Fi(τ) = − 1

s2
∂UY

∂xi
. (18)

Also, the force Fs is computed according to:

Fs(τ) = ms
∑

i

v2
i +

gkBT

s
. (19)
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Fig. 2. Evolution of (a) components (parameters) and (b) potential function for two
centroids in pseudo-time τ . (a) the solid line: x1(1), dashed line: x1(2), dot-dashed line:
x1(3), dotted line: x1(4); (b) the solid line: U(X).

Then, the accelerations ai(τ) are obtained as Fi(τ)/m and as(τ) = Fs(τ)/M .
New coordinates are then computed from the equations:

xi(τ +Δt) = xi(τ) + vi(τ)Δt+
1

2
ai(τ)Δt2 , (20)

s(τ +Δt) = s(τ) + Vs(τ)Δt+
1

2
as(τ)Δt2 . (21)

2. Using xi(τ+Δt) and s(τ +Δt) we get new forces Fi(τ+Δt) and Fs(τ +Δτ)
as well as new accelerations ai(τ +Δt) = Fi(τ +Δt)/m and as(τ +Δτ) =
Fs(τ +Δτ)/M .

3. New velocities are obtained according to the formulas:

vi(τ +Δt) = vi(τ) +
1

2
(ai(τ) + ai(τ +Δt))Δt , (22)
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Vs(τ +Δt) = Vs(τ) +
1

2
(as(τ) + as(τ +Δt))Δt . (23)

4. Finally, all the velocities vi are multiplied by the factor exp(−2Vs Δt/s).

We have performed simulations with the following parameters: b = 5, w1 =
w2 = 1/2, initial temperature gkBT = 100. The mass M has been equal to 1000,
the mass m to 1. The change of temperature has been linear. At each time step
temperature T has been decreased by 0.01. The time step Δt has been equal
to 0.01. The data set consists of 5095 candlesticks associated with the BZWBK
stocks of GPW.

In Fig. 1 we show the convergence of the single centroid parameters and
potential function in pseudo-time τ .

Fig. 2 illustrates the convergence of parameters and potential function in the
case of two centroids in pseudo-time τ .

It is clear that the convergence has been rather slow, and the presence of
fluctuations in pseudo-time is obvious. This probably means that our choice
of parameters has not been optimal. However, we have not had any issues with
convergence itself but only with its ratio. Let us notice here that the optimization
problem for five or ten degrees of freedom under very complicated (multi-center)
potential landscape is by no means trivial (for any method). Our procedure works
reasonably well and offers a useful alternative to other well-known approaches.

5 Concluding Remarks

In this work we have proposed a hybrid deterministic optimization algorithm
based on Particle Swarm Optimization combined with ideas from Molecular
Dynamics simulations using the Nose-Hoover model of the thermostat. That al-
gorithm has been applied for the purposes of clustering of Japanese candlesticks
which commonly appear in the technical analysis of stock market assets. The
optimization problem enjoys the feature of having almost a direct physical inter-
pretation. Every particle in the swarm represents the centroid of a cluster and
moves in the force field generated by each pattern to be classified. In addition,
the centroids repel each other. The Nose-Hoover model of the thermostat pro-
vides the necessary amount of stochastic interaction by simulating the energy
exchange between the swarm and its thermal bath. Lowering the temperature
allows the system to find a deep local minimum of the objective function thus
making the algorithm similar to the Simulated Annealing.

We have performed some preliminary comparison of our precedure with the
standard k-means approach. It has turned out that our technique is slower than
k-means but there is still some room for improvement. Moreover, in several cases
we could see improvement in the accuracy of our optimization. We have yet to
find the proper ways to suggest a proper value of the critical parameter, namely
the mass M of the Nose-Hoover pseudo-particle. So far, our experimentation has
not lead to any specific recommendation.

Finally, we would like to mention that the Nose-Hoover formalism can be
supplemented by adding the Langevin (stochastic) forces to the right-hand sides
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of the equations of motion in order to improve the ergodicity. However, this
is somewhat against the very spirit of Nose-Hoover approach and we have not
attempted to use any such forces.
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Abstract. We use the marker-based stigmergy, a mechanism that me-
diates animal-animal interactions, to perform context-aware information
aggregation. In contrast with conventional knowledge-based models of
aggregation, our model is data-driven and based on self-organization of
information. This means that a functional structure called track appears
and stays spontaneous at runtime when local dynamism in data occurs.
The track is then processed by using similarity between current and ref-
erence tracks. Subsequently, the similarity value is handled by domain-
dependent analytics, to discover meaningful events. Given the change-
ability of human-centered scenarios, the overall process is also adaptive,
thanks to parametric optimization performed via differential evolution.
The paper illustrates the proposed approach and discusses its character-
istics through two real-world case studies.

Keywords: Context-aware information · Marker-based stigmergy ·
Optimization · Differential evolution

1 Introduction and Motivation

Context-awareness is a computing paradigm by which software systems can sense
the user’s context in order to provide personalized services. This paradigm relies
on the context, that is, all information helping to understand what is happening
in the user’s physical or logical environment. Context-aware information can be
supplied through different channels: data repositories, web applications, mobile
applications, embedded systems, and so on [1]. To properly support service per-
sonalization, context-aware information should be adequately aggregated so as
to detect human-centric events in a number of domains: financial transactions,
health care needs, traffic jam, territorial emergency, and so on [2].

In the literature of context-awareness, at the core of aggregation of human-
centric data is the construction of two possible types of model: (i) knowledge-
based models, explicitly designed at the business level in terms of logical or
mathematical rules, determined by a domain expert; (ii) data-driven models, i.e.,
systems that can learn from prototypical data via machine learning or statistical
algorithm. Nevertheless, modeling and reusing application contexts remains a
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difficult task. An important lesson learned is that the algorithms performing
the parametric data aggregation must use a limited number of states, be highly
adaptable and handle variability [3,4].

Generally speaking, knowledge-based models belong to the cognitivist
paradigm [5]. In this paradigm, the system is a descriptive product of a human
designer, whose knowledge has to be explicitly formulated for a representational
system of symbolic information processing. It is well known that knowledge-
based systems are highly context-dependent, neither scalable nor manageable.
With respect to knowledge-based models, data-driven models are more robust
in the face of noisy and unexpected inputs, allowing broader coverage and being
more adaptive. The data-driven approach discussed in this paper takes inspira-
tion from the emergent paradigm [5], in which context information is augmented
with locally encapsulated structure and behavior. Emergent paradigms are based
on the principle of self-organization of data, which means that a functional struc-
ture appears and stays spontaneous at runtime when local dynamism in data
occurs [6].

In this paper we propose to use the principles of the marker-based stigmergy to
perform context-aware information aggregation. In biology, stigmergy is a class
of mechanisms that mediate animal-animal interactions. It consists of indirect
communication between individuals of an insect society by local modifications
induced by these insects on their environment. Social insect colonies employ
chemical markers (pheromones) that the insects deposit on the ground in specific
situations. Pheromone concentrations in the environment disperse in space and
evaporate over time, because pheromones are highly volatile substances. Multiple
deposits at the same location aggregate in strength. Members of the colony who
perceive pheromones of a particular flavor may change their behavior.

In computer science, marker-based stigmergy occurs when marks are left in
an environment to enable self-coordination [7]. Marker-based stigmergy can be
employed as a powerful computing paradigm exploiting both spatial and tempo-
ral dynamics, because it intrinsically embodies the time domain. Moreover, the
mapping provided is not explicitly modeled at design-time and then not directly
interpretable. This provides a kind of information blurring of the human data,
and can be exploited to solve privacy issues.

In this work the main goal of data aggregation is to distinguish different spatio-
temporal patterns occurring over time. For this purpose, we use stigmergic tracks
for assessing similarity between context-aware data. Similarity is computed be-
tween a reference and a current track, and over different time periods, in order to
measure the differences. Since context-data source is application-dependent, we
have included an adaptive scheme on the marking and detection sub-processes.
The setting of different applications consisting in different parameterizations can
be automatically performed via a biologically-inspired optimization algorithm.

More specifically, the system architecture proposed in this paper is made of
four subsystems: (i) the marking subsystem takes context information samples
and releases marks in a computational environment; here, marks interact with
each other at micro level generating a collective mark distribution. Collective
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mark can be considered as a short-term and a short-size memory which ab-
stracts the complexity and the variability in the information sources; (ii) the
perception subsystem compares the collective mark with a reference mark by
similarity function; (iii) the detection subsystem connects similarity to specific
application domain analytics; (iv) finally, the adaptation subsystem consists in
the parametric optimization of the other subsystems. We used differential evo-
lution among the other optimization methods [8].

The paper is structured as follows. Section 2 details on the first three sub-
systems, whereas Section 3 covers the adaptation subsystem. Both sections are
based on two real-world pilot case studies. Finally, Section 4 draws some con-
clusions.

2 Processing with Stigmergy: A Three-Level Architecture

This section is focused on the marking, perception, and detection subsystems,
described by considering a pilot real-world case study in the field of ambient
assisted living (AAL): to monitor elderly people living alone in their own homes
with the purpose of detecting possible disease situations. In the pilot case study,
the context-aware input information is the x, y position of the elderly at home,
periodically sampled, whereas the binary output is the detection of unusual
behavior, with respect to a reference behavior sampled in a healthy period. The
case study of the vendor rating is also presented.

2.1 The Marking Subsystem

The marking subsystem periodically takes as an input the position of the user
at home and releases a mark in a computer-simulated spatial environment, thus
allowing the accumulation of marks. A mark has four attributes: position (x, y),
maximum intensity IMAX , width ε, and evaporation θ. Fig. 1a-d shows some
mark sample of the pilot scenario. The position of the elderly is represented by
a dot, in Fig. 1a and Fig. 1c.

The levels of mark intensity are represented by different gray gradations: the
darker the gradation is, the higher the intensity of the mark. In Fig. 1a the
highest intensity of the mark IMAX is in the middle, which corresponds to the
position of the person where the mark is left. Mark intensity proportionally
decreases with the number of squares from the position of the person, reaching
its minimum at distance ε. Further, mark intensity has a temporal decay, i.e.,
a percentage θ of decrease after a step of time (tick). Hence, an isolated mark
after a certain time tends to disappear, as shown in Fig. 1b sampled after a
tick with respect to Fig. 1a. The time that a mark takes to disappear is longer
than the period used by the marking subsystem to release a new mark. Hence,
if the user is still in a specific position, new marks at the end of each period will
superimpose on the old marks, thus increasing the intensity up to a stationary
level. If the person moves to other locations, consecutive marks will be partially
superimposed and intensities will decrease with the passage of time without
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being reinforced. Fig. 1c shows two consecutive and overlapping marks, and
Fig. 1d shows the same track after a step of evaporation. The stigmergic track
can then be considered as a short-term and a short-size action memory. The
marking subsystem allows capturing a coarse spatiotemporal structure in the
domain space, which hides the complexity and the variability in data.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 1. (a) example of a two-dimensional mark; (b) the mark after a step of evaporation;
(c), the aggregation of two consecutive marks; (d) the aggregated marks after a step
of evaporation; (e) aggregated mark generated by an elderly moving in his apartment
on a Friday at 19:20; (f) aggregated mark on the next Friday at 19:20; (g) the union
of the marks of Fig. 1e and Fig. 1f; (h) the intersection of the marks of Fig. 1e and
Fig. 1f.

2.2 The Perception Subsystem

At the second level there is the perception subsystem, consisting in the sensing
of the track accumulated in the environment at the macro-level. Here, we take
advantage of stigmergy (computed at the first level) as a means of information
aggregation of the spatiotemporal tracks. Indeed, the process of information
aggregation is a vehicle of abstraction, leading to the emergence of high-level
behavior. The perception subsystem performs a comparison, called similarity,
which aims at sensing the variation of the current behavior with respect to what
was judged a normal behavior.
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More specifically, given an accumulated mark, i.e., a track, the perception
subsystem performs a similarity computation between the current track, Ti, and
a reference track, TREF

i , at the i-th step. A reference track is generated offline,
by averaging the marks collected during healthy periods. Indeed in the case study
the objective is to detect unusual behavior, and reference tracks were created
when the elderly was healthy, for each day of week. Thus, the similarity with the
current track and the reference track, S(Ti, T

REF
i ), in the same day of a week

provides information about unusual behavior.
Fig. 1e shows a two-dimensional representation of the track generated by

an elderly moving in his apartment on a Friday at 19:20. Fig. 1f shows the
track on the next Friday at 19:20. Fig. 1g shows the union of the tracks of
Fig. 1e and Fig. 1f, whereas Fig. 1h shows the intersection of the same tracks. In
general, given two marks, their similarity is a real value calculated as the volume
covered by their intersection divided by the total volume (the union of them).
The lowest similarity is zero (tracks with no intersection), whereas the highest
is one (identical tracks).

2.3 The Detection Subsystem

The detection subsystem enhances and discovers relevant variation of the cur-
rent distribution through sharpening and domain-dependent analytics. For this
purpose, to achieve a better distinction of the critical phenomena, the s-shaped
activation function is applied to the similarity output. As an effect, at each
tick values lower than a lower threshold α are further decreased, whereas val-
ues higher than an upper threshold β are further amplified, to evidence major
dissimilarity.

Fig. 2a shows the similarity values between current and reference track, in a
sampling period of 14 hours and 35 minutes (175 total ticks, 1 tick corresponding
to 5 minutes). A similarity value close to 1 means that there are no behavior
differences, while a similarity close to 0 means that there are significant modifi-
cation in behavior. Here, two horizontal dotted lines are also shown, representing
sample values of the lower (α=0.4) and the upper (β=0.8) thresholds of the s-
shape. In Fig. 2b, the thick line represents the s-shaped similarity, whereas the
thin line represents actual behavioral changes, annotated by a human observer
who analyzed video tracks of the elderly. From Fig. 2a and Fig. 2b it is apparent
that three actual behavioral changes occurred, but only the third one is detected
by the system. To improve the system quality, the system parameters can be bet-
ter adjusted. In Fig. 2c a quality indicator is shown, by using the third event
of Fig. 2b. More specifically, let ẗ = [t, t] be the duration of an actual event,
and τ̈ = [τ , τ ] = [min{i|S(Ti, T

REF
i ) = 0},max{i|S(Ti, T

REF
i ) = 0}] be the

duration of an event detected by the system. To assess the error between the ac-
tual and the detected event we compute the one-dimensional similarity between
the two time intervals: S(ẗ, τ̈ ) = (ẗ ∩ τ̈ )/(ẗ ∪ τ̈). From the interval arithmetic:
S(ẗ, τ̈) = max{0,min(τ , t)−max(τ , t)}/{max(τ , t)−min(τ , t)} = (t− τ )/(τ − t).
To assess the global error, the average similarity is calculated considering each
j-th event.
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(a) (b) (c)

Fig. 2. (a) Similarity between current and reference tracks, in a sampling period of
14 hours and 35 minutes; (b) s-shaped similarity (thick line) with α=0.4 and β=0.8,
against actual behavioral changes of the elderly (thin line); (c) start and end of an
actual (thin line) and a detected (thick line) behavioral event

In order to show the generality of the approach, in the next section we briefly
present a second real-world case study, concerning a vendor rating problem.

2.4 Application of the Approach to Another Case Study: Vendor
Rating

Let us consider four manufacturing competitor firms, with the role of buyers with
respect to a community of vendors. Context-aware information is provided by a
community system for supplier relationship management, to carry out a vendor
rating (VR). An important problem in the field is that, usually, a buyer is not
willing to share the performance of his vendors, to keep a competitive advantage
over its rivals. However, without information sharing each buyer can analyze only
his subset of vendors. A solution to this problem is to use marker-based stigmergy
for analyzing vendors context-aware information, so as to maximize its usability
without violating its market value. Indeed, stigmergy preserves privacy since it
controls the level of perturbation of information, which means that information is
scrambled to be partially hidden but up to preserve its utility. Stigmergy allows
masking plain information by replacing it with a mark, as a surrogate keeping
some piece of the original information. The perturbation level can be controlled
via mark’s structural parameters. More specifically to increase the mark’s width
ε implies a higher uncertainty, whereas to decrease the evaporation θ implies
a higher merging of past and new marks. A very large width (ε → ∞) and a
very small evaporation rate (θ → 0) may cause growing collective marks with
no stationary level, because of a too expansive and long-term memory effect. A
very small width (ε → 0) and a very small evaporation rate (θ → 0) may cause
the plain real values to appear for long time.

Fig. 3a-c shows three stigmergic perturbation levels applied to vendors’ pro-
ductivity values, calculated as output divided by labor, with increasing values of
ε. We used information of publicly available dataset [9]. More specifically, in the
marking subsystem, each k-th buyer locally produces a track Tk (represented as
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(a) (b) (c)

Fig. 3. Different stigmergic perturbation levels, in a community of four buyers, repre-
sented by individual track (thin line) and aggregated track (thick line). (a) low pertur-
bation with ε=5: comparable but interpretable performance; (b) medium perturbation
with ε=60: comparable and non-interpretable performance; (c) high perturbation with
ε=200: non-comparable and non-interpretable performance.

a thin line in figure) by aggregating marks on the productivity of his vendors.
In the perception subsystem, the tracks of the four buyers are aggregated and
averaged online to create a reference track, TREF (represented as a thick line

in the figure), together with its average level, TREF , both shared between the
buyers. The similarity value Sk between Tk and TREF is then calculated. In
the detection subsystem, such similarity is used as a performance indicator, to
compare the buyer track with respect to the reference track. Moreover, to assess
the utility of the information against its privacy, a quality indicator has been
also defined as the product between (TREF ) and the variance of Sk, to take into
account two factors:

(a) low perturbation (ε = 5): a high variance of Sk and a low (TREF ) makes the
individual tracks easily interpretable from the aggregated track; as an example,
Fig. 3a shows a bad scenario where an individual track in the interval [120,180]
is not overlapped to other individual tracks and then it is transparent to the
other buyers;

(b) average perturbation (ε = 60): an average variance of Sk and an average

(TREF ) makes the individual tracks totally overlapped, as shown in the good
scenario of Fig. 3b;

(c) high perturbation (ε = 200): a low variance of Sk and a high (TREF ) makes
the buyers performance non-comparable, as shown in the bad scenario of Fig. 3c.
In addition to ε, other structural parameters may also affect the perturbation
level. As shown for both scenarios presented in this paper, to choose the param-
eters corresponding to the best quality of the performance indicators is crucial
in the proposed approach. The next section is devoted to the adaptation subsys-
tem, which traverses all levels of processing since it may affect all parameters to
find the best setting.
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3 Adapting the Stigmergic Process via a Cross-Level
Subsystem

Table 1 summarizes, for each case study, the structural parameters set by a do-
main expert, and the corresponding quality metrics with their values. To adapt
the structural parameters maximizing a quality metric is an optimization prob-
lem. The next subsection covers the design of the adaptation subsystem, which
performs the optimization.

Table 1. Structural parameters set by a domain expert and quality metrics for each
case study

Case width (ε) evap.(θ) thr.(α, β) Quality metric

AAL 10 0.9 0.4, 0.4 Q = avg{S(ẗj , τ̈j)}=0.63

VR 60 0.9 0.0, 1.0 Q = var{S(Tk, T
REF )} · avg{TREF}=4.57

3.1 The Adaptation Subsystem

Many optimization problems may be solved by search methods, i.e., procedures
that look for a solution by trying out many attempts until a satisfactory result is
obtained. Biologically inspired algorithms (BIAs) implement search mechanisms
applicable to problems that cannot be efficiently solved using exact and analyt-
ical techniques [8]. Indeed, it is apparent from Table 1 that each case employs a
different quality metrics. Then, an optimization method using a “black box” ap-
proach, i.e., which is not based on formal properties of the quality function, may
be effective. Due to their random nature, BIAs can find near-optimal solutions
rather the optimal solution.

BIAs optimize a problem by iteratively trying to improve a population of
candidate solutions with regard to a given measure of quality, or fitness. Solu-
tions are improved by means of stochastic transformation mechanisms inspired
by biology, such as reproduction, mutation, recombination, selection, survival,
swarm, movement, in an environment whose dynamics are represented by the
quality measure.

Since the mid-sixties many BIAs have been proposed, and many efforts have
also been devoted to compare them. In the last decade, most notably the fol-
lowing three classes of methods attracted attention: Genetic Algorithm (GA),
Differential Evolution (DE), and Particle Swarm Optimization (PSO) [8]. A
quantitative comparison of GA, DE, and PSO is beyond the scope of this paper.
For the sake of brevity, an excerpt of their qualitative properties is summarized
in Table 2 [8]. The interested reader is referred to the specialized literature for
further details. It is apparent from Table 2 that DE is a simple and efficient
adaptive scheme for global optimization. For this reason, it was selected to de-
sign the adaptation subsystem. Next subsection is devoted to DE and its different
variants.
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Table 2. An excerpt of the properties of the algorithms GA, PSO, and DE [8]

Property GA PSO DE

Require ranking of solution Yes No No
Influence of population size on solution time Exponential Linear Linear
Influence of best solution on population Medium Most Less
Average fitness cannot get worse False False True
Tendency for premature convergence Medium High Low
Density of search space Less More More
Ability to reach good solution without local search Less More More

3.2 The Differential Evolution

In DE algorithm, a solution is represented by a real D-dimensional vector, where
D is the number of parameters to tune. DE starts with a population of N can-
didate solutions, injected or randomly generated. At each iteration and for each
member (target) of the population, a mutant vector is created by mutation of
randomly selected members and then a trial vector is created by crossover of
mutant and target. Finally, the best fitting among trial and target replaces the
target. More formally:

DifferentialEvolution()
P (0) ← InitializePopulation()
f ← ComputeFitness(P (0))
t ← 0
while !stopCondition {
for each p(t) ∈ P (t) {
p′ ← GenerateMutant(P (t), p(t))
q ← Crossover(p(t), p′)
if f(q) < f(p(t))
then p(t+ 1) ← q
else p(t+ 1) ← p(t)

}
t ← t+ 1
f ← ComputeF itness(P (t))

}

In the literature, many variants of the DE algorithm have been designed, by
combining different structure and parameterization of mutation and crossover
operators [10]. Mutant vector is usually generated by combining three randomly
selected vectors from the population excluding the target vector. More formally:

GenerateMutant(P , p)
p1, p2, p3 ← randomExtraction(P − p)
return p1 + F · (p2 − p3)
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The scaling factor F ∈ [0, 2] is a parameter of the DE algorithm. We used a
commonly set value, i.e., F = 0.8.

There are different crossover methods. Results show that a competitive ap-
proach can be based on binomial crossover [11]. With binomial crossover, a
component of the offspring is taken with probability CR from the mutant vector
and with probability 1− CR from the target vector. More formally:

BinomialCrossover(p, q)
k ← randomInteger(1, n)
for i = 1 to n {
if randomReal(0,1)< CR or i = k
then zi ← pi
else zi ← qi

}
return z

A small crossover probability leads to a vector that is more similar to the
target vector while the opposite favors the mutant vector. We used a commonly
set value, i.e., CR = 0.7, with the population size N equals to 15.

3.3 Experimental Studies

The aim of this section is to illustrate the possibilities offered by our approach,
rather than to focus on a systematic optimization spectrum. For this purpose,
we experimented the optimization offered by DE on both AAL and VR case
studies. We used the parameters values found by domain experts as an initial
(injected) solution, and the quality metrics already summarized in Table 1.

Fig. 4 shows the fitness versus number of generations for both cases. Here, it is
apparent that the parametric optimization sensibly improved the initial setting,
after a small number of generations (about 10) and with a very fast convergence:
the quality metric has been highly improved, up to 44% and 62%, for AAL
and VR, respectively. The parameters and the quality metrics (fitness) values

(a) (b)

Fig. 4. Fitness versus number of generations for two case studies: (a) AAL; (b) VR
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Table 3. Best solution provided by the adaptation module for each case study

Case width (ε) evap.(θ) thr.(α, β) Quality metric

AAL 37 0.51 0.52, 0.52 0.91

VR 42 0.94 0.00, 1.00 7.40

provided at the end of the optimization processes are summarized in Table 3,
to be easily compared with the values set by domain experts (Table 1). In the
AAL case ε has been sensibly increased and θ has been considerably reduced,
whereas in the VR case ε has been strongly reduced keeping θ about constant.
To focus the analysis on the marking structure, α and β were constrained to be
equal (AAL) or fixed to constant values (VR).

4 Conclusions

We have presented a novel approach to analyze context-aware information. The
approach is based on representing the context datum as a mark, to enable self-
organization between data. An architecture exploiting the mechanisms of the
marker-based stigmergy have been designed and discussed on two real-world do-
mains. An adaptation subsystem based on differential evolution has been also
designed and experimented to enable a self-parameterization of the architec-
ture. Experimental results show the effectiveness of the approach. However, to
ensure high-quality design, the system should be cross-validated against more
dynamic context data series. Indeed, one of the problems to solve when optimiz-
ing parameters is that optimization encompasses all available scenarios at once
and may include different contexts, spread across the entire search space. This
global tuning leads to increasing difficulties from the practical perspective, due
to fitting different scaled spatiotemporal data. An alternative is local modeling,
which requires an architecture based on sub-models that focus predominantly on
some selected regions of the entire domain. An overall model is then formed by
combining such local models. This modular layer may provide a topology offer-
ing a considerable level of flexibility, as the resulting sub-models can be highly
diversified according to the distribution of the local data. For this reason, future
work will be focused on using more dynamic context data series, to assess the
fitting properties of the current system and to enable the design of a composite
architecture.
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Abstract. The paper discusses modeling and control of discrete manu-
facturing processes (DMP) with disturbances of various types: machine
failures, quality defects, unexpected additional orders etc. A novel formal
modeling method is presented for DMP with disturbances. The method
is based on formal description of DMP given by the algebraic logical
meta model (ALMM). It is called two stage AL model transformation
method (2SALMT method). Method application is shown herein for IT
systems managing manufacturing on both operational and tactical levels.
The paper also shows how 2SALMT method can be applied for modeling
scheduling problems with disturbances such as machine failure.

Keywords: Discrete manufacturing processes · Discrete manufacturing
processes with disturbances · Algebraic-logical meta-model · Two stage
AL model transformation method · 2SALMT method · ALMM of DMP ·
Multistage decision process · Failure modes · Manufacturing defects ·
Switching algebraic-logical models

1 Introduction

The paper refers to modeling and control of discrete manufacturing processes
(DMP) encountering disturbances of various types. The notion of a disturbance
is understood in a broad sense here, unlike the definition encountered in the
classical control theory. Such disturbances can take forms of unexpected events
with a specific details ranging from an unexpected machine breakdown, a new
incoming order to be realized, a detection of quality defect that requires repeat
performance of certain operations or others.

Even though issues related to DMP with disturbances have been raised in
multiple research papers [1,2,10,11,15,12] no satisfactory solutions have been
offered so far. The first step towards such a solution is to provide a formal
method to model processes with disturbances (belonging to various classes).
This is necessary as a basis for further development of control methods and
algorithms realized both offline and online.

The main aim of this work is to present a new, unified modeling method for
manu-facturing processes with disturbances to be implemented in IT systems
used for discrete manufacturing process control.
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The method presented is based on Algebraic-Logical Meta-Model of Multi-
stage decision process (ALMM of MDP) as well as the theoretical background
established based on, the said ALMM theory, both created and developed by
the author heretofore [3,4].

Using the ALMM of MDP it is possible to develop so-called algebraic log-
ical (AL) models for a large class of discrete optimization problems including
control problems of various manufacturing processes, logistics problems, project
management problems and others [3,4,5,12,14]. The paper shows that although
AL models are deterministic, they can also be used to model processes with
disturbances (partially non-deterministic) as long as the disturbances occur in-
frequently.

The modeling method for discrete manufacturing processes with disturbances
proposed herein is called a two-stage AL model transformation method (2SALMT
method). The method allows the determination (calculation) of optimized con-
trol decisions in case of emergence of various disturbances even though timing
of such emergence is not known in advance.

To date two papers have been published with regard to DMP with distur-
bances that involve AL models. In [10] ALMM based approach was presented for
scheduling DMP in a failure mode. [12] presents a preliminary idea of modeling
manufacturing process with a disturbance consisting in manufacturing defects.
The idea was developed for a flow shop system and was referred to as “switching
algebraic-logical models”. The method presented in this article is different and
more developed in comparison with [12]. Moreover it is suitable for disturbances
of many different classes and can be applied for many different manufacturing
processes.

Control of discrete manufacturing processes with disturbances is a current hot
topic. In particular, control in failure modes as well as diagnostics of pre-failure
states are of significance [1,2,10,11,15].

Therefore, for illustrative purposes a simple manufacturing process is pre-
sented here just with machine failure as a disturbance. The AL model for schedul-
ing process on parallel machines is shown as well as the AL model for the dis-
turbed process obtained by means of the 2SALMT method.

2 Algebraic-Logical Meta-Model of Multistage Decision
Process

The notion of a multistage decision process is understandable on an intuitive
level and has been used for long. Most commonly, a multistage process graph
model is applied in form of a decision tree. Such graph model, though, is not
capable of including all kinds of information regarding the problem to be solved,
in particular the information defining the state, decision, algorithm used to gen-
erate consecutive states and various temporal relationships of the process. Fur-
thermore, the graph model is only appropriate for problem instances, not for
a problem understood as a set of instances. That is why it was necessary to es-
tablish a formal model for the multistage decision processes, or a meta-model of
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the multistage decision process to be more specific, that would allow the inclu-
sion of more information. The meta-model concept was developed by the author
[3,4] and put to use in multiple cases [5,6,7,8,9].

The meta-model name has been changed as different aspects of the meta-
model was stressed. The current most general name is the algebraic-logical meta-
model of multistage decision process (ALMM of MDP) or an algebraic-logical
meta-model (ALMM) for an abbreviated name. In [3,4] author has provided
two base classes of multistage decision processes: a common process, denoted
here as cMDP (or AL-cMDP to emphasize the algebraic-logical description) and
a dynamic process, denoted as MDDP (or AL-MDDP) [11].

Below a formal definition of ALMM of MDDP is given. With its use, models
can be established for many discrete optimization problems, hence the name
“meta-model”. The definition refers to dynamic decision processes, i.e. processes
wherein both the constraints and the transition function (and in particular the
possible decision sets) depend on time. Therefore, the concept of the so-called
“generalized state” has been introduced, defined as a pair containing both the
state and the time instant.

Definition 1. The algebraic logical model of multistage dynamic decision pro-
cess is a knowledge representation paradigm that specifies any AL-MDDP by
the sextuple (U, S, s0, f, SN , SG) where U is a set of decisions, S = X×T is a set
named a set of generalized states, X is a set of proper states, T ⊂ � + ∪{0}
is a subset of non negative real numbers representing the time instants,
f : U × S → S is a partial function called a transition function, (it does not
have to be determined for all elements of the set U × S), s0 = (x0, t0), SN ⊂ S,
SG ⊂ S are respectively: an initial generalized state, a set of not admissible
generalized states, and a set of goal generalized states, i.e. the states in which
we want the process to take place at the end. Obviously, SG ∩ SN = ∅.

The transition function is defined by means of two functions, f = (fx, ft)
where fx : U × X × T → X determines the next state,
ft : U × X × T → T determines the next time instant. It is assumed that
the difference Δt = ft(u, x, t)− t has a value that is both finite and positive.

Thus, as a result of the decision u that is taken or realized at the proper state
x and the moment t, the state of the process changes for x′ = fx(u, x, t) that is
observed at the moment t′ = ft(u, x, t) = t+Δt.

Because not all decisions defined formally make sense in certain situations,
the transition function f is defined as a partial one. As a result, all limita-
tions concerning the decisions in a given state s can be defined in a conve-
nient way by means of so-called sets of possible decisions Up(s), and defined as:
Up(s) = {u ∈ U : (u, s) ∈ Domf}.

In the most general case, sets U and X may be presented as a Cartesian prod-
uct U = U1 × U2 × ... × Um, X = X1 ×X2 × ... ×Xn i.e. u = (u1, u2, ..., um),
x = (x1, x2, ..., xn). Particular ui, i = 1, 2..m represent separate decisions that
must or may be taken at the same time and relate to particular objects. There are
no limitations imposed on the sets; in particular they do not have to be numeri-
cal. Thus values of particular co-ordinates of a state or a decision may be names
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of elements (symbols) as well as some objects (e.g. finite set, sequence etc.). The
sets SN , SG and Up are formally defined with the use of logical formulae, hence
the algebraic-logic model descriptor.

Based on the meta-model given herein, algebraic-logical models (AL models)
may be created for individual problems consisting in seeking admissible or opti-
mal solutions. In case of admissible solution, AL model is equivalent to suitable
multistage decision process, hence is denoted as process P . If an optimiza-
tion problem is encountered, it requires a further definition of an optimization
criterion Q , and then it is denoted as a (P, Q) pair.

The key point for two stage AL model transformation method is the proper
definition of the problem and its instance [3]. A problem definition requires
a prior dataset definition as well as definition of the six components of the process
P . This way all the information and constraints defining the problem of seeking
an admissible solution are split into 6 basic components: the definition of a state,
and in particular the information structure defining the state, the definition of
a decision (and its structure), an algorithm that defines the transition function
and the definition of goal states and non-admissible states.

For specific data (provided overtly) a problem instance (P,Q) is a result, with
P standing for a so-called individual process and Q for a criterion calculated for
the instance of problem.

At the same time, an individual process represents a set of its trajectories that
starts from the initial state s0. It is assumed that no state of a trajectory, apart
from the last one, may belong to the set SN or has an empty set of possible
decisions. Only a trajectory that ends in the set of goal states is admissible.
The task of optimization lies in the fact of finding such an admissible decision
sequence ũ that determines an admissible trajectory and minimizes a certain
criterion Q.

A defined optimization problem is a set of optimization tasks that have
a commonly determined data set (the same type of data fulfiling the commonly
determined properties), common (parametric) definition of individual process set
and common (parametric) definition of criterion functions. A set of individual
processes determined as above will also be referred to as a problem process
denoted as a P , while an individual process is denoted as P .

The common definition of an individual process set includes common (iden-
tical) definitions of process specification components, that is the definitions of
state set, decision set, transition function (including Up(s) sets), initial state as
well as goal state set and non-admissible state set.

3 Algebraic-Logical Model of Discrete Manufacturing
Process

Control of DMP lies in determining a manner of performing some set of jobs
under restrictions referring to machines/devices, resources, energy, time, trans-
portation possibilities, order of operation performing and others. Let us notice,
that control of DMP is understood in a broad sense than scheduling.



Modeling Manufacturing Processes with Disturbances 357

The meta-model presented herein can be applied quite simply in modeling
a whole host of discrete manufacturing processes. To achieve AL model of some
DMP all sorts of technological and organizational constraints need to be reflected
in the definition of process P i.e. included in the definition of state set, decision
set, possible decision sets Up(s), transition function algorithm f(s) as well as the
non-admissible state set w SN and the goal state set SG.

Any AL model of DMP includes the following properties of a real manufac-
turing process:

– influence on the process (process control) and its observable state change
both occur at strictly determined temporal instances, with the instances not
necessarily equidistant; in a general case, the next time instance depends on
the state, decision and current time; control can be achieved both by physical
signals and by decisions; thus no limitations are imposed as to the structure
of the control and state (it does not have to be determined in a numerical
space),

– manufacturing technology specifics determine decisions that are possible in
given situations (e.g. in terms of sequential constraints), on the other hand
not all formally defined decisions would make sense in certain situations;
this is taken into account when determining the possible decisions set Up(s),
thus a calculation of the transition function is a two-step process - first the
decision is checked for its presence in the Up(s) set and then the next state
is determined,

– there are additional constraints within the process regarding both time and
the proper state (deadlines, raw material constraints); these are taken into
account through definition of the inadmissible states SN .

3.1 Exemplary AL Model for a Manufacturing Process

This section presents an AL model of parallel identical machine processes as
a sample model for a simple manufacturing process. The model given herein
expands the model presented in [3].
Example 1.

A finite set of jobs is given, represented by natural numbers J = {1, 2...n}
and a function p : J → R+ that determines the processing times. The jobs
are to be performed using m parallel identical machines. Preemptions of jobs
is not allowed. We have to find an assigning jobs to the machines and order
of the job performance so that any regular performance index is at minimum
(e.g. the weighted sum of the particular jobs completion times is at minimum).
For notation convenience we introduce a job number 0 with processing time
of p(0) = 0 to represent no job assigned to a machine. For all other jobs the
processing time is positive. The job set plus the zero job will be denoted as J∗,
hence J∗ = J ∪ 0.

Let us define the elements specifying the process P = (U, S, s0, f, SN , SG)
and provide their interpretation. The proper state x is determined by the set
of completed jobs and the states of particular machines. The decision con-
sists in determining the next jobs to be performed by the particular machines.
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Thus, the decision values are the names (numbers) of the chosen jobs. Formally:
The set of a proper states X = X0 × X1 × X2 × ... × Xm, a proper state is
a m-touple x = (x0, x1, x2...xm) where:
x0 ⊂ 2J - a set of completed jobs,
xk = (βk , τk), k = 1, 2..m - the k-th machine states where: βk ∈ J∗ − x0,
k = 1, 2..m - denotes the number of a job that is currently performed by k-th
machine, τk ∈ R, k = 1, 2..m - time remaining to complete the performed job
(if τk ≥ 0); time τk ≤ 0 denotes that the performed job is completed and the
machine is free;

The initial state s0 = (x0, t0) where t0 = 0 and x0 = (∅, (0, 0), (0, 0), ...(0, 0)).
It denotes that no job is assigned to any machine to perform and no job has
been completed jet.

The set of non-admissible states SN = ∅.
The set of goal states SG = {(x, t) : x0 = J} - it denotes that the process is

in a goal state if all the jobs are completed.
The set of decisions U ⊂ J∗ × J∗ × .. × J∗; u = (u1, u2..um), with the uk

coordinate denoting job number assigned to the k-th machine as a result of the
decision.

To define a possible decision set Up(s) let us introduce the notion of a decision
state of a machine and define a set of jobs processed by machines in a state s (that
is the currently processed jobs) JM (s),

JM (s) =

m⋃

k=1

βk\ {0}

We say that a state s = (x, t) is a decision state for the k-the machine if for the
state occures τk ≤ 0, that is if a job processed by the k-th machine is completed
while no new is assigned yet. Then, for a correctly developed model, βk = 0.
The decision state set for machine k will be denoted as Sd(k).

Sets of possible decisions Up(s) = U1
p (s)×U2

p (s)× ..Um
p (s), with the following

properties:

(a) sets Uk
p (s) ⊂

{(
J\x0\JM (s)

)
∪ {0}

}
for k = 1, 2..m (only jobs that have

not been completed yet and are not currently processed can be assigned for
processing),

(b) u = (0, 0, ..0) /∈ Up(x)(it is necessary to assign at least one job for processing
in a state that is not a goal state),

(c) ul = uk ⇔ ul = 0 ∧ uk = 0 for k, l = 1, 2, ..m, k �= l (the same job cannot
be assigned simultaneously to two different machines; this property will be
satisfied as long as Up(s) and the transition function are defined properly),

(d) if a given state s = (x, t) is not a decision state for the k-th machine, that
is τk > 0, then Up(s) = {βk}.

Let us determine the transition function f(ui, xi, ti) = (xi+1, ti+1).
We need to bear in mind that the transition function is defined as a pair of

f = (fx, ft), fx(ui, xi, ti) = xi+1, ft(ui, xi, ti) = ti+1.
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Let ui = (u1
i , ..., u

m
i ), x = (x0

i , x
1
i , ...x

m
i ), ft(ui, xi, ti) = ti+1 = ti + Δti

while Δti = min+{p(u1
i ), p(u

2
i ), . . . p(u

m
i ), τ1i , τ

2
i . . . τmi } where min+ denotes

minimization only for elements of positive values.
Let us define the fx function.
For the process contemplated here, a transition function can be expressed

as a vector of the fx = (f0
x , f

1
x , ...f

m
x )

T
function. Algorithms for functions:

f0
x (ui, si) = x0

i+1 and fk
x (ui, si) = xk

i+1 for k = 1, 2..m differ.
In order to be able to provide an algorithm for the f0

x function, let us define
a set of jobs (job indices) completed in state si+1 = (xi+1, ti+1) as a result of
a decision ui taken in a state xi denoted as Jcmp(ui, xi, ti). Such a set is a sum
of two subsets: a subset of jobs started earlier (being processed) Jcmp(xi), with
completion time of Δti, and a subset Jcmp(ui), containing jobs assigned under
decision ui, with processing time of Δti.
Jcmp (xi) =

{
xk
i : τki = Δti, k ∈ M

}

Jcmp (ui) =
{
uk
i : p(uk

i ) = Δti, k ∈ M
}

Jcmp (ui, xi, ti) = Jcmp (ui) ∪ Jcmp (xi)
x0
i+1 = x0

i ∪ Jcmp (ui, xi, ti)
Algorithm for function fk

x (ui, si) = xk
i+1 = (βk

i+1, τki+1) for k = 1, 2..m:

(a) if state si is not a decision state for the k-th machine, si /∈ Sd(k), then:
Uk
p (si) =

{
βk
i

}
, βk

i+1 = βk
i and τki+1 = τki −Δti,

(b) if state si is a decision state for the k-th machine, that is si ∈ Sd(k), then:
βk
i+1 = uk

i ,... τ
k
i+1 = p(uk

i ).

The same in an abbreviated form:

xk
i+1 =

{
(βk

i , τ
k
i −Δti) for si /∈ Sd(k)

(uk
i , p(u

k
i )) for si ∈ Sd(k)

4 Two Stage AL Model Transformation Method
for Processes with Disturbances

Manufacturing disturbances can be grouped into several typical classes, such
as machine and/or transportation failures, unexpected raw material shortages
(or poor quality), detection of quality defects, unexpected orders and others.
Obviously, within each of these classes denoted as Ek k = 1, 2, .. production
managers differentiate certain disturbance types ei i = 1, 2.. that are not uniform
(e.g. breakdown of various pieces of machinery, different types of quality defects).
It is also significant that the disturbances in question occur only rarely, hence
theory of stochastic processes is not applicable here.

This chapter shows how a modeling technology based on ALMM of MDDP can
be used to develop a uniform way of modeling manufacturing processes, both
in a regular mode and obstructed by unforeseen disturbances. What is more,
the modeling methodology presented is suitable for all the disturbance classes
mentioned above.
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4.1 Base Process and Process with Disturbance

It is known that every manufacturing process has its characteristic structure
determined by machinery and logistics resources as well as other organizational
constraints. All these contribute towards the regular AL model structure where
the process is referred to as the base process PB as given by definitions of state
and decision structures, transition function algorithm, definitions of Up(s) sets,
definitions of SN and SG subsets and definition of the s0 state.

In the most general case a disturbance causes changes to the AL model i.e.
the base process PB . Such changes consist in modifications to definitions of
one or many elements of the following: X , U , f , SN , SG. Finally, AL model of
a disturbed process, denoted as PD is defined by XD, UD, fD, SND, SGD. The
modifications are performed at the first stage of transformation in the two-stage
modeling method.

If a specific set of jobs and all parameter values are given (processing times,
due dates, etc.), we are dealing with a specific base process instance i.e. the
individual base process PB. Such process proceeds in line with a pre-determined
decision sequence ũ and as such corresponds to the trajectory s̃.

A disturbance ek occurs at a certain state of the trajectory sD = (xD, tD)
that is not known in advance. To enable process control that would minimize
the impact of such disturbance a new individual process PD (a disturbed process)
needs to be determined. The algorithm based on a two-stage AL model trans-
formation method yields that very modified individual process PD that requires
new controls to be determined.

The two-stage transformation algorithm depends on the type of DMP and
its AL model, the class of the Ei disturbance (machine failure, manufacturing
defect, additional orders, other), the specific disturbance ek belonging to class
Ei, the process state at which the disturbance occurred (or was noticed) and the
availability of additional information such as disturbance duration and remedial
procedure.

The first stage of transformation consists in modification of the AL model
of the regular DMP i.e. modification of the base process PB resulting in devel-
opment of an AL model of disturbed DMP i.e. process PD. For a given type of
disturbance ek the transformation is performed using one or more transformation
rules that modify appropriate elements of the base process. The first stage trans-
formations denoted as TRANS1 (PB, ek) for k = 1, 2, yield processes PD(ek) for
all types of disturbances included. These models are stored in a knowledge base
of the IT system together with a model of the base process. They are used as
a basis for simulation software of manufacturing processes (normal and disturbed
mode) and for control algorithms.

The second stage takes the state and time of disturbance occurrence into
account. The second stage of transformation consists of determination of an in-
dividual process PD(ek) for a disturbance ek noticed at state sD = (xD, tD). The
second stage transformation TRANS2 (PB , ek, sD) takes an individual process
PB and converts it into an appropriate individual process
PD = (UD, SD, s0D, fD, SND, SGD). The sD state is transformed into an initial
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state s0D of the PD process. If the state structure for process PD (obtained
under the first stage) is the same as the state structure for the base process PB,
the sD state simply becomes the initial state for process PD.

When disturbance ek occurs, the process model PB is automatically switched
to model PD(ek) and its individual process PD is generated with new controls
calculated for it.

4.2 AL. Model Including a Machine Failure

In order to illustrate the 2SALMT method let us consider a failure disturbance
consisting in full inoperability of a single k-th machine. Let us present an AL
model for disturbed DMP i.e.the PD process developed by means of transfor-
mation of the AL model presented in example 1.
Example 2.

Let us assume for the sake of simplicity that the state when the machine failure
occurred sD = (xD, tD) is a decision state. Repair time depends on failure type
and can be estimated. Let the time of repair be trep meaning that the machine
is broken (unavailable) in the range [tD, trep).

AL model for the PD process can be presented in various ways. Here it will be
shown so that right after the failure resolution it will automatically return to the
base process model. At the first stage only the definition of Up(s) is transformed.
The set of possible decisions UpD(s) for the PD process:
UpD(s) = U1

pD(s)× U2
pD(s)× ..Um

pD(s)

with only the Uk
pD(s) changing and now dependent on parameters tD and trep

Uk
pD(x, t) = {0} for tD ≤ t < trep and Uk

pD (x, t) = Uk
p (x, t) for t ≥ trep. For

tD ≤ t < trep, conditions a) - d) from example 1 only refer to sets U i
pD(s)

i = 1, 2, ..m but i �= k.
As the PD process state structure remains unchanged, the second stage trans-

formation assign state sD to the initial state s0D of the PD process.
Note that the definition of process PD as non-stationary enables automatic

return to the regular base manufacturing process once the disturbance cases.
The total AL model for the process stored in the IT system consists of a com-

bination of two models, provided in example 1 and example 2.

5 Conclusion

The paper presents a new, formal modeling method of manufacturing processes
including occurrence of various types of disturbances that may emerge relatively
infrequently. The method referred to as Two-Stage AL Model Transformation
method utilizes an algebraic-logical meta-model of multistage dynamic decision
process (ALMM of MDDP). The meta-model can be used as a basis for de-
velopment of AL models for a broad class of discrete manufacturing processes,
especially AL models for discrete manufacturing processes both in the regular
and disturbed modes.
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The method is innovative in that it enables the modeling of manufacturing
processes with disturbances occurring with unpredictable timing through appro-
priate switching of deterministic AL models.

The method presented herein is to be implemented in IT systems managing
manufacturing processes on the operational level, in particular in MES class
systems.
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Abstract. The paper presents a new approach to nonlinear modeling
based on significant operating points detection from non-invasive identi-
fication of nonlinear dynamic system. The swarm intelligence supported
by the genetic algorithm is used in the proposed approach to identify
the unknown parameters of the nonlinear dynamic system in different
significant operating points. The parameters of the membership func-
tions of the fuzzy rules and the parameters of the linear models are si-
multaneously identified. The new approach was tested on the nonlinear
electrical circuit, which was replaced by the approximate linear model.
The obtained results prove efficiency of the new approach based on the
significant operating points detection.

Keywords: Nonlinear modeling · Non-invasive identification · Signifi-
cant operating point · Particle swarm optimization · Genetic algorithm ·
Electrical circuit · Takagi-Sugeno neuro-fuzzy system

1 Introduction

Non-invasive identification of nonlinear dynamic system is the art of the disco-
very of the mathematic model allowing the reproduction of the reference values
obtained from the non-invasive measurement of the nonlinear dynamic system
with sufficient precision. Determination of the enough sufficient precise mathe-
matic model, which reproduces nonlinear dynamic system, in many situations is
very hard to obtain or impossible.

In practice, the mathematical models of the nonlinear dynamic systems are
the approximate models and cannot describe some unpredictable dynamics or
another phenomena. A large number of mathematical models, which describe
the nonlinear systems in universal way have been proposed in the literature,
among others, neural networks [21], [24], [26] treated as black box models, Fuzzy
Inference Systems (FIS) [20], [54], neuro-fuzzy systems [4–8], [27], [32–34], [44–
46], flexible neuro-fuzzy systems [53, 55, 56, 58, 59] and Takagi-Sugeno models
(TS) [9], [10], [19]. Particular attention should be given to the latter mentioned.
They give the possibility of obtaining much better results for the identification
or classification. Moreover, defuzzification is not necessary in the TS model.
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A large number of researchers conducted study on the identification of the
nonlinear dynamic systems [2], [22], [23], [29], [35–43], [50], [51], Eftekhari [14]
used substractive clustering algorithm [3], [12] to discover potential areas of
applying local linear models which have been identified subsequently. The struc-
ture obtained in this way has been learned by using ant colony optimization
for continuous space [13]. Optimization was used to increase interpretability of
the obtained fuzzy rules describing the local linear models. Rudenko [31] used
evolutionary computation for determining the topology of the neural network
and its parameters in order to identify nonlinear non-stationary systems. Imam
[47] proposed quasi-arx neural network. The weights of the neural network and
the parameters of the fuzzy adaptive controller were estimated using Lyapunov
algorithm.

The main objective of this paper is nonlinear dynamic system identification
described by using approximate linear models, in which some dependencies were
not included in mathematical model. These models are activate in significant
operating points [11] described by the fuzzy rules of the Takagi-Sugeno model.

The remainder of this paper is organized as follows. In section 2, modeling of
nonlinear dynamic system using linear combination of the algebraic equations
and based on the state variable technique, is described. Section 3 deals with
fuzzy modeling of the significant operating points using Takagi-Sugeno model.
In section 4 overall assumptions of the PSO-GA algorithm used for determining
the parameters of the fuzzy rules and local linear model are outlined. A new ap-
proach to significant operating points detection is discussed in section 5. Section
6 presents the nonlinear electrical circuit and the placeholder circuit. Finally
section 7 shows simulation results, proves effectiveness of the new approach to
nonlinear modeling based on significant operating points detection.

2 Nonlinear Dynamic System Identification

Let us consider the nonlinear dynamic system described by the algebraic equa-
tions and based on the state variable technique

dx

dt
= f(x, u) = Ax+Bu+ ηg(x,u), (1)

y = C · x, (2)

where g(x, u) is the separate nonlinear part of the system and η is the influence
factor of nonlinearities of the whole system, A, B are the system input and
output matrices, x, y is input and output signals respectively, u is the vector of
the state variables.

Assuming that η is small and system is weakly nonlinear then linear appro-
ximation about an equilibrium point may give good results in a certain region.
However, overall accuracy of such model may be too low for many practical
applications.
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In this paper we propose extension of the algorithm studied in [11] to in-
crease the accuracy of that algorithm by identifying the parameters affecting
the behavior of the linear models in selected regions. Selected regions, called the
operating points, are described by the fuzzy rules of the Takagi-Sugeno neuro-
fuzzy system [9], [10], [12], [19]. In that structure, the local linear model can be
identified by using the reference values obtained from measurements or acquired
from the internal state of the nonlinear dynamic system. The local linear model
is described by the algebraic equations and based on state variables technique,
which does not contain nonlinear part:

fl(x, u) = Arx+Bru, (3)

where: r = 1, . . . , n, n - the number of the local linear models.
The entire model can be described by the linear combination of the local linear

models, which are activated in the specific regions called significant operating
points.

The model is defined as follows:

fg(x, u) =
n∑

r=1

ζr(x, u)(A
rx+Bru), (4)

where ζr(x, u) is the function specifying the activity level of the local linear
model in particular states described by using a vector of the state variables u
for a specific input values x. The local linear model in the significant operating
point r is defined by the set of parameters Θr = {Ar,Br,u}. The function of
the activation ζr, if depends on output values of the modeled nonlinear dynamic
system, can be in the form ζr(x, y, u).

The change of the states of the nonlinear dynamic system usually does not
occur rapidly, but in a smooth manner, which is difficult to describe by using
the mathematical model. Linear models existing in operating points pass fluently
among themselves and overlap.

Neuro-fuzzy systems described in the next section are perfect to model the
activation level of the local linear models with the specified parameters.

3 Fuzzy Modeling of the Significant Operating Points

The construction of the most neuro-fuzzy structures [4], [5], [8], [9], [27], [32],
[33], [44], [54], [57], is based on the Mamdani reasoning type described by using
t-norm, for example product or minimum. They require defuzzification of the
output values, thus they cannot be applied easily for modeling of the activation
level of the local linear models, such as Takagi-Sugeno model [9], [10], [12], [19],
[34]. These systems include dependences between a premise and a consequent of
the rule in the form

R(r) : IF x̄ is Dr THEN yr = f (r)(x̄) (5)
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where: x̄=[x̄1, x̄2, . . . , x̄N ] ∈ X, y ∈ Y,Dr=Dr
1×Dr

2× . . .×Dr
N ,Dr

1, D
r
2, . . . , D

r
N ,

are the fuzzy sets described by the membership functions μDr
i
(x̄i), i = 1, . . . , N ,

r = 1, . . . , n, n is the number of the rules and N is the number of the inputs of the
neuro-fuzzy system.

The aggregation in the Takagi-Sugeno model is described by the formula

y = f(x̄) =

n∑
r=1

f (r)(x̄) · μDr(x̄)

n∑
r=1

μDr (x̄)
(6)

The following form of the Takagi-Sugeno model is obtained through replacing
the function f (r)(x̄) in consequent of the rule by the local linear model (3)

R(r) : IF x̄ is Dr THEN yr = Arx+Bru (7)

By using the aggregation (6), we obtain the output of the Takagi-Sugeno model
containing the local linear models in the consequents

y = f(x, x̄) =

n∑
r=1

(Arx+Bru) · μDr(x̄)

n∑
r=1

μDr (x̄)
(8)

where μDr (x̄) = TN
i=1

{
μDr

i
(x̄i)

}
, T is t-norm.

The state vector u describing the internal state of the local linear models
is shared for all models in all work points. The parameters of the local linear
models encoded inside input matrix Ar and output matrix Br are changing.
Thus, the complete model is defined through the set of the parameters Θ

′
r =

{Ar,Br,u,Dr}. Assuming the initial state u of the entire model is known, only
Ar,Br,Dr parameters will be identified.

4 PSO-GA Algorithm

Juang [19] proposed a hybrid algorithm HGAPSO in 2004. He used HGAPSO
for determination of the parameters of the Takagi-Sugeno recurrent neuro-fuzzy
network for controlling plant growth. The author significantly improved the con-
vergence of the Genetic Algorithm (GA) by introducing the cooperation between
the chromosomes taken from the Particle Swarm Optimization (PSO) algorithm.
Szczypta [48], [49] used evolutionary algorithm to design optimal controllers. The
hybridization of the evolutionary algorithms, usually gives good results and has
been used in many papers [1], [13], [15], [17], [18], [25], [31].

In this paper a PSO-GA algorithm is used for identification of the parameters
of the linear model in the specified significant operating point r. Parameters are
stored in the input matrix Ar and an output matrix Br. The significant operating
points are described by the membership functions of the fuzzy sets Dr in the
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Takagi-Sugeno neuro-fuzzy system [9], [10], [12], [19]. The PSO-GA algorithm
is obtained by using the Particle Swarm Optimization (PSO) algorithm and a
crossover and mutation operators taken from the Genetic Algorithm (GA) [11],
[15], [17], [30].

In the PSO-GA algorithm, just as in PSO algorithm, each participle pi ∈
N t

PSO,i = 1, 2, . . . |N t
PSO|, is in a specific location xt

i, xt
i ∈ RN , RN - search

space, t = 1, 2, . . . , T , T - the maximum number of the epochs. It moves with
the velocity vt

i (9) in continuous search space. When moving according to (9)
and (10), they are looking for high quality solutions. They are using the best
solutions, which have been found so far xpt

i and the best solution, which has been
found by all participles of the colony xgt. The global best solution xgt is some
type of the shared memory for all the participles of the colony in subsequent
generations

vt+1
i = wt · vt

i + U(0, ψ1)
t · (xpt

i − xt
i) +U(0, ψ2)

t · (xgt − xt
i), (9)

xt+1
i = xt

i + vt+1
i , (10)

where ωt, ωt ∈ (0, 1) is the factor specifying the velocity vt
i influence on velocity

v(t+1)
i . For small value of the ωt, the velocity of the participles rapidly decreases.

As a result, the algorithm is fast convergent, it can easily stop in local optima.
For ωt > 1, the movement velocity of the participles permanently increases - the
algorithm becomes divergent. ψ1, ψ2 are the factors specifying influence of the
best solution of participle xpt

i and the best solution of the entire colony xpt
i on

the velocity value in the next iteration (t+1), respectively. Values of the factors
ψ1 and ψ2 specify cognitive and social abilities of the participles, respectively.
The U(0, ψk) is a vector of random numbers which are uniformly distributed in
the range [0, ψk], k ∈ 1, 2.

The mutation and crossover genetic operators are used for the best elite par-
ticiples, selected according to the roulette wheel principle [52], from the popula-
tion of the solutions xt

i, according to probability P t
GA (11).

P t
GA =

{
PGAmin + β if (t ≤ Tstop)
PGAmin otherwise

, (11)

β =
(PGAmax − PGAmin) · (Tstop − t)

Tstop
, (12)

where Tstop is the number of epochs, for which the probability of using of the
genetic operators decreases to the value PGAmin , TSTOP < T .

The real coding is used in the PSO-GA algorithm. It is much more effective
than boolean coding in case of the complex multidimensional problems [16]. It
was confirmed by many researches. The following decomposition of the parame-
ters in chromosome illustrated in Fig. 1 is used for real coding of the solutions.

The number of the individual parameters in the matrices Ar and Br, depends
on the modeled nonlinear dynamic system. The number of the parameters for
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Fig. 1. Coding of the parameters in chromosome

the fuzzy sets depends on the membership functions, the input and output of the
nonlinear dynamic system, which are used for detection of the operating points.

A new population is created N t
a = N t

PSO ∪N t
GA as a result of moving of the

participles (9)(10) and executing of the genetic operators. The best elite partici-
ples |N t

PSO| remain out of the all participles of the colony N t
a. They become a

new population of participles N t+1
PSO in a new epoch of the algorithm.

Finally, for the participles N t+1
PSO, the best solution xpt+1

i for every participle
and the best global solution xgt+1 is refreshed according to equations (13) and
(14), respectively

xpt+1
i =

{
xt
i when f(xt

i) < f(xpt
i)

xpt
i in other case

, (13)

xgt+1 = arg min
i=1,...,|Nt+1

PSO|
(xpt+1

i ). (14)

Algorithm stops, when it reaches the maximum number of the epochs or the
minimum value of the Root Mean Square Error (RMSE).

5 Identification of the Significant Operating Points

Nonlinear dynamic system identification in the entire measurement area is very
hard or even impossible if it is not known precise enough mathematical model,
which contains linear and nonlinear part (1). The nonlinear part of the system
is frequently hard for modeling with using algebraic equations. In that case the
system can be described by using a linear combination of the local linear models
(4), for which mathematical model is defined precisely enough in some regions.

Eftekhari [14] used substractive clustering algorithm to discover regions of the
measurements, which can be potential candidates for operating points. Dziwiński
[11] proposed algorithm for identification of significant operating points. In the
algorithm he expands measurement region, until the identified local linear model
was able to reproduce reference values.

In this work the identification of the parameters of the local linear model and
significant operating points described by fuzzy rules of the Takagi-Sugeno neuro-
fuzzy system is proposed. The PSO-GA algorithm determines the parameters of
the fuzzy sets which activate local linear model in the significant operating point
and parameters of the local linear model at the same time.

The significant operating points detection algorithm is described in subsequent
sections.
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5.1 Initialization of the Algorithm

Initially a local linear model described by equation (8) with one fuzzy rule is
created and becomes the first significant operating point. The reference values
from time interval are assigned on the basis of the range of parameters change
used for detecting an operating point. The values of the parameters change can
be determined based on expert knowledge about the modeled nonlinear dynamic
system.

5.2 The Parameters Determination for the Local Linear Model

PSO-GA is used with solution coded according to Fig. 1. The parameters of the
membership function and parameters of the local linear model are determined
for the assigned part of the reference values.

If identification of the parameters is ineffective - reference data reproduction
error by the model RMSE > RMSEend does not decrease, then the time interval
for the operating point is decreased until meeting the criterion ε < εMIN ; ε -
error at the end of the assigned time interval; next a new significant operating
point is added in accordance with subsection 5.4.

5.3 Extending the Time Interval for the Reference Data

When identifying parameters of the local linear model described according to
equation (8), the time interval of the reference data is extended until it satisfies
the error criterion ε < εstop in each iteration step of the algorithm. The selected
initial parameters of the fuzzy sets are determined as a result of extending of
the time interval.

5.4 Adding a New Significant Operating Point

If the process of extending of the time interval for the reference data is ineffi-
cient, then time interval for the reference data is limited until it satisfies the
error criterion ε < εMIN . This means, that the identified significant operating
point/points are no longer able to reproduce a new reference data sufficiently
precisely using a local linear models with a fixed value of the parameters. There
are phenomena, that are not possible to model by using identified significant
operating points. A new significant operating point together with a new local
linear model described by a new fuzzy rule is added. The new reference data is
assigned from the time interval for the new significant operating point according
to subsection 5.1.

As a result of adding the new significant operating point, the participles and
corresponding chromosomes are extended according to Fig. 2.

5.5 Ending of the Algorithm

The algorithm works until it does not reproduce the all reference data with the
acceptable accuracy RMSEend, or does not reach a predetermined number of
epochs for the PSO-GA algorithm.
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Fig. 2. The coding of the parameters in chromosome for two significant operating
points

6 Nonlinear Model

The simulations were performed for the created electrical circuit with the nonlin-
ear element for which measurements data have been collected. The approximate
local linear model with the replacement resistance for the diode Rzd, has been
designed for the electrical circuit. The electrical circuit is shown in Fig. 3

Fig. 3. The electrical circuit with the diode and the replacement resistance for the
diode

In the electrical circuit, the internal state of the model is described by the
value of the voltage Uc on capacitor with the capacitance c = 10μF described
by equation (15).

Uc =
1

c

∫
icdt →

dUc

dt
=

1

c
ic (15)

where
ic = i1 − id =

Uz − Uc

R1
− Uc

R2 +Rzd
(16)

Introducing replacement resistance for the branch with diode R′
z = R2 +

Rzd, substituting a designated value of the current (16) to equation (15), using
rectangular integration method, the approximate mathematical model of real
nonlinear object is obtained in discrete form and shown in equation (17)

Uc(k + 1) = Uc(k) +
( 1

C
·
(
− 1

R1
− 1

Rz
′

)
· Uc(k) +

1

C ·R1
· Uz

)
·Δt (17)
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Fig. 4. The initial identification of the significant operating point; a) the capacitor
voltage and the value of identified parameters in the function of the time simulation for
the first significant operating point; b) the capacitor voltage and the values of identified
parameters in the function of the time simulation - beginning the identification of the
second significant operating point; c) the membership function µDop1 of the fuzzy
set for the first significant operating point; d) the membership functions µDop1 and
µDop2 of the fuzzy sets for the first and second significant operating point, respectively,
Ur

c ,U1
c - the reference voltage values and obtained voltage values on the capacitor C,

respectively, ar
11 - the reference value of the identified parameter , aop1

11 , aop2
11 - the

values of the identified parameters for the first and the second significant operating
point, respectively, where a11 = 1

C
·
(
− 1

R1
− 1

Rz
′

)

where: Uc(k), Uc(k + 1) - voltage of the capacitor C in integration step k, k+ 1,
respectively, i1 - value of the current, Uz - input voltage, R1 - input resistance
(4, 7 kΩ), Uc - capacitor voltage, ic - current of the capacitor C, id - current in
branch with nonlinear diode, R2 - resistance in branch with diode (980Ω), Rzd

- unknown replacement resistance of the diode.

7 Experimental Results

Experiments were done for the identification of the nonlinear electrical circuit,
replaced by the approximate linear model with replacement resistance. Obtained
results are presented in Fig. 6a and Fig. 6b and prove the effectiveness of the
proposed method. The 100 times better results have been obtained by using
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Fig. 5. The complete identification of the significant operating points; a) the capacitor
voltage and values of the identified parameters in function of the simulation time; b) the
membership functions for the fuzzy sets for the detected significant operating points
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Fig. 6. The comparison of the efficiency of the identification nonlinear electrical circuit;
a) the capacitor voltage in function of the simulation time; Ur

c - the reference voltage;
U1

c , U2
c - the obtained capacitor voltage with using and without using of the significant

operating points detection, respectively; b) the comparison of the error results with
using (it was obtained approximately 100 times smaller result error) and without using
of the significant operating points detection, respectively

the new approach to nonlinear modeling based on significant operating points
detection. The initial stage of the parameters identification is shown in Fig. 4.
Fig. 5 contains results obtained for the fully identified parameters of the local
linear models and parameters of the membership functions for two significant
operating points. The progress of the algorithm in function of the number of
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Fig. 7. The progress of the algorithm in function of the number of epochs; a) RMSE
and WRMSE error [11] in function of the number of epochs; b) the number of the
reference values (NRV) used for identification in function of the number of epoch

epochs of the PSO-GA algorithm is illustrated in Fig. 7. Finally RMSE = 0.08
has been obtained for voltage value in [-3.99,1.076] which proves the effectiveness
of the proposed method.
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Abstract. In this paper, we present positioning of the queueing sys-
tem by the use of Differential Evolution algorithm. Positioned system
is a H3/GI/M/1/N-type queueing model with exponentially distributed
service and vacation. In the following sections of this article we discuss
the possibility of positioning of the selected system in various common
scenarios of operation, which are modeled with the independent 3-order
hyper exponential input stream of packets and exponential service time
distribution. The research results on positioning are presented and dis-
cussed to show potential benefits of applied optimization method.

Keywords: Differential evolution ·Queueing system ·Mass servicemodel
positioning

1 Introduction

In modern world the devices very often must operate on big data. This happens in
financial services, various analytics, information applied in technology processes,
cloud computing and so on. Moreover in mass service systems (MSS) we need to
operate on many requests and serve various clients at the best possible time, costs
and efficacy to optimize the system performance and assist workflow executions
[1]. Therefore we need to position these Queuing Systems (QS) for the best
Quality of Service (QoS). QS model is a proper tool for operation analysis of
various MSS, which can be mathematically modeled and then positioned by the
application of some specialized methods or sophisticated tools. QS models are
used in positioning of:

• IP routers,
• database servers (in common and also in NoSQL mode),
• video streaming devices,
• voice/music streaming devices,

c© Springer International Publishing Switzerland 2015
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• network interface controllers,
• smoke/fire/danger detection systems,
• manufacturing management,
• transport optimization, etc.

Operation of all these MSSs can be mathematically modeled and then positioned
by the application of selected Evolutionary Computation method.

In a typical QS system we must model not only the income and the service,
but also disturbances of incoming requests (like burstiness). For this task we can
fit one of non-recurrent MAP-type processes describing input stream (MMPP-
Markov Modified Poisson Process or BMAP-Batch Markovian Arrival Process).
The other possibility is to divide observation horizon of the MSS operation on
relatively short time intervals. In these the arrival process can be recurrent with
different distributions of inter-arrival times. This conclusion was a motivation
for transient analysis of finite-buffer queue with general independent (GI) input
flow of packets. Mathematical representation for joint transform of the first busy
period, first idle time and number of packets completely served during first busy
period in GI/G/1-type QSs with batch arrivals and exponential single server
vacation was given in [8] and [10]. Transient characteristics of QSs with single
vacations with compound Poisson arrivals, generally distributed service times
and infinite buffers can be found in [9] and [11]. In [12] non-stationary behavior
of waiting time distribution in a finite-buffer queue with single server vacations
is investigated. In the paper we discuss application of Differential Evolution
(DE) for positioning a transient finite-buffer QS model with hyper exponen-
tial independent input stream of packets and exponential service times. In the
positioned system a hyper exponentially distributed server vacation is being ini-
tialized immediately after the system becomes empty. During server vacation
all the arriving packets are buffered in the queue. After vacation, transmission
of packets begins normally. The results presented in this paper are continua-
tion of the research on efficient positioning of various QSs presented in [5], [24],
[29], [28], [26] and [1]. Where positioning of service cost in GI/M/1/N QS was
presented in [5] by the use of Evolutionary Strategy (ES) and in [24] by the
use of Cuckoo Search Algorithm (CSA). The detailed mathematical model of
the applied finite-buffer queue with a single vacation policy was presented and
discussed in [28]. As presented in the cited articles, traffic in the MSS and the
most efficient service at the lowest possible cost of work can be optimized and
positioned by the use of various EC methods. In each of MSS operation model
is based on applied QS model defined in a particular way.

Definition 1. Queueing System model is a process, that gives a mathematical
description of the requests arrivals from remote clients to be served by the MSS.
Each of them leaves the system after being served. However after arrival, some
of them are buffered in a queue to wait for the service.

This sample definition gives a description of the purpose of mathematical mod-
eling of the service in a dedicated QS applied to optimize operation cost and
increase QoS of MSS. In all the mathematical OSs modeling presented in [5],
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[24], [29], [28] or [26] the situation was modeled for Tservice-average time of service
for each request, Tincome-average time of incoming requests and Tvacation-average
time in which the system takes break. All these times are totally independent
random variables, where the symbols used in QS description in time t are:

• τ1 — the first busy period of the system (starting at t = 0);

• δ1 — the first idle time of the system (consisting of the first vacation time
v1 and the first server standby time q1);

• h(τ1) — the number of packets completely served during τ1;

• X(t) — the number of packets present in the system at time t.

QS model presents the amount of the request arrivals and response departures at
the certain time. Mainly in the cited research we were trying to give the optional
positioning for QS, where at the time there is only one request arrival and one
response departure. Sample operation schema in this MSS type pictures Fig. 1.

Fig. 1. Sample queue process where one request arrives or one departures

2 Queueing Model

Similar attempt to model and position QSs by dividing observation horizon on
relatively short time intervals in which arrival process is recurrent with different
distributions in different interval times is presented in [5], [24], [29], [28], [26]
or [27]. Here to model MSS operation was applied a finite-buffer H3/M/1/N -
type QS. Let us also present a brief description of the QS model, just to help
in understanding positioning and simulation problem using Definition 1, a full
analytical model is presented in details in [28].
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2.1 Applied Inter-Arrival and Vacation Distribution Functions

In modeled MSS are used inter-arrival times of 3-order, hyper exponentially
distributed random variables with distribution function:

F (t) = p1
(
1− e−λ1t

)
+ p2

(
1− e−λ2t

)
+ p3

(
1− e−λ3t

)
, t > 0, (1)

where λi > 0 for i = 1, 2, 3 and p1, p2, p3 ≥ 0. Distribution of inter-arrival times
is mixture of exponential distributions with parameters λ1, λ2 and λ3 which
are being “chosen” with probabilities p1, p2 and p3 respectively. In the system,
there are (N − 1) places in the queue and one for packet in the service. System
starts working at t = 0 with at least one packet present, where the MSS process
goes schematically as pictured in Fig. 1. After busy period the server begins
compulsory single vacation in the service which is modeled with 3-order hyper
exponentially distributed random variable with distribution function:

V (t) = q1
(
1− e−α1t

)
+ q2

(
1− e−α2t

)
+ q3

(
1− e−α3t

)
, t > 0. (2)

Parameters αi and qi have similar meanings to λi and pi for i = 1, 2, 3. If at the
end of vacation there is no packet present in the system, the server is on standby
and waits for the first arrival to start the service. If there is at least one packet
waiting for the service in the buffer at the end of vacation, the service process
starts immediately and new busy period begins (similarly to [29] and [27]).

2.2 Cost Optimization Problem

Applied functions F (·) and V (·) presented in section 2.1 are used to investigate
the examined MSS system, where inter-arrival times have distribution defined (1)
and vacation period has distribution defined in (2). In the optimization process
we will try to position all parameters from (1) and (2) in various possible service
situations, for which rn(c1)-optimal cost of work is found.

Definition 2. Optimal cost of work in modeled QS is minimal amount of money,
energy or any other resources that the system may need to perform all operations.

Define in Definition 2 optimal cost of work has a form of equation applicable in
optimization process:

rn(c1) =
Qn(c1)

En(c1)
=

r(τ1)Enτ1 + r(δ1)Enδ1
Enτ1 +Enδ1

, (3)

where the notations are: r(τ1)–fixed unit operation costs during busy period
τ1, r(δ1)–fixed unit operation costs during idle time δ1, Enτ1–mean of busy
period τ1 and Enδ1–mean of idle time δ1 on condition that system starts with n
packets present. The explicit formula with detailed information and description
for conditional joint characteristic functions of τ1, δ1 and h(τ1) is presented
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in [28]. Here let us briefly remind the modeling. General equation to calculate
this values is

Bn(s, �, z) = E{e−sτ1−�δ1zh(τ1) |X(0) = n} =

=
D(s, �, z)−G(s, �, z)

H(s, z)
Rn−1(s, z) +

n∑

k=2

Rn−k(s, z)Ψk(s, �, z), 2 ≤ n ≤ N.

(4)

where s ≥ 0, � ≥ 0 and |z| ≤ 1, n ≥ 1. Moreover an(s, z), Ψn(s, �, z), D(s, �, z),
G(s, �, z) and H(s, z) are defined in (5), (6), (9), (10) and (11) respectively.

an(s, z) =

∫ ∞

0

(zμt)n

n!
e−(μ+s)tdF (t), n ≥ 0, (5)

Ψn(s, �, z) = − (zμ)n

(n− 1)!

[∫ ∞

0

dF (t)

∫ t

0

xn−1e−(μ+s)x

×
(
e−�(t−x)V (t− x) +

∫ ∞

t−x

e−�ydV (y)
)
dx

]
. (6)

Moreover, sequence
(
an(s, z)

)
in (5) helps to recursively define

R0(s, z) = 0, R1(s, z) = a−1
0 (s, z),

Rn+1(s, z) = R1(s, z)(Rn(s, z)−
n∑

k=0

ak+1(s, z)Rn−k(s, z)). (7)

With introduced following function

f(s) =

∫ ∞

0

e−stdF (t), s > 0 (8)

we finally have components of rn(c1) operation costs defined in (3):

D(s, �, z) =
N−1∑

k=1

ak(s, z)
N−k+1∑

i=2

RN−k+1−i(s, z)Ψi(s, �, z), (9)

G(s, �, z) = ΨN(s, �, z) +
(
1− f(μ+ s)

) N∑

k=2

RN−k(s, z)Ψk(s, �, z) (10)

and

H(s, z) =
(
1− f(μ+ s)

)
RN−1(s, z)−

N−1∑

k=1

ak(s, z)RN−k(s, z). (11)

Indeed, since:

Ene
−sτ1 = E{e−sτ1 |X(0) = n} = Bn(s, 0, 1), (12)
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then

Enτ1 = − ∂

∂s
Bn(s, 0, 1)

∣∣∣
s=0

(13)

and

Enδ1 = − ∂

∂�
Bn(0, �, 1)

∣∣∣
�=0

. (14)

The QS model presented above was solved using Wolfram Mathematica 9.0 to
prepare analytical form of total cost equation in (3). QS mathematical models
are complicated differential and integral equations, which are not easy to solve.
Therefore application of EC method is very helpful. In [5], [24], [29], [28], [26],
[27] or [32], [23], [14] we were using selected EC methods. Here let us describe
another possibility.

3 Differential Evolution Algorithm

Differential Evolution (DE) was introduced by Storn and Price in [20]. DE is
a heuristic approach for minimizing possibly nonlinear and non-differentiable
continuous space functions. This method belongs to the class of evolutionary
algorithms.

The DE algorithm is very simple, however works surprisingly effectively. It
requires three parameters:

• NP - population size,
• F - a parameter to control the mutation,
• CR - crossover probability.

DE operates on a population X of individuals xi, where i = 1, ..., NP and
xi = [x1i, x2i, ..., xDi]

T . Firstly we create at random population xi
G, whereG = 1

is the number of the individuals in the population. In the algorithm, all the
individuals are D-dimensional vectors of the real numbers, where the phenotype
is identical to the genotype.

Mutation in this method is based on random permutation of each vector xi by
differencing two other vectors from the population X multiplying them by a con-
stant value. For each vector xi

G we generate the mutant vector vi
G according to:

vi
G+1 = xr1

G + F · (xr2
G − xr3

G), (15)

with random indexes r1, r2, r3 ∈ {1, 2, . . . , NP} and r1 �= r2 �= r3 �= i and
F ∈ [0, 2] is a real and constant factor.

Crossover operator is introduced to mix random elements of parent vector xi
G

and elements of the vector vi
G+1 after mutation, where as the output is received

trial vector:

uG+1
ji =

{
vG+1
ji if rndj < CR or j = di
xG
ji if rndj > CR and j �= di

, j = 1, . . . , D, (16)
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where CR ∈ [0, 1] is the crossover constant, rndj is a uniform random number
generator with outcome ∈ [0, 1] and di ∈ 1, 2, . . . , D is a randomly chosen index.
The crossover operation refers to optimization process. If f(uG+1

i ) < f(xG
i )

then xG+1
i = uG+1

i , where f(·) is a fitness function. In other case xG+1
i = xG

i .
Description in pseudo-code of applied DE is presented in Algorithm 1.

Start,
Define all coefficients: NP - population size, F - a parameter to control the
mutation, CR- crossover probability,
Define fitness function f(·) for the algorithm using (3),

Create a random population xG
i in QS solution space,

t = 0,
while t ≤ generation do

foreach vector xG
i from population X do

Generate mutant vector vGi according to (15),
Crossover vectors within the population according to (16),

if f(uG+1
i ) < f(xG

i ) then

xG+1
i = uG+1

i –change the values,
end
else

xG+1
i = xG

i –leave them unchanged,
end

end
Next generation t = t+ 1,

end
Values from last population with best fitness are optimal solution,
Stop.
Algorithm 1. Differential Evolution algorithm to position defined QS

4 Optimal Positioning Problem

In the research we have preformed calculations to position QS for lowest response
time and service cost. DE simulations were performed for r(τ1) = 0.5 and r(δ1) =
0.5, what means that according to Definition 2, QS service and vacation uses 0.5
energy unit each, which costs differ depending on the local energy billing rate.
These values may be changed in (3), what makes presented model flexible and
easily applicable. Presented results are averaged values of 100 samplings for DE
in 200 generations with NP = 200, F = 0.5, CR = 0.1, where:

• Average service time: Tservice = 1
μ ,

• Average packages income time: Tincome = p1

λ1
+ p2

λ2
+ p3

λ3
,

• Average system vacation time: Tvacation = q1
α1

+ q2
α2

+ q3
α3

,
• Examined system size: N = buffer size +1.
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Scenario 1.
DE was performed to find set of parameters for lowest cost of work and best
QoS. In Table 1 are optimum values.

Table 1. Parameters μ, λi, αi, pi, qi for i = 1, 2, 3 and lowest value of (3)

λ1 λ2 λ3 α1 α2 α3 p1 p2 p3 q1 q2 q3
2.67 1.79 2.02 2.69 2.88 2.34 1.92 2.53 1.78 1.71 1.31 0.9

μ 0.38 rn(c1) 1.79

Tservice Tincome Tvacation

[sec] 2.65 3.02 3.66

DE was also arranged to position QS in various scenarios. The system param-
eters represent possible traffic situation.
Scenario 2.
NoSQL Tservice = 1[sec], what means that request service takes about 1[sec].
Modeling results are shown in Table 2.

Table 2. Parameters μ, λi, αi, pi, qi for i = 1, 2, 3 and lowest value of (3)

λ1 λ2 λ3 α1 α2 α3 p1 p2 p3 q1 q2 q3
3.22 1.42 1.44 2.6 2.95 3.07 1.73 2.44 2.44 1.19 1.33 0.4

μ 1 rn(c1) 2.37

Tservice Tincome Tvacation

[sec] 1 3.08 2.14

Scenario 3.
Tservice = 0.5[sec], what represents extensively used QS with heavy traffic. Mod-
eling results with system positioning are shown in Table 3. We can also position

Table 3. Parameters μ, λi, αi, pi, qi for i = 1, 2, 3 and lowest value of (3)

λ1 λ2 λ3 α1 α2 α3 p1 p2 p3 q1 q2 q3
10.6 3.91 5.86 11.04 13.31 0.00 4.84 4.75 0.67 4.54 4.39 0.00

μ 0.5 rn(c1) 0.06

Tservice Tincome Tvacation

[sec] 0.5 1.21 1.26

QS for given Tincome, which corresponds to incoming situations.
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Scenario 4.
Tincome was given as 1[sec], research results are shown in Table 4.

Table 4. Parameters μ, λi, αi, pi, qi for i = 1, 2, 3 and lowest value of (3)

λ1 λ2 λ3 α1 α2 α3 p1 p2 p3 q1 q2 q3
4.60 4.04 3.13 3.64 5.43 1.55 8.0 1.05 0.00 2.98 2.97 1.19

μ 0.58 rn(c1) 0.28

Tservice Tincome Tvacation

[sec] 1.70 1.0 2.85

Scenario 5.
Tincome was given as 0.5[sec], what means that requests are incoming to the
server twice in every second. Modeling results are shown in Table 5.

Table 5. Parameters μ, λi, αi, pi, qi for i = 1, 2, 3 and lowest value of (3)

λ1 λ2 λ3 α1 α2 α3 p1 p2 p3 q1 q2 q3
6.44 6.29 2.16 3.79 6.84 0.48 20.10 1.43 0.00 3.46 3.44 0.56

μ 0.59 rn(c1) 0.003

Tservice Tincome Tvacation

[sec] 1.67 0.5 2.27

Scenario 6.
Tvacation was given as 1[sec], what means that after busy period the system has
a compulsory break. Modeling results are shown in Table 6.

Table 6. Parameters μ, λi, αi, pi, qi for i = 1, 2, 3 and lowest value of (3)

λ1 λ2 λ3 α1 α2 α3 p1 p2 p3 q1 q2 q3
6.06 2.82 2.25 2.42 6.56 2.96 3.16 3.25 2.36 2.72 1.9 0.32

μ 0.71 rn(c1) -3.32

Tservice Tincome Tvacation

[sec] 1.4 2.72 1.0



388 M. Gabryel et al.

Scenario 7.
Tvacation was given as 2[sec]. Modeling results are shown in Table 7.

Table 7. Parameters μ, λi, αi, pi, qi for i = 1, 2, 3 and lowest value of (3)

λ1 λ2 λ3 α1 α2 α3 p1 p2 p3 q1 q2 q3
3.14 2.18 2.15 2.97 3.97 1.84 1.88 2.59 1.47 5.49 1.44 0.79

μ 0.65 rn(c1) -0.87

Tservice Tincome Tvacation

[sec] 1.52 2.47 2.0

5 Conclusions

EC methods are useful in simulation or positioning of various types of objects.
They help to collect representative samples, which can be used by AI decision
support systems [6]. EC methods help to position various objects [3], [13], [22],
[21], [25], [31], [30] and position dynamic systems [18], [17]. The free design makes
calculations possible even in discontinuous spaces [2], [4] [7], [19], .

Positioned QS model was simulated in situations with predefined time of ser-
vice or income, which reflect common or heavy traffic in the system. Conducted
experiments confirm efficiency in simulation of examined object in many possible
scenarios representing common situations in reality.

Further work should be carried out to reduce time consuming operations, ten-
tatively by using some knowledge prior to generate initial population. Moreover,
modeled system could be non-stationary and parameters could change during
work due to e.g. wear (expenditure) of elements (battery, voltage, etc.) or envi-
ronment changes (temperature, air composition etc.). So, in future research it is
important to take into account this aspects by e.g. fuzzyfication of the system
parameters [16], [15].
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Abstract. Our objective is to asses the performance of covariance ma-
trix regularization methods on real world data, to provide points of refer-
ence for future applications. We analyse the following estimators: OAS,
Rao-Blackwell-Ledoit-Wolf, Ledoit-Wolf in two versions, and Threshold-
ing on data from several publicly available datasets (K9, Isolet, Slice,
Gistette, S1 ADL1). We investigate through several norms the error of
estimation from reduced data.

1 Introduction

Many practical problems require an estimation of covariance matrix of high di-
mensional data. Example such fields are EEG signal analysis, DNA microarrays
processing, clustering of text documents, or models in financial economics. A typi-
cal approach of estimation of covariance matrix from n observations {X1, . . . , Xn}
of X ∈ R

p is by using the sample (or empirical) covariance matrix estimator,
Σ̂ = 1

n

∑n
i=1(Xi − X̄)(Xi − X̄)� which is known to be unbiased and does not

require assumptions about the distribution of X . It is well known, however, that
this estimator performs poorly if the ratio of dimension p to number of samples n,
θ = p

n is small (see e.g. [13,19,1]). The problem is so widespread, that some pop-
ular function libraries1 by default use a regularization of covariance matrix in the
estimation process.

A number of approaches have been developed to address this problem, includ-
ing: the regularization (or shrinkage) approach, which mixes the sample covari-
ance with identity matrix [13,3], thresholding small elements [1], constraining
matrix structure for ordered data [2], and others. The related problem of es-
timation of concentration matrix (inverse of covariance) in high dimensional
setting is approached by e.g. by using penalized normal likelihood approach [20]
or Moore–Penrose pseudoinverse.

The objective of this article is to study actual performance of selected covari-
ance matrix estimations on several publicly available, real data sets. This paper
is organized as follows: we first review the related work and state the basic prob-
lem, then present a number of estimators that will be compared, then present
experiments results with dataset discussion and conclusions.
1 For example the scikit-learn Machine Learing package.

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 391–401, 2015.
DOI: 10.1007/978-3-319-19369-4_35



392 P. Głomb and M. Cholewa

2 Related Work

Estimating the large covariance matrix methods have to deal with two main
problems. First, the number of unknown elements in the matrix grows quadrat-
ically with the dimension. Second, there is a constraint on the results to be
positive definite. The problem of positive-definiteness was approached Leonard
and Hsu in [14] as well as Chiu et al. in [4] by modelling the matrix logarithm of a
covariance matrix. Different research was conducted by Pourahmadi [15,16], who
considered generalised linear models for covariances with the use of components
of modified Cholesky decomposition of the concentration matrix.

Current methods to solve this problem are usually associated with one of two
approaches: first one that relies on natural ordering of the variables, assuming
that correlation between variables close in the ordering is stronger than those
far apart and second one that is invariant to permutation of the variables, not
constraining the variable correlation.

The estimators from the first type often include regularization of covariance
matrix by banding or tapering. They often use the lasso and ridge penalties
[12], or the nested lasso penalty [20], methods designed for the ordered variables
situation. There were also propositions for banding of the Cholesky factor (see
e.g. [2] and [17]).

The permutation-invariant estimators include early proposed shrinkage esti-
mators [6,11]. More recent work of Ledoit and Wolf in [13] focuses on a shrinkage
estimator where the optimal amount of shrinkage is estimated from given data.
This approach is very useful in the analysis of graphical models, where zero
partial correlations imply a sparse graph structure.

3 Problem Statement

Suppose we observe n i.i.d. p-dimensional observations X1, . . . , Xn distributed
according to distribution F , with expected value E(X) = 0 and let Σ = E(XXT )
be the covariance matrix. Let sample covariance matrix be defined as

Σ̂ =
1

n

n∑

k=1

(Xk − X̄)(Xk − X̄)T (1)

with X̄ = 1
n

∑n
k=1 Xk and where Σ̂ = [σ̂ij ]p×p

Sample covariance matrix is most commonly used estimator of covariance
matrix. It has, however tendency to lose precision with decreasing θ = p

n . Since
use of multidimensional data has become common, new methods for estimation
have been developed.

For measuring error we will be using several widely used norms for M ∈ R
p×p

such as
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– Frobenius norm (following [2,1]) ‖ · ‖F defined as ‖M‖F =
√

Tr(MMT )
p

– Operator norm ‖ · ‖ for positively defined matrices (following [7] and [21]),
defined as ‖M‖ = max1≤j≤p λj(M) where λj(M) is j-th eigenvalue of co-
variance matrix M .

– Matrix 1-norm (as is in [22]), ‖M‖1 =
∑p

i,j=1 |mij |.
– Maximum difference between real and estimated eigenvalues (following [1]),

emax(Σ) =
∣∣∣maxi λi(Σ)−maxi λi(Σ̂)

∣∣∣ =
∣∣∣‖Σ‖ − ‖Σ̂‖

∣∣∣ .

4 Materials and Methods

This section reviews in detail the two elements of our experiments: used estima-
tors and datasets.

Estimators

In this section we review selected approached for high dimensional covariance
matrix estimation. We focus on non-ordered case, or permutation-invariant es-
timators.

Ledoit-Wolf Method. Ledoit-Wolf is one of estimators that try to approxi-
mate Oracle estimator in achieving the optimal balance between scaled I and
Σ̂.

This estimator was introduced in [13] and can be defined as follows:

Definition 1. Let mn = 〈Σ̂n, In〉n, b̄2n = 1
n2

∑n
i=1 ‖Xn

i (X
n
i )

t − Σ̂n‖2F (n), d
2
n =

‖Σ̂n −mnIn‖2F (n), b
2
n = min(b̄2n, d

2
n) and a2n = d2n − b2n. We can define

ΣLW,n =
b2n
d2n

mnIn +
a2n
d2n

Σ̂n (2)

Ledoit and Wolf then proved in [13], that ΣLW,n is asymptomatically optimal
linear shrinkage estimator.

Rao-Blackwell Ledoit-Wolf. Rao-Blackwell Ledoit-Wolf (RBLW) is an im-
provement of Ledoit- Wolf estimator optimized for Gaussian distributions of
X1, . . . , Xn. It is defined as

ΣRBLW = E[ΣLW |Σ̂] = (1− ρRBLW )Σ̂ + ρRBLW Â (3)

Under assumption of Gaussian distribution of X1, . . . , Xn, for every Σ it yields
better results than original Lediot-Wolf scheme.
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Oracle Approximation Shrinkage (OAS) Estimator. The OAS estimator
follows different premise tan both LW and RBLW estimators, that asymptoti-
cally approximate Oracle estimator results. However, this approach fails when
dealing with small n. Given n = 1 both LW and RBLW give ρLW = ρRBLW = 1,
which puts entire weight of the estimators on sample covariance matrix Σ̂. Intu-
itively, however, if the single sample is available it seems more valid to put more
confidence into parsimonious Â = Tr(Σ̂)

p I, than Σ̂.
The OAS estimator is designed to cope with low values of n. The idea behind

the OAS is to approximate oracle through iterative procedure. Iterations are
initialized with arbitrary guess and with each step refine it towards Oracle. The
sole constraint on the initial guess is to be symmetric positive semidefinite esti-
mator. The iteration process is continued until convergence. The limit, denoted
as ΣOAS , is the OAS solution. The OAS iteration proceeds as follows

Σj = ρjÂ+ (1 − ρj)Σ̂ (4)

ρj+1 =

(
1− 2

p

)
Tr(ΣjΣ̂) + Tr(Σj)

2

(
n+ 1− 2

p

)
Tr(ΣjΣ̂) + (1 − n

p )Tr(Σj)2
(5)

The above iterative process converges to the OAS estimator as stated in [3].

Thresholding. Thresholding is a method of permutation–invariant covariance
matrix estimation based on setting a threshold on sample covariance matrix ele-
ments. We will understand thresholding with threshold s as an operator Ts(M) =[
ts(mij)

]
, where ts(mij) = mij1mij≥s. It has been proven by Bickel and Levina

in [1], that for a class of covariance matrices invariant under permutation

Ut

(
q, c0(p),m

)
=

⎧
⎨

⎩Σ : σii < m, ∀i
p∑

j=1

σq
i,j < c0(p)

⎫
⎬

⎭ , (6)

where q, c0(p),m ∈ R, 0 ≤ q < 1, thresholding allows the covariance matrix
estimate to be close to approximated matrix in terms of Frobenius norm ‖ · ‖2F .

For finding appropriate value of threshold within bounds, authors of [1] pro-
pose minimization of

R̂(s) =
1

N

N∑

v=1

‖Ts(Σ̂1,v)− Σ̂2,v‖2F (7)

Where N is number of test divisions v so that r(Σ̂1,v) = n1, r(Σ̂2,v) = n2 and
n1 + n2 = n.

Datasets

For our experiments we have used the following datasets:
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K9 dataset. Full descriptions of the dataset can be found in [5]–the dataset
is composed of calculations performed on in silico models of the mutant p53
structures. Biophysical models of mutant p53 proteins yield features which can
be used to predict p53 transcriptional activity.

There are a total of 5409 attributes per data record. Attributes 1-4826 repre-
sent 2D electrostatic and surface based features. Attributes 4827-5408 represent
3D distance based features.

– K93300−3800 – 500 feature vectors from 2D features
– K94827−5407 – 580 feature vectors representing 3D based features.

Isolet. Full description of this database can be found in [8]–‘Isolated Letter’ is
data set of digitized letter names spoken by 150 subjects. These data were then
digitally processed, results of which was 617 features such as the number of zero
crossings of the waveform and peak-to-peak amplitudes in each 10 ms window,
256-point DFT or amplitudes after low-pass filtering. We have used 530 (the ones
with complete data vectors across the dataset) of those 617 features to build our
dataset for experiment.

Slice. This dataset contains 386 features and its full description may be found
in [9]–it is a dataset of relative location of Computer Tomography slices on axial
axis. The data was retrieved from a set of 53500 CT images from 74 different
patients (43 male, 31 female).

Gisette. This dataset is described in [10]–GISETTE is a handwritten digit recog-
nition problem. The digits have been size-normalized and centered in a fixed-size
image of dimension 28x28. A number of distracting features called ’probes’ hav-
ing no predictive power was added. The order of the features and patterns were
randomized. Each record describes 5000 features of which we selected 530.

S1 ADL1. The dataset is described in [18]–it is an element of Opportunity
dataset; The ‘OPPORTUNITY Dataset for Human Activity Recognition from
Wearable, Object, and Ambient Sensors’ is a dataset for benchmarking various
classes of activity recognition algorithms. The data contains the readings of
motion sensors (body worn, object sensors, ambient sensors) recorded while users
executed typical daily activities. From this extensive set of 24 datasets we have
selected one and focused on 120 readings from body sensors.

5 Results

The experiment has been designed to evaluate various covariance matrix estima-
tors by comparing their results to result of sample covariance matrix estimator.
Its goal is to determine how much is gained (in terms of assumed error measure
or the ability to inverse, measured by condition matrix), when using specific
estimator instead of just calculating sample covariance.
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Table 1. Norms of covariance matrices for experimental datasets
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Table 2. Absolute error for sample covariance matrix estimator
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The Experiment

The experiment has been designed to evaluate various covariance matrix estima-
tors calculating their relative error to sample covariance. Its goal is to determine
how much is gained in terms of error when using specific estimator instead of
just calculating sample covariance.
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Table 3. Error relative to sample covariance estimator error. N = 100,300
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It is performed in following way: for a set of datasets {D1, D2, . . . , DK}, a sam-
ple covariance matrices {Σ̂(Dk)}Kk=1 are calculated as reference points. Then N
vectors are randomly selected from each dataset. For each dataset then we es-
timate covariance matrix using estimators E1, E2, . . . , EL obtaining estimations
ΣN

k,l. We also use sample covariance for N samples to get Σ̂N
k – sample covariance

matrix for given dataset Dk and N data vectors.
We now use set of measures μ1, . . . , μJ to obtain error of each ΣN

k,l and Σ̂N
k

compared to Σ̂(Dk) – sample covariance matrix calculated from full dataset Dk.
We then calculate relative error results using as reference errors of Σ̂N

k for
each measure μj . We formulate it as a function

φ(k, l, N, j) =
μj(Σ

N
k,l)

μj(Σ̂N
k )

, (8)
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Table 4. Error relative to sample covariance estimator error. N = 50, 10
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where μj(·) is value of error measure μj . The results are presented in Tables 1-5.

The Discussion

We follow with discussion of observed behaviors of individual estimators.
The LW-1 estimator is very stable, giving consistently the results close to the

references (but with better-conditioned matrices) with only slightly worse result
in emax norm for Gistette dataset for high N , which seems to be a common
result for all shrinkage-based estimators (apart from LW-2).

The similar, albeit slightly better results are given by RBLW and OAS es-
timators, which seems to yield very similar results, with RBLW being slightly
better for higher Ns and OAS for lower Ns. That would suggest that prefer-
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Table 5. Error relative to sample covariance estimator error. N = 5
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able estimator among these two would be OAS, since we usually use estimators
having low number of sample vectors.

Thresholding estimator, as it is basically sample covariance with some of the
values zeroed out, yields very similar results as sample covariance; it improves
as N → 0. Problem of this estimator, however, lies in the fact that resulting
matrix may not be well-conditioned, thus concentration matrix derived from
thresholding estimation could be encumbered with high error.

The LW-2 estimator seems to be not well-adjusted. It often generates rela-
tively high error in comparison not only to other estimators, but also to reference
sample covariance; this can be seen in K94827−5407 and Isolet datasets for N > 5,
two datasets with the lowest norms of true covariance matrices. Also, it it some-
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times puts whole weight on sample covariance element (which leads to identical
covariance matrix as sample, and therefore the same error), which can be ob-
served on Gistette and S1 ADL1 datasets, which have the highest norms of true
covariance matrices.

What we can notice is that structure of the results actually give us some
knowledge of the data itself–for Gistette for example we can notice that most
shrinkage estimators yield very low error comparing to reference, which means
that the diagonal element of the true covariance matrix is high compared to non-
diagonal data. Contrary to that we can assume that S1 ADL1 has the values
equally distributed on the covariance matrix–in context of error sample covari-
ance seems to be the best choice.

Overall scores show that if nothing is known about the data to be analyzed,
the on average best estimators are OAS, RBLW and LW-1. They work well with
low number of samples and with any tested dataset. That choice however is not
obvious. The rest of estimators do not perform significantly worse when it comes
to arbitrary datasets, but have their peak performances in specific problems.
LW-2, for instance, easily outperform other estimators when analyzed datasets
have small norms of covariance matrix and has far worse results in opposite case.
Thresholding is not designed for optimizing inversability of resulting matrix, so
condition number of its estimation is very similar to sample covariance.

6 Conclusions

Usability of covariance matrix estimators to a degree varies depending of ana-
lyzed dataset. While it is possible to determine estimators which behave stable
and well in most cases, sometimes they are not the optimal choice. There is,
therefore no surefire way to select a covariance matrix estimator when no in-
formation is known on the data. If, however, the choice must be done without
any additional information, the safest one seems to be either OAS or LW-1. The
former outperforms slightly other estimators though it comes at a price of higher
computational cost; the latter is stable and gives consistently well-conditioned
results, with error similar or better than the reference sample covariance matrix.
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Abstract. The paper proposes a new approach to finding Defender’s
strategy in Security Games. The method is based on a modification to
the Upper Confidence bound applied to Trees (UCT) algorithm that al-
lows to address the imperfect information games. The key advantage of
our approach compared to the ones proposed hitherto in the literature lies
in high flexibility of our method which can be applied, without any mod-
ifications, to a large variety of security games models. Furthermore, due
to simulation-based nature of the proposed solution, various Attacker’s
profiles (e.g. non-completely rational behavior) can be easily tested, as
opposed to the methods rooted in the game-theoretic framework.

Keywords: Machine learning · UCT · Security games · Imperfect infor-
mation · Bounded rationality

1 Introduction

Terrorism threats in 21st century raised many concerns in security of crowded
public places like airports or trains stations. Governments are spending large
amounts of financial resources on creating better technology for scanning, surveil-
lance, weapon production as well as on increasing number of security officers.
Even vast amount of all those resources is still insufficient to protect all vulner-
able targets all the time. Hence, tactical planning remains a crucial aspect of
national security and one way of its addressing is by means of Security Games
(SG). The goal of SG is to provide optimal Defender strategy for protecting sev-
eral targets. In such games it is usually assumed that Defender’s resources are
insufficient to protect all targets all the time (e.g. the number of security patrols
is lower than the number of buildings to protect).

Many real life security problems are modeled via SG. The list of problems
includes: securing airports and plane flights [4,8], US Coast Guard patrol plan-
ning [11], protecting forests from illegal cut [5] or protecting ferries on sea [3].
The first two works were deployed into real life and are used in LAX airport
and Boston Coast, resp. The authors of the above listed papers use Stackelberg
Game model to express SG problem. This is a simple non-zero-sum finite ma-
trix game. Defender’s moves represent targets to be protected and Attacker’s
moves represent the targets to be attacked. The game lasts only one round and
the Defender seeks Stackelberg Equilibrium [12] to define their optimal strategy.

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 402–411, 2015.
DOI: 10.1007/978-3-319-19369-4_36
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There are three main assumptions made with respect to the game model: (1) all
rounds are independent (e.g. Defender’s moves do not affect Attacker’s tactics);
(2) Attacker knows Defender’s strategy; (3) Attacker makes perfectly rational
decisions.

Moreover finding Stackelberg Equilibrium requires solving Mixed Integer Lin-
ear Programming (MILP) problem, which is in general NP-hard. All presented
papers propose polynomial time solution for some subset of the problem or ap-
proximate solution.

Another, more flexible, model used for SG is Pursuer-Evader game of a graph.
We are given a graph, where some vertices are targets. Attacker and Defender
move their units between vertices connected with an edge. Attackers goal is to
reach target vertex and not get caught. Defender’s goal is to prevent Attacker
from reaching the targets. When the Defender and the Attacker are in the same
vertex at the same time, the Attacker is caught and loses the game. The game
is divided into discrete time steps. In each step players can move each of their
units to any vertex that is adjacent to the current unit’s position. This game
model is considered in the paper.

The remainder of the paper is structured as follows: Section 2 provides a de-
tailed description of a game model and Section 3 gives a brief overview of the
UCT method, which is the main SG playing engine proposed in this paper. Ex-
perimental setup, results and conclusions are presented in the last two sections.

2 Game Definition

Two players, Defender and Attacker, are taking part in the game. Let G = (V,E)
be a directed simple graph. V is a vertex set and E is an edge (arc) set. Let
T ⊂ V be a set of targets (resources that the Defender has to protect), S ⊂ V
be a set of spawns (vertices where the Attacker can enter the graph). Let b ∈ V
be a base (vertex where Defender units are in the first round). Let D be set of
Defender units (patrols). Defender has a fixed number of units, no Defender’s
unit can be added or removed during the game. Let Aσ be a set of Attacker
units being present in given a game state σ. The number of Attacker’s units
changes during the game as Attacker can introduce new unit in each round as
well as some units can get caught. Game is divided into rounds (time steps). In
each round players make decisions about new positions of their units in the next
round.

2.1 Game State

Current positions of all units in game optionally accompanied by some variant-
specific information form a game state. Let Σ be a set of all possible game states.
We will usually use σ ∈ Σ to denote some game state. Besides Aσ introduced
earlier, each game state has information about units’ positions. Let Pσ : Aσ ∪
D → V be a function describing positions.

In the initial game state σ0, there are no Attacker units and all Defender’s
are in the base: Aσ0 = ∅, (∀d ∈ D)Pσ0 (d) = b.
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The game does not provide perfect information to the players. Defender knows
only his own units’ positions. Attacker knows his units’ positions and can see
Defender units if they are in the targets.

2.2 Movement

A Defender move consists of decisions on each Defender unit position in the next
round. A new unit’s positions must be either the same vertex (unit is not moved)
or be a vertex adjacent to the current position.

Attacker moves are more complex. Besides making analogous move decision
to all Attacker units in the game, Attacker can also introduce a new unit, which
will be available since the beginning of the next round. If Attacker decides to
introduce a unit he must also set its initial position s, choosing it from the
spawns set: s ∈ S.

The players make their decisions simultaneously, not knowing the opponent’s
plans. When decisions are made, units are moved and new positions are checked
for Attack and Defense Situations. A Defense Situation is when at least one
Attacker and one Defender unit are in the same vertex. In such a case all Attacker
units in this vertex are caught (removed from a game) and players are given
appropriate pay-offs. An Attack Situation is when Attacker is in a target
vertex t ∈ T (and no Defender’s units are present in that vertex). This Situation
is considered a successful attack - players are given appropriate pay-offs and
Attacker unit is removed from the game.

The order of checking Situations is important. Defense Situations are checked
in the first place (so Defender can catch Attacker in a target). After checking
and possibly removing some Attackers a new state with units’ positions is set.
The transition is discrete and no intermediate positions on edges are considered.
In particular when a, b are adjacent vertices, Defender moves from a to b, and
Attacker moves from b to a, they will not meet and Attacker will not be caught.

2.3 Pay-Offs

At the end of each round after all requested units have been moved and all De-
fense and Attacks situations have been evaluated each player is given some pay-
off according to encountered Situations. For each Attacker Situation, Attacker is
rewarded according to RA : T → Z

+ reward function and Defender gets penalty
PD : T → Z

−. In case of Defense Situations we have similarly: RD : V → Z
+

to describe Defender’s reward and PA : V → Z
− for Attacker’s penalty. Each

round pay-off is a sum of rewards and penalties for all Situations that happened
during that round. The reward/penalty functions are game parameters.

3 UCT Applied to Security Games

Upper Confidence Bounds (UCB) was introduced in [2] to optimize a long-term
pay-off from playing a number of Single-Armed Bandit (Slot) Machines in a
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casino. It is assumed that each machine has some unknown stationary probability
distribution of pay-offs. UCB starts with random sampling the machines. Once
some initial information is gathered the algorithm tries arms with higher average
pay-off more frequently while still sampling the rest of arms from time to time.
The algorithm was proven to converge to the optimal playing policy (maximal
expected pay-off in the long run) [2].

Upper Confidence Bounds applied to Trees (UCT) [6], is an extension of UCB
approach applied to games, whose states are represented in the form of a (game)
tree. In the current game state (root of a tree) UCT performs massive simulations
traversing the game tree until the leaf nodes. In each such simulation (playout),
in each game state, the algorithm performs, similar to UCB, sampling of the
child nodes, chooses one of them, moves to this node, etc. Once the simulation
is completed (reaches the terminal state) the game outcome is propagated back
from that node all the way to the root node, updating the quality statistics of all
nodes on a path that was traversed in this playout. After finalizing the simulation
phase, a move with the highest average reward (game outcome) is selected in the
actual play (in our case the SG). A pseudocode of the UCT method is presented
in Algorithm 1. It is worth mentioning that UCT converges to min-max strategy
when the number of samples increases to infinity [6]. For the sake of space limits
we are not able to go into more details. For a detailed description of the UCT
method please consult, for instance, [6,13,15].

UCT method was successfully applied to various problems, in particular: Go
game [17], combinatorial optimization expressed as a game [9,10], General Game
Playing [13,14,15], project scheduling [16], dynamic vehicle routing [7] or prob-
lems which involve MILP [1].

3.1 Imperfect Information Games

The UCT algorithm cannot be straightforwardly applied to imperfect informa-
tion games. The problem lies in line 4 of the Algorithm 1 where multiple simula-
tions from a given state are performed. In imperfect information games, this state

Algorithm 1. The UCT algorithm
1 State ← InitialState // Starting state of game
2 while not IsTerminal(State) do

// Game is not over
3 for i ← 1 . . .simCount do

// Number of times each node on path is evaluated – alogrithm
parameter

4 SingleRun(State) // Performs a game simulation from given state
and updates payoff statistics for all moves after State

5 Best ← UCTBestMove(State) // Choose best move from State
according to pay-off statistics gathered in simulations

6 MakeMove(State, Best)
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is not fully observable (only the Defender’s units’ locations are available - for
Defender). The information about Attacker’s positions constitutes an unknown
context of a given state (UCT tree node). Therefore we propose a modification of
Algorithm 1, which is presented in Algorithm 2. The baseline idea is to evaluate
the n-th move in a game which may lead to different game states when invisible
information is included. In addition the modified algorithm introduces the move
limit of SG (variable maxDepth).

Algorithm 2. UCT variant for SG (imperfect information games)
1 for depth ← 1 · · ·maxDepth do

// Limit depth (number of rounds) of evaluation (game is now
finite)

2 for i ← 1 . . . simCount do
// simCount – the same parameter as in Algorithm 1

3 State ← InitialState
4 for d ← 1 · · · depth− 1 do

// Play given number of steps, so we will be evaluating
depth-th move in game

5 Best ← UCTBestMove(State)
6 MakeMove(State, Best)

7 SingleRun(State)// State may be different at each simulation
now

3.2 Game Model Implementation

Two variants of states and move modeling were proposed and compared in this
paper. Both of them implement a model defined in Section 2 and strategy defined
on one of them can be transformed the equivalent strategy on the other one.

In the first variant, the game state is encoded as a vector of length k = |D|,
where each element describes state of one Defender’s unit. The state maintains
one of two kinds of values: •v – the unit is in vertex v, → v – the unit was
requested to go to v, i.e. it was sent to v in one of the previous moves and is on
his way to v (information about current position is discarded). In a given round
Defender can move any number of his •u units to any of their adjacent nodes
(reachable by a single directed edge of a graph). All units → v move one step
forward towards their destination vertex.

The second variant implements a more straightforward idea. Defender’s state
is represented as a numerical vector in which the i-th element denotes the vertex
number of the current location of the i-th unit. A Defender’s move is a vector
of the requested unit’s positions in the next round, resp. Again, the requested
position of a unit can only be either its current position (no movement) or a
vertex adjacent to this position.

The game ends after a pre-defined number of rounds.
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3.3 Attacker Implementation

UCT simulation phase requires simulating an opponent (Attacker) to play against.
In our implementation the opponent choose target to attack based on the expected
pay-off in that vertex.

Please recall, that due to a game definition Attacker can see positions of
Defender’s units when they are located in any of the targets. The Attacker player,
therefore, gathers statistics of Defender visits in each target and calculates the
expected pay-off for each target vertex using formula (1), where: cv is the number
of times vertex v was covered by Defender, t is the number of rounds in which
the statistics were collected.

EP (v) =
cvPA(v) + (t− cv)RA(v)

t
(1)

Furthermore, Attacker decides to start an attack with probability 0.2 (see
Algorithm 3).

Algorithm 3. Single Attacker move
1 if UniformRandom(0, 1) < 0.2 then

// decided to start an attack
2 Start ← UniformRandom(S) // Random starting vertex
3 Destination ← Roulette(T , EP ) // Destination from distribution

where probability is proportional to value of EP function
4 ScheduleAttack(Start,Destination)// This function puts new Attacker

unit on Start vertex and makes that during consequent rounds
it moves to Destination using the shortest path

4 Experimental Design

The algorithm was tested on a few different games with several parameter sets.
For each pair (game, parameterset)21 repetitions of the training process followed
by a game playing phase were performed. In the game playing phase payoffs and
Situation counts from 40 games each of length 10 000 rounds were used. The
UCT configuration used in the experiments is presented in Table 1.

4.1 Test Games

For each of the graphs presented in Graphs 1.1,1.2,1.3 one game was defined.
In all test games a winning strategy that allows protection of all the targets all
the time exists for the Defender. In all graphs, the targets (elements of T ) are
denoted as green diamonds, and spawns (elements of S) as red triangles.

The results of experiments are presented in Table 2 as average values of 21
experiment runs. All experiments were computed on Intel Core i7-2600 3.4GHz
CPU. A single experiment lasted approximately 14 minutes regardless of the
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Table 1. UCT parameters for the experiments

Parameter Value
Depth of full evaluation (maxDepth in Algorithm 2) 20

Number of evaluation of each level (simCount) 6000
Number of rounds after which each simulation is stopped 20

Expansion coefficient (C in UCT formula) See Table 2
Number of rounds each pay-off is back-propagated See Table 2

Repetitions of the whole training phase before evaluation 20

Graph 1.1. A graph with single central vertex to protect. In a game the Defender had
one unit at his disposal. The optimal strategy is to stay in node 6.

0: A(2,-1)
D(1,-8)

6: A(-1)
 D(1)

1: A(3,-1)
D(2,-10)

2: A(4,-1)
D(2,-12)

3: A(5,-1)
D(2,-15)

4: A(20,-1)
D(2,-20)

5

Graph 1.2. Graph based on cycle with two path to protect. In a game the Defender
had 2 units at his disposal. The optimal strategy is to patrol the section of nodes 3, 9, 10
(one unit) and the one of the nodes 5, 6, 7 (the other unit).

0: A(20,-1)
D(3,-15)

3:A(-1)
D(1)

1: A(5,-1)
D(3,-12) 4:A(-1)

D(1)

2: A(30,-1)
D(3,-15)

5:A(-1)
D(1)

8

9:A(-1)
D(1)

6:A(-1)
D(1)

7:A(-1)
D(1)

10:A(-1)
D(1)

game being played and the configuration set used. Please note the restriction
imposed in the length of he path along which the results of simulations are
back-propagated. Such a limited, local impact of simulation result introduces a
significant difference compared to “typical” UCT implementation, in which the
result would be back-propagated along the whole path, however, our preliminary
tests proved the advantage of proposed implementation over the “regular” one.
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Graph 1.3. More complex graph with two vertices to protect. In a game the Defender
had 2 units at his disposal. Please note that in this game the timing is crucial since
Defender’s units (located in node 0) and Attacker’s units (located in nodes 16 and 17)
have the same distance to the targets.

1: A(20,-1)
D(5,-10)

12:A(-1)
D(1)

2: A(10,-1)
D(5,-10)

5:A(-1)
D(1)

3: A(5,-1)
D(5,-5)

6:A(-1)
D(1)

4: A(20,-1)
D(30,-15)

7:A(-1)
D(1)

16

17

0:A(-1)
D(1)15:A(-1)

D(1)

8:A(-1)
D(1)

9:A(-1)
D(1)

10:A(-1)
D(1)

11:A(-1)
D(1)

13:A(-1)
D(1)

14:A(-1)
D(1)

5 Results and Discussion

On a general note, the results show that our modified-UCT algorithm was able
to repeatedly find a winning strategy for all games tested. In many of the cases
the Attacker did not make even a single attempt to attack, in many other the
median value of Attacker Situations is equal to 0 which means a visible win of
Defender. Also a comparison with random-walk strategy proves a clear upper-
hand of proposed method.

An important difference between our algorithm and existing approaches is
flexibility. Our game model can be easily extended without making any changes
to training algorithm since the base of the UCT method is an abstract model
of states and moves which can reflect virtually any Attacker profile. Replacing
the current Attacker strategy with any other, e.g. game theory-based solutions,
randomly or systematically biased, or the one based on bounded rationality, is
straightforward and does not require any changes in Defender algorithm.

The detailed conclusions include the observation that depending on a partic-
ular game different values for expansion coefficient C were more suitable than
the others. The investigation of the quasi-formal rule for C parameter selection
for a given game is one of our current targets. Furthermore, we plan to test our
method in the cases when Defender resources are insufficient to secure all targets
all the time.
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Table 2. Number of Attack Situations and pay-offs in test games with different UCT
configurations. The exploration coefficient (C) was equal to 4, 7, 12, 15 or 20 and the
the length of back-propagation of results len was one of 2, 3 or 4. Game variant A
denotes the first implementation variant described in Section 3.2 and B means the
second one. Configset column presents values of C in UCT formula (a number placed
after ex) and back-propagation length (a number placed after len). The results for
those (game, parameterset)) pairs for which there were no attack attempts in all 21
tests are omitted. Such situations favor Defender’s behavior since the reluctance to
attack may often stem from efficient patrolling schedule implemented by Defender.

Attacker Situations Overall pay-off Random player
Game Config set mean median stddev mean median stddev avg pay-off
Graph2A ex20-len2 0 0 0 102455.8 101805 2218.7 -547124
Graph2A ex15-len2 1 0 2.9 104847.4 101552 6519.9 -547124
Graph2A ex12-len4 0.8 0 1.5 107871.6 103169 12187 -547124
Graph2A ex7-len2 908.7 0 2863.4 82902.6 80123 48089.9 -547124
Graph2A ex4-len3 2486.2 5 4569 52859.1 79923 62337.1 -547124
Graph2B ex15-len2 0 0 0 102553.3 100966 3197.3 -544089
Graph2B ex12-len4 0.2 0 1.1 106392.3 104069 10478.7 -544089
Graph2B ex7-len2 557.7 4 2536.1 107031.5 103290 22436.9 -544089
Graph2B ex4-len3 1052.5 4 3311.9 75123 80126 45902.9 -544089
Graph1A ex12-len4 0 0 0 79981.9 79987 241.7 -674773
Graph1A ex7-len2 1907.2 0 8739.8 51276 79944 131656.6 -674773
Graph1A ex4-len3 3806.5 0 12022.3 19356 80125 192247.8 -674773
Graph1B ex7-len2 0 0 0 79950.3 79942 239.5 -674925.6
Graph1B ex4-len3 3829.9 0 12096 19511.1 79862 190970.3 -674925.6
Grap3A ex20-len2 0.8 0 1.9 80010.1 80064 218.9 -522846.5
Grap3A ex15-len2 1.2 0 2.1 80062 80118 274.5 -522846.5
Grap3A ex12-len4 356.6 4 1618.9 76033 79885 17669.8 -522846.5
Grap3A ex7-len2 1928 0 5852.2 59649.7 79951 60579.8 -522846.5
Grap3A ex4-len3 9084.2 12 11624.6 -20358.3 79538 125375 -522846.5
Grap3B ex20-len2 2089.6 4 6617.7 83586.1 79908 13466 -522190.5
Grap3B ex15-len2 2 0 3.1 79936.9 79948 194 -522190.5
Grap3B ex12-len4 1169 2 5341.7 81385.2 79980 6734.9 -522190.5
Grap3B ex7-len2 1041.3 6 2596.7 68444.9 79836 28531.5 -522190.5
Grap3B ex4-len3 8270.5 21 10791.5 -10813 79423 118137.9 -522190.5
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Abstract. Smart homes are more and more popular since they are re-
garded as synonyms of an ideal and friendly environment. Novel aspects
like context awareness and pro-activity are fundamental requirements for
development of such systems. Smart scenarios enable switching devices
in a desired way when a certain user activity considered as a trigger
involves a system activity. Some smart scenarios are proposed. Context
modeling and reasoning for smart homes is widely considered. A software
architecture including web services is introduced and discussed.

Keywords: Smart home · Ecosystem · Context-awareness · Smart
scenario · Context modeling · Context reasoning · Architecture for smart
homes · Web service · SOA · Pervasive computing

1 Introduction

A smart home is a house that uses information technology to monitor the envi-
ronment, control the electric appliances and communicate with the outer world.
Smart homes sometimes mean automated homes. Automation systems have been
developed to automatically achieve some activities performed frequently in daily
life, to obtain a more comfortable and easier living environment. There are many
different systems classified as smart home systems. On one hand, a simple system
using only the remote controls of electrical devices such as lighting, heating, air
conditioning, audio and video entertainment systems and security is considered
as a synonym of the smart home. On the other hand, contrary to the above
approach, there are complex systems which are able to make their own deci-
sions basing on the expected behavior of users. Some use cases are as follows:
“Children usually go to sleep at 8.00 PM; The system automatically turns on
air condition at 7.30 PM to decrease the temperature in the children’s room
(if the temperature is too high), when children leave the living room and enter
bedrooms, then lights in bedrooms are still on, and the brightness is decreased,
the TV set is muted. How much the TV volume is lowered also depends on the
individual preferences of the viewer. Information about the preferences of users
were collected automatically by the system basing on historical data”.

Such systems can be classified as context-aware systems. One of the main goal
of context-aware applications is to make inhabitants feel more comfortable and
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safe. To achieve this goal, ubiquitous computing is brought into our living space.
By collecting sensor data and extracting specific information from datasets we
can develop many kinds of context-aware applications which would improve our
quality of life.

In this paper we propose some scenarios as well as a novel architecture to cre-
ate an intelligent, automated home and a context-aware smart home ecosystem
to control and manage all sensors and devices used in such scenarios. These as-
pects constitute the main findings of the paper. The proposed system covers the
following features. The dynamic nature of a context-aware application requires a
system allowing on-line reconfigurations. Adding or removing sensors or devices,
as well defining new features, requires applications that dynamically (reactively
and pro-actively) adapt their behaviors. Scenarios are considered as skeleton
scenarios which are context-sensitive and filled with actions when necessary.

2 Related Works

Research in context-aware computing has recognized the need for building in-
frastructures to support context-awareness activities [12,26]. The authors of
works [1,24,11] have conducted surveys in the context-awareness domain, whereas
the work documented in [22,19] describes middleware approaches for this area
of research.

Paper [13] presents a survey distinguishing different solutions for context
aware engineering proposed by different researchers and developers. The ap-
proaches can be divided into the following categories: middleware solutions and
dedicated service platforms; use of ontologies; rule-based reasoning; source code
level programming/language extensions; model-driven approaches; essage inter-
ception. There are, however, generic cases where several paradigms or patterns
are used together in the same approach. However, the above approaches are
not completely disjoint and a potential developer may opt for a combination of
several techniques.

Although there are a lot of frameworks and middlewares developed for context-
aware systems, they are usually limited to a specific domain and designed. Ex-
amples include CoBrA [5] and SOUPA [6] for building smart meeting rooms,
GAIA [9] for active spaces; ezContext [18] is a framework that provides auto-
matic context life cycle management. The authors of [20] present a framework
bridging the communication between heterogeneous devices, whereas [2] presents
a system capable for integrating heterogeneous devices dynamically enabling in-
teroperability between those.

Paper [21] presents a survey distinguishing different architectural styles used
in context-aware systems. These are as follows:

1. Component-based architecture, where the entire solution is based on loosely
coupled major components, interacting with each other. For example, the
Context Toolkit [10] builds a framework for interfacing with devices and
software entities which provide contextual information. There are three ma-
jor components which perform the most critical functionalities of the system.
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A set of abstractions, namely, context widgets, context interpreters and con-
text aggregators can be used by application developers to prototype new
context-aware applications. Widgets abstract sensor-originated information
and make that information available to applications.

2. Distributed architecture enables peer-to-peer interaction in a distributed
fashion, such as in Solar [4].

3. Service-based architecture, where the entire solution consists of several ser-
vices working together.

4. Node-based architecture allows deployment of pieces of software with similar
or different capabilities; these communicate and collectively process data in
sensor networks [23].

5. Centralized architecture which acts as a complete stack (e.g. middleware)
and provides applications to be developed on the top of that, but provides
no communication between different instances of the solution.

6. Client-server architecture separates sensing and processing, as shown in
CaSP [7].

7. Agent-oriented paradigm [3] with agent-oriented computing, autonomous en-
tities in the system which individually manage specific tasks and cooperate
among themselves with standardized protocols to achieve a greater goal. An
example of using that style is ACAI [14].

3 Smart Scenarios

Scenarios for smart homes are descriptions of all relevant elements including
aims and context to provide context-aware automation. Scenarios are focused on
functionalities and resources and how they can improve the quality of life. Smart
functionalities help in easing everyday life tasks. Both normal and abnormal
behaviors for smart homes are identified and considered. Smart behaviors are
usually specified using use cases and their scenarios. Applying these tools is
ubiquitous in software engineering, since they relatively precisely describe the
desired interactions. Recognizing interactions and services enables reasoning to
provide smart reactions based on context awareness.

The scenario expressed in Tab. 1 for a use case is a scenario for normal behav-
ior. It might also refer to some social networks, for example Facebook, Instagram,
or others, where some data identifying the inhabitants might be stored. That
data, e.g. photos, might be used in a smart home system.

Some abnormal behaviors for smart homes are presented in work [25]. Let us
consider some of them in a more general form and more formally. The scenario
expressed in Tab. 3 deals with everyday activity which is taking a shower or bath.
The cloud, rather than a local database, allows to analyze profile/preferences no
matter where a person takes a shower.

Some other use cases and their scenarios proposed here refer to a security
system enabling to detect intrusion in a smart home. The system is switched
on manually using a wall-mounted panel. The night alarm is an option of the
security system and enables activating the system in the entire zone, excluding
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Table 1. The use case scenario for a guest recognition

UC name: “Guest recognition when the door bell rings”

Precondition: Access to the local database and social networks

Scenario:
1. A person appears in the front door and presses the entrance button;
2. The guest is scanned by the entrance camera;
3. The identification data is compared with local data base;
4. If there is a negative result, the identification data is compared with data and

profiles available in social networks searching their family and friends;
5. Depending on the search result, the sound of a door bell is divided into three

categories:
(a) family,
(b) friends,
(c) others.

Postcondition: The bell at the front door rings.

Table 2. Use case scenario for the night option of the security system (turn on) (top).
Use case scenario for the temporary turn off the security system (middle). Use case
scenario for the night option of the security system (turn off) (bottom)

UC name: “The security system automatically turns on for a night”

Precondition: Everything works normal

Scenario:
1. If it is night time (say from 11 p.m. to 6 a.m.) then skip to the next step else

finish scenario;
2. If residents are upstairs and their activity has stopped for a half hour, then turn

on automatically the night option for the system.

Postcondition: The night option for the security system is on, if necessary

UC name: “The security system is (temporarily) switched off”

Precondition: The night option for the security system is on.

Scenario:
1. If it is night (say, from 11 p.m. to 6 a.m.) then skip to the next step, else finish

scenario;
2. If a resident begins to go downstairs, then the security system is turned off auto-

matically.

Postcondition: The night option for the security system is off.

UC name: “The security system is automatically switched off after the night”

Precondition: The night option for the security system is on.

Scenario:
1. If the night (say, from 11 p.m. to 6 a.m.) is over, then skip to the next step, else

finish scenario;
2. If any resident begins to go downstairs, then turn off the security system.

Postcondition: The security system is off, if necessary
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Table 3. The use case scenario for a too long showering

UC name: “Too long shower or bath”

Precondition: Access to a local/cloud database

Scenario:
1. A person/resident starts taking a shower;
2. The person is scanned and identified by the system;
3. The shower/bath timer starts;
4. The profile in a local/cloud database is searched for the longest shower/bath

time of a given person, taking into account different circumstances, e.g. summer,
winter, morning, evening, etc.

5. If the shower/bath time exceeds the profiled value, then other family members
are notified.

Postcondition: Generating a warning to other residents, if necessary.

bedrooms upstairs. On the other hand, the night option could be activated by a
system itself, i.e. automatically, in other words without direct action of inhabi-
tants, when some general circumstances are satisfied, see Tab. 2, as well as other
scenarios.

4 Understanding of Context

Context awareness is a kind of intelligent computing behavior. For computing
systems, context awareness is the capability to provide relevant services and in-
formation to the users based on their situational conditions. Formally, according
to [8], “A system is context-aware if it uses context to provide relevant informa-
tion and/or services to the user, where relevancy depends on the user’s task.”

In this section, we discuss the basic concepts underlying the fundamentals
of context-aware systems. There are many definitions of context. One of the
most popular is a definition presented in [8]: “Context is any information that
can be used to characterise the situation of an entity. An entity is a person,
place, or object that is considered relevant to the interaction between a user and
an application, including the user and applications themselves.” According to
that definition, context is a result of data interpretation. The source of data in
context-aware systems are sensor networks.

Context is represented in context models. Those are data structures, which
are populated by abstracting and representing contextual information for fur-
ther processing. Context can be represented in various formats ranging from
simple key-value models to graphical representations [24]. Out of those, current
research indicates that ontologies are the most expressive context representation
models [11,24]. Ontologies provide a powerful paradigm for context modeling,
which offers rich expressiveness and supports the dynamic aspects of context
awareness. Ontologies represent concepts and relationships between them. An
ontology is used to define different entities like objects, services, sensor data and
relations between concept and situation. With the existing ontology from dif-
ferent sources, the context models can be used for modeling user behaviors and
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surrounding situations. These will be useful for a smart home system to make
suitable choices for users. Ontology reasoning is needed to guide the smart home
system to provide suitable services to the users. It uses the environment entities
and information.

Fig. 1. Context processing in a smart home

Figure 1 provides an overview of how the context is processed and how the
smart home system actions emerge from context processing efforts. On Figure 1
the context processing is viewed from the aspects of algorithms and informa-
tion flows. For simplicity the aspects like hardware, physical communications,
interaction protocols are intentionally left out in Figure 1.

Context-aware applications differ from traditional applications since they use
sensed information to adapt the service provisioning to the current context of
the user. In order to achieve that, context-aware applications, in general, should
be capable of:

– sensing context from the environment;
– observing, collecting and composing context information from various sen-

sors;
– autonomously detecting relevant changes in the context;
– reacting to these changes, by either adapting their behaviour or by invoking

appropriate services;
– interoperating with output service providers.

The data gathered by sensors needs to be evaluated and processed in order to
provide useful information. Raw context data can be collected either from a sin-
gle sensor node, or by aggregating context data available from multiple sensor
nodes. The collected context data need to be stored for further processing. The
raw context tends to be noisy and inconsistent, which calls for proper context
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pre-processing, inconsistency detection and resolution mechanisms. After pro-
cessing, context is represented using particular pattern or design descriptions,
called context models. In addition, if the data is organized as low level informa-
tion toward concepts, then it may not be usable when domains change. Thus,
organizing the data into a higher level concept it is necessary to give users un-
derstandable definitions, as well as building up knowledge concerning general
rules that will be used in providing services. Such higher level concept will also
be useful in transferring experiences to different domains. That is why data col-
lected directly from sensor have to computed. That secondary context can be
computed by using sensor data fusion or data retrieval operations such as web
service calls. Figure 2 presents approach using data layer to represent raw sensor

Fig. 2. From raw data to context information – data layer

readings in a format suitable for data classification.
Sensors collect data, and many sets of data are used to construct the ab-

stract concept to describe the environment, as well as the attribute of the users.
For situation, the semantics of high-level behaviours and services are processed
together to provide extra information that will benefit the system to make deci-
sions. During such processes, the output of sensors is categorized and matched
with the ontology built for application domain.

External devices generate very large amounts of data. Often, these are data
that can not be directly used in the model context. An example of such data
are data generated by the camera in in scenario expressed in Tab. 1. The data
streaming transmitted by a camera from a point of view of the context model
does not seem interesting. Interesting is the information about the user id identi-
fied by image analysis. We need data that uniquely identifies a person calling to
the door. The streaming data from camera are compared to digital images from
a local database or in a case then we obtain the negative comparison result, the
service is called to link and search images from Facebook profile. That external
service identify the person by searching a list of friends’ profiles. The result of
the activities are context data that classify person to one of the group: family,
friend, alien.

5 Proposal of a System Architecture

In this section we present our concept of the overall architecture for context-
aware applications in smart homes. The proposed system is based on a service-
oriented architecture with active use of certain architectural patterns. Based
on [18], we the adopted the following design principles related to context-aware
management frameworks:
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Fig. 3. Overview architecture for smart homes

– the functionalities need to be divided into layers and components in a mean-
ingful manner,

– multi-model reasoning,
– monitoring and event detection: Events play a significant role in smart home

systems, which is complemented by monitoring. Detecting an event triggers
an action autonomously.

The system architecture, see Figure 3, is divided into the physical layer, the
data layer, the processing layer, the adaptation layer and the application layer.
They are responsible for sensor operation, data processing, behavior recogni-
tion, evolution of the evaluation process and interaction with the user’s work.
The application API provides access to the context-awareness system for user
applications (for example mobile). It represents the architectural cut between
context management and context utilization. The application API has direct ac-
cess to the context repository, ontology model, user preferences and set of defined
rules. It reads the current context and commits user updates into the context.
The inference engine may also notify user applications through the application
API, if that is required to infer new context. Processing of context informa-
tion is a challenging task. Deducing rich information from basic sensor samples
may require complex computation. The system should provide mechanisms to
distribute context processing activities among multiple components. That way
we propose to use the context sources and the managers hierarchy architectural
pattern aimed at providing a structural schema to enable the distribution and
composition of context information processing components.

This approach, see Figure 4, enables encapsulation, is more efficient and en-
ables flexible and decoupled distribution of context processing activities (sensing,
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Fig. 4. Decomposition of the Data Layer

aggregating, inferring and predicting). We define three types of context proces-
sor components, namely context source, context manager and context aggre-
gation. Context source components encapsulate single domain sensors, such as
movement or time measuring devices. Aggregation manager components cover
multiple domain context sources, such as the integration of context data from
context sources. Context manager is used to manage a set of context sources
dynamically by creating or destroying some of them.

The second architecture pattern used in our approach is the schema of Event-
Condition-Action (ECA). Figure 5 provides an overview of how the context is
processed and how the pervasive computing system actions emerge from context
processing efforts. The entire system consists of three components.

Fig. 5. Processing and matching schema: Event – Control – Action

1. Context processor gathers information about all events that occur in the
smart home.

2. Controller analyses incoming events regarding some patterns of behavior
descriptions, i.e. it matches incoming events to patterns stored as a behavior
description.

3. Action performer produces smart actions switching devices in a desired way.

By using pattern decomposition and ECA, we model advanced context pro-
cessing as it is seen in Figure 7. For example, in scenario “Security System”,
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Fig. 6. Sample processing of events for the ECA schema

see Tab. 2, the event (IsNight and ResidentgoDown) is a compound event ob-
served on the following components: (i) a context source component (CS1 in
Figure 6) that detects an Night event (E1) and (ii) a context source compo-
nent (CS2 in Figure 6) that detects when a resident go down on stairs (E2).
Within the security system detector context Agregator (CA), the following con-
dition rule2 is described in controller C1, characterizing the recursive nature of
the event-control-action pattern. As we said before, one of the important foun-
dations for modern context awareness is parallelization of reasoning. There are
many independent events which smart home systems have to analyze. We pro-
pose some extend pattern ECA by using the publish/subscribe pattern to define
the connection between controller and set of event, see Figure 7. The historical
behaviors might be encoded into logical specifications, and can be later analyzed
for satisfiability, c.f. works [16,15,17], supporting the current reasoning process
and behavior recognition.

Fig. 7. Distributed Context Reasoning

6 Conclusions

In this paper we propose some solutions that refer a novel software architecture
smart homes. The findings include a new approach for context modeling and
reasoning for smart homes. This work opens some research areas which are of
crucial importance for the idea of smart homes.
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Future works may include the context-based reasoning methods and tools. It
should result in a CASE software involved in creating industrial-proof tools.
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Abstract. In line with the multi-disciplinary growing interest in emo-
tions and the scientific proof of their usefulness for taking decisions,
scholars, in agent-oriented systems, start to account for emotions when
building upon intelligence and realism in rational agents. As a result,
several computational models of emotions were developed and new ar-
chitectures for emotional artificial agents were proposed, in particular
the Emotional Belief Desire Intention (EBDI) agents. In this paper, we
provide a comprehensive description of two computational models which
are used to generate immediate and expected emotions. These models
will be incorporated within an EBDI agent architecture that takes into
consideration these two types of emotions. . . .

Keywords: Emotional agents · Belief desire intention architecture · Im-
mediate emotions ·Expected emotions ·Computational model of emotions

1 Introduction

In recent years, several studies were conducted to develop computational models
of emotions due to their role to improve researches in different scientific areas
such as psychology, AI (Artificial Intelligence) and Human Computer Interac-
tion [12,9]. In the current research, we deal with the issue of developing a new
computational model of emotions in the context of the AI field. In particular,
we aim to enrich the Belief Desire Intention (BDI) agent architecture, which en-
capsulates concepts and processes of thinking and deciding for rational agents,
with emotional mechanism [17]. In fact, almost of works that elaborate on this
type of architecture propose models of rational agents in which the agent deci-
sion is determined by its mental states without considering emotions. Moreover,
by incorporating emotions, we intend to enhance the decision- making of the
artificial agents especially under uncertainty, time pressure and resources con-
straints. Thus, we provide in the current work a modeling of the emotion-related
influences on the decision-making process. The originality of this work stems
from the distinction between two types of emotions, which are immediate and
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expected, within emotional BDI agents. This distinction springs from the idea
proposed in [11]. This work has been influential in psychology, decision theory
and management but not sufficiently in agent-oriented systems researches. It
addresses the issue of developing a theoretical framework that serves to explain
the way in which immediate and expected emotions influence decision-making.
The authors define the expected emotions as the predictions about the emotional
experience if ever the decision option takes place and the associated outcomes
occur [11]. They also present immediate emotions as emotions felt at the time
of the decision-making. They arise either due to the anticipations made about
the decision outcomes and their emotional consequences or they can simply be
experienced in relation to some situational stimuli unrelated to the decision pro-
cess itself [11]. In this context, our work proposes two computational models
of immediate and expected emotions. For each type of emotion, the associated
model provides a detailed description of the emotion generation mechanism and
its intensity calculation. This work is built upon a new E-BDI agent architecture
model based on immediate and expected emotions that we have proposed in [10].
It explains the interplay among the immediate emotions, the expected emotions
and the decision-making of artificial agents. By adopting this new approach of
modeling, we intend to build agents that operate as faithful as possible to the
human reasoning pattern. We mention that our work will be later applied within
organizational settings on which we focus our attention, this explains the choice
of the examples that we cite throughout this paper.

2 Theoretical Framework

2.1 Cognitive Appraisal Theory and Immediate Emotions
Generation

Theories in emotions have investigated the emotion elicitation process and have
described the different steps whereby stimuli lead to specific emotions. In par-
ticular, we find the ”cognitive appraisal theory” which is the most influential
theory of emotions within computational systems [12]. It assumes that emotions
arise from a cognitive evaluation of stimuli, events or situations. The evaluation
is performed depending on certain criteria (i.e. appraisal variables) that describe
the individual significance attributed to these stimuli. In this context, the OCC
(Ortony Clore Collins) model is one of the proposed emotion-derivation models
which are based on the cognitive appraisal theory [14]. It has been widely used
through the computational models of emotions. It defines twenty two emotion
types and it suggests that emotions represent a valenced reaction to either the
consequence of events, the actions of an agent, or the aspects of objects. This
valenced reaction is done regarding to the goals, standards, and attitudes of
the agent [14]. The OCC model addresses also the issue of emotion intensity;
it suggests using some global and local appraisal variables. While, the global
variables, such as sense of reality and unexpectedness, are related to the overall
emotion types, local variables, such as desirability and likelihood of an event, are
linked to specific types of emotions. In the current work, in order to define the
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immediate emotion-derivation process, we intend to use the OCC model which
is characterized by its clarity, its computation-oriented nature and its wide use
to synthesize emotions in artificial agents.

2.2 Somatic Marker Hypothesis and Expected Emotions Generation

The somatic marker hypothesis argues that when an individual is facing an
uncertain decision problem and he has to choose one option among others, a
somatic marker can help the decision maker and guide his deliberation process.
Damasio defines the somatic markers as special feelings and emotions which have
been connected by learning from past experiences to predicted future outcomes
of certain circumstances [3]. In this manner, the process behind this hypothesis
starts from a decision problem that leads to a deliberation about the available
options. Then, anticipations in relation to the possible outcomes of the differ-
ent options generate emotion-related mental markers. These latter are retrieved
from an emotional memory and are constructed based upon past positive or
negative emotions elicited in earlier similar decisions. In the way indicated, so-
matic markers provide feedback to the decision maker by marking each option
as advantageous or harmful. By reference to the presentation of somatic markers
cited above, expected emotions can match the role played by somatic markers.
In that regard, they can be used by the decision makers as indicators to be ori-
ented toward or against specific options. Moreover, they are learned according
to past experienced emotions felt at previous similar scenarios.

2.3 Emotional BDI Architecture and Computational Models
of Emotions (CME)

The BDI architecture is a widely accepted approach to model rational agents.
The significant popularity of this model is due mainly to its foundation on folk
psychology. According to this architecture, agents behave along the lines of the
human practical reasoning which includes first a process of deliberation followed
then by a process of means-end reasoning [1]. More recently, scholars in the
agent community started to pay attention to a new form of BDI agent architec-
ture in which artificial emotions have been incorporated. Subsequently, several
models of emotional BDI agents have been proposed particularly [15], [8] and
[16]. In [15], an emotional state manager is used to control the agent resources
and its capabilities. In [8], a special emphasis is given to the influence of both
primary and secondary emotions on the agent decision-making process. The
work in [16] was inspired by [15] and [8] to propose a domain-independent EBDI
agent architecture. While these aforementioned works have brought new contri-
butions to the agent community by incorporating emotions next to the classical
BDI agent architecture components, they present some limitations. In fact, they
don’t provide details about the emotional components namely specific emotions
generation rules and intensities calculations. They claim that such details can be
left to the models designers. Another interesting architecture is proposed in [13].
In this work, affective states are used to generate emotionally driven responses.
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This work provides a CME named EMotion and Adaptation (EMA) in order
to explain for each type of emotions the generation rule as well as the intensity
valuation. However, this emotional model is not based on the OCC model but,
instead, on the work of Smith and Lazarus [18] which is commonly argued as a
complex appraisal theory of emotions. In addition, the model takes into consid-
eration a limited number of emotions (only six emotions). In this context, other
CMEs based on the OCC model can be presented in particular [9], [5] and [2];
and, by which, we have been inspired to develop the proposed CME. The main
similarities and differences with these works are discussed later.

3 Immediate and Expected Emotions in Agent
Architectures: Previous Work and Adopted approach

In Sect. 2.3, we have presented some related work in relation to the EBDI agent
architecture as well as the computational models of emotions. In this section,
we put the focus, particularly, on the existing agent-based models that address
the distinction between expected and immediate emotions and that incorporate
their influences on the agent decision-making process. However, there is only
two works from literature where an attempt has so far been carried out in this
direction. The first work, which has been reported by [19], represents an emotion-
based cognitive framework of an agent decision-making in which the influences
of both immediate and expected emotions are included. This model differs to our
proposed model in three important ways. First, in spite of its integration into
cognitive agent architecture, the decision-making process proposed in [19] does
not represent explicitly the mental states of the agents (i.e. beliefs, desires and
intentions). Second, contrarily to their assertion to follow the interaction among
expected emotions, immediate emotions and decision as it was presented by
[11], the model of Xu and Wang [19] has ignored different components dynamics
such as the anticipatory influence of expected emotions on the immediate ones.
Third, as it is commonly known, most of the computational models of emotions
are based on the appraisal theory according to which emotions are the result
of a cognitive evaluation of a situation [13]. Nevertheless, in the aforementioned
model, immediate emotions can only be triggered by a direct impact of stimu-
lus. They are then considered as the result of a reactive behavior that doesn’t
require any deliberation. The second work has been proposed in [7]. It presents a
computational architecture for emotional synthetic agents. This work differs to
our work in two relevant aspects. First, it is concerned with shaping the outline
between the agent emotions and its behavior in general; it doesn’t emphasize
the relationship between emotions and decision-making. Second, their work uses
the ”causal interpretation” component in order to deal with the agent mental
states and its relation with its environment. However, such as the work of [19],
this component is presented as a black box that doesn’t provide any information
about its internal structure or the mechanism that draws the dynamics among
the agent beliefs, desires, intentions and the reasoning process components.

In this work, the agent model is built upon a new EBDI architecture that has
been proposed in a previous work [10]. The agent architecture comprises two
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main parts. First, the first part deals with the agent practical reasoning (i.e.
deliberation and means-end reasoning). It is built upon the practical reasoning
model of [16] which represents a general domain-independent EBDI architec-
ture (see Sect. 2.3). Second, the second part is concerned with the emotional
component and it corresponds to our contribution. In this agent architecture
the influence of both immediate and expected emotions on the agent decision-
making process is incorporated. A full description of this architecture can be
found in [10]. In fact, we introduce its different components and its interaction
mechanism by presenting the sequence of the execution process, in a control loop
mode. We also explain the information flow among these different components.

4 Computational Model of Emotions

The proposed EBDI agent architecture described in [10] provides insights about
the mechanism according to which immediate and expected emotions are gen-
erated. It also explains how these emotions affect the agent reasoning process
(i.e. deliberation and means-end reasoning). However, a further description is
required to make this conceptual model effectively computational (i.e. imple-
mented in a machine). In the current paper, we mainly focus our interest in the
emotion generation process in relation to both immediate and expected emo-
tions. For the emotional effect on the agent decision, it is the intent of future
work.

4.1 Immediate Emotions Model

The specification of a computational model of immediate emotions generation
is twofold. First, it is required to define the emotion-derivation model according
to which immediate emotions are elicited given the occurrence of a specific situ-
ation. Second, it is also necessary to determine how emotions intensities will be
formalized and computed. In this regard, we have adopted the OCC model [14]
in order to deal with these twofold issues. In fact, we have used the OCC model
description of emotions to define a set of emotion-elicitation rules that evaluate
events and agent actions by respect to the list of the agent goals and standards.
To this end, a list of emotion-elicitation variables has been used by the I-Emotion
elicitation component. Moreover, a subset of the appraisal variables, as proposed
in the OCC model, has been employed by the I-Emotion intensity component
to calculate the emotions intensities. We mention that, actually, we take into
consideration 20 over 22 emotions of the OCC model. We leave the specification
of love and hate emotions for future work.

I-Emotion Elicitation Component. In order to define the elicitation rules
of the immediate emotions along the line of the OCC model, the I-Emotion
elicitation component uses a set of seven variables. These include desirabil-
ity(event, actor), actualState(event), pastState(event), friendship(self, other),
actor(action) and praiseworthiness(action). According to the actualState(event)
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and pastState(event) variables, they represent the actual state of an event and
its previous state. Their values can be unconfirmed, confirmed or disconfirmed
to correspond respectively to an event which is not yet confirmed, already con-
firmed and disconfirmed after a possible occurrence. For the remaining variables,
they are also used as appraisal variables for the emotions intensities calculation.
Thus, a further description and methods of their evaluation are provided below.

Depending on the values of these emotions elicitation variables cited above,
the appropriate rules are elected and immediate emotions are generated. These
rules are formalized using IF-THEN statements and they are evaluated as shown
in Table 1. We mention that compound emotions (i.e. gratification, remorse,
gratitude and anger) are triggered if the elicitation conditions of well-being and
attribution emotions are simultaneously satisfied. For instance, anger is elicited
if both of distress and reproach emotions are triggered.

Table 1. Immediate emotions generation conditions based on the OCC model

Immediate emotions Well-being Prospect-based Fortunes-of-others Attribution
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elicitation variables
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desirability(event,self ) + - + - + - - + + - - +

desirability(event,other) + - + -

actualState(event) C C UNC UNC C C DISC DISC

pastState(event) UNC UNC UNC UNC

friendship(self,other) + + - -

actor(action) self self other other

praiseworthiness(action) + - + -

Note. C refers to confirmed, UNC refers to unconfirmed and DISC refers to disconfirmed events.

I-Emotion Intensity Component. Throughout this subsection, we follow the
OCC model classification of emotions which is mainly based on their elicitation
conditions. We provide for each group of emotions, the method according to
which appraisal variables are evaluated and emotions intensities are calculated.
To do so, we were inspired by FLAME, ParleE and GEmA which are domain-
independent computational models of emotions which are based on the OCC
model and conducted respectively in [5], [2] and [9]. We also, illustrate by citing
examples from the organizational context.

Well-Being Emotions. These emotions are about the outcomes of events which
can be desirable or undesirable for the agent itself. An event is desirable if it
facilitates the achievement of the agent goal(s); otherwise, it is considered as
undesirable. Accordingly, the desirability(event,self ) is the main appraisal vari-
able which is used to evaluate well-being emotions. Almost models of emotions
computes the desirability of an event to the agent itself on the basis of its impact
on the agent goals, denoted as Impact(event, goal), weighted by the importance
of each goal, denoted as Importance(goal), as follows:

desirability(ei, self) =
∑

gj∈G
Importance(gj) ∗ Impact(ei, gj) (1)
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where G is the set of the agent goals. Models of desirability assign generally
pre-determined values to the Importance(goal) variable. However, the differ-
ence among them resides essentially in the method according to which the Im-
pact(event, goal) is calculated. For instance, in [2], the difference between the
probabilities of achieving a goal after and before the occurrence of the event
is used to evaluate the Impact(event, goal); where these probabilities are re-
trieved from a planning algorithm. Moreover, in [9], a goal attainment method
has been used. In this method, goals are defined in a tree structure from the
abstract goals (top goals) to the immediate goals (sub-goals). The attainment
of top goals is computed on the basis of the attainment of its relative sub-goals
(set as events) as well as the links degree among them. In the current work,
our approach for evaluating the impact of an event on the agent goals relies on
Fuzzy Cognitive Map (FCM). We propose to use this technique as a means for
modeling the cause-effect relationship that links events occurring in the agent
environment to its goals and to measure the strength of the impact among them.
The FCM is a direct graph which is composed of nodes, called as concepts, and
edges among these concepts. Each concept in the agent domain can be either a
cause or/and an effect variable and it refers generally to events, actions, values,
moods, trends, or goals [4]. Concepts have numeric fuzzy values traditionally lo-
cated in the interval [0,1]; where 0 corresponds to a full absence of the concept,
1 to its full presence and the fractional value to its partially presence. In other
words, if the concepts correspond to events, the values of the FCM concepts
refer to fuzzy events that have occurred to some degree. The edges of the FCM
are signed and weighted arcs and are used to interconnect concepts, to model
the influences among them and to define with which degree these influences are
exerted. The edges weights have fuzzy values in the range between [-1,1]. If the
weight is positive, it indicates that an increase (resp. a decrease) in the cause
node value implies also an increase (resp. a decrease) in the effect node value;
otherwise, the values of the cause and the effect nodes are related in an inversely
proportional relationship. To illustrate, Fig. 1 shows a FCM related to the orga-
nizational context. The cause nodes stand for the events that can occur in the
agent environment and they influence the agent goals which represent the effect
nodes. According to this example, if the FCM takes as input the employee recep-
tion of an extremely ”good reward” with a degree of presence of 0.89, the effect
of this reward increase affects positively the ”employee motivation” goal with
a strength of 0.9. Consequently, the global impact of the event ”good reward”
on the goal ”employee motivation” is equal to 0.89 * 0.9 = 0.801. Generally
speaking, using FCM, the impact of an event (cause concept Ci) on an agent
goal (effect concept Cj) is formalized as:

Impact(ei, gj) = Ci ∗ wij (2)

where Ci is a fuzzy degree of the presence of an event ei and wij is the fuzzy
strength of causality linking Ci to Cj (or ei to gj).

The Unexpectedness is another appraisal variable that impacts the well-being
emotions intensities and that refers to how surprised one is by the situation [14].
This variable is claimed as influencing for the intensities of several emotions.
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Fig. 1. Example of FCM from the organizational context

This explains the reason behind considering unexpectedness as a global variable
in the OCC model. In this work, unexpectedness takes a value in the range [0,1];
it’s related to the occurrence of an event or an action of agent and it’s formal-
ized as unexpectedness(e) = 1 − expectedness(e) where expectedness presents
the prediction made about the occurrence of an event (or an action) given past
knowledge. Following FLAME [5] and GEmA [9] , the expectedness can be learnt
dynamically and is built upon past experienced patterns of events. More specif-
ically, conditional probabilities can be computed based on the frequency of the
occurrence of an event given a sequence of other items (i.e. events or agent ac-
tions) occurrence (e.g. P (e1/e2, a3, e1) where e1 and e2 are events and a3 is an
agent action ). Using these two appraisal variables (i.e. desirability(ei,self ) and
unexpectedness(ei)), the I-Emotion intensity component computes the intensity
of well-being emotions (i.e. joy and distress) as follows:

IWB = |desirability(ei, self)| ∗ unexpectedness(ei) . (3)

Prospect-Based Emotions. This cluster of emotions is about prospective outcomes
of events [14]. According to hope and fear, to calculate their intensities, two main
approaches from the literature have been proposed. The first approach, such as
in [2], claims that hope and fear are related respectively to the belief that goals
are going to succeed or to fail. Hence, these two emotions are not associated to a
particular event that has occurred but they focus rather on the overall goals at-
tainment state. In this approach, the intensity of hope and fear is calculated based
on the importance of the agent goals and the probabilities of their achievement.
The second approach, such as in [9], argues that hope and fear are related to events
(desirable or undesirable) which are not yet confirmed (i.e. unconfirmed). Their
intensities are evaluated using the desirability of the event and its likelihood of oc-
currence. In the current work, we adopt a hybrid method which combines the two
aforementioned approaches. In fact, we use the product of the two variables desir-
ability and likelihood of events but we take also into consideration the influence of
the overall goals attainment state. As such, we ensure that the hope/fear intensity
model is as faithful as possible to the real-world human emotions. Assuming that
the likelihood of an event corresponds to how likely is an event occurrence, this ap-
praisal variable is measured using the frequency of the event ei occurrence as well
as the occurrence of its opposite eci . Examples of ei and eci could be respectively
”promotion acceptance” and ”promotion reject”. The likelihood takes a value in
the range [-1,1] and it is calculated as follows:

likelihood(ei) =
COUNT (ei)− COUNT (eci )

n
(4)
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where n is the number of occurrence of ei and eci . The formula parameters values
can be derived from a type of memory which is specifically used to preserve trace
of past-experienced events occurrence. Accordingly, the intensity of hope and
fear, denoted as IHF , is calculated as following:

IHF = |desirability(ei, self) ∗ likelihood(ei)| ∗
∑

gj∈G Cj

n
(5)

where G is the set of the agent goals and n corresponds to their number. More-
over, Cj is a concept from the agent FCM described above; it is related to an
agent goal and it takes a fuzzy value that determines the degree of a goal achieve-
ment. The average of these fuzzy concepts, which are related to goals, is used in
order to highlight the impact of the overall goals attainment state on hope and
fear intensities calculation.

According to satisfactionand fear-confirmed, these emotions arise if theprospec-
tive outcomes of events havebeen realized; otherwise, disappointmentor relief emo-
tions are generated. Their intensities are usually evaluated on the basis of the inten-
sities of the hope or the fear emotions which have been previously experienced [2]
[5] [9]. Consequently, the intensities of satisfaction and disappointment, denoted as
ISD, and, fear-confirmed and relief, denoted as IFcR, are computed as follows:

ISD = previous(IH) (6) IFcR = previous(IF ) (7)

where IH and IF represent respectively the intensities of hope and fear.

Fortunes of Others Emotions. These emotions (i.e. happy-for, resentment, gloat-
ing and pity) are about events which can be desirable or undesirable for another
agent [14]. Among the few attempts that have been conducted in order to measure
these emotions intensities, we cite the model proposed in ParleE [2]. According to
this work, the liking level towards another agent and the degree of happiness of this
other agent are used to determine the intensity of fortune-of-others emotions [2].
In our reproach, we use two appraisal variables which are the desirability( event,
other) and the friendship(self,other). For the desirability(event, other) is evalu-
ated in the same way the desirability(event, self ) is assessed (see (1)). Neverthe-
less, parameters values are derived from the model of the other agent which is in
formof a FCM. In fact, we assume that the agent has a partial knowledge about the
other agents models including their goals and the events occurrences. These data
constitute the other agents FCM models and they are continuously updated via
the agent perception and his communication with other agents. According to the
friendship(self,other) appraisal variable, it describes the quality of relation linking
an agent to another. Following the model proposed in ParleE [2], it takes a value in
the interval [-1,1] and it’s initially set to 0. Moreover, its value is updated based on
the other agents actions which can be desirable if they affect positively the agent
goals or undesirable otherwise. Using the two aforementioned appraisal variables,
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the intensity of fortune-of-others emotions, denoted as IFO, is computed using the
following formula:

IFO = |friendship(self, other) ∗ desirability(ei, other)| . (8)

Attribution Emotions. According to the OCC model, these emotions arise from
a cognitive appraisal of the agent actions by respect to its standards. If the ac-
tions are conducted by the agent itself, they can be appraised as praiseworthy
or blameworthy and they generate pride or shame emotions. Otherwise, admi-
ration and reproach emotions are elicited. Similarly to the way the desirability
of events is assessed regarding the list of the agent goals, the praiseworthiness of
the agent actions is also evaluated by respect to the list of its standards based
on FCM. This allows the representation of cause-effect relationship relating ac-
tions of agents to its standards using fuzzy values. Two appraisal variables are
considered in this model, which are the praiseworthiness(action) and the unex-
pectedness(action), in order to compute the intensities of attribution emotions,
denoted as IA. The latter is evaluated using the following formula:

IA = |praiseworthiness(action)| ∗ unexpectedness(action) (9)

Compound Emotions. As already mentioned in the I-Emotion elicitation com-
ponent and by respect to the OCC model, compound emotions (i.e. gratifica-
tion, remorse, gratitude and anger) combine well-being and attribution emotions.
Consequently, their intensities, denoted as IC , are evaluated using the product
of their compounding emotions intensities as following:

IC = IWB ∗ IA (10)

4.2 Expected Emotions Model

According to the specification of the proposed EBDI architecture [10], when a
decision problem takes place, after generating and filtering options, the agent is
committed to one option oi (i.e. its current intention). Due to the architecture
closed-loop design, the consequences of the option oi execution in the environ-
ment are perceived by the agent as events or actions that are evaluated by the
incidental stimulus appraisal (isa) to generate immediate emotion. This latter
represents emotion felt at the time of the decision-making and it is defined by
its label iej (e.g. joy) and its intensity Iiej/oi . In this context, an Emotional
Memory (EM) is used in order to keep trace accordingly. In fact, each time a
new option is generated and a decision is made, the associated immediate emo-
tional experience is saved in this EM. This information will serve to generate the
expected emotions which represent the forecast of possible emotions if ever the
decision option takes place and the associated outcomes occur. As a result, to
generate expected emotions, the agent selects unconsciously the immediate emo-
tion which maximizes the product: F (iej/oi) ∗ AV G(Iiej/oi). Where F (iej/oi)
represents the frequency of experiencing the immediate emotion iej when the
option oi is selected ; it is defined as:

F (iej/oi) =
COUNT (oi, iej)∑
k COUNT (oi, iek)

(11)
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given that COUNT is a function used to enumerate the number of occurrence
of an element and k is the number of all different emotions which are associated
to option oi in the EM. Moreover AV G(Iiej/oi) is the average intensities of iej
when the option oi is selected; it is calculated as:

AV G(Iiej/oi) =

∑
n Iiej/oi
n

where n = COUNT (oi, iej). (12)

Consequently, the expected emotion ee at time t for option oi is formalized as:

eet,oi = argmaxiej(F (iej/oi) ∗AV G(Iiej/oi)) (13)

As it was aforementioned, expected emotions can play the role of somatic
markers in the sense that they are learned from past experienced emotions felt
at previous similar decision statements. In addition, they can be used by the
decision makers to favor one option over another. Hence, it is possible to employ
the generated expected emotion by the filter component in the proposed EBDI
architecture [10] in order to select the option that the agent will be committed
to. For instance, at time t, if A has to choose between o1 and o2. If by respect
to the EM, the expected emotion for o1 is ie2 and for o2 is ie1. If ie1 and ie2
represent respectively the joy and distress emotions, the decision maker favors
the option which is associated to the emotion with positive valence. In this case,
the agent selects o2 because it’s associated to joy.

5 Conclusion and Future Work

In this paper, we developed two computational models of immediate and ex-
pected emotions which are incorporated within a new EBDI agent architecture.
The immediate emotions model is based on the OCC model and it provides a
new domain-independent approach to compute the appraisal variables. In par-
ticular, we used the FCM technique which is able to represent the fuzzy causal
reasoning among the agent events, actions, goals and standards. According to
the expected emotions, their model is based on past experienced emotions felt
during decisions statements and it serves to guide decision makers on line with
the somatic markers hypothesis. For the future work, it consists in setting the
focus on complementary aspects about the models of emotions such as the decay
function which represents the fade phenomenon of the emotional intensity. More-
over, a comprehensive model of the emotional influences on the decision-making
is needed. Finally, and in relation to implementations and tests, we are actually
developing a new agent-based simulator of an organization in which employees
are endowed with emotions. The implementation is conducting using Madkit [6]
which is java-based multi-agent development platform, based on an organiza-
tional model with no predefined agent architecture. The employee agent model
is based on the EBDI architecture that we have developed and uses the proposed
CME in order to simulate the emotional experiences of employees. To this date,
such simulator can’t be found in literature. Moreover, this type of simulator can
be very useful when used by managers and employees as a software-based human
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resources development tool. For example, it can help employees to identify which
emotions can be triggered in a given situation and to assume the impact of their
emotions on their decisions; it can also provide what-if analysis to support new
organizational practices assessment.
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Abstract. This paper deals with the implementation of the graph based
model for generating structures of computing grids. The GraphTool sys-
tem proposed supports graph modeling with the use of computer tools
for graph transformations. The model of computing grids is an extension
of the standard graph model by adding a new level of elements called
layers. In GraphTool application, the user specifies layers during creat-
ing a new project. This paper presents an example of a layered graph to
simulate generation and operations in a grid that realizes the concept of
distributed computing.

1 Introduction

Grid computing is related to distributed computing with coordinated resource
sharing and problem solving in dynamic, multi-institutional virtual organizations
[5]. It is used for many applications in the area of science, engineering, industry
and commerce [9]. As it has been considered in [14], [7] and [12] the concept of
grid needs a heterogeneous, changing model of its structure based on clusters
distributed on different geographical locations. Graph transformations are useful
for specification, modeling and prototyping of the structure of information pro-
cessing tasks, for example these entities can be described by directed weighted
graphs [8]. The hierarchical graph structure with layers has been proposed in [7].
This flexible and powerful representation has been used to implement the graph
grammar tool called the GraphTool and applied for generating computational
grid structures.

In general, GraphTool is implemented to support conceptual design and mod-
eling with graphs. It is a What You See Is What You Get (WYSIWYG) edi-
tor. The tool offers building graph transformations named graph grammars by
defining graph rules and a control diagram. Additionally, the process of graph
derivation can be simulated and controlled by the user.

In this paper GraphTool is used to model the grid environment and verify its
correctness after some operations. Many projects based on Grid environments
have been developed and the descriptions of some well known projects are pre-
sented in [3].
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DOI: 10.1007/978-3-319-19369-4_39
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Fig. 1. A screenshot of GraphTool

2 GraphTool Overview

The motivation for work on GraphTool – a new tool for graphs was to propose
an unified environment that offers the possibility not only to create a structure
of graphs with semantic layers, but to generate new graphs in an automatic
manner as well [13]. GraphTool uses Java SDK 7.0 environment. It is based on
Eclipse Rich Client Application graphical editor for modeling and generating
graphs [4]. The base perspective GraphTool application is shown in Fig. 1. It is
divided into several working areas.

The view is used to present the current content of the workspace. Within
the workspace the user can define own projects. In each project a set of graph
transformation rules, a control diagram for these rules and a collection of initial
graphs for transformations are specified.

A graph rule called a production is defined by two graphs, left-hand side
and right-hand side graphs. The production application to a graph results in
its transformation to a new graph by replacing a subgraph being a copy of
left side to the graph with the copy of right side of the production. The entity
can have associated predicate that is a logical statement describing a condition
when the rule can be applied. Within the tool transformation rules can be built
from scratch or on the top of existing ones. The same rules as in case of graph
definition apply to productions.

Transformation rules can be grouped and then the order of their application
is determined by the control diagram. It is a directed graph with highlighted
start and stop node. The other nodes represent the productions. The diagram is
valid when at least one path exists from the start to the end node.
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The concept of the graph can be extended by adding the semantic layer repre-
sented by attributes. The attribute is a function defined on a domain assigning
the value from this domain to a graph element. The declaration of a new at-
tribute is understood as specification of an unique name and its domain (the
available types are integer numbers, float numbers, strings, enums and arrays).
Additionally, the user can specify the default value.

3 Layers in Graphs

The standard approach to graphs can be extended by adding a new level of
elements called layers. The set of node labels of a given graph is divided into dis-
junctive groups and on the base of nodes with labels belonging to the particular
group a layer in the form of a subgraph is induced.

In GraphTool the user defines layers for a new project by specifying their
names and node labels belonging to them. Each graph and production defined
in this project will have these layers by default.

The specification of layers has to take into account hierarchy relationships
which may be present in graphs. The concept of layers which contain nodes
is very similar to the concept of hierarchical nodes which contain other nodes.
Obviously, if a layer contains a node then it also should contain all children of
this node. This means that if the node’s label belongs to a specific layer, then
the children’s labels should also belong to this layer.

This requirement has not been considered in the previous paper on GraphTool
[12]. Therefore this paper proposes a new definition of layers.

Definition 1 (hierarchical graph). Let Σ be a fixed set of labels. A hierar-
chical graph G is a 6-tuple (V, E, s, t, lab, ch), where
– V and E are finite sets, whose elements are called nodes and edges, respec-

tively,
– s : E → V and t : E → V are mappings assigning to edges their source and

target nodes, respectively,
– lab : V → Σ is a node labeling function,
– ch : V → 2V is known as a child nesting function, and assigns to every node

a (possibly empty) set of its children,
such that
– V and E are disjoint,
– ∀v ∈ V : v /∈ ch+(v), which means that a node cannot be its own descendant,
– ∀v, w ∈ V : v �= w ⇒ ch(v)∩ch(w) = ∅, i.e. a node cannot have two parents.

Definition 2 (induced hierarchical subgraph). Let G = (VG, EG, sG, tG,
labG, chG) be a hierarchical graph, and let S be a subset of its nodes (S ⊆ VG).
Let us define a 6-tuple H = (VH , EH , sH , tH , labH , chH) such that
– VH = S ∪ ch+

G(S) ,
– EH = {e ∈ EG : sG(e) ∈ VH ∧ tG(e) ∈ VH} ,
– sH = sG|EH ,
– tH = tG|EH ,
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– labH = labG|VH ,
– chH = chG|VH .

H is a hierarchical graph, known as the subgraph induced by S.

Definition 3 (attributes). Let null be a fixed value. An attribute a is a func-
tion a : Oa → Da ∪ {null}, where Oa is a finite set. Da is known as the domain
of attribute a.

The domain of an attribute can be finite or infinite (e.g. English names for
months or integer numbers). null is used to represent missing knowledge.

Definition 4 (attributed hierarchical graph). Let G be a hierarchical graph.
Let A be a set of attributes defined over G and G’s nodes, i.e. ∀a ∈ A : {G} ∈ Oa

and VG ⊂ Oa. An attributed graph is a triple GA = (G, attΣ , attG), where
– attΣ : Σ → 2A is a function which determines attributes assigned to nodes

with specific labels,
– attG ⊂ 2A is a set of attributes assigned to the whole graph.

Definition 5 (hierarchical graph with values). Let GA be an attributed
hierarchical graph. It has values if its attributes have non-null values, that is if
– ∀a ∈ attG : a({G}) ∈ Da ,
– ∀v ∈ VG : ∀a ∈ attΣ(labG(v)) : a(v) ∈ Da .

Attributed graphs and graphs with values are defined as extensions of hierar-
chical graphs. Because of this, the notion of induced subgraphs (def. 2) can be
easily generalized to all three graph types. Likewise, the following definition of
layers also can be applied to any of three types of graphs defined above.

Definition 6 (graph layers). Let L = {L1, L2, . . . Ln} be a partition of Σ. If,
for a given graph G, the condition ∀v ∈ V : lab(v) ∈ Li ⇒ lab(ch+(v)) ⊆ Li is
true, then G can be split into a family of subgraphs {G1, . . . Gn} such that every
Gi is induced by {v ∈ V : lab(v) ∈ Li}, and every node from G belongs to exactly
one subgraph. Members of this family are called layers of G.

The layers are denoted by numbers, but to make reading easier they can be
given informal names, like “the resource layer” or “the jobs layer”, and denoted
by Gjobs or simply Jobs.

GraphTool ensures that graphs created by the user fulfill the condition from
def. 6.

3.1 Advantages of Layers

The most important advantage of layers introduction into graph is the increase
of readability of the graph structure. The issue of drawing graph nodes on a
2D plane is commonly discussed and different approaches have been suggested
[1]. The layout techniques can cover trees, arc diagrams, circular drawings or
force-based layouts. There is also a group of algorithms designed for directed
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graphs like Coffman–Graham algorithm [2]. The layout approach can depend on
different sets of quality factors defining required aesthetics and readability level.

The layer extension to the graph can be regarded as a support for node layout.
The visualization of the layer as a rectangle allows to group nodes within it and
this subset can be drawn using a suitable algorithm.

The design of GraphTool follows a rule that layers are the additional hierarchy
level in the graph. Such an approach and a paradigm that the layers are defined
by nodes labels can leverage the process of nodes searching in the graph. The
definition of layers implies the subsets of nodes based on their labels therefore
the searching can be limited to a given set of subsets.

4 Graph Transformation Rules

As it has been considered, a transformation rule is defined by two graphs known
as the left- and the right-hand side. Usually they are denoted by L and R.

A rule can be applied to a graph G only if a part of G is the same as L.
Formally, there exists an isomorphism between L and a subgraph of G.

Definition 7 (graph morphism). Let G and H be attributed hierarchical
graphs over the set of labels Σ and the set of attributes A. A graph morphism f
is a pair of functions, fV : VG → VH and fE : EG → EH , such that
– ∀e ∈ EG : fV (sG(e)) = sH(fE(e)) and ∀e ∈ EG : fV (tG(e)) = tH(fE(e)),
– ∀v ∈ VG : labG(v) = labH(fV (v)),
– ∀v ∈ VG : fV (chG(v)) = chH(fV (v)),
– attΣG = attΣH ,
– attG = attH .

Let L and R be the left- and the right-hand side of a rule, respectively. Let
G be a graph to be transformed. Let m : L → G be an injective morphism that
has been found and fixed. Graph G can then be split into two subgraphs, the
first one induced by m(VL), the second one induced by VG − m(VL). In other
words, G is split into an image of L (which will be removed and replaced by R)
and the remainder.

In most cases there are edges connecting these two parts of G. They would be
left dangling after the image of L is removed, thus they also must be removed.
In their place some new edges can be created, which will connect the remainder
of G with an added copy of R. This process is described by an embedding
transformation, defined as follows:

Definition 8 (embedding transformation). Let L, R be two sides of a trans-
formation rule. Embedding transformation T = (T IN, T OUT ) is a pair of func-
tions T IN, T OUT : Σ × VL → 2VR.

For example, if T IN(v1, α) = {v4, v7}, then all nodes from the remainder that
had edges going to the image of v1 and are labeled α should now be connected
with copies of v4 and v7.
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The previous definitions usually used pushout rules with node gluing [11].
Change to rules with label-controlled embedding transformation was motivated
by ease of use. Rules which can reroute specific edges, but do not require them
to be present in the graph are convenient in grid simulations.

L and R do not have values assigned to their attributes, but G does. So, a
rule must have a way to calculate attribute values for the added nodes. It also
needs to be able to change values of attributes assigned to the graph as a whole.

Additionally, the attribute values in the image of L can be checked to decide if
the rule can be applied. This mechanism is known as the application predicate.

Let us denote by G a class of all hierarchical graphs with values, and by ML

a class of all graph morphisms which match the left-hand side L to some graph
from G.

Definition 9 (application predicate). For a rule with left-hand side L, an
application predicate is a function Π : G × ML → {true, false}.
Definition 10 (direct derivation). Let G and H be attributed hierarchical
graphs with values. Let p = (L, R, T, Π, FV, FG) be a transformation rule. Graph
H is a direct derivation from G by p (denoted as G

p⇒ H) if and only if:
– there exists an isomorphism m : L → G′ where G′ is a subgraph of G,
– there exists an isomorphism n : R → H ′ where H ′ is a subgraph of H,
– Π(G′, m) = true,
– G − G′ = H − H ′,
– let ING = {e ∈ EG : sG(e) /∈ G′ ∧ tG(e) ∈ G′},
– let INH = {e ∈ EH : sH(e) /∈ H ′ ∧ tH(e) ∈ H ′},
– ∀ e1 ∈ ING ∀ r ∈ T IN( labG(sG(e1)), m−1(tG(e1)) ) there exists e2 ∈ INH

such that sH(e2) = sG(e1) and tH(e2) = n(r),
– ∀ e2 ∈ INH there exists e1 ∈ ING such that sH(e2) = sG(e1) and

n−1(tH(e2)) ∈ T IN( labG(sG(e1)), m−1(tG(e1)) ),
– let OUTG = {e ∈ EG : sG(e) ∈ G′ ∧ tG(e) /∈ G′},
– let OUTH = {e ∈ EH : sH(e) ∈ H ′ ∧ tH(e) /∈ H ′},
– ∀ e1 ∈ OUTG ∀ r ∈ T OUT ( labG(tG(e1)), m−1(sG(e1)) ) there exists e2 ∈

OUTH such that tH(e2) = tG(e1) and sH(e2) = n(r),
– ∀ e2 ∈ OUTH there exists e1 ∈ OUTG such that tH(e2) = tG(e1) and

n−1(sH(e2)) ∈ T OUT ( labG(tG(e1)), m−1(sG(e1)) ),
– ∀ v ∈ VH′ : ∀ a ∈ attΣH(labH(v)) : a(v) = FV (a, n−1(v), G′, m),
– ∀ a ∈ attG : a(H) = FG(a, G′, m).

GraphTool generates a result in the form of a graph by applying a sequence
of direct derivations to an initial graph. Rules are selected from the set specified
by the user.

5 An Example – Modeling the Grid

The idea of layers in graphs can be presented by means of modeling the Grid
environment and simulation of this infrastructure processes changing. The Grid
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describes the computing environment belonging to the distributed computing
paradigm [5]. It provides the controlled resource sharing and the coordinated
usage of them enables the members of the community to achieve their compu-
tational goals. The most important feature of this environment is its flexibility
and the possibility to create on-demand powerful computing systems transpar-
ently for the end user. The idea of control of distributed resources covers the
requirement for building a high-availability and fault-tolerant system.

The structure of the Grid allows to distinguish a set of group elements basing
on their functionality and group them into layers. The method of such a distinc-
tion was proposed in [7]. The attention was put to formal aspects of layers in
graphs and it was shown that a graph based representation enables to use graph
grammars as a tool to generate a Grid environment structure.

In this paper the extended version of the graph presenting the Grid structure
is described. By means of GraphTool application a new graph grammar system
will be presented. The purpose of this grammar is a verification that the modeled
structure of the Grid is fault-tolerant and the environment is able to process jobs
after a sequence of events that have caused changes in the Grid structure.

The Grid paradigm enables to introduce multiple components of given type
with the hierarchical structure (for example several instances of GRIS elements)
to realize the requirement of the high availability system. Therefore, the usage
of hierarchical directed graphs to model Grid structure will be beneficial here.

In the beginning, the computational resource layer in the Grid can be ex-
tracted. It can contain computers, storage systems or data sources that are used
for the execution of Grid jobs. These objects can be grouped in order to create
an entity called a computing element. The layer will be denoted as Resources
and node labels associated with it are as follows C, ST, CE.

Additionally two layers related to a job execution can be described. The layer
containing jobs schedulers available in the Grid is one of them. The label for
this layer will be Schedulers and contain nodes with JS label. Another called
Jobs holds entities describing the Grid jobs marked with J label. Executing jobs
can require their specific sequence and it can be modeled using edges between a
given subset of jobs.

The next layer contains the elements that are responsible for the management
of resources and this group will be called Management. The following entities
according to general Grid concept can be extracted:

– Grid Resource Information Service (labeled GRIS) – the tool collecting data
information about available resources. This component can be hierarchical
and interpreted as a given GRIS node merges information from all its children
nodes.

– Grid Resource Allocation Manager (labeled GRAM) – the controller respon-
sible for monitoring the computational resource during a job execution.

By means of attributes Grid elements can have attached some additional
properties. Attributes in this paper are only specified for low-level nodes in the
hierarchical graph. The attributes for the grouping nodes are calculated on the
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basis of the children attributes. Let define the attribute space to nodes with
label C, which assign integer values interpreted as a currently available space for
jobs. To the jobs node a RAM attribute will be assigned that specifies an integer
value describing needed space for executing this job. For the nodes with JS
label the attribute max_load and load are specified. Both of them are defined
in integer domain, the former specify the maximal number of jobs that can
currently scheduled and the latter shows the number of being scheduled in a
given moment.

Fig. 2. The example of the Grid environment

The graph shown in Fig. 2 presents an example of the current stage of the
Grid.

There are edges between nodes from different layers. The edges between nodes
J and JS determinate which job scheduler is responsible for dispatching a given
job. These edges can be calculated in an optimize way using an external mecha-
nism (in GraphTool an option to export/import the graph during the derivation
can be useful here). CE nodes are connected with GRIS nodes to inform about
their availability through the given GRIS node. The next group of edges link JS
nodes with GRIS nodes to model the possibility of allocation a job scheduled by
the job scheduler on a computing element registered with the GRIS. Finally, the
edges between J nodes, C nodes and GRAM node can be extracted and they can
be interpreted as the allocation of the job on the specific computing resource for
the execution and the association is stored in the GRAM node.
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5.1 Transformation Rules for Grid

Let define a set of productions that describe some possible changes in the Grid
structure. It is worth to notice that introduction of nodes categorization into
layers leverages the process of defining the transformation rules.

Fig. 3. Rules responsible for reattaching job execution (productions p1, p2)

Deleting a computer system from a computing element is associated with
reattaching currently running jobs to different entities. This process is presented
in Fig. 3a and 3b. For each of these production a predicate has to be fulfilled:
val2 > val1.

Finally, the rule removing the computer system can be presented (see Fig. 4).
A transformation rule can be also used to describe adding a new computing

element (see Fig. 5). Such a procedure requires registering it within a GRIS
object.

The group of rules showing the job assignment can be prepared. An example
of such a rule is shown in Fig. 6, for the production the following predicate has
to be true: val2 > val1 && val4 + 1 <= val3.

In a similar way a production to mark a job completion can be created (see
Fig. 7). This production does not require any predicate.
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Fig. 4. An example of rule for deleting a node with C label (production p3)

Fig. 5. Adding a new computing element (production p4)

Fig. 6. An example rule of job assignment (production p5)

With this set of transformation rules the following control diagram can be
proposed (see Fig. 8).

The choice of the path p2, p3, p4, p5 and p6 during the graph derivation will
lead to deadlock. After applying the production p4, the predicate for production
p5 is not fulfilled. The job scheduler with attributed max_load=2 and load=2
is too overloaded to manage one more job, thus it has an access to a computing
element that offer enough space to handle a job with the requirement for 3000
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Fig. 7. An example rule of job completion (production p6)

Fig. 8. A control diagram

RAM. In case of another job scheduler, it can accept next job, but its computing
elements are not powerful to execute it. As it can be noticed, switching the
production p5 and p6 will solve the issue, as then the first job scheduler can
handle this outstanding job.

The aforementioned example considers the physical limits of Grid resources
(like disk space or maximum number of allowed jobs). However, it would be
interesting to extend this case with economic perspective (for example taking
into consideration the prices of resources [10]).

6 Conclusion and Future Work

GraphTool has been successfully used to model computing grids, role-playing
games, and FEM meshes. The example shows the benefits of layers in the process
simulation. In future it will probably be applied in additional areas.

Integrating GraphTool with knowledge-based design support systems is a fu-
ture project which seems worth investigating. As a first step we will investigate
ways in which GraphTool can be integrated with a system developed to support
architects [6].
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Abstract. The aim of this paper is to present an interesting application of one of 
the decision-making methods used in problems with lack of knowledge. This 
method is called Info-Gap Theory and can be applied to describe the phenome-
non where no classic uncertainty description in form of probability density or 
possibility distribution is at disposal. A general outline of Info-Gap Theory is 
presented and its functions (robustness and opportuneness) are shown. The nu-
merical example of fertilizer nitrogen requirement is given to illustrate the effi-
ciency of the proposed method to practical issues. 

Keywords: Uncertainty · Info-Gap theory · Opportuneness · Robustness · Fertilizer  

1 Introduction 

The real-world problems are often complex in nature and have a high degree of uncer-
tainty. The term uncertainty has got many different meanings, but in the context of prac-
tical applications in decision analysis, the most appropriate is given by Zimmermann 
[22]: ‘Uncertainty implies that in a certain situation a person does not possess the infor-
mation which quantitatively is appropriate to describe, prescribe or predict numerically a 
system, its behavior or other characteristics.’ In this paper we concentrate on problem 
where external uncertainty appears. This kind of uncertainty represents concern about 
issues outside the control of the decision maker.  External uncertainty can be assessed 
through two ways. A distributional mode based on some distribution or range of chance 
and a probability or singular mode based on an assessed chance of an event happening. 
Where uncertainties are of sufficient magnitude and importance to be modeled, however 
the modeling approaches for external (but also internal) uncertainties may often become 
qualitatively difficult in nature. Decision Theory applies different methods to predict 
future events, physical measurements which are already unknown. Among these methods 
some of the following references should be mentioned: Fuzzy set approaches [16,19,21], 
Rough set approaches [7,14], Interval arithmetic [2,13], Grey Systems [6], Granular 
Computing [15]. As F. Knight [10] said: ‘We cannot be certain about uncertainty’, that is 
why scientists are still looking for new solutions, introducing modifications of these me-
thods or trying to find new one. All of the methods used in decision- making theory un-
der uncertainty have its own interpretation and modeling of uncertainty and they are used 
to different problems. For example, Fuzzy sets use membership functions as  
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possibility density distributions and do operations (the generalization of crisp 
set operations) on them; Interval arithmetic bases on interval representation of uncertain 
variable giving its lower and upper limit and in many cases it uses Moore’s arithmetic or 
other types of this arithmetic [18]. Fig.1. shows representations of an uncertain variable 
in some of the mentioned methods. 

 
 

 

 

 

 

 

 

Fig. 1. The representation of an uncertain variable in different methods 

Each of these methods has its supporters but also opponents and it is important that 
there is no scientific method, which can compare and verify all these approaches on 
the same level. In this paper, an application of the method which is capable to deal 
with uncertain information is presented. It is called Info-Gap Theory and was intro-
duced by Ben-Haim Yakov [3]. This method supports decision making problems in 
situations when any probability distributions of uncertain variables or membership 
functions are at disposal and represents a new way of modeling uncertainty. In Info-
Gap Theory the first step in the decision process is to establish the info-gap model - 
an unbounded family of nested sets that share a common structure. The structure 
strictly dependents on the prior information and its uncertainty. Because uncertainty 
can be not only pernicious but propitious as well, there are two functions introduced 
to this method. The first one is called robustness function and it expresses the greatest 
level of uncertainty (parameter ߙ) at which failure cannot occur: 

 min:max{)( αα =q requirements are always satisfied}  

 )}~,(:{max)( 0 uUuq ααα α ∈∀= ≥  (1) 

Here, q denotes a vector of decision variables such as parameters or operational op-
tions. ߙොሺݍሻ expresses robustness — the degree of immunity against errors or devia-
tions from ones’ assumptions — so a large value of ߙොሺݍሻ is desirable [3]. The second 
function is opportuneness function, which can be expressed as the lowest horizon of 
uncertainty that is necessary for better than anticipated outcomes to be possible:  

 :min{)( αβ =q sweeping success is possible} 

 )}~,(:{min)( 0 uUuq ααβ α ∈∀= ≥  (2) 
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A small value of ߚመሺݍሻ reflects the opportune situation that great reward is possible 
even in the presence of little ambient uncertainty. Both these functions are comple-
mentary and are defined in an anti-symmetric sense. Thus "bigger is better" 
for ߙොሺݍሻ while "big is bad" for ߚመሺݍሻ. Info-gap theory has been applied in a range of 
applications from different science areas including engineering [8,9,17], biological 
conservation [11,12], theoretical biology, homeland security, economics [1,4], project 
management and statistics. In this paper, the method was used to agricultural problem, 
where fertilizer nitrogen requirement of sugar beetroot has to be established. In this 
numerical example we use robustness and opportuneness functions simultaneously 
and add decision maker’s risk-taking propensity to get possibly suitable solution. 

2 Numerical Problem 

2.1 Description of the Problem 

Described problem has a great impact on sugar beetroot cultivation. Sugar beetroot is 
an important crop of arable rotations throughout the major growing regions of many 
countries. Commonly grown in conjunction with wheat, barley or pulses, sugar bee-
troot provides a valuable break crop returning organic matter to the soil and prevent-
ing the build up of disease. The root of the beet has a sugar content of around 17% 
and in Poland provides over half of the sugar we use. The profit from Polish sugar 
beetroot cultivation starts at yield ∈ [350; 400] [q/ha]. Using appropriate agrotechnic 
factors, some of the growers receive yield ∈ [600; 700] [q/ha]. Adequate soil fertility 
is one of the requirements for profitable sugar beet production. Nitrogen (N) is the 
most yield-limiting nutrient, and N management is critical to obtain optimum sugar 
beet yield and quality. The most common response curve for nitrogen fertilization is 
presented in Fig.2.  Phosphorus (P) is the next most limiting nutrient, while levels of 
available potassium (K), sulfur (S), and micronutrients are adequate for sugar beet 
production in most soils [20]. The value of a soil test to predict nutrient availability 
during the growing season directly relates to how well the sample collected represents 
the area sampled. We should remember that these samples affect only a small area 
and could not exactly model the whole field. 

 

Fig. 2. The most common response curve for nitrogen fertilization 



 Assessme

 

The curve shown in Fig.
rare situation, taking place 
The third section is most c
shows a decrease in yield b
mineral imbalance of nutrit
major role plays appropriat
the investigations described
ommendations in such a w
while detrimental effects of
minimized. Yield response
beet could be described b
usually based on results fr
sponse to various rates of fe
years. In this case, we hav
modeling the entire field, w
ledge forces us to use Info-
of the fertilizer should we a

2.2 Solution Using Info

The problem concerns the 
nitrogen fertilizer. The func
year trials on an academic 
expressed in [q/ha] will be d

෤݌  ൌ  ܽଶ݀ଶ ൅
This function can be call

tained from trials and the cu

Fig. 3. The samples

ent of Fertilizer Nitrogen Requirement of Sugar Beetroot 

2. has several specific episodes. The first episode is a v
in the case where a plant is grown on a poor quality s
ommonly observed in the fertilizer trials. The last epis
because of excessive amount of the nutrient which caus
tion. Looking at this curve, it is easy to be observed ho
te amount of nitrogen to achieve satisfied yield. The aim
d in the next section is to improve fertilizer nitrogen r
ay that high crop yields of a good quality can be obtai
f fertilizer nitrogen application on the environment are  
e curves of numerous fertilizer nitrogen trials with su
by a modified equation. Fertilizer recommendations 
rom experimental, academic field trials in which crop 
ertilizer application has been determined in course of m
ve no information about precise coefficients of equat

we know only the results from the trial. This lack of kno
-Gap Theory to solve the problem and decide what amo
apply on a given field. 

o-Gap Theory 

relationship between the yield of sugar beetroot and 
ction (3) parameters were determined on the basis of m

experimental field. Let the yield of sugar beetroot ݌෤ 
described in the following equation: ൅ ܽଵ݀ ൅ ܽ଴ ൌ െ0.003݀ଶ ൅ 1.3݀ ൅ 300     

led nominal yield model. The Fig.3. shows the samples 
urve of nominal yield ݌෤ ሺ݀ሻ. 

 

s of sugar beetroot yield in relation to nitrogen fertilizer 

451 

very 
soil. 
ode 
sing 
w a 

m of 
rec-
ined 

ugar 
are 
re-

many 
tion 
ow-
ount 

the 
many ሺ݀ሻ 

(3) 

ob-



452 A. Piegat and K. Tom

 

Equation (3) gives only 
ronmental factors that affec
them are unknown and diff
these factors temperature, 
tioned. The meanings of eacܽ଴ ൌ 300   → the nominal ܽଵ ൌ 1.3  → the increase oܽଶ ൌ െ0.003  → reducing 
of the soil. 
The possible changes in coe

 

Fig. 4. The sp

The real values of coeffi
optimal amount of nitrogen
(critical) yield, which meet
be treated as a success, sho
mined a value of minimum
[q/ha]. The optimal amoun
critical yield as large as p
could be. 

 
 
 
 

maszewska 

a rough indication of yield because there are many en
ct determination of sugar beet growing processes. Some
ficult to predict during the whole growing season. Amo
precipitation, insolation and soil moisture can be m

ch of quadratic function coefficients are following: 
yield without fertilization process (d = 0) [q/ha]; 
f the yield due to fertilization of 1 [kg/ha] of nitrogen; 
the impact of each kilogram of fertilizer due to saturat

efficients are presented in Fig. 4. 

 

pace of possible coefficients triples {ܽଶ, ܽଵ , ܽ଴ } 

cients are info-gaps and make it impossible to establish 
n fertilizer. According to Info-Gap Theory, the minim
ts the farmer’s requirements and windfall yield, which w
ould be set up. The farmer being a decision maker de

m yield on ݌௖ ൌ 330 [q/ha] and windfall yield ݌௪ ൌ 5
nt of nitrogen fertilizer is that one which has a distance
possible and a distance to windfall yield as small a

nvi-
e of 
ong 

men-

tion 

the 
mum 
will 

eter-
500 
e to 

as it  



 Assessme

 

The Robustness Function 

Let assume that environmen
ably affect the field, and ma
model (3) with the followinܽ଴ < 300  (yield ratio withܽଵ < 1.3 (a growth rate of thܽଶ < -0.003 (a rate of inhib

A variable α is introduc
changes in the model. The m

Fig. 5. The forms 

Taking into consideration a

,ሺ݀݌  ሻߙ ൌ 300ሺ1 െ ߙ
It should be noted that t

tion of the nominal ݌෤ሺ݀ሻ ex
the coefficients increases th
ness function ߙොሺ݀ሻ should 

,ොሺ݀ߙ  ݌
Including the value of m

ten in a form: 

,ොሺ݀ߙ  330ሻ ൌ max ሼߙ: min  ሾ
The robustness ߙොሺ݀, 33

could be, despite the yield s
the higher alpha - the great
on how differ from the nom
the model (3) can take diffe
values of α. 

 
 
 

ent of Fertilizer Nitrogen Requirement of Sugar Beetroot 

ntal factors (a quality of soil, weather conditions) unfav
ake adverse deviations of the coefficients ܽ଴, ܽଵ, ܽଶ of 

ng forms: 
hout fertilization) 
he first kilogram of fertilizer) 

biting the growth yield) 
ed as a negative impact of nature resulting in unfavora
meaning of this coefficient is illustrated in Fig. 5. 

 of uncertain coefficients ܽ଴, ܽଵ, ܽଶ using variable α 

a variable α, the equation (3) takes the following form: ߙሻ ൅ 1.3ሺ1 െ ሻ݀ߙ െ 0.003ሺ1 ൅ ,ሻ݀ଶߙ ߙ ∈ ሾ0; 1ሿ 
the equation ݌ሺ݀, ሻ is in 3D space. In contrast, the eqߙ
xists in the lower 2D space. It means that the uncertainty
he dimensionality of the model. The notation of the robu
be introduced. ݌௖ሻ ൌ max ሼߙ: min ,ሺ݀ ݌ ሻߙ ൒ ௖ሽ݌

minimum yield ݌௖ ൌ 330 [q/ha] the formula (5) can be w

ሾ300ሺ1 െ ሻߙ ൅ 1.3ሺ1 െ ሻ݀ߙ െ 0.003ሺ1 ൅ ሻ݀ଶሿߙ ൒ 330ሽ 0ሻ informs us how strong adverse impact of variable
still will be higher than ݌௖. It is some kind of safety sto
ter guarantee to obtain yield above 330 [q/ha]. Depend
minal field will be the conditions of the field defined by
erent forms. Table 1. shows the yield model (3) for vari

453 

vor-
f the 

able 

 

(4) 

qua-
y of 
ust-

(5) 

writ-

(6) 

e ߙ 
ock, 
ding 
y α, 
ious 



454 A. Piegat and K. Tom

 

Table 1. Th

Parameter ߙ Funߙ ൌ ,ሺ݀݌ 0 0ሻ ൌߙ ൌ ,ሺ݀݌ 0.25 0.25ሻ ൌߙ ൌ ,ሺ݀݌ 0.50 0.50ሻ ൌߙ ൌ ,ሺ݀݌ 0.75 0.75ሻ ൌ
 

Fig. 6. The surf

In Fig. 6. the minimum 
values of robustness ߙොሺ݀ሻ 
can be calculated in the foll

,௖ሺ݀݌  ොሻߙ ൌ 330 ൌ 300ሺ1
 

Fig.7. shows a plot of ߙො
is a projection of the border
ness ߙො can only assume po
and d > 408.8 have a lack o

maszewska 

he function of the yield for different values of α 

nction of the yield Max d Max p ൌ 300 ൅ 1.3݀ െ 0.003݀ଶ dmax= 216,7 pmax = 440,8ൌ 225 ൅ 0.975݀ െ 0.00375݀ଶ dmax = 130,0 pmax = 288,3ൌ 150 ൅ 0.650݀ െ 0.0045݀ଶ dmax = 72,2 pmax = 173,4ൌ 75 ൅ 0.3250݀ െ 0.00525݀ଶ dmax =30,9 pmax = 80,0

face of uncertain model (3) for different values of α 

yield ݌௖= 330 was marked as a border of grey zone. T
corresponding to different possible values of fertilizat

lowing way: 1 െ ሻߙ ൅ 1.3ሺ1 െ ሻ݀ߙ െ 0.003ሺ1 ൅ ߙ ,ሻ݀ଶߙ ∈ ሾ0; 1ሿ ߙො ൌ ି଴.଴଴ଷௗమାଵ.ଷୢିଷ଴ ଴.଴଴ଷௗమାଵ.ଷௗାଷ଴଴
(d) where the minimum yield ݌௖= 330 [q/ha] is ensured
r of grey zone ݌௖= 330 [q/ha] visible in Fig. 6. The robu
ositive values. The amount of nitrogen fertilizer d < 2

of robustness to error of the model ݌ሺ݀ሻ. 

83 

37 

47 

03 

 

The 
tion 

(7) 

d. It 
ust-

24.5 



 Assessme

 

As shown in Fig. 7., due
imum established by decis
d = 152.6 [kg/ha]. It guaran
bly low yield. Even when 
nominal field, a farmer still

The Opportuneness Funct
 

Not only adverse environm
beneficial as well. In this 
model (3) will take the folloߚ is called opportuneness a
changes in the model). The 

Fig. 8. The forms 

 

ent of Fertilizer Nitrogen Requirement of Sugar Beetroot 

Fig. 7. A plot of ߙො(d,330) 

 to a single criterion to obtain yield, which exceed the m
sion maker, the optimal amount of nitrogen fertilizer
ntees the maximum distance from the border of unaccep
the field conditions will be differ by ߙො ൌ 0,173 from 

l receives yield ݌௖= 330 [q/ha]. 

tion 

mental conditions which affect the field are possible, but 
case, the deviations of the coefficients ܽ଴, ܽଵ , ܽଶ  of 

owing forms: ܽ଴ > 300 , ܽଵ > 1.3, ܽଶ > -0.003. A varia
and it is introduced as a windfall impact of nature (posit
meaning of this coefficient is illustrated in Fig.8. 

of uncertain coefficients ܽ଴, ܽଵ, ܽଶ using variable ߚ 

455 

 

min-
r is  
pta-
the 

the 
the 

able 
tive 

 



456 A. Piegat and K. Tom

 

`The formula for the 
and ܽଵ, due to the sense of 
its higher values are favora
(3) takes the following form

,ሺ݀݌  ሻߚ ൌ 300ሺ1 ൅ ߚ
Table 2. Th

Parame-
ter ߚ 

Funcߚ ൌ ,ሺ݀݌ 0 0ሻ ൌߚ ൌ ,ሺ݀݌ 0.25 0.25ሻ ൌ ߚ3 ൌ ,ሺ݀݌ 0.50 0.5ሻ ൌߚ ൌ ,ሺ݀݌ 0.75 0.75ሻ ൌ 5
 
The analysis of Table 2.

Polish conditions is impos
from 500 to 700 [q/ha]. T
[q/ha]). 

Fig. 9. The surf

The decision maker est
achieved yield would be fo
variable β relative to nomi
notation of the opportunene

maszewska 

coefficient ܽଶ   is different from the formula for 
this factor. This is a rate of inhibiting the growth yield 
able. Taking into consideration a variable ߚ, the equat

m: ߚሻ ൅ 1.3ሺ1 ൅ ሻ݀ߚ െ 0.003ሺ1 െ ,ሻ݀ଶߚ ߚ ∈ ሾ0; 1] 

he function of the yield for different values of ߚ 

ction of the yield Max d Max p 300 ൅ 1.3݀ െ 0.003݀ଶ dmax= 216,7 pmax = 440,375 ൅ 1.625݀ െ 0.00225݀ଶ dmax = 361,1 pmax = 668,450 ൅ 1.95݀ െ 0.0015݀ଶ dmax = 650,0 pmax = 1083525 ൅ 2.275݀ െ 0.00075݀ଶ dmax = 1516,7 pmax = 2250

 shows that the positive displacement β greater than 0.3
sible. The maximum yield of sugar beetroot in Poland

The maximum yield for β = 0.3 is above 700 [q/ha] (7

face of uncertain model (3) for different values of β  

ablished windfall yield (݌௪) to 500 [q/ha] and a gre
or him a success.  The question is, how great deviation
nal model should be to get the yield higher than ݌௪. T

ess function ߚመሺ݀,  .௪ሻ should be determined݌

ܽ଴ 
and 
tion 

(8) 

8 

4 

,8 

0,0 

3 in 
d is 
730 

 

ater 
n of 
The 



 Assessment of Fertilizer Nitrogen Requirement of Sugar Beetroot 457 

 

,መሺ݀ߚ  ௪ሻ݌ ൌ min ሼ ߚ: ሺmax ,ሺ݀݌ ሻߚ ൒  ௪ሽ  (9)݌

Including the value of windfall yield ݌௪ = 500 [q/ha] the formula (9) can be written 
in a form: 

,መሺ݀ߚ  ௪ሻ݌ ൌ minሼߙ: max  ሾ300ሺ1 െ ሻߙ ൅ 1.3ሺ1 െ ሻ݀ߙ െ 0.003ሺ1 ൅ ሻ݀ଶሿߙ ൒ 500ሽ  (10) 

The values of opportuneness  ߚመሺ݀,  ௪ሻ  corresponding to different possible values of݌
fertilization can be calculated in the following way: ݌௪൫݀, መ൯ߚ ൌ 500 ൌ 300ሺ1 ൅ ሻߚ ൅ 1.3ሺ1 ൅ ሻ݀ߚ െ 0.003ሺ1 െ ߚ ,ሻ݀ଶߚ ∈ ሾ0; 1ሿ 
መߚ  ൌ ଴.଴଴ଷௗమିଵ.ଷୢାଶ଴଴ ଴.଴଴ଷௗమାଵ.ଷௗାଷ଴଴ (11) 

Visualization of the opportuneness ߚመሺ݀, 500ሻ is presented in Fig. 10. It shows that 
the most beneficial amount of fertilizer is d = 252.8 [q/ha], which offers the easiest 
success border crossing ݌௪= 500 [q/ha]. 

 

Fig. 10. A plot of ߚመሺ݀, 500ሻ 

2.3 Results 

The presented problem has uncertain variables and we could not apply the classical op-
timization methods to calculate the optimal nitrogen fertilizer requirement. The real 
model ݌ ൌ ݂ሺ݀ሻ can be any of 3D-surfaces shown in Fig.6. and Fig.9. Under these 
conditions, it is necessary to change the criterion: the criterion of maximum yield is re-
placed by two sub-criteria. The optimal amount of fertilizer is that value, which also 
ensures optimal (according to the decision maker) distance ߙሺ݀ሻto minimum yield 330 
[q/ha] and to opportuneness border ߚሺ݀ሻ equals 500 [q/ha]. Both functions are shown in 
Fig.11.To determine the optimal decision, a criterion including risk-taking propensity [5] 
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of the decision maker should be developed. The proposed criterion has the following 
equation:  

)(dK = robustness (1 – risk-taking propensity) – opportuneness (risk-taking pro-

pensity) 

 )(ˆ)(ˆ)1()( drdrdK βα −−=  (12) 

Assume that risk-taking propensity in this problem is low and it is r = 0.2, where 
:]1;0[∈r  

 )(ˆ2.0)(ˆ8.0)( dddK βα −=   (13) 

It means that a farmer, who is a decision maker, prefers to have a guarantee to 
achieve the minimum required yield than expects higher yield. With these assump-
tions, we get the result. The analysis shows that the optimal amount of nitrogen ferti-
lizer for a decision maker is d = 172 [kg/ha]. This result has almost maximum dis-
tance to the robustness border and minimum distance to the windfall border. It is in-
teresting that a large  d = 408.8 does not guarantee a short distance to the border of 
success, but it has a zero distance to robustness border. As a conclusion, the greater 
amount of nitrogen fertilizer does not always mean the higher yield. 

 

Fig. 11. Visualization of both functions ݌ ൌ ݂ሺ݀, ݌ ሻ andߙ ൌ ݂ሺ݀,  ሻߚ
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3 Conclusions 

Decision making under uncertainty is an inherent part of many science areas. Info-
Gap Theory is a method for supporting problems in situation when no distributions 
are at disposal. The paper presents the general outline of this method and an example 
of the application. The numerical problem of fertilizer nitrogen requirement with 
uncertain variables is analyzed. The solved problem shows how to use robustness and 
opportuneness functions simultaneously and how important is decision maker’s risk-
taking propensity to make a final decision. 
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Abstract. The paper presents the mini-models’ method (MM-method)
based on n-dimensional simplex. Its learning algorithm is in some re-
spects similar to the method of k-nearest neighbors. Both methods use
samples only from the local neighborhood of the query point. In the mini-
model method, group of points which are used in the model-learning
process is constrained by a polytope (n-simplex) area. The MM-method
can on a defined local area use any approximation algorithm to deter-
mine the mini-model and to compute its answer for the query point. The
article describes a learning technique for the MM-method and presents
experiment results that show effectiveness of mini-models.

Keywords: Mini-model · Local self-learning · Function approximation ·
K-nearest neighbor

1 Introduction

The concept of mini-models method was developed by A. Piegat [1,2]. However,
the learning method applied and investigated in first mini-models was rather
inappropriate for higher space dimensions. In this paper a learning method will
be presented which is more effective for high-dimensional problems. Because the
mini-model idea is new, further on it will be shortly explained. In contrast to
most well-known methods of modeling which approximate functions in the entire
domain (such as neural networks, neuro-fuzzy networks, polynomial approxima-
tion end etc.), the MM-method does not create a global model when it is not
necessary. A mini-model operates only on data from the local neighborhood of
a query. Generally in the learning process of a MM one tries to identify a math-
ematical function which describes the dependency between input and output
variables. However, very often we are only interested in an answer to a specific
query, such as “How large will be fuel consumption in miles per gallon when
a car accelerates from zero to 100 km/h in 10 seconds, number of cylinders
amounts to 4 and horsepower amounts to 130 hp” and not in full model. To
answer this question identification of the full function over a great input domain
of the problem is not necessary.

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 460–470, 2015.
DOI: 10.1007/978-3-319-19369-4_41
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In the general case the query point is a set of values of independent variables.
Value of the dependent variable should be determined. Mini-models based on
polytopes in 2D- and 3D-space were described in publications [1,2,3,4,5,6]. The
aim of this paper is to present the MM-method based on n-dimensional simplex.
The method uses geometric approach to the modeling task. The set of points
which is used in the learning process of a MM is contained in a basic poly-
tope, which creates the mini-model area and is defined only in the input space
of the problem. In n-dimensional space the mini-model area has character of a
n-1 -dimensional convex polytope, which is a line segment in a 2D-space, poly-
gon in 3D-space (triangle, quadrilateral, etc.), polyhedron in 4D-space (simplex,
hexahedron, etc.). The MM-area could also have hyper-ellipsoidal shape [7,8].

2 Comparison Between Mini-Models and k-Nearest
Neighbors Method

The k -nearest neighbors (k -NN) method [9,10,11] can be considered as the main
competitor of the MM-method. Both algorithms are partly similar, both realize
local modeling and use data samples only from the local neighborhood of the
query point. Local approach is free from the time consuming process of deter-
mining the global model. The answer to the query point is calculated on the
basis of actually possessed data points. When new data points come the previ-
ous MM can be corrected. If someone is interested in the global model then set
of local MMs can be used for its determining.

The k -NNmethod is simple and uses only k nearest samples. The classic version
of thismethod usesEuclideanmetric to identify nearest samples. The k -NNmodel-
answer is calculated as themean value of a target function values or as the weighted
mean value. The k -NNmethod is very effective [12,13,14,15] and some of scientists
are of the opinion that other methods are not necessary [16].

The k -NN method can be considered as a special case of a mini-model method.
In the MM-method learning points can be encircled by any polygon in 3D-space,
by any polyhedron in 4D-space and by any n-1 -polytope in n-dimensional space.
Mini-models can also be based on sphere. In k -NN method, k nearest points are
encircled by circle in 3D-space, by sphere in 4D-space and by n-1 -sphere in n-
dimensional space. Both methods differ in number of samples which are taken into
account. In mini-models the number of samples is not constant, but usually it is
contained in a specified range. In the k -NN method the points number k is as-
sumed a priori. Hence, k -NN method has only one “mini-model area”, whilst the
mini-model method exmaines many possible local neighborhoods to find the opti-
mal one. The difference between both methods in input space (2D in the example)
is presented in Fig. 1. To calculate the model answer k -NN method, in its classic
version, uses the mean value eventually the weighted mean value. In contrast, the
mini-model method for determining the MM can use any method of mathematical
modeling, also the mean value as k -NN method does. The idea of mini-model is
more wider and includes also k -NN method. The differences between methods in
the full space (3D in the presented example) is shown in Fig. 2.



462 M. Pietrzykowski and A. Piegat

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x
1

x 2

 

 
KNN area in input space
learning data
query point

(a) k -NN method

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x
1

x 2

 

 
mini−model area in input space
learning data
query point

(b) Mini-model method

Fig. 1. Comparison of k -NN and MM-method in input space
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Fig. 2. Comparison of k -NN and MM-method in the full space (inputs/output)

3 Mini-Model Method: Algorithms

The method consists of two groups of algorithms: algorithms for defining the local
neighborhood of the query point (learning part of the algorithm) and algorithms
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for mathematical modeling of the mini-model area (learning and operating parts
of the algorithm).

3.1 Algorithms for Defining Local Neighborhood of The Query
Point

If one wants to manipulate the geometric figure the first idea could be moving
the figure vertices. However, this approach in the space grater 3D-one is difficult,
because manipulation of a single point requires also manipulation of other points
belonging to the same face in order to maintain vertices co-planarity. Another
problem is the task of including or excluding data points within or from the MM
area. In this article authors present an approach of face manipulation instead of
vertices manipulation [6].

The first part of the algorithm is the data points’ conversion from Cartesian co-
ordinate system into spherical coordinate system [17,18,19]. The transformation
occurs only in the input space. The output variable remains untouched. It will
be used in the process of the mathematical model output-calculation. It means
that 3-dimensional data points are converted into polar coordinate system, 4D
data points into spherical coordinate system, and in the general case, n+1 -
dimensional data point are converted into coordinate system based on n-sphere.
The query point Q = xQ1, xQ2, . . . , xQn, yQ is assumed to be the coordinate sys-
tem center. Values of input variables xQ1, xQ2, . . . , xQn are known, but the value
of output variable yQ is to be calculated. All data points pi are transformed into
spherical coordinate system where they are defined by radius r ∈ [0,∞) (dis-
tance from the center) and angles ϕi1, ϕi2, . . . , ϕi(n−2) ∈ [0;π), ϕi(n−1) ∈ [0; 2π).
The set of points P can be denoted as:

P = {p1, p2, . . . , pi, . . . , pI}
pi = (xi1, . . . , xin, yi) = (ri, ϕi1, . . . , ϕi(n−1), yi).

(1)

The conversion method between 2D (3D) Cartesian coordinate system and polar
(spherical) coordinate system is quite obvious and can be found in any mathe-
matical handbook. In higher dimensional spaces, conversion equations are more
complicated. They are defined as follows:

x1 = r cos(ϕ1)

x2 = r sin(ϕ1) cos(ϕ2)

x3 = r sin(ϕ1) sin(ϕ2) cos(ϕ3)

...

xn−1 = r sin(ϕ1) · · · sin(ϕn−2) cos(ϕn−1)

xn = r sin(ϕ1) · · · sin(ϕn−2) sin(ϕn−1).

(2)
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The inverse transformation is unique, except special cases described below:

r =
√
x2
1 + x2

2 + · · ·+ x2
n

ϕ1 = arccot
x1√

x22 + x23 + · · ·+ x2n

ϕ2 = arccot
x2√

x23 + x24 + · · ·+ x2n
...

ϕn−2 = arccot
xn−2√

x2n−1 + x2n

ϕn−1 = 2arccot
xn−1 +

√
x2n−1 + x2n

xn

(3)

if xk > 0 for some k but all of xk+1, . . . , xn are equal to zero, then ϕk = 0, if
xk < 0 then ϕk = π. When xk, . . . , xn are equal to zero, then transformation is
not unique. In this case ϕk may be chosen to be zero.

The mini-model area, in the general case is a polytope and contains J faces
(for simplex J = n + 1, for cube J = 2n, for octahedron J = 2n, where n is
dimensionality of the space). A particular polyhedron face j is a part of a plane
Fj . In further considerations the whole plane Fj will be called face. The face is
defined by point Gj , which will be called face generation point. It was assumed

that the plane is orthogonal to the vector
−−→
QGj . Each face is defined as:

Fj =

{
Gj , pi : ϕij <

π

2
∧ ri =

rj
cosϕij

}
(4)

where ϕij is the angle value between vectors
−−→
QGj ,

−−→
Qpi. The angle value can be

computed using the dot product, which for Cartesian coordinates is given by (5).

ϕij = arccos
xi1xj1 + · · ·+ xinxjn√

x2
i1 + · · ·+ x2

in

√
x2
j1 + · · ·+ x2

jn

(5)

After substitution from (3) and after simplifications formula (6) was obtained.

ϕij = arccos( cosϕi1 cosϕj1 + sinϕi1 sinϕj1(

cosϕi2 cosϕj2 + sinϕi2 sinϕj2(

. . .

cosϕi(n−2) cosϕj(n−2) + sinϕi(n−2) sinϕj(n−2)(

cos(ϕi(n−1) − ϕj(n−1))) . . . ))).

(6)

The face in fact divides all the space into two half-spaces. The first half-space
consists of data points which may be included into the area of a mini-model.
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The set of points which may be included in face Fj is defined by (7).

Ij =

{
pi : ϕij ≥

π

2
∪
(
ϕij <

π

2
∧ ri ≤

rj
cosϕij

)}
. (7)

The second half-space consists of data points which are certainly excluded from
the figure area. This set of points Ej is defined by (8).

Ej =

{
pi : ϕij <

π

2
∧ ri >

rj
cosϕij

}
. (8)

Every face divides the space in thewaydescribed above. Intersections of half-spaces
(which include data points) of all faces contain points which are included into the
polyhedron area. Set of points Z included in the polyhedron is given by (9).

Z = I1 ∩ I2 ∩ . . . IJ . (9)

The way how a face divides 3D space into two half-spaces is presented in Fig. 3.
Data points marked by triangles are certainly excluded from the mini-model area
whilst points marked by squares are possibly included into the area. Whether the
point will be included in the mini-model area or not also depends on its position
in relation to other faces. Only points included by all faces will be included in
the mini-model area. For the mini-model area defined in this way any method of
mathematical modeling can be used. In the process of the mini-model learning
the model-area rotation is of great importance. It can be realized by multiply-
ing coordinates of faces “generation points” by appropriate rotation matrix. In
Euclidean space there exist a single base rotation matrix given by (10).

R =

(
cosφ − sinφ
sinφ cosφ

)
(10)
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where φ is rotation angle. In 3D space three three rotation matrix given by (11)
are used.

Rx1 =

⎛

⎝
1 0 0
0 cosφ − sinφ
0 sinφ cosφ

⎞

⎠

Rx2 =

⎛

⎝
cosφ 0 − sinφ
0 1 0

sinφ 0 cosφ

⎞

⎠

Rx3 =

⎛

⎝
cosφ − sinφ 0
sinφ cosφ 0
0 0 1

⎞

⎠ .

(11)

Realization of rotation in higher dimensions [20] is difficult to imagine. The first
idea is to use the rotation around an axis. Such rotation is an idea which comes
from modeling experiences in 3D-space. Rotations in 3D-space should be thought
of as rotations not around an axis, but rather as rotations parallel to a 2D plane.
We can mathematically formulate them as Rx1 = Rx2x3 = . . . , Rx2 = Rx1x3 =
. . . , Rx3 = Rx1x2 = . . . . This way of rotation understanding is consistent with
2D-space where only one plane exists. In 4D-space there are 6, in 5D-space there
are 10 rotation matrices, and in n-dimensional space the number of matrices
is equal to

(
n
2

)
. If we rotate point around the (x2, x4) plane in 4D space the

rotation matrix is given by (12).

Rx2x4 =

⎛

⎜⎜⎝

1 0 0 0
0 cosφ 0 − sinφ
0 0 1 0
0 sinφ 0 cosφ

⎞

⎟⎟⎠ (12)

For 5D-space the rotation matrix is given by (13).

Rx2x4 =

⎛

⎜⎜⎜⎜⎝

1 0 0 0 0
0 cosφ 0 − sinφ 0
0 0 1 0 0
0 sinφ 0 cosφ 0
0 0 0 0 1

⎞

⎟⎟⎟⎟⎠
(13)

3.2 Mini-Model Learning

Manipulating the polytope size and location by faces makes the learning process
simpler than manipulating by vertices. The learning process is then reduced to
location changing of face generation points (Gj). The manipulation procedure
is heuristic and usually involves random way of changing the location of points
Gj . There are numerous mini-models’ areas which are available. On the defined
mini-model area, any method of mathematical modeling can be use e.g.: linear
regression, polynomial approximation, mean value, fuzzy reasoning, neural net-
work, etc. After defining the local neighborhood, a mini-model uses data points
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which are inside of the mini-model area. These points are used to calculate the
error of the model on learning data. Then the mini-model calculates numeric
answer for the query point. In the next step the MM-algorithm tries to find
another mini-model area, calculates new error, the mini-model answer etc. The
model which makes the smallest error is chosen as the optimal one. Not every
mini-model area is valid. The area has to satisfy following initial MM-properties:

– minimal number of points inside the mini-model area,
– maximal number of points inside the mini-model area,

– ratio between the minimal and the maximal lengths of vectors
−−→
QGj ,

– query point should not be extrapolated by learning points (it is not always
possible and sometimes is not required or necessary).

There is no simple rule how to choose initial values of the properties. The mini-
mal and the maximal number of points inside the mini-model area depends on
learning data. The lower boundary has to be greater than dimensionality of the
problem space. Sometimes for certain query point, there exist no valid mini-
model area which fulfills initial constraints. In such situation the mini-model is
unable to return a reliable numeric answer.

In the experiments authors used many times the learning procedure which
included the whole figure rotation and changing radiuses of faces generation
points. Rotation angle, rotation direction and radius-delta were taken at random.
The ratio between the minimal and the maximal radii values has to be greater
than 0.5 in order to prevent the figure over-stretching. A single face cannot
change their angles coordinates, thus the angles between faces are constant.
Results of preliminary numerical experiments have shown that mini-models very
often were over-fitted when faces of polytopes were changed in the completely
random way.

4 Result of Experiments

The MM-method was compared with k -NN method. Both methods work on
points from local neighborhood. They can be compared with use of leave-one-
out cross validation method. K -NN method performs very well if it is optimally
tuned. Additionally, both methods were compared with a General Regression
Neural Network (GRNN) [21,22,23,24] which is a global modeling. The method
was tested with use of the 10-fold cross validation. The experiments were con-
ducted on six datasets from UCI Machine Learning [25]:

– Boston Housing - (x3 - proportion of non-retail business acres per town, x5

- nitric oxides concentration (parts per 10 million), x6 - average number of
rooms per dwelling, x7 - proportion of owner-occupied units built prior to
1940, x10 - full-value property-tax rate per $ 10,000, x11 - pupil-teacher ratio
by town, x13 - % lower status of the population) (506 instances),

– Concrete Compressive Strength - (all available input attributes) (1029 in-
stances),
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– Auto MPG - (all available input attribute except: x8 - origin, x9 - car name)
(391 instances),

– Concrete Slump Test - (all available input attribute, output attribute: 28-day
Compressive Strength) (102 instances),

– Yacht Hydrodynamics - (all available input attribute) (307 instances),
– Servo - (all available input attributes) (166 instances)

Results of experiments is presented in Table 1. Experiments were performed
with the optimal values of all parameters for all tested methods. Mini-models
were based on n-simplexes, and used the linear regression to calculate the model
answer. The dimension of the polytope was appropriate to the dimension of
input space. The method discarded the result for particular query point if it was
unable to find a valid mini-model area. Results of experiments have shown that
in this situation usually the mean square error was very high.

Table 1. Comparison of effectiveness of tested methods

k -NN MM-method GRNN
dataset error k error samples error spread

Housing 0.0567 4 0.0551 25 - 40 0.0545 0.1
Concrete 0.0722 1 0.0483 20 - 40 0.0699 0.03
Auto MPG 0.0531 3 0.0529 20 - 60 0.0502 0.08
Slump Test 0.0600 2 0.0500 8 - 20 0.0621 0.1
Yacht 0.0371 2 0.0167 12 - 25 0.0385 0.07
Servo 0.0437 3 0.0493 10 - 25 0.0381 0.05

5 Conclusion

Results of experiments proved that accuracy of mini-models is good. The pro-
posed version of mini-models is able to model multidimensional problems. The
presented variant is rather simple. It is based on simplexes and uses the linear
regression for computing numeric answers. In multidimensional space, volume of
the n-simplex is smaller than e.g. volume of n-cube and the model area is more
constrained than in case of figures with higher number of faces. Mini-models also
have very advantageous extrapolation properties. It results from the fact, that
they take into account the tendency existing in the neighborhood of the query
point. The k -NN method does it not. Using information about this tendency
allows for better modeling in places with information gaps. Another advantage
of mini-models is the ability of detection of situations in which the mini-model
cannot satisfy its initial criteria and thus it is unable to return a reliable numeric
answer. Certain weakness of mini-models in comparison with the k -NN method
is the necessity of using greater number of points for learning process. It is caused
by greater number of model parameters that have to be tuned according to the
principle “no free lunch”. The MM-method is of partially heuristic nature and
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its accuracy sometimes may slightly vary. In the article only one variant of the
method was tested. In the next research authors plan to check more complex
variants of this method.
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Abstract. The paper deals with an application of the artificial immune
system (AIS) to the optimization of shape, topology and material prop-
erties of 2-D and 3-D structures. Structures considered in this work are
analyzed by the finite element method (FEM). Optimization criteria that
are taken into account concern minimize mass of the structure. Numer-
ical examples demonstrate that the method based on soft computing is
a very effective technique for solving computer aided optimal design.

Keywords: Artificial immune system (AIS) · Optimization · Finite ele-
ment method (FEM) · Computational intelligence · Shape and topology
optimization

1 Introduction

Optimal properties of spatial structures can be provided by using the computer
aided optimization techniques. For example, an appropriate strength of struc-
tures can be established by changing their shape, topology and material proper-
ties. The choice of optimal shape and topology are the key elements defining the
effectiveness of structures, and thus finding them is the problem of great practi-
cal interest. Shape and topology structural optimization is a very active research
area. Several competing approaches for topology optimization exist [3][8][25].
More recently, intelligent optimal design techniques based on bio-inspired meth-
ods [21] like the evolutionary algorithm (EA) [11], the particle swarm optimizer
(PSO) [9][10][20] and artificial immune system (AIS) [7][16][19] have found ap-
plications to structural optimization problems. The evolutionary methods are
based on the theory of evolution. The main feature of those methods is to simu-
late biological processes based on heredity principles (genetics) and the natural
selection (the theory of evolution) to create optimal individuals (solutions) pre-
sented by single chromosomes. The swarm algorithms are based on the models
of the social behavior of animals: moving and living in groups. PSO algorithm

c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-19369-4_42
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realizes directed motion of the particles in n-dimensional space to search for
solution for n-variable optimization problem [22][23]. The information about ar-
tificial immune system [17] is described in the chapter 2. The main advantage of
the mentioned bio-inspired methods is the fact that these approaches do not need
any information about the gradient of the fitness function and give a strong prob-
ability of finding the global optimum. The main drawback of these approaches is
the long calculation times. In the present paper the bio-inspired method (AIS)
is applied to optimize shape, topology and material properties of 2-D and 3-
D structures [4][5][18] modeled by the FEM [27]. The proposed approach can
be considered as the kind of the level set-based structural optimization method
where the idea is to parameterize the level set surface by a set of control points
defining a B-cell receptor. The considered structures are optimized using the
mass dependent optimization criterion. Numerical examples demonstrate that
the method based on the soft computing is an effective technique for solving
computer aided optimal design problems. The effectiveness of this method has
been tested and compared with evolutionary algorithm and particle swarm op-
timizer for many mechanical systems for example: topology optimization of 2D
and 3D structures [4][5], identification of room acoustic properties [22], identifi-
cation of material constants in piezoelectrics [16], in optimization of composite
structures [18] and in optimization of thermomechanical structures [21].

2 Artificial Immune Systems

The artificial immune systems (AIS) are developed on the basis of a mechanism
discovered in biological immune systems [2][15][19]. An immune system is a com-
plex system which contains distributed groups of specialized cells and organs.
The main purpose of the immune system is to recognize and destroy pathogens
- funguses, viruses, bacteria and improper functioning cells. The lymphocytes
cells play a very important role in the immune system. The lymphocytes are di-
vided into several groups of cells. There are two main groups B and T cells, both
contains some subgroups (like B-T dependent or B-T independent). The AIS
[7][24] take only a few elements from the biological immune systems. The most
frequently used are the mutation of the B cells, proliferation, memory cells, and
recognition by using the B and T cells. The AIS have been used to optimization
problems in classification and also computer viruses recognition. The cloning
algorithm presented by de Castro [7] uses some mechanisms similar to biological
immune systems to global optimization problems. The unknown global optimum
is the searched pathogen. The memory cells contain design variables and pro-
liferate during the optimization process. The B cells created from memory cells
undergo mutation. The B cells evaluate and better ones exchange memory cells.
In Wierzchoń [24] version of Clonalg the crowding mechanism is used - the di-
verse between memory cells is forced. A new memory cell is randomly created
and substitutes the old one, if two memory cells have similar design variables.

The crowding mechanism allows finding not only the global optimum but
also other local ones. The presented approach is based on the Wierzchoń al-
gorithm [24], but the mutation operator is changed. The Gaussian mutation is



Immune Optimal Design of 2-D and 3-D Structures 473

Fig. 1. An artificial immune system

used instead of the nonuniform mutation in the presented approach [17]. The
Fig. 1 presents the flowchart of an artificial immune system. The memory cells
are created randomly. They proliferate and mutate creating B cells. The num-
ber of clones created by each memory cell is determined by the memory cells
objective function value. The objective functions for B cells are evaluated. The
selection process exchanges some memory cells for better B cells. The selection
is performed on the basis of the geometrical distance between each memory cell
and B cells (measured by using design variables). The crowding mechanism re-
moves similar memory cells. The similarity is also determined as the geometrical
distance between memory cells. The process is iteratively repeated until the stop
condition is fulfilled (maximum number of iterations). The unknown global opti-
mum is represented by the searched pathogen. The memory cells contain design
variables and proliferate during the optimization process.

3 Optimization Method

Consider a structure which, at the beginning of an optimization process, occupies
a domain Ω0

(
in Ed, d = 2 or 3

)
, bounded by a boundary Γ0. The domain Ω0 is

filled by elastic homogeneous and isotropic material of a Youngs modulus E0,
mass density ρ0 and a Poissons ratio ν. The structures are considered in the
framework of the linear theory of elasticity. During the optimization process the
domain Ωt, its boundary Γt and the field of mass densities ρ (X) = ρt, (X) ∈ Ωt

(or thickness g (X) = gt, (X) ∈ Ωt can change for each iteration t (for t=0,
ρ0=const). The optimization process proceeds in the environment in which the
structure fitness is described as minimization of the mass of the structure

J =

∫

Ω

ρdΩ (1)

with constraints imposed on equivalent stresses σeq and displacements u of
the structure

σeq (x, y, z) � σad, (x, y, z) ∈ Ω (2)

|u (x, y, z)| � uad, (x, y, z) ∈ Ω (3)
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The distribution of the mass density ρ (X) , (X) ∈ Ωt in the spatial structure
is described by a hyper surface Wρ (X) , (X) ∈ H3. The hyper surface Wρ (X) is
stretched under H3 ⊂ E3 and the domain Ωt is included in H3, i.e.

(
Ωt ⊆ H3

)
.

The shape of the hyper surface Wρ (X) is controlled by parameters of B-cell
receptor dj , j = 1, 2, , G, which describe parameters of B-cell receptor

B − cell = 〈d1, d2, ..., dj , ..., dG〉 , dmin
j � dj � dmax

j (4)

where: dmin
j , dmax

j - are minimum and maximum values of the parameters of
B-cell receptor. The parameters of B-cell receptor are the values of the function

Wρ (X) in the control points (X)j of the hyper surface, i.e. dj = Wρ

[
(X)j

]
, j =

0, 1, 2, ..., G. The finite element method [26] is applied in analysis of the structure.
The domain Ω of the structure is discretized using the finite elements, Ω =
E⋃

e=1
Ωe. The assignation of the mass density to each finite element Ωe, e =

1, 2, ..., E is adequately performed by the mappings ρe = Wρ [(X)e] , (X)e ∈
Ωe, e = 1, 2, ..., E. It means that each finite element can have the different
mass density. When the value of the mass density for the e-th finite element is
included in the interval 0 � ρe < ρmin, the finite element is eliminated and the
void is created and when in the interval ρmin � ρe < ρmax, the finite element
remains. The illustration of the idea of immune optimization for a 2-D structure
is presented in the Fig. 2. In the next step the Youngs modulus for the e-th finite
element is evaluated using the following equation

Ee = Emax

(
ρe

ρmax

)r

(5)

Fig. 2. The illustration of the idea of topology optimization for a 2-D structure
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where: Emax, ρmax - Youngs modulus and mass density for the same material,
respectively, r parameter which can change from 1 to 9. The dependence between
the Youngs modulus and the mass density in topology optimization was proposed
for the first time by Bendsoe [3]. The proposed approach can be considered as
the kind of the level set-based structural optimization method. The idea is to
parameterize the level set surface by a set of control points defining a B-cell
receptor. In this method, the level set function represents a boundary between
the material and void domains. The boundary is expressed by means of the level
set function ϕ(X)

⎧
⎪⎨

⎪⎩

ϕ(X) > ρmin, ∀X ∈ Ω\Γ
ϕ(X) = ρmin, ∀X ∈ Γ

ϕ(X) < ρmin, ∀X ∈ Hd\Ω
(6)

In the level set-based methods, the changes of boundaries are defined by
solving the Hamilton-Jacobi partial differential equation [14]. Allarie et al [1]
discussed that, the optimal solutions obtained in this way are strongly depen-
dent on the initial configurations. To overcome this problem Yamada et al [26]
proposed the level set model incorporating a fictitious interface energy derived
from the phase field concept. Our idea, to overcome this problem, is based on
the application of the bio-inspired algorithm, which works on the population of
memory cells (potential solutions). Then changes of the boundaries are realized
by an intelligent evolution of the individuals during the immune process (with-
out necessity to solve the Hamilton-Jacobi partial differential equation). In order
to improve optimization results two different additional procedures (explained
in the next subsections) have been introduced [6]: the additional procedure aid-
ing the topology optimization and the smoothing procedure. Using the described
method, one can change material properties of finite elements during the immune
optimization process and some elements are eliminated. As a result, the opti-
mal shape, topology and material of structure are obtained. Parameterization is
the key stage in structural optimization. The great number of design variables
causes that the optimization process is not effective. A connection between de-
sign variables (parameters of B-cell receptor) and the number of finite elements
leads to poor results. The better results can be obtained when the surface (or
hyper surface) of the mass density (or thickness) distribution is interpolated by
suitable number of values given in control points (X)j . This number, on the one
hand, should provide the good interpolation, and on the other hand, the number
of design variables should be small.
The interpolation procedure works in an iterative way:

Ik+1 = f(Ik), k = 0, 1, 2, ...,K (7)

where the approximations of the interpolation vector in the following steps k are
given by the expression

Ik = [pk1 , p
k
2 , ..., p

k
i , ..., p

k
N ], i = 1,2, ...,N, k = 0, 1, 2, ...,K (8)
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and the interpolation parameters pki are the values of the function W k
ρ in the

interpolation nodes (X)i (nodes of the finite element mesh):

pki = W k
ρ [(X)i] , i = 1,2, ...,N, k = 0, 1, 2, ...,K (9)

The number and the arrangement of the control points of the interpolation
function W k

ρ are the input data to the optimization program. The control points
are located in selected nodes of the finite element mesh and the inequality G � N
is satisfied. The number of the control points is equal to the number of design
variables. The number and the locations of the control points are arbitrary de-
clared by the user of the optimization program, who simultaneously introduces
value 1 in the additional vector Ti, i = 1, 2, ..., N in the position which corre-
sponds with the number of the chosen node. In order to distinguish the nodes
which play the role of control points, the additional vector Ti, i = 1, 2, ..., N is
introduced. If Ti = 1 then pki = dj , j = 1,2, ...,G - node plays the role of the con-
trol point. In the other way Ti = 0 and interpolation parameters are calculated
by equation

pk+1
i =

1

2
[max(pkl ) + min(pkl )], l = 1, 2, ...,M (10)

where:
M - the number of neighbors, Sl, l = 1, 2, ...,M for i-th node Ri, i = 1, 2, ..., N ,
pk+1
i - the value of the interpolation parameter for i-th node, in step k+1,

pkl - the value of the interpolation parameter for l-th node which is a neighbor
for node i-th, in step k-th,
max(pkl ) - the maximal value of the interpolation parameter for nodes which are
neighbors for node i-th, in step k-th,
min(pkl ) - the minimal value of the interpolation parameter for nodes which are
neighbors for node i-th, in step k-th.

The step of the iteration procedure depends on the density of finite element
mesh and of the number and arrangement of the control points. The value of
optimization parameter for each finite element is computed on the base of the
values in its nodes. The interpolation procedure is presented in Table 1. The
immune algorithm works on the population of the B-cell receptors. The opera-
tions described above are performed for a single B-cell receptor from the immune
population and lead to the evaluation of the fitness function value (Fig. 3).

In order to calculate the fitness function value for a single B-cell receptor, the
boundary value problem for a structure has to be solved. To solve the boundary
value problem the professional FEM program MSC Nastran is applied. Coupling
of the immune optimization program and the finite element method is based on
data transfer between both programs. First, the file containing input data to
the optimization program (the mesh, the thickness of 2-D structure, boundary
conditions, material data ) is built. This file has a special structure, which can
be read by MSC Nastran and is the basis on which the boundary value problem
is solved. After the computations the MSC Nastran returns the result file from
which the result data, necessary for the calculation of the fitness function value
(stresses, strains, displacements) are taken.
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Table 1. Interpolation procedure in the optimization of spatial structures

Load nodes i=1,2,...,N and elements e=1,2,,E
For i=1,2,...,N, load the initial vector of interpolation parameters
For k=0,1,2,...,K, k is a step of iteration
(
For i=1,2,...,N, for all the nodes
(
If Ti=0, i-th node does not contain a control point
(
For l=1,2,...,M, for all neighboring nodes of i-th node

Calculate max(pkl ) and min(pkl )

Calculate pik+1=1/2[max(pkl )+ min(pkl )]
)

If Ti=1 (pk+1
i )= dj, j=j+1, i-th node contains a control point

)
)

Fig. 3. Operation scheme performed for a single B-cell receptor

4 Immune Optimization Examples

Two numerical examples of design optimization by minimization of the mass
of the structure are presented. To perform a comparative study two benchmark
problems have been carried out. First example concerns minimization of the mass
of Michell type structure. In the case of this optimization task the influences
of the most important optimization parameters have been tested. At the end,
additional example of the mass minimization of a solid structure is presented.
The structure is considered in the framework of the theory of elasticity. The
structure was discretized into cubic finite elements. The optimization problems
have been solved by means of immune optimizer. The parameters of algorithms
are included in Tables 2. The optimization processes were stopped if there was
no fitness function improvement through the declared number of iterations.

Table 2. Parameters of the AIS

the number of the number of crowding Gaussian
memory cells the clones factor mutation

6 30 0.25 0.25
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4.1 Example 1 (benchmark) The Optimization of Michell Type
Structure

A rectangular 2-D structure (plane stress) loaded with the concentrated force
F in the center of the lower boundary and fixed on the bottom corners is con-
sidered (Fig. 4a). This task has been analytically solved as a typical structural
layout optimization problem by Hemp [8]. The optimum topology consist of two
45o arms extending from the supports toward an approximately 90o center fan
section which extends upwards from the point of application of the force (Fig.
4b). In order to obtain the symmetrical results a half of the structure has been
analyzed. The input data to the optimization program and the parameters of
immune algorithm are included in Tables 2 and 3, respectively. In the case of
the mass minimization problem of Michell type structure, the influences of the
most important optimization parameters have been tested. Figure 5 shows the
effects of the optimization process with the different numbers and locations of
the control points of the interpolation surface, with and without the application
of the additional procedure aiding the topology optimization and after the same
number of 10 iterations.

Fig. 4. The Michell type structure (Example 1): a) the geometry and boundary con-
ditions, b) analytical solution obtained by Hemp

Table 3. The input data to optimization task of Michell type structure (Example 1)

axb thickness σmin, c F range of ρe [g/cm3]
[mm] [mm] [MPa] [N] existence or elimination of the finite element

200x100 4.0 8.0 ; 1.0 4000 7.3 � ρe < 7.5 elimination
7.5 � ρe � 7.86 existence

Therefore the control points should be arranged in the whole structure domain
(both inside and on the structure boundary). Such an arrangement guarantees
good control of the interpolation surface and mass densities distribution in all
sub-domains of the structure. The application of the appropriate control points
number is also important. Bigger number of the control points, on the one hand,
should provide better control of the interpolation surface, and on the other hand
decreases the effectiveness of the optimization process (bigger number of design
variables). The structures obtained after 10 iterations without application of the
additional procedure, in the case of application of 13 and 25 control points, are
better. However the optimization algorithm needs much more iteration to obtain
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Fig. 5. The influence of the number and the arrangement of the interpolation nodes.
All the results are obtained in 10th iteration of the optimization process; number of
the finite elements of the initial structure equals 1600, σMAX = 85 MPa

the optimal shapes - the optimization process should continue. The results are
best when the additional procedure aiding the topology optimization is used.
Then, all the results have similar shapes independently on the number and ar-
rangement of the control points and they agree well with the Hemp [8] solution
(Fig. 5). However, appropriate arrangement and number of the control points
can increase the effectiveness of the optimization procedure.

4.2 Example 2 The Optimization of the Shape, the Topology and
Material of the L 3-D Structure

In the next example a L structure (Fig. 6a) is optimized. The criterion of opti-
mization is the minimization of the mass. Computational results obtained after
62 iterations are presented in the form of a map distribution of mass density
(Fig. 6 b, c). The structure after smooth is presented in Fig. 7. The Tab. 4 con-
tains input data. The dimensions, loading of 3-D structure and constraint are
included in Tab. 5 and 6.

Table 4. Input data

Minimal mass density Step of iteration in smooth procedure
0.4 x 7.85 g/cm3 25
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Table 5. The dimensions and loading of 3-D structure

Dimensions [mm] Loading [kN]
a x b x c x d x e Q

48 x 48 x 24 x 24 x24 8.45

Table 6. Constraints

Maximal displacement Maximal stress Design variables 1 - 27
0.08 mm 600 MPa 0 - 1

Fig. 6. L structure: a) the scheme of loading, b) distribution of mass density after first
generation, c) distribution of mass density after optimization

Fig. 7. Structure after smooth

5 Conclusions

The effective intelligent approaches for topology optimization of 2-D and 3-D
structures based on immune computing are presented and discussed. By using
the proposed approaches, the optimal topology of spatial structures can be found.
In particular, the application of the bio-inspired algorithm gives a strong proba-
bility of finding globally optimal solutions. Described approach is free from lim-
itations connected with classic gradient-based optimization methods, requiring
to the continuity of the objective function, the gradient or the objective function
Hessian and the substantial probability of converging only to a local optimum.
By coupling the finite element method and the proposed immune algorithm,
results with an effective and efficient alternative optimization tool, capable of
solving a large class of optimization problems of mechanical structures. The main
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feature of the proposed topology optimization method is the immunology distri-
bution of the material in the construction changing its material properties. This
process leads to the elimination of the part of material from the structure and
as a result a new shape and the topology of the structure emerges. The use of
the interpolation surface (hyper surface) reduces the number of design variables
and significantly reduces the computational time requirement. The application
of the additional procedure aiding topology optimization facilitates finding the
optimal topologies and improves the effectiveness of the proposed method. Cou-
pling the proposed approach with the finite element method and a commercial
computer codes, such as MSC NASTRAN, enables to tackle the optimization of
quite complex mechanical systems. The influence of the immune parameters and
mechanical constraints on the final solutions using this method are presented in
the paper [17]. Efficiency of presented approaches and comparison with evolu-
tionary algorithms is presented in the paper [22][16]. There are possibilities of
further efficiency improvement of the proposed method, e.g. by the application
of adjoint variable method in the sensitivity analysis. Also, the application of
another hybridized global optimization algorithms, like hybrid artificial immune
system, would be interesting. Moreover, the use of fuzzy approach in the opti-
mization process, like the one presented in works by Mrozek et al. [12][13] may
bring some improvements when working with uncertainties.
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4. Burczyński, T., D�lugosz, A., Kus, W., Orantek, P., Poteralski, A., Szczepanik, M.:
Intelligent computing in evolutionary optimal shaping of solids. In: Proceedings of
3rd International Conference on Computing, Communications and Control Tech-
nologies, vol. 3, pp. 294–298 (2005)
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Abstract. In the paper an application of the particle swarm optimizer
(PSO) and artificial immune system (AIS) to optimization problems is
presented. Reinfored structures considered in this work are dynamically
loaded and analyzed by the coupled boundary and finite element method
(BEM/FEM). The metod is applied to optimize location of stiffeners in
plates using criteria depended on displacements. The main advantage of
the particle swarm optimizer, contrary to gradient methods of optimiza-
tion, is the fact that it does not need any information about the gradient
of fitness function. A comparison of the PSO, artificial immune system
and evolutionary algorithm (EA) is also shown and it proves the efficiency
of the former over other artificial intelligence methods of optimization.
The coupled BEM/FEM, which is used to analyse structures, is very
accu-rate in analysis and attractive in optimization tasks. It is because
of problem dimensionality reduction in comparison with more frequently
used domain methods, like for instance the FEM. Numerical examples
demonstrate that the combination of the PSO with the BEM/FEM is an
effective technique for solving computer aided optimal design problems,
both with respect to accuracy and computational resources.

Keywords: Particle swarmoptimization · Immune optimization ·Bound-
ary element method · Finite element method · Dynamics

1 Introduction

Reinforced structures, which are characterized by high resistance, stiffeness, sta-
bility and low weight, are often used in practice for instance in an aircraft in-
dustry. Many aircraft elements are made as thin panels reinforced by stiffeners.
Reinforced structures or their elements are frequently subjected to dynamic loads
and gaining an information about their transient dynamic response is of prac-
tical importance. If the response is not satisfactory, it may be improved in the
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optimization process in order to satisfy the requirements. The optimal choice of
a number, properties and locations of stiffeners in a structure decides about the
effectiveness of the reinforcement. In the present paper, the coupled BEM/FEM
and the particle swarm or immune method in optimization of dynamically loaded
reinforced structures is presented. Such a combination is advantageous in com-
parison with other approaches presented in the literature because it utilizes three
very effective methods, i.e. the BEM/FEM for the simulation and the PSO or
AIS for the optimization. The former is very effective in optimization problems
because it reduces the problem dimensionality by one in comparison with more
commonly used the FEM. The mesh generation and modification required in op-
timization tasks is thus much easier. The method is also attractive in dynamic
problems and it is very accurate, especially in problems with high concentra-
tions of stresses. They are present for instance in reinforced structures which
are usually made of different materials. The efficiency comparison presented in
the paper between the PSO [9][10] and the AIS [1][22] and other artificial in-
telligence methods, i.e. the evolutionary algorithms (EAs) [3][4][11] shows, that
the former usually requires smaller number of fitness function evaluations for
the same problem. The advantages each of the method and especially their com-
bination, i.e. high accuracy and low computational resources like memory and
time, make the presented approach a powerful computer aided optimization tool.
The method is formulated and then applied in several numerical examples. The
optimal locations of stiffeners in two-dimensional dynamically loaded plates is
searched in order to maximize their stiffness.

2 The Particle Swarm Optimiser

The particle swarm algorithms [9][10][19], similarly to the evolutionary and im-
mune algorithms, are developed on the basis of the mechanisms discovered in
the nature. The swarm algorithms are based on the models of the animals social
behaviours: moving and living in the groups. The animals relocate in the three-
dimensional space in order to change their stay place, the feeding ground, to
find the good place for reproduction or to evading predators. We can distinguish
many species of the insects living in swarms, fishes swimming in the shoals, birds
flying in flocks or animals living in herds. The flowchart of the particle swarm
optimiser is presented in Fig. 1. At the beginning of the algorithm the parti-
cle swarm of assumed size is created randomly. Starting positions and velocities
of the particles are created randomly. In the next step the objective function
values are evaluated for each particle. The data necessary for calculation of the
objective function are obtained in consequance of solving the boundary value
problem by means of the coupled BEM/FEM (described in the next section).
After obtaining information about fitness of all the particles, the best positions
of the particles are updated and the swarm leader is chosen. Then the particles
velocities and particles positions are modified. The process is iteratively repeated
until the stop condition is fulfilled. The stop condition is typically expressed as
the maximum number of iterations. The general effect is that each particle os-
cillates in the search space between its previous best position (position with the
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best fitness function value) and the best position of its best neighbour (relatively
swarm leader), hopefully finding new best positions (solutions) on its trajectory,
what in whole swarm sense leads to the optimal solution [5][22].

Fig. 1. The flowchart of the swarm algorithm

3 Artificial Immune Systems

The artificial immune systems (AIS) are developed on the basis of a mechanism
discovered in biological immune systems [17]. An immune system is a complex
system which contains distributed groups of specialized cells and organs. The
main purpose of the immune system is to recognize and destroy pathogens -
funguses, viruses, bacteria and improper functioning cells. The artificial immune
systems [15][14] take only a few elements from the biological immune systems.
The most frequently used are the mutation of the B cells, proliferation, memory
cells, and recognition by using the B and T cells. The artificial immune systems
have been used to optimization problems in classification and also computer
viruses recognition. The cloning algorithm presented by von Zuben and de Cas-
tro [6] uses some mechanisms similar to biological immune systems to global
optimization problems. The unknown global optimum is the searched pathogen.
The memory cells contain design variables and proliferate during the optimiza-
tion process. The B cells created from memory cells undergo mutation. The B
cells evaluate and better ones exchange memory cells. In Wierzchoń S. T. [22]
version of Clonalg the crowding mechanism is used - the diverse between mem-
ory cells is forced. A new memory cell is randomly created and substitutes the
old one, if two memory cells have similar design variables. The crowding mech-
anism allows finding not only the global optimum but also other local ones.
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The presented approach is based on the Wierzchoń S. T. algorithm [22], but
the mutation operator is changed. The Gaussian mutation is used instead of the

nonuniform mutation in the presented approach [ ?? ]. The Figure 2 presents
the flowchart of an artificial immune system.

Fig. 2. An artificial immune system

The memory cells are created randomly. They proliferate and mutate creating
B cells. The number of clones created by each memory cell is determined by
the memory cells objective function value. The objective functions for B cells
are evaluated. The selection process ex-changes some memory cells for better B
cells. The selection is performed on the basis of the geometrical distance between
each memory cell and B cells (measured by using design variables). The crowding
mechanism removes similar memory cells. The similarity is also determined as the
geometrical distance between memory cells. The process is iteratively repeated
until the stop condition is fulfilled. The stop condition can be expressed as the
maximum number of iterations. The unknown global optimum is represented by
the searched pathogen. The memory cells contain design variables and proliferate
during the optimization process [15].

4 The Coupled BEM/FEM in Analysis of Dynamically
Loaded Reinforced Structures

A two-dimensional, homogenous, isotropic and linear elastic deformable body
with the boundary Γ 1, occupying the domain Ω1 is considered. The body is
supported and subjected to the dynamic tractions t(x, τ), applied at the bound-
ary and the body forces b(x, τ), distributed in the domain Ω2. The displacement
and traction fields should satisfy the following boundary conditions:

ui(x, τ) = ūi(x, τ) on Γ uti(x, τ) = σij(x, τ)nj = t̄i(x, τ) on Γ t (1)
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and initial conditions:

ui(x, 0) = uo
i (x) and u̇i(x, 0) = voi (x) in Ω1 (2)

where: ui is the component of displacement, ti is the component of traction, ūi

and t̄i denote the prescribed boundary conditions, σij is the stress tensor, nj is
the component of the outward normal versor at the boundary, Γ u and Γ t are
parts of the boundary Γ 1 (Γ u ∪ Γ t = Γ 1), uo

i and voi are the prescribed initial
conditions, x are coordinates of a point, τ is time. Repeated indices denote the
summation convention and overdots indicate time derivatives; the indices for the
two-dimensional problem are i, j = 1, 2. Zero initial conditions are considered in
this work. The mechanical fields satisfy the following integral equation [7]:

cij(x
′)uj(x

′, τ) =
∫

Γ1

Uij(x
′, x)tj(x, τ)dΓ (x) −

∫

Γ1

Tij(x
′, x)uj(x, τ)dΓ (x)

− ρ

∫

Ω1

Uij(x
′, X)üj(X, τ)dΩ(X) + ρ

∫

Ω2

Uij(x
′, X)bj(X)dΩ(X) (3)

where: cij is a constant, which depends on the position of a point, ρ is mass
density, Uij and Tij are fundamental solutions of elastostatics, x′ is a collocation
point, x is a boundary point and X is a domain point. In order to transform the
inertial domain integral in (5) into the boundary integrals, the dual reciprocity
method (DRM) proposed by Brebbia and Nardini [2] is used (see also Dominguez
[7]). In this method, it is assumed that the accelerations can be interpolated using
the equation

üi(x, τ) = α̈n
i (τ)f

n(x∗, x) (4)

where: α̈n
i is a time-dependent function and fn is a coordinate function. In the

present work, the following function is chosen

fn(x∗, x) = r − C (5)

where: r is the distance between a defining point x∗ and a boundary point x,
and C is a constant (maximal dimension of the body). The defining point can
be a boundary or a domain point. Taking into account the transformation, the
inertial domain term (Eqn 5) has the form:

ρ

∫

Ω1

Uij(x
′, X)üj(X, τ)dΩ(X) = ρ[cij(x

′)ûn
jl(x

∗, x′)

−
∫

Γ1

Uij(x
′, x)t̂njl(x

∗, x)dΓ (x) +

∫

Γ1

Tij(x
′, x)ûn

jl(x
∗, x)dΓ (x)]α̈n

l (τ) (6)
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where: ûn
jl and t̂njl are respectively fictitious displacements and tractions [7],

corresponding to the fictitious body force f n defined by Eqn (7).

Fig. 3. Plate reinforced by a stiffener

For the plate reinforced by the stiffener and shown in Fig.3, the deformed
stiffener acts on the plate along the line of the attachment. In this case, the body
forces bj are unknown interaction forces between the plate and the stiffener, i.e.
tractions tj , and they are distributed along the interface Γ 12. Therefore, the
integral equation (5) has the form:

cij(x
′)uj(x

′, τ) =
∫

Γ1

Uij(x
′, x)tj(x, τ)dΓ (x) −

∫

Γ1

Tij(x
′, x)uj(x, τ)dΓ (x)

− ρ[cij(x
′)ûn

jl(x
∗, x′)−

∫

Γ1

Uij(x
′, x)t̂njl(x

∗, x)dΓ (x) (7)

+

∫

Γ1

Tij(x
′, x)ûn

jl(x
∗, x)dΓ (x)]α̈n

l (τ) + ρ

∫

Γ12

Uij(x
′, X)tj(X)dΓ (X)

Equation (9) demonstrates that the DRM allows the expression of the equa-
tion of motion for the reinforced plate in the boundary integral form. The struc-
tures considered in the paper are analyzed by the coupled BEM/FEM using the
subregion method [8]. The method consists in treating the finite element region
as an equivalent boundary element region. The BE and FE matrix equations for
all regions are coupled by transforming the FE matrices into the equivalent BE
matrices. The relationship between the FE nodal forces and the BE tractions
is expressed by a special transformation matrix. Matrix equations of motion for
the plate, the stiffener and the coupled equations are given in this section. The
boundary of the plate and the interface, where the stiffener is attached, are di-
vided into the quadratic boundary elements. The boundary integral equations
are applied for collocation points, which are nodes along the boundary and the
interface. The variations of boundary coordinates, displacements, tractions and
interface tractions are interpolated using quadratic shape functions. A set of
algebraic equations for the plate has the following form:
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[
M1 M12

]{ ü1

ü12

}
+
[
H1 H12

]{ u1

u12

}
=

[
G1 G12

]{ t1

t12

}
(8)

where:M is the mass matrix,H andG are the BEM coefficient matrices, u and ü
are displacement and acceleration vectors, respectively, t is a vector of tractions
applied at the outer boundary or the interface. The superscripts denote the
matrices, which correspond to the outer boundary or the interface. The equation
of motion for the stiffener in a matrix form is:

M21ü21 +K21u21 = T 21t21 (9)

where: K is the FEM stiffness matrix, T is the matrix, which expresses the re-
lationship between the FE nodal forces and the BE tractions. The latter matrix
allows treatment the finite element region as an equivalent boundary element
region. If the structure is subjected to time dependent boundary conditions,
the dynamic interaction forces between the plate and the stiffener act along
the interface. These tractions are treated as body forces distributed along the
attachment line and they are unknowns of the problem. The displacement com-
patibility conditions and the traction equilibrium conditions at the nodes along
the interface are:

u12 = u21; t12 = −t21 (10)

If the above conditions are taken into account in equations for the plate (10)
and stiffener (11), the following system of equations for the whole structure is
obtained:

[
M1 M12

0 M21

]{
ü1

ü12

}
+

[
H1 H12 −G12

0 K21 T 21

]⎧⎨

⎩

u1

u12

t12

⎫
⎬

⎭ = G1t1 (11)

The unknowns are displacements and tractions on the external boundary and
at the interface in each time step.

5 Numerical Examples

Optimization of a reinforced rectangular plate (Fig.3) is performed by means of
the AIS, PSO and EA. The plate is dynamically loaded and it is reinforced by
the frame-like structure composed of straight beams. The plate and the stiffeners
are modeled by the boundary elements and frame finite elements, respectively.
Different kinds of load and support are considered. The structure before opti-
mization (the reference plate) is shown in Fig. 4.

The length and the height of the plate is L=10 cm and H=5 cm, respectively.
The thickness of the plate is g=0.25 cm, the dimensions of beams cross-section
are 2a=0.5 cm and b=0.5 cm. The material of the plate and frame is aluminum
and the mechanical properties are: modulus of elasticity E=70 GPa, Poissons
ratio ν=0.34 and density ρ=2700 kg/m3. The material is homogeneous, isotropic
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Fig. 4. Reinforced rectangular plate

and linear elastic and the plane stress is assumed. The uniformly distributed load
is applied at the upper edge of the plate. Two kinds of time dependent loads
are considered (see Fig. 5): a) the sinusoidal load p(τ) = p0sin(2πτ/T ) with the
period of time T = 20π μs and b) the Heaviside load p(τ) = p0H(τ). The value
of the load in both cases is po=10 MPa. The time of analysis is 600 μs and the
time step Δt = 2μs.

Fig. 5. Dynamic loadings: a) sinusoidal, b) Heaviside

Three different supports are considered (see Fig.6):
a) support A the plate is fixed on the left and right edge,
b) support B the plate is supported at two segments, each of 0.5 cm long,
c) support C the plate is fixed at the bottom edge.

Fig. 6. Types of supports: a) support A, b) support B, c) support C

The optimal positions of stiffeners are searched in order to maximize stiffness
of the plate. The maximal dynamic vertical displacement on the loaded edge is
minimized. Because of symmetry of the structure and boundary conditions, only
a half of the structure is considered. The number of design variables defining the
position of the frame is 4: X1, X2, Y1 and Y2 (see Fig.7). The longer beams
are parallel to the x axis. The end points of beams can move along the edges of
the plate within the constraints, as shown in Fig.19. The constraints on design
variables are imposed: X1 and X2 variables are within the range from 0.5 to 4.75
cm, Y1 from 0.5 to 2.25 cm and Y2 from 2.75 to 4.5 cm. The parameters of AIS
are: the number of memory cells and the clones is 6, the crowding factor and the
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Gaussian mutation is 0.5. The parameters of EA are: the number of chromosomes
is 20, the probability of the Gaussian mutation is 0.5, the probability of a simple
and arithmetic crossover is 0.05. The parameters of PSO are: numbers of particles
is 20, inertia weight is 0.73 and two acceleration coefficients are 1.47.

Fig. 7. Design variables and constraints

The total number of boundary and finite elements in the BEM/FEM analysis
is 120 and 120, respectively (each horizontal and vertical beam is discretized
into 40 and 20 finite elements, respectively). The number of boundary and finite
elements during the optimization is constant. The values of design variables
obtained by AIS, PSO and EA for the plate subjected to the sinusoidal load, the
Heaviside load and for three kinds of supports, are presented in Table 1. The
results obtained by three different methods are the same. The values of J0 and
J (where: J0 and J is the objective function for the reference and the optimal
plate, respectively) and the reduction R = (Jo−J)/Jo ·100%, are also presented.
A significant reduction R, resulting in the improvement of dynamic re-sponse
of the optimal plates in comparison with the initial designs, can be observed.
The optimal structures for different kinds of supports and for the sinusoidal
and the Heaviside loads are shown in Fig.8a and Fig.8b, respectively. It can
be seen that in the present example most of constraints are active. Efficiency
comparison of the particle swarm optimizer, artificial immune system (AIS) and
evolutionary algorithms (EA), presented in the Table 2, proves the efficiency of
the optimization methods based on the PSO.

Table 1. Values of design variables, J and R

Support X1 X2 Y1 Y2 J0 J R

Design variables [cm]

AIS, PSO and EA for Sinusoidal load

A 4.75 2.86 0.88 2.75 89 76 15

B 4.75 1.81 0.57 2.75 92 73 21

C 1.20 1.82 0.50 2.75 82 62 24

AIS, PSO and EA for Heaviside load

A 0.50 4.75 0.50 4.50 112 91 19

B 4.75 1.41 0.50 4.50 211 149 29

C 0.50 2.20 1.70 2.80 49 42 14
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Fig. 8. Optimal plates subjected to dynamic loads: a) sinusoidal, b) Heaviside

Table 2. Efficiency of bio-inspired methods

Support EA AIS PSO

fitness function evaluations for Sinusoidal load

A 2515 588 360

B 3705 714 440

C 1952 756 520

fitness function evaluations for Heaviside load

A 303 483 60

B 1526 441 120

C 2797 924 580

6 Conclusions

An effective tool of swarm and immune optimization of 2-D structures stiffened
by ribs is presented. Using this approach the optimal arrangement of the stiffen-
ers in geometry of 2-D structures can be found. Implementing of the bioinspired
algorithms to this approach gives a strong probability of finding the global opti-
mal solutions. Described approach is free from limitations connected with classic
gradient optimization methods referring to the continuity of the objective func-
tion, the gradient or hessian of the objective function and the substantial prob-
ability of getting a local optimum. Besides in the case of using gradient methods
finding the global solution depends on the starting point. The bio-inspired al-
gorithms [16][19][20] perform multidirectional optimum searching by exchanging
information between particles (PSO) or B-cell recptor (AIS) and finding better
results. Numerical examples demonstrate that the methods based on the parti-
cle swarm and immune optimizer is an effective technique for solv-ing computer
aided optimal design problems. Comparison between PSO, AIS and EA proves
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good effectiveness of particle swarm and immune optimization method. There
are possibilities of further efficiency improvement of the proposed method, e.g.
by the application of adjoint variable method in the sensitivity analysis. Also,
the application of another hybridized global optimization algorithms, like hybrid
particle swarm optimizer or hybrid artificial immune system, would be interest-
ing. Moreover, the use of fuzzy approach in the optimization process, like the one
presented in works by Mrozek et al. [12][13] may bring some improvements when
working with uncertainties. Using this approach the multi-objective optimization
is also possible to use with artificial immune system.

References

1. Balthrop, J., Esponda, F., Forrest, S., Glickman, M.: Coverage and generalization
in an artificial immune system. In: Proceedings of the Genetic and Evolutionary
Computation Conference, GECCO 2002, pp. 3–10. Morgan Kaufmann, New York
(2002)

2. Brebbia, C.A., Nardini, D.: Dynamic analysis in solid mechanics by an alternative
boundary element procedure. Solid Dynamics and Earthquake Engineering 2(4),
228–233 (1983)

3. Burczyński, T., D�lugosz, A., Kus, W., Orantek, P., Poteralski, A., Szczepanik, M.:
Intelligent computing in evolutionary optimal shaping of solids. In: Proceedings of
3rd International Conference on Computing, Communications and Control Tech-
nologies, vol. 3, pp. 294–298 (2005)
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Abstract. Configuration of the order is related to the determination of
the range of goods (raw materials) and their size. Using a policy of con-
tinuous suppllies and constant periods, we are dealing with a simplified
analysis, but also often far from optimal supplies efficiency [10]. By using
the monitoring, we can get closer to the optimal solutions. Monitoring
should be supported by a simple expert system, usually based on the in-
ference mechanism, which is the set of rules [15]. All of these have to take
into account the limitations and all the additional costs. These costs are
related to, inter alia, the storage, transportation, giving out storage, cap-
ital binding, insurance, etc. It is difficult to consider them separately and
also difficult to aggregate them in the same way. Grouping together costs,
according to the specificity of merger costs (delivery, order, the manner
of storage, etc.) we can observe the typical management and inventory
planning policy operations [8]. Specific features of such policy can be
described as both deterministic and linguistic. Methodical apparatus for
analysis of similar data is proposed in rough set theory of Pawlak and
the theory of Dampster Shaffer [15]. These theories give the possibility to
reduce the rules and simplify the inference method on decision-making
under conditions of dynamic changes in the data structure.In the paper
rough set theory of Pawlak is being used.

Keywords: Cost analysis · Delivery plan · Rough set theory

1 Introduction

The combination of cost analysis, optimization of the structure and the size of
the delivery [4] with the convention of rough sets [11] aims to develop a reduced
number of rules [5] making decisions about the organization of supplies. Rules
can take an estimate, approximate and linguistic form [7]. Separation of supplies
for different types of materials does not meet the expectations of suitability as
practical measures are complex, and this in turn requires the aggregation of
partial results, which is even more complex problem [14]. The main criteria is
of course the global cost of purchase and deliveries realization [16]. Supporting
criteria include the degree of risk while postponing the term of supplies. Such
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offsets can also affect changes in the cost of storage (which is not always taken
into account [6,8]). The degree of risk can be estimated as exceeding the thresh-
old of inventories or deviation from the optimal value of the contract (the policy
(s,Q) (variable time between deliveries) [3]). It can also be regarded as extend-
ing the time between deliveries in the implementation of policy (T, S) (variable
supplies). Generally, the optimal size (value) of the delivery [4] is associated with
the corresponding optimal time between deliveries. Scheduling of supplies may
be associated with permanent monitoring of stocks. The strategy proposed in
the rough set theory is based on the selection of conditional and decision-making
attributes. The proposed procedures allow to evaluate the degree of certainty of
each decision and degrees of coverage of these decisions by individual attributes
[13]. On the basis of these parameters, sets of decision rules are generated and
then reduced. This is of course part of the mechanism of inference, which is the
main component of the expert system [15].

2 The Economic Basis for Planning the Size and Delivery
Time

Economic order quantity depends on the cost of order processing, storage costs
and costs of raw materials [3]:

Cd = Cs+ c ∗D + Cm = cd ∗ (D/Q) + c ∗D + cm ∗ (Q/2), (1)

where
Cs -the cost of orders service,
c - the unitary purchase price,
D - the purchase volume (total supply),
Cm - the cost of storage of purchased raw materials,
Q - the quantity of delivery,
cd - the coefficient of storage costs for a single delivery,
cm - the coefficient of the cost of the inventory maintaining.
Optimizing the order quantity, we compare derivative of the variable Q to zero:
d(Cd)
dQ = − D

Q2 + cm
2 = 0,

hence

Qopt =
√

2∗D∗cd
cm ,

with the optimal size of the delivery, the corresponding optimal time is related:

Topt =
Qopt

D
=

√
2 ∗ cd
D ∗ cm (part of the year) (2)

In practice, the economic size of the optimal order can not always be used as an
accurate deterministic parameter directly related to the decisions made. It comes
to the assumption of the stability of the demand for raw materials. Furthermore,
we can not always assume that the coefficients cd and cm are constant. In real
situations, very often, one has to deal with mergers of several types of raw
materials in one delivery. In the paper [13] the possibility of correcting the size
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and assortment of supply on the basis of supply in preceding periods has been
considered. In this approach, one proposed the transition from the quantitative
to the valuable estimation of the size of supplies:
Dv = D ∗ c or Dv =

∑la
i=1 Di ∗ ci where

la - the assortment of the delivery or the number of types of raw materials,
Di - the sum of i-th raw material supply,
ci- the unitary price of i-th raw material.
It is easy to see that the introduction of the parameter Dv to formula (1) is
a simplification which one can not always afford (the cost of order processing
and storage do not need to be comparable). Therefore often, one has to define
the optimal size of the supply for each type of raw material or its grouped sets
separatly. Q1, Q2, ..., Qla. As one can see from the formula (2) we can use the
raw materials grouping when

√
cdi/cmi ≈ const. Then we can write:

Qopti =
√
Di

√
2 ∗ cds/cms =

√
Di ∗ cg, (3)

where cds, cdm - the average values of the coefficients of the delivery and storage
handling,
cg - the grouping coefficient,
and
ni =

√
Di/cg,

where ni - the number of deliveries of i-th raw material.
We can go as far as to estimate the cg value by considering all the raw materials
together:

la∑

i=1

ni ∗ cg =

la∑

i=1

√
Di, . (4)

Therefore

cg =

∑la
i=1

√
Di∑la

i=1 ni

.

We can now determine the estimated value of the cost cd. Separate consideration
of transport service leads to a modification of the (1) [11]:

Cd = Cs+Ct+ c∗D+Cm = cd∗ (D/Q)+ ct∗ (D/Q)+ c∗D+ cm∗ (Q/2), (5)

where ct - the unitary cost of the transportation.
In [12] different sets of vehicles and the cheapest configuration for each delivery
were considered. Then one calculated the global cost of purchasing raw materials
for each variant size (value) of the delivery Q and determined the cheapest one.
Such an approach is deterministic but does not guarantee the optimal strategy.

3 The Strategy of Using Rough Sets

In this strategy, one creates configuration of types of raw materials or configu-
ration of vehicles used for transportation. The configuration sets are treated as
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objects endowed with certain attributes. Depending on the policy and strategy
of supplies such attributes may be, for example:
- the change in the overall costs of the i-th raw material order with respect to
the optimal estimation,
- the change in the size (value) of the t-th raw material supply in relation to the
optimal value,
- the relative size of the risk associated with combining the supply of selected
raw materials,
- the variance of the levels of risk in relation to different types of raw materials,
- the change in the value of order, depending on the configuration of vehicles,
- the change in the time of delivery for the i-th type of raw material.
As a decision-making parameter (attribute) the entirety of the costs in relation to
all raw materials in the scale of the settlement period (e.g. annual) can be used.
One can also use the total number of transportations and the transportations
time. Defining the delivery assortment one can provide various configurations of
the vehicles that can be used for delivery. The characteristics of such delivery
can be defined with the help of a similar structure as shown in Figure 1. In one

Fig. 1. The structure of conditional attributes of supplies configuration, asi - i-th
configuration of supply of raw materials, casii,j - j-th vehicle configuration for the i-th
configuration of raw materials, ci,j,k - the code of the k-th vehicle j-th configuration
of vehicles and i-th configuration of raw materials

variant, one can evaluate the increases of the size of the supply. For the selected
assortment in terms of delivery we assess the optimal size of each raw material
and the corresponding time between deliveries. Then we calculate the size of the
partial costs for the defined moment of total supply and their changes in relation
to the size of the corresponding optimal strategy:

dQ =
∑

i∈asQi>Qupt

(Qi −Qopti) (6)
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for the supply policy assuming variability in supply,

dT =
∑

i∈as

(Ti − Topti) (7)

for the supply policy assuming variability of time distance between deliveries,
where
dQ - the change in the value of delivery of a set consisting of different types of
raw materials,
c - the commodity code from the defined assortment delivery,
as - the defined assortment of the delivery,
Qc - the real size of the supply of the c-th raw material (after adjusted time of
the delivery),
Tc - the real distance between the previous and the current supply of the c-th
raw material.
The decision on the choice of the supply policy does not correspond to the most
of real situations, because while monitoring the stocks using up at the time,
we make a decision on the configuration of the current supply which involves a
change in both time and size (value) of the transported raw materials. Increasing
the size (value) of supply increases the calculation time between deliveries. This
in turn may affect the reduction in the number of deliveries for certain raw
materials. At the same time it causes an increase in storage costs. The risk
of loss of inventory of raw materials can be taken into account with the help
of temporal parameters as exceeding the time point indicated theoretically as
an optimal, taking into account the offset for the previous delivery of the raw
material.

R =
∑

i∈as

|Ti − Topti|/
∑

i∈as

Topti (8)

The [14] presents an algorithm showing the ability to configure a set of means of
transportation. Depending on the configuration, the size (value) of transported
material is formed, but it oscillates (with the defined acceptable percentage
threshold) around the value determined by the calculation range of the particu-
lar configuration of delivery. The overall strategy of the analysis based on rough
sets is to create data structures in the form presented as the structure on table
in fig.2. Sample data for the implementation of the monitored supply strategy
are presented on table in fig.3. In the Convention of rough sets it is convenient
to use linguistic or character encoding attribute values for each configuration. It
allows to create simple decision rules.
To assess the strength of a decision, we conduct the normalization of comple-
ments of the relative risk estimated from the formula (8) and stated in the last
column of table in fig.3.:
Str(k) = (1 −Rk)/

∑lk
i=1(1−Rj),

where
Rk - the degree of risk for k -th supply configuration,
lk - the number of supply configurations.
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Fig. 2. The data structure prepared for analysis using the convention of rough sets,
the configuration i, j means i-th variant of the size (value) for raw materials and j - th
variant for a set of vehicles. The linguistic encoding ”-” means no correction in relation
to the calculated optimum size, L - low correction level , M - medium correction level,
H - high correction level. The character encoding ”-” (”+”) - small correction negative
(positive), ”—” (”+++”) - large correction negative (positive)

Fig. 3. Data prepared for analysis using the convention of rough sets

The decision Dec(k) is the result of the analysis of the strength including the
decision thresholds:
thl = 0, 25 ∗ RR; thbl = 0, 5 ∗ RR; thbu = 0, 75 ∗ RR, where thl - the lower
threshold of the negative decision, thbl - the lower threshold of the limit of un-
certainty , thbu - the upper threshold of the limit of uncertainty, RR - range
of risks. Another table called the table of decision rules arises [11] (fig.4). The
degree of certainty Cer(k) has been calculated by separating the probabilities
in the area of uncertainty [11,12].
The complementation of these data is the information concerning the degree of
coverage of the attributes of Cev(k) for each decision (fig.5). The choice of the
delivery configuration is caused by:
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Fig. 4. Table of data for decision-making rules

Fig. 5. Table of data on the decision coverage

- the high value of the confidence coefficient (≥ 0, 75),
- the low and zero-value of the changes level of the constituent raw material in
relation to the optimal value,
- the low time correction value with respect to the optimal value.
The decision on the rejection of the delivery configuration is caused by:
- the low value of the confidence coefficient (< 0, 25),
- the high value of the changes level of the constituent raw material in relation
to the optimal value,
- the high time correction value with respect to the optimal value.
Uncertain decision-making area is defined by:
- the average value of the confidence coefficient (≥ 0, 25 or < 0, 75),
- the low and zero-value of the changes level of the constituent raw material in
relation to the optimal value,
- the low time correction value with respect to the optimal value.

Let us create a set of decision rules

1)if ¬∃(dQ(i)i=1,2,3 = H)∧(dQ(4) = L)∧∀i(dT (i) = (′′+′′)) then Dec(k) = Y es
with certainty Cer(k) = 1,
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2)if ¬∃(dQ(i)i=1,2,3 = H)∧ (dQ(4) = L)∧∀i(dT (i) < (′′+++′′)) then Dec(k) =
Y es with certainty Cer(k) = 1,
3)if ¬∃(dQ(i)i=1,2,...,la = H) ∧ (dQ(4) = M) ∧ ∀i(dT (i) = (′′+ + +′′)) then
Dec(k) = Y es with certainty Cer(k) = 0, 36,
4)if dQ(1) = H) ∧ ∀i(dT (i) < (′′+ + +′′)) then Dec(k) = No with certainty
Cer(k) = 1,
5)if dQ(4) = H) ∧ ∀i(dT (i) < (′′+ + +′′)) then Dec(k) = No with certainty
Cer(k) = 0, 31,
6)if dQ(2) = H) ∧ ∀i(dT (i) ≤ (′′+ + +′′)) then Dec(k) = No with certainty
Cer(k) = 0, 33,
7)if dQ(3) = H) ∧ ∀i(dT (i) < (′′+ + +′′)) then Dec(k) = No with certainty
Cer(k) = 1,
8)if dQ(1) = H) ∧ ∀i(dT (i) ≤ (′′+ + +′′)) then Dec(k) = Y es with certainty
Cer(k) = 1,
9)if ¬∃(dQ(i)i=1,2,...,la = H) ∧ (dQ(4) =′′ −′′) ∧ ∀i(dT (i) = (′′+ + +′′)) then
Dec(k) = Y es with certainty Cer(k) = 1.
A set of the inverse decision rules has the form:

1)if Dec(i) = Y es then ¬∃(dQ(i)i=1,2,3 = H)∧ (dQ(4) = L)∧∀i(dT (i) = (′′+′′))
with coverage Cov = 0, 26,
2)if Dec(i) = Y es then ¬∃(dQ(i)i=1,2,3 = H) ∧ (dQ(4) = L) ∧ ∀i(dT (i) =
(′′+++′′)) with coverage Cov = 0, 25,
3)if Dec(i) = Y es then ¬∃(dQ(i)i=1,2,...,la = H) ∧ (dQ(4) = M) ∧ ∀i(dT (i) =
(′′+′′)) with coverage Cov = 0, 23,
4)if Dec(i) = No then dQ(1) = H) ∧ ∀i(dT (i) < (′′+ + +′′)) with coverage
Cov = 0, 19,
5)if Dec(i) = No then dQ(4) = H) ∧ ∀i(dT (i) < (′′+ + +′′)) with coverage
Cov = 0, 21,
6)if Dec(i) = No then dQ(2) = H) ∧ ∀i(dT (i) ≤ (′′+ + +′′)) with coverage
Cov = 0, 22,
7)if Dec(i) = No then dQ(3) = H) ∧ ∀i(dT (i) < (′′+ + +′′)) with coverage
Cov = 0, 19,
8)if Dec(i) = No then dQ(1) = H) ∧ ∀i(dT (i) < (′′+ + +′′)) with coverage
Cov = 0, 19,
9)if Dec(i) = Y es then ¬∃(dQ(i)i=1,2,...,la = H) ∧ (dQ(4) =′′ −′′) ∧ ∀i(dT (i) =
(′′+++′′)) with coverage Cov = 0, 26.

From the inverse rules, we can determine the most reliable characteristics for
selected and rejected decisions.

4 Conclusions

The proposed method for creating decision rules can be implemented in ex-
pert systems for the supplies organization both in the ”off” and ”on” line.
This method is enriched by the analysis of the configuration in terms of the
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assortment selection and creates a set of vehicles for the transport of supplies.
The advantage of this method is the fact that it is based on the classic formula
for determining the optimal value and the delivery of the raw materials. To de-
termine the criteria characteristics, one used the corrected deviations from the
optimal parameters of supplies.
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Abstract. The ALMM Solver is a software tool which aim is generating
solutions for discrete optimization problems, in particular for NP-hard
problems. The idea of the solver is based on Algebraic Logical Meta-
Model of Multistage Decision Process (ALMM of MDP). The aim of
the paper is to present the architecture of the ALMM Solver and to
describe requirements regarding the solver, in particular non-functional
ones. SimOpt, the core module of the solver, is described in detail. The
practices, design patterns and principles, that was used to ensure the
best quality of the solver software, are mentioned in the paper.

Keywords: Solver ·Optimizer ·Algebraic-logical meta-model (ALMM) ·
Scheduling problem · Simulation tool · Software architecture · Design
patterns · Framework

1 Introduction

Difficult optimization problems arise in many different areas. There is, therefore,
a need to develop theoretical solutions and to create tools that help people solve
such problems, in particular NP-hard problems [2], [43], [42]. For this purpose,
we create a tool which we call the ALMM Solver. It is based on Algebraic Logical
Meta-Model (ALMM) methodology, which is dedicated to complex discrete op-
timization problems, including dynamic problems. This paper is a continuation
of the work presented in [16].

The idea of an ALMM paradigm was proposed and developed by Dudek-
Dyduch E. [4], [5], [6], [9], [8], [12]. According to this theory, a problem is mod-
eled as a multistage decision process (DMP) together with optimization criterion.
DPM is defined as a sextuple which elements are: a set of decisions, a set of gen-
eralized states, an initial generalized state, a partial function called a transition
function, a set of not admissible generalized states, a set of goal generalized
states.

With the use of a model, a sequence of consecutive process states is generated.
In this sequence, each state depends on the previous state and the decision made
at this state. The decision is chosen from different decisions one can make at the
given state. Generation of the state sequence is terminated if the new state is a

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 504–514, 2015.
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goal state (state we want the process to be at the end), a non-admissible state,
or state with an empty set of possible decisions. The sequence of consecutive
process states from a given initial state to a final state (goal or non-admissible)
form a process trajectory.

Our tool, ALMM Solver, allows one to solve discrete optimization problems
by finding optimal or suboptimal solutions (trajectories). The solver can also be
used to solve those problems, in which it suffices to find an admissible solution
only.

The aim of the paper is to present the architecture of the ALMM Solver and
to describe requirements regarding the solver, in particular non-functional ones.
The presented research is based on the previous works [4], [6], [7], [9], [5] that
lays the groundwork for the basic ALMM theory and later papers [11], [15], [17],
[38] and [25].

2 The Idea of the ALMM Solver

The goal of the ALMM Solver is to compute solutions for different optimization
problems using ALMM methodology. Thus, it provides following features:

– representation of problems in accordance with the ALMM methodology,
– searching for solutions to the problems (by building process trajectories),
– implementation of algorithms used in computations,
– collection of algorithms in the internal repository,
– collection, analysis and interpretation of results.

The idea of the ALMM Solver, including functional requirements, is described
in [16]. Figure 1 presents the proposed modular structure of the ALMM Solver.

The solver consist of four basic functional modules:

– The ALM Modeler, which allows one to define the model of the problem in
ALMM methodology,

– The Algorithm Module, which provides a collection of already implemented
methods and algorithms, and allows one to design new ones,

– SimOpt, which solves given problems (by generating trajectories) on the
basis of the ALMM methodology,

– The Results Interpreter, which identifies the final solution of the given prob-
lem in the data (generated trajectories) stored in the solver database.

The core of the ALMM Solver is SimOpt together with the Algorithm Module.
Apart from its main role (searching solutions to the problems), SimOpt has to
provide following features:

– writing output data in a database,
– logging run-time information to output stream,
– obtaining algorithms from Algorithm Module,
– cooperating with an additional software layer that corresponds to implemen-

tation of individual features for different classes of problems
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Fig. 1. Modules of the ALMM Solver [16]

These requirements entail building SimOpt as an abstract module. We decided
to use a framework design. The SimOpt module is implemented partly in a way
open for extensions and partly in a way closed for modifications. Modules related
to building trajectories within the ALMM methodology are closed, and modules
connected with modeling of the given problem are open.

The ALM Modeler module allows one to create a model of a problem. It has
to be saved in a form understandable for the SimOpt module. In the current ver-
sion of the solver, the algebraic-logical models of the problems are implemented
using a programming language. The ALM Modeler is constantly developed. It
is intended to provide models of problems that belong to classes known by the
solver. Thus, the ALM Modeler will have a repository of models for various opti-
mization problems. The SimOpt module will obtain models from this knowledge
base.

The Algorithm Module, which closely cooperates with SimOpt, provides a
collection of already implemented methods and algorithms, and allows one to
design new algorithms. It consists of two parts: the Algorithm Repository and
the Algorithms Designer. Algorithm Repository stores methods and algorithms
both in the database and as software libraries. These algorithms come from the
Algorithm Designer. SimOpt and the Algorithm Module share common inter-
face. The SimOpt module constitutes a frame for generating process trajectories
within the ALMM methodology. It provides interfaces for all the algorithms, but
their actual implementation is provided by Algorithm Module.

The Results Interpreter cooperates and communicates with the SimOpt mod-
ule. It reads and analyses data uploaded by SimOpt to the database.



ALMM Solver: The Idea and the Architecture 507

3 Non-Functional Requirements

Non-functional requirements describes how the use of application has an effect
on user satisfaction and constitutes a software quality model. For over 60%
of system architects, non-functional requirements are at the basis of software
system architecture and technological choices [1]. Full model of software quality
consists of following non-functional requirements:

– Functional suitability - the degree to which the software product provides
functions that meet stated and implied needs (functional requirements).

– Reliability - the degree to which the software product: can maintain a speci-
fied level of performance, is available when required for use, recover the data
directly affected in the case of a failure.

– Performance efficiency - the degree to which the software product provides
appropriate performance, relative to the amount of resources used, under
stated conditions.

– Operability - The degree to which the software product can be understood,
learned, used and attractive to the user, when used under specified condi-
tions.

– Security - the degree to which the software product provides protection from
unauthorized disclosure of data or information, accidental or deliberate.

– Compatibility - the degree to which the software product can co-exist with
other independent software and can be used in place of another specified
software product for the same purpose in the same environment.

– Maintainability - the degree to which a system or computer program is com-
posed of discrete components such that a change to one component has
minimal impact on other components. Furthermore, its ability to reusing
one asset in more than one software system, or in building other assets.

– Transferability - the degree to which the software product can be transferred
from one environment to another [39].

We have set the non-functional requirements and created a model of software
quality for the ALMM Solver. We were guided by the need to develop a platform
that is easy to extend with new functionalities. Another important feature of the
solver is its ability to integrate with other systems. The created quality model
meets the following non-functional requirements: functional suitability, reliabil-
ity, operability, compatibility, maintainability. These are the characteristics of
the quality model for the solver:

– Functional suitability - our solver satisfies non-functional requirements nec-
essary at the current stage of development (which are described in [16]). Ap-
plied data structures allow to implement any model of the problem prepared
according to the ALMM methodology. Architecture of the solver standard-
izes building ALM models of problems through designed data structures. We
also developed common rigorous language (Ubiquitous Language [20], [41])
for the ALMM methodology. This created language improves understanding
of the problem and communication between the development team and do-
main experts. We did not introduce restrictions on the calculation accuracy.
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Thus the ALMM Solver allows one to perform calculations with an accuracy
resulting from hardware limitations.

– Reliability - the SimOpt module is designed using the component architec-
ture [32], [29], [28], [33], [37]. This allowed us to reduce the software regression
[36] during the development of the framework. One can choose the way of
storing the data generated during calculations: as either storing the data
in a database, or in-memory. Both methods have advantages and disadvan-
tages. The database can store huge amount of data generated during the
computation, but is much slower than in-memory storage. In-memory stor-
age, however, does not guarantee restoring all the processing data after an
unexpected interruption.

– Operability - There are two kinds of solver users. Users of the first type
simply run the solver in order to perform calculations for a given problem.
Users of the second type design models, algorithm and methods. The solver
is started by a special launching application which requires input informa-
tion: instance data and simulation parameters (methods, algorithm, etc).
Also, some external application can start the solver. In order to facilitate
designing models and algorithms, there is a need to fit up ALM Modeler and
Algorithm Designer with specially developed meta language. This language
should eliminate the need of using programming languages and thus allow
more users to make use of these modules.

– Compatibility - designing the solver as a framework allows one to use it as an
external module in other systems. The SimOpt framework is a standardized
set of rules for building trajectories in order to find a solution to a problem.
The SimOpt module can be started by means of either dedicated or external
software application and supports a real-time analysis of the results. Spe-
cially designed API is provided, which enables integration of the solver with
external applications.

– Maintainability - the solver architecture is open for extensions. In places
where it is intended, additional functionality may be included due to devel-
opment of the ALMM methodology. The other hand, the components (or
their parts) that constitute the core of the ALMM methodology are closed
for modifications. Application of good design patterns and high code cov-
erage (unit tests) decreases the risk of regression bugs after modifications
[36]. Individual parts of the solver can thus be modified and developed al-
most without any influence on the other modules and components. Each
algorithm, once applied in calculations, is stored in the Algorithm Reposi-
tory, which allows using it also in other problems. There is also an advanced
module for logging run-time information (errors, warnings, infos) to a vari-
ety of output streams. It allows for real-time monitoring of the simulation
(calculations).

4 Architecture of the ALMM Solver

ALMM Solver meets the functional and non-functional requirements. The solver
architecture supports construction of extensions and integration with other
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Fig. 2. Structure of ALMM Solver

systems. As proper system architecture is the foundation of good quality soft-
ware, we have designed the solver in accordance with the best practices, design
patterns and principles. This has required both strategic and tactical decisions
during the design process [19].

Our strategic decisions were: use the Domain-Driven Design approach [20],
[41], develop the main module of the solver as a framework, use the Event-Driven
Architecture [41] and aspect oriented programming [30].

Our tactical decisions, which are solutions of specific implementation problems
and have a lesser impact on a software architecture, were associated with using
Creational Patterns, Structural Patterns, Behavioral Patterns [24], the reposi-
tory pattern [20], [41], event bus, the plug-in pattern [22]. We also used SOLID
principles developed by Robert C. Martin to help keeping a software product as
simple for maintain and as easy to extend as possible [35].

ALMM Solver is a very complex tool. Depending on the given problem, it
requires different data structures and algorithms. There was a high risk of cre-
ating a system that is a "Big Ball of Mud" [21] or have a code smell symptom
[23]. This risk was minimized by creating SimOpt as a framework, by proper
requirements analysis, and by using relevant design patterns and principles.



510 K. Rączka et al.

An important aspect in the solver development was determining the accurate
naming of components. It was based on the developed ubiquitous language. We
distinguished the key elements associated with the ALMM methodology: model
of a problem, problem instance, particular algorithms and methods, trajectory,
process state, decision, transition function, criterion, etc. Recognizing these ele-
ments led to build effective structure of the solver with well defined components.

The architecture of the ALMM Solver with detailed structure of the SimOpt
module is presented in Fig. 2.

5 Architecture of the SimOpt Module

SimOpt is core module of the solver. Its role is to seek the solution of the given
problem, following the ALMM methodology.

The process of designing the module started with the analysis of several mod-
els of the problems. In [9], [6], [7], [4], [5] AL models for discrete manufacturing
process control, for logistics problems (the salesman problem), for knapsack prob-
lem, has been given while in [8], [3], [14], [13], [18] the author presented a model
for a complex real-life problem encompassing both manufacturing and logistics.
Then model of the last problem was also developed in [15], [11]. Then new mod-
els has been proposed in [25], [10], [17]. We distinguished elements specific to
individual problems from elements specific to the whole class of problems, by us-
ing the Adaptable Design Up Front approach [34]. Mechanisms developed within
SimOpt provide the possibility of injecting specific components for a given class
of problems or adding new algorithms and methods. Extensions to the ALMM
methodology are implemented as new components using the Event Bus pattern.
They do not interfere with the existing architecture.

SimOpt as a framework provides universal abstractions, which allow for im-
plementing any given model. It is built according to the component-based devel-
opment. Components are loosely-coupled and perform a separate responsibilities
[40] related to the ALMM methodology. They are implemented using the Inver-
sion of Control Paradigm. SimOpt consists of several components: State Chooser,
Decision Generator, Decision Chooser, State Generator, Quality Criteria and Co-
ordynator, which coordinates the whole procedure of building a trajectory. Each
of the components can be developed independently. They are loosely coupled.
In effect, the risk of regression during their modification is low.

SimOpt is the core subdomain [20], [41] of solver. SimOpt acts as a Shared
Kernel [20], [41], i.e., it is a common part for all classes of problems. Cooperation
of the SimOpt module with the ALM Modeler and the Algorithm Module (which
belong to other Bounded Contexts) is implemented using the Anticorruption
Layer approach [20], [41]. This approach defines the principles on which cooper-
ation of modules from different Bounded Contexts is implemented. Integration
of SimOpt and the Algorithm Module is implemented in accordance with the
plug-in pattern. This combination allows for extensions of the algorithms reposi-
tory without recompiling the whole solver source code. The SimOpt module and
the Result Interpreter module are mutually independent. The Result Interpreter
module simply uses the data stored in the database by SimOpt.
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SimOpt is designed according to the KISS rule [31] that recommends avoiding
of complications in the implemented systems. Thus it realizes the basic pattern
of the ALMM methodology, but has the infrastructure that allows for injections
of additional components. It is done with the use of the event bus pattern,
which is used in all places where domain events [41] occur as potential places for
extensions.

SimOpt can use problem models created in two ways:

– designed by the ALM Modeler module. ALM Modeler will have a user inter-
face enabling users to create a model of a given problem without knowing
any programming language.

– implemented using a programming language in accordance with the inter-
faces provided by SimOpt. This option is for problems that do not belong
to the classes known by the solver and, thus, cannot be designed within the
ALM Modeler.

6 Solution Generation within the ALMM Solver

The process of finding a solution with the use of the ALMM Solver is as fol-
lows. In the launching application, a user selects an appropriate model of the
problem, chooses methods and algorithms along with its parameters and uploads
the instance data. These settings are stored in the Controller component, which
than decides what actions individual component take. According to the Inver-
sion Of Control paradigm, Controller is injected to all components of the SimOpt
module: State Chooser, Decision Generator, Decision Chooser, State Generator,
Quality Criteria.

After the initialization, the Coordinator component starts to operate, i.e., to
execute the solution finding process. It is done by executing in a cycle appropri-
ate components of the SimOpt module. Launch of each component is connected
with executing of the relevant cross-cutting concerns (according to aspect ori-
ented programming), e.g., recording the results of the component actions to
the database. Writing to the database is performed using the repository design
pattern. Launch of each component also launch relevant event which allow ex-
tending the procedure of generation of trajectories by the solver with additional
elements.

In each cycle managed by Coordinator the next node (corresponding to a
state) of the state tree is generated. Each cycle begins with the selection (by
StateChooser) of the state for which the next state will be generated, according
to chosen search strategy. For this state, DecisionGenerator generates a whole or
a part of a set of possible decisions. From this set, DecisionChooser selects one
decision, in accordance to a particular procedure specified in Controller. Con-
troller decides which algorithms from the repository is to use in computations.
Selected one is transferred to the SimOpt module using the Inversion Of Control
paradigm and is injected to the appropriate component.

The decision selected by DecisionChooser, and the current state selected by
StateChooser are sent to StateGenerator, where a new state is calculated, and to
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the QualityCriteria component, where the criterion value is calculated for this
state. The state is verified whether it belongs to the set of non-admissible or
goal states. A new node is created in the state tree. The node corresponds to
the newly generated state. All the information connected with it is stored in the
database. After generation of the node, a related event, to which the Analyzer
component is subscribed, is generated. Analyzer performs the analysis of the
new state and changes the parameters stored in Controller due to information
gained during generation of the trajectory.

7 Conclusions

The paper presents results of the new research concerning the ALMM Solver,
the tool for solving various discrete problems, especially NP-hard in particular
dynamic problems. The idea of the solver based on ALMM paradigm and the ini-
tial architecture comes from Dudek-Dyduch E. and is developed by her research
team.

The paper describes the architecture of the ALMM Solver and requirements
regarding the solver, that includes funtional and non-functional requirements
(functional suitability, reliability, operability, compatibility, maintainability). The
solver architecture supports construction of extensions and integration with
other systems. As proper system architecture is the foundation of good qual-
ity software, we have designed the solver in accordance with the best practices,
design patterns and principles. The SimOpt module, the core of the ALMM
Solver, is designed as a framework and it is implemented partly in a way open
for extensions and partly in a way closed for modifications. Modules related to
building trajectories within the ALMM methodology are closed, and modules
connected with modeling of the given problem are open.

Further work will focus on developing the solver by adding new elements or
improving old ones. At the same time new problems, methods and algorithms
will be implemented.
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Abstract. Designing energy efficient street lighting got an emerging do-
main due to technological potential of LED light sources. To profit those
solutions however one has to use effective computational methods en-
abling low-energy-solution finding. In this article we focus particularly
on the problem of discovering and removing over-illuminated areas be-
ing the side-effect of using typical lighting design methods, especially in
the case of non-regular areas. We propose the approach which combines
hypergraph-based modeling of objects, the concept of slashed graphs and
heuristics addressing optimal lighting issue. The synergy of those three
parts creates practically usable methodology for time and energy efficient
outdoor lighting design.

Keywords: Slashed graphs · Street lighting · Agent systems · Bulk
computations

1 Introduction

The emergence of advanced, LED-based technologies on the outdoor lighting
market opened new perspectives on creating energy efficient and well suited
lighting infrastructures [18]. Two most important drivers staying behind are:
luminous flux dimming capability (which was rudimentarily present for high-
intensity discharge lamps, abbrev. HID) and possibility of shaping a photometric
solid of a fixture [6,9]. In particular, the former property is not reachable in other
technologies: dimming HID or metal halide lamps is not feasible in the full range
(i.e., 0-100%) and reduces the source’s lifetime. Besides that, the onset time
of typical light sources is significantly higher than for LEDs, and makes those
sources unsuitable for an adaptive street lighting.

A lot of commercial photometric software profiting of those properties are
available on the market. Their common feature however is ability of making
computations for a single scene only. Thus, if one aims at computing photome-
try for some region consisting of several blocks and including a couple of streets
then he needs to set up manually a sequence of separate scenes corresponding
to particular lighting situations. Another problem arising in this context is com-
puting photometry and optimizing street lighting configuration for non-typical
(contrary to straight, uniform street sections) road situations like cross roads,
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DOI: 10.1007/978-3-319-19369-4_46



516 A. Sędziwy and L. Kotulski

conflict areas and so on. The typical approach to photometric design results in
producing over-illuminated scenes and thus increased energy usage (see [2]).

Summarizing the issues mentioned above: there is no tool enabling time ef-
ficient and scalable photometric computing, especially for non-standard scenes.
To illustrate the problem of a time efficient solution finding in lighting design
tasks let us consider the trivial example of a row of ten LED lamps1, being de-
signed along some motor road. Since the considered installation is made from
scratch the following parameters may be varied to find the best solution:

1. fixture model/photometric solid (500 – variants),
2. fixture mounting angle (from 0◦ to 20◦ with step 1◦ – 21 variants),
3. pole height (from 6m to 12m with step 0.1m – 61 variants),
4. lamp spacing (from 20m to 40m with step 0.1m – 201 variants),
5. arm length (from 0m to 2m with step 0.1m – 21 variants),
6. dimming level (from 0% to 99% with step 1% – 100 variants).

The resultant total number of variants to be checked is N ≈ 2.7× 1011.
The computing time for a single variant takes about 0.1 s, so the total time of

the calculation (for all variants) takes over 14 years on a single 4-core processor.
What is worse, in real life cases we design photometric scenes containing thou-
sands of lamps (e.g., about 7,000 lamps in SOWA Project carried out in Cracow,
Poland). We suggest to solve the above problem twofold: by applying AI methods
to finding an optimal variants and by parallelization of computations.

In this paper the representation of slashed graphs [21] as a formal background
for this purpose is proposed. It offers a flexible and scalable formal framework for
scene modeling, allowing parallelizing and distributing the photometric compu-
tations. It enables defining a set of computational tasks ascribed to subsequent
lighting situations covering the entire considered area. The proposed method-
ology is based on a problem’s graph representation which is a broadly used in
various domains [15,17,14,7,8,11,19]. Such a graph model constitutes an envi-
ronment for a multi-agent system. Particular agents are ascribed to subtasks
performed in parallel and an agent’s knowledge is sewn in a graph structure
[16,12,13].

The key property of this methodology is processing a given area not "as is"
i.e., with some assigned set of luminaires but analyzing all lamps available in its
neighborhood, selecting those among them which influence a scene and, in the
sequel, dividing logically a scene into subareas having different levels of illumi-
nation. The objective is to equalize those levels, reducing power usage overhead
and stay aligned with mandatory lighting standards. Such an approach allows
for more accurate adjustment of lamp work parameters (dimming, photometric
solid) and thus minimizing the power consumption.

Although a single task (i.e., made on one scene) seems to be a low complexity
operation, from the perspective of an entire considered urban space however
we face the scalability related issue. To overcome this problem we use slashed

1 Computing time may be regarded as constant wrt the number of poles.
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graphs model introduced in [21] This formalism was introduce to support parallel
distributed computations.

The structure of the article is organized as follows. In the next section the
problem formulation will be introduced. Sections 3 and 4 contain formal basics
of used graph models: the short overview of the used hypergraph representa-
tion of complex solids and the slashed graphs model mentioned above. The way
of formulating a computational task is presented in Section 5 while an overall
computation process will be discussed in Section 6. The final conclusion may be
found in Section 7.

2 Problem Formulation

The main objective of the outdoor lighting design is preparing infrastructure
which fulfills mandatory standards ([3,4,10]) related to lamps performance. Those
norms are expressed quantitatively by threshold values of certain photometric
quantities which have to be ensured by a lighting system. Among those quanti-
ties are: average illuminance – Eavg, average luminance – Lavg, longitudinal and
overall uniformity – Ul and Uo respectively, threshold increment – TI, surround
ratio – SR and others. Values of those parameters for each a road must not cross
the established thresholds defined by a standard. The sample set of norms given
for street lighting is shown in Table 1.

Table 1. ME lighting classes according to DIN EN 13201-2

class Lavg [cd/m
2] Uo Ul TI [%] SR

[min. value] [min. value] [min. value] [max. value] [min. value]

ME1 2.0 0.4 0.7 10 0.5
ME2 1.5 0.4 0.7 10 0.5
ME3a 1.0 0.4 0.7 15 0.5
ME3b 1.0 0.4 0.6 15 0.5
ME3c 1.0 0.4 0.5 15 0.5
ME4a 0.75 0.4 0.6 15 0.5
ME4b 0.75 0.4 0.5 15 0.5
ME5 0.5 0.35 0.4 15 0.5
ME6 0.3 0.35 0.4 15 -

When designing lighting for a zone consisting of numerous streets and pedes-
trian routes one has to perform computations for multiple lighting situation (LS)
assigned to particular areas. Each LS is defined for a single area A which may
be either homogeneous in terms of geometric properties (number of lanes, width,
surface type) and street lamps locations (arrangement, spacing, setback, over-
hang) or non-regular e.g., for some types of road junctions (see Fig.1). Applying
the results reusing approach in the former case [22] may reduce significantly the
computing time. Another factor which has to be taken into account while con-
sidering an LS, is the presence of objects (buildings) dropping shadows on it.
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In those circumstances some luminaires may be excluded from computations as
not affecting a scene.

Figure 1 shows the trivial example of a scene: the cross road (area A1) with
three incoming streets (areas A2, A3, A4) and adjacent sidewalks. Luminaires are
marked with diamonds. Moreover, circles indicating light ranges are shown for
selected lamps2. A particular lighting situation, delimited with a dashed line,
consists of a relevant area and luminaires located on it. It should be stressed
that a given area may be affected by luminaires belonging to foreign LS’s, for
example lamps 2 and 3 standing on A2 influence illuminance on A1.

Fig. 1. The sample crossroad. The diamond marks denote luminaires and gray areas
- buildings. For the better readability the figure illustrates an impact of four lamps
only (numbered 1 . . . 4) and the lamps are denoted with indices only (instead of Fi). A
circle delimits a range of a single luminaire while colors are related to overlapping of
particular ranges: red – 3 lamps, orange – 2 lamps, yellow – single luminaire

The complete input for photometric computations performed for a given LS,
is a compound of road related data (Rd) and luminaires related data (Ld). The
latter ones include a set of fixtures which luminous flux affects a given area. This
set will be denoted as Aff(A) where A is an area underlying LS. For Figure 1
we have: Aff(A1) = {F1, F2, . . . F11}. The impact of other fixtures is neglectable
due to actual distances.

3 Graph Model of Urban Space

To enable the efficient analysis and modeling of large-scale or complex systems,
their description needs to be formalized. Such a formalization is required prior to
computer aided problem solving. In the paper [20] the 3D-compliant hypergraph
model of an urban space was introduced. Hypergraph formalism is broadly ac-
cepted and used in the 3D modeling [5,1,24]. In this model both buildings and
areas (e.g. streets, sidewalks, squares, lawns) are represented by hypergraphs3

2 Note that a circle is valid only for a photometric solid having radial symmetry. We
make here such a simplifying assumption for more clarity.

3 In the case of surfaces a given area is assigned with an infinitesimal height to obtain
3D object which, in the sequel, may be described by a hypergraph.



Graph-Based Optimization of Energy Efficiency of Street Lighting 519

with fixtures (luminaires) as their vertices (or more precisely, vertices of a certain
type).

Besides hypergraphs, we will also use the typical graph model (see Section 4)
as it will be obtained as a result of hypergraphs aggregation. The basics of the
hypergraph approach and its transition to the regular graphs presented below.

f1

f6

f2

f4

f5

f3

f2

f3

f6

f5

f4

f1

Fig. 2. A hypergraph representa-
tion of a cuboid

Hypergraphs. Let T will be a polyhedron
consisting of n faces (f1, f2, . . . fn), k edges
(a1, a2, . . . ak) and m vertices (h1, h2, . . . hm).
Hypergraph HT representing the polyhe-
dron T is a tuple HT = (V,A,H), where
V = {f1, f2, . . . fn} is a set of hypergraph
nodes (representing physical faces), H =
{h1, h2, . . . hm} is a set of hypergraph hy-
peredges (representing physical vertices), and
HA = {a1, a2, . . . ak} is a set of hypergraph
edges (representing physical edges).

Figure 2 presents the hypergraph model of
a cuboid. For the case of two adhering poly-
hedrons, we introduce the additional, logical
type of edge (referred to as an external edge),
which denotes adherence of two faces.
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Fig. 3. A hypergraph model of adhering polyhedrons (left) and its aggregated form
(right)

In some cases, one requires general information about an overall object struc-
ture rather than its detailed properties. In such circumstances, it is sufficient
to get information about relations among particular components of a considered
scene. To accomplish that, we transform (collapse) hypergraphs to vertices using
aggregating transformation. Such an operation, also referred to as synthesis, is
described in [23]. All data describing how external edges (i.e. edges connecting
two adjacent solids) were attached to the collapsed hypergraph are stored as
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values of supplementary attributes of those edges. Thanks to that the inverse
operation, namely analysis, may be executed [23].

Figure 3 (left) presents a hypergraphmodel of five adhering cuboidal objects (ex-
ternal edges are represented as thick lines). Additionally, one of them has a point
object attached (which may represents fixture/luminaire). In Figure 3, the aggre-
gated form of this composite object is presented: hexagonal nodes (H1, . . . , H5)
correspond to collapsed hypergraphs.

4 Slashed Graphs

In this section a brief overview of a distributed graph representation will be pre-
sented. This model is crucial for parallel execution of photometric computations.

Definition 1. (L,A)-graph is a digraph G = (V,E), where V is nonempty,
finite set of indexed nodes, E ⊆ V ×(L×A)×V is a set of arcs and L, A denote
respectively a set of labels and attributes of edges. The family of (L,A)-graphs
will be denoted as G.

In the sequel we introduce the notion of slashed form of a graph, being fun-
damental for (L,A)-graph decomposition considered further.

Definition 2. Let G = (V,E) ∈ G. We define a set {Gi}i∈I of graphs in the
following manner: (i) Gi = (Vi, Ei) ∈ G and Vi = Ci ∪Di, Ci ∩ Di = ∅, where
Ci is a set of internal vertices and Di denotes a set of dummy nodes, (ii)
V =

⋃
iCi, where Ci∩Cj = ∅ for i �= j, (iii) ∀v ∈ Di ∃ !v′ ∈ Dj(i �= j) such that

v′ is a replica of a node v; ∀v ∈ Di : dG�
i
(v) = 14, (iv) ∀e ∈ Ei : e is incident to

at last one dummy node.
An edge incident to a dummy node will be referred to as a border edge. A

set of all border edges in a graph Gi will be denoted as Eb
i . On the other side

Ec
i = Ei − Eb

i is a set of internal edges of Gi.
Let us denote M = L × A then {Gi} defined above is a slashed form of G

(denoted as �G) iff following conditions are satisfied:

1. ∀Gc
i = (Ci, E

c
i ), ∃Hi ⊂ G : Hi

α� Gc
i and Hi, Hj are disjoint for i �= j (

α�
denotes isomorphism α between graphs).

2. There exists bijection f : M2 → M such that for (e, e′) ∈ Eb
i × Eb

j (i �= j),
where e = (xc,m, v) ∈ Ci × M × Di, e

′ = (v′,m′, yc) ∈ Dj × M × Cj and
v′ is a replica of a node v, there exists exactly one edge eij = (x,me, y) ∈
E such that xc = α(x), yc = α(y) and f(m,m′) = me. eij is referred to as
a slashed edge associated with dummy nodes v, v′.

3. ∀e = (x,m, y) ∈ E : (i) ∃ ! ec ∈ Ec
i for some i, such that ec = α(e) or (ii)

∃ ! (v, v′) ∈ Di × Dj for some i, j, such that e is a slashed edge associated
with dummy nodes v, v′.

Gi ∈ �G is referred to as a slashed component of a graph G.
4 For a given digraph G, G� denotes an underlying undirected graph.
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Having the formal definition of a graph’s slashed form we may introduce two
complementary mappings. Δ : G → G × G decomposes X ∈ G into slashed
components X1, X2 ∈ G and Ψ : G ×G → G merges two slashed components and
removes all relevant dummy nodes shared by both of them.

In Figure 4 the centralized and slashed form of a certain graph G are shown.
Internal nodes are denotes as circles (©), and dummy ones as squares (�).
Moreover the following indexing convention is applied (see Figure 4b).

– An index of an internal node has the form (i, k), where i is an unique identifier
of a slashed component Gi ∈ �G and k is an unique (in Gi) node index.

– A dummy node index has the form (−1, k)r, where k is a globally unam-
biguous identifier of a pair of dummy nodes and r is a reference of a slashed
component containing the complementary replica of a given dummy node.
Using reference r enables instant retrieving of a dummy node’s replica.

6

7

3

5

2
1

4

(a)

(2, 5)

(1, 1)

(2, 3)

(2, 2)

(−1, 3)2

(−1, 1)2 (−1, 1)1

(1, 2)

(−1, 2)1(−1, 2)2

(2, 4)(−1, 3)1

(2, 1)

(b)

Fig. 4. (a) Graph G (b) �G representation

The above definition of a slashed representation may be too complicated for
practical use. For that reason two transformations, namely Split and Merge,
enabling migration between centralized and distributed graph model were intro-
duced in [21]. The complexity of both operations is O(|E|) which means that it
is linear wrt a number of dummy node pairs. The detailed discussion on their
complexity in a distributed environment may be found in the mentioned article.

5 Defining Computational Tasks

Before the algorithm of LS’s generation will be introduced let us define the
following auxiliary notation.

1. Vcom denotes a set of nodes corresponding to computational areas like streets
with sidewalks, cross sections, conflict areas and so on.

2. N(x ∈ Vagg) is a set of aggregated nodes (i.e., representing some hyper-
graphs) being the neighbors of x.

3. Lx for x ∈ Vagg is a set of nodes labeled by F (i.e., representing fixtures)
which are neighbors of x.

4. B(u, v) = {x : lab(x) = B ∧ x ∈ N(u) ∩ N(v)} for (u, v) ∈ Vagg × Vagg

denotes a set of vertices representing buildings (labeled with B) which are
adjacent to areas represented by u and v.
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5. B(u) =
⋃

v∈N(u) B(u, v) is a set of all buildings adjacent to area u and to
some area neighboring u.

Suppose that an area A represented by vA ∈ Vcom is given. To perform pho-
tometric computations on A one has to collect all luminaires affecting it i.e.,
Aff(A). To accomplish that a neighborhood N(vA) has to be determined by us-
ing some search algorithm, e.g., BFS. Next, the influence of buildings adjacent
to A on its illumination has to be investigated: for each v ∈ N(vA) we compute
a set L−

v = {x : lab(x) = F ∧B(vA) blocks the influence of F on A}. Finally we
get Aff(A) =

⋃
v∈N(vA)(Lv − L−

v ).
An important phase of computations leading to definition of an LS is related

to evaluating the expression B(vA) blocks the influence of F on A, present in
the definition of L−

v . This evaluation is accomplished by geometric analysis of
an overlapping of physical objects and photometric solids.

Next step is subdividing an LS’s underlying area, A, into segments on the
basis of illuminance levels on A. The example is demonstrated in Figure 5: the
lighting situation is bounded by the thin dashed line and segments obtained by
an area subdivision are separated by the thick dotted one. Each single luminaire
is associated with a circular range limit (filled with light yellow). Zones where
ranges overlap are colored with either yellow (overlapping of 2 ranges) or orange
(3 ranges). There may be distinguished three subareas of A, having different
average lighting levels (LL). Those subareas are denoted as A1 (moderate LL),
A2 (low LL), A3 (high LL).
Remark. Let us note that boundaries separating subareas are set in an arbi-
trary manner. In particular, to avoid too high granularity some lower limit for
a subarea’s size should be established.

The important property of the proposed approach is that lighting levels are
tuned separately (for A1, A2, A3) rather than for the entire area A. Thanks to
this over-illuminating and related energy costs may be avoided. Prior to that
Aff(Ai) sets have to be determined:

– Aff(A1) = {F4, F5, F6, F11}, A7 /∈ Aff(A1) because A1 is shaded by B1,
– Aff(A2) = {F1, F4, F6, F7},
– Aff(A3) = {F1, F2, F3, F4, F8, F9, F10}.

Note that complexity of determining Aff(Ai) is polynomial with respect to
both a number of luminaires and a number of streets incoming to A.

Finally we obtain:

LSi = {R(i)
d ,L

(i)
d }, where R

(i)
d = Ai,L

(i)
d = Aff(Ai).

Tuning of a luminaire relies on adjusting its luminous flux. This operation
does not change a radius of a range circle itself (or in the real-life cases – a
shape and size of a range area) because photometric solid may be alternated by
modifying a fixture’s optics only [6,9]. One can decrease however intensity (by
dimming) and thereby practically minimize an illuminated zone. Assuming that
A1 illuminance is compliant with a standard, fluxes from F1, F4 and F7 should
be increased while fixtures F2, F3, F10 have to be dimmed.
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Fig. 5. The sample crossroad. Bolded points denote lamps and gray strips - sidewalks.
Buildings are denoted with B1 . . . B6 and considered luminaires with F1 . . . F10. A circle
delimits a range of a single luminaire while colors are related to overlapping of particular
ranges: orange – 3 lamps overlapping, yellow – 2 lamps overlapping, light yellow – single
luminaire range

6 Computations

Computational tasks introduced in the previous section are preformed on all
aggregated nodes (see Fig.2) representing roads, sidewalks and other similar
areas. Additionally, nodes representing buildings and other massive objects may
be applicable during computations (see points 4 and 5 in Section 5). From the
global perspective computations are made on a normal graph (i.e., not on a
hypergraph) and they are node-oriented which means that almost all input data
are located in aggregated vertices. For that reason a natural environment for
their execution are slashed graphs introduced in Section 4.

From the local (aggregated node) perspective which covers blocks 3–5 in
Figure 6, task execution may be either centralized (for simple, homogeneous
lighting situations) or recursively distributed when a given area is partitioned
(Section 2). For the latter case a slashed graph representation is used again:
subsequent subareas are assigned with aggregated nodes hosting particular sub-
calculations.

Regarding the polynomial complexities of subsequent phases of computations,
the overall complexity is polynomial as well.
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Fig. 6. Subsequent phases of computations

7 Summary

Well designed lighting infrastructure based on LED lamps enables achieving im-
portant energy savings in outdoor lighting. The rapid technological development
in this field is not supported however by suitable tools capable of performing
bulk computations, required in large scale retrofit projects (e.g., in cities) cov-
ering a huge number of streets, squares and so on. In previous articles (e.g., see
[22]) the main effort was put into facilitating massive outdoor lighting optimiza-
tion made on typical regular road situations. In this paper we fill this gap by
introducing the enhancement to graph-based photometric computations, which
enables optimizing lighting parameters for non-standard areas (e.g. non-regular
crossroads). This goal is achieved by fine-grained analysis of a considered area
and finding a balance between energy efficiency and requirements imposed by
mandatory lighting standards.

The complexity of computations performed in the proposed methodology is
polynomial but their execution in a distributed environment of slashed graphs
reduces the computation time substantially. Computations performed in the
SOWA project (7,000 lamps with altered parameters: pole height, arm length,
fixture model, dimming) were completed in 6 hours.

References

1. Ansaldi, S., De Floriani, L., Falcidieno, B.: Geometric modeling of solid objects by
using a face adjacency graph representation. SIGGRAPH Comput. Graph. 19(3),
131–139 (1985), http://doi.acm.org/10.1145/325165.325218

2. Boyce, P., Hunter, C., Vasconez, S.: An evaluation of three types of gas station
canopy lighting. Tech. rep., Lighting Research Center, Rensselaer Polytechnic In-
stitute, Troy, NY 12180-3352 (December 2001)

3. British Standards Institution (BSI): Road lighting. performance requirements, bs
en 13201-2:2003, London: BSI (2003)

http://doi.acm.org/10.1145/325165.325218


Graph-Based Optimization of Energy Efficiency of Street Lighting 525

4. Commission Internationale de l‘Eclairage: Lighting of Roads for Motor and Pedes-
trian Traffic, CIE 115:2010, Vienna: CIE (2010)

5. De Floriani, L., Falcidieno, B.: A hierarchical boundary model for solid object
representation. ACM Trans. Graph. 7(1), 42–60 (1988),
http://doi.acm.org/10.1145/42188.46164

6. Doskolovich, L.L., Dmitriev, A.Y., Bezus, E.A., Moiseev, M.A.: Analytical design of
freeform optical elements generating an arbitrary-shape curve. Appl. Opt. 52(12),
2521–2526 (2013), http://ao.osa.org/abstract.cfm?URI=ao-52-12-2521

7. Ehrig, H., Heckel, R., Korff, M., Löwe, M., Ribeiro, L., Wagner, A., Corradini, A.:
Algebraic approaches to graph transformation II: Single pushout approach and com-
parison with double pushout approach. In: Rozenberg, G. (ed.) The Handbook of
Graph Grammars and Computing by Graph Transformation. Foundations, vol. 1.
World Scientific (1997)

8. Engelfriet, J., Rozenberg, G.: Node replacement graph grammars. In:
Rozenberg, G. (ed.) Handbook of Graph Grammars and Computing by Graph
Transformation, vol. I, ch. 1, pp. 1–94. World Scientific (1997)

9. Feng, Z., Luo, Y., Han, Y.: Design of led freeform optical system for road lighting
with high luminance/illuminance ratio. Opt. Express 18(21), 22020–22031 (2010),
http://www.opticsexpress.org/abstract.cfm?URI=oe-18-21-22020

10. Illuminating Engineering Society of North America (IESNA): American National
Standard Practice For Roadway Lighting, RP-8-00, New York: IESNA (2000)

11. Dasso, J.: w., Păun, G., Rozenberg, G.: Grammar systems. In: Salomaa, A.,
Rozenberg, G. (eds.) Handbook of Formal Languages, vol. 2, ch. 4, pp. 155–213.
Springer, Heidelberg (1997)

12. Kotulski, L.: Distributed graphs transformed by multiagent system. In:
Rutkowski, L., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2008.
LNCS (LNAI), vol. 5097, pp. 1234–1242. Springer, Heidelberg (2008)

13. Kotulski, L.: GRADIS – Multiagent Environment Supporting Distributed Graph
Transformations. In: Bubak, M., van Albada, G.D., Dongarra, J., Sloot, P.M.A.
(eds.) ICCS 2008, Part III. LNCS, vol. 5103, pp. 644–653. Springer, Heidelberg
(2008)

14. Kotulski, L., Strug, B.: Multi-agent system for distributed adaptive design. Key
Engineering Materials 486, 217–220 (2011)
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Abstract. In this paper we propose application of extended AMUSE blind 
signal separation method to improve a model prediction. In our approach we 
assume, that results generated by any regression model usually include both 
constructive and destructive components. In case of a few models, some of the 
components can be common to all of them. Our aim is to find the basis 
elements via AMUSE algorithm and distinguish the components with the 
constructive influence on the modelling quality from the destructive ones. We 
extend the standard AMUSE algorithm for cases with strong noises. The crucial 
question is to determine number of delays used in separation process and define 
criterion for destructive components identification. We propose novel method 
of randomness analysis to solve above problems. Due to complexity of the 
whole BSS aggregation method we include some methodological remarks as 
the framework for proposed approach.  

Keywords: Blind signal separation · Models aggregation · AMUSE algorithm 

1 Introduction 

In this paper we develop model aggregation concept based on multivariate decom- 
positions via AMUSE algorithm taken form blind signal/source separation (BSS). The 
AMUSE algorithm is one of most popular second order statistics approach in BSS [4, 16, 
18]. We utilize it in our aggregation/ensemble method. Having a few prediction models  
we treat their results as multivariate variable with interesting latent components [15]. 
Some of those basic latent components can be destructive so their identification and 
elimination should improve final prediction. In such methodology applying BSS methods 
with separation and again mixing stage can be treated as specific filtration processes [19]. 
Since the standard separation methods are addressed for the linear model of signals 
mixing then for the aggregation we use a stage with nonlinear transformation based on 
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neural network, to be able to imitate complex and more realistic relationships between 
the signals. 

The BSS aggregation tasks set out a number of specific research problems related 
to both, the process of blind source separation and aggregation issues. These key 
issues include, inter alia, parameters determination of the separation algorithm and 
identification of destructive components. In general these issues can treated separately 
[17]. However, in case of AMUSE algorithm for which the key factor is the number 
of time delays, we show that there are such criteria that can solve two problems: the 
choice of number of delays and destructive components identification. For this reason 
we will propose a method for randomness analysis which is inspired by widely known 
R/S analysis [9,13]. The authors’ contribution is variability measure which is 
addressed to the data with the temporal structure that directly describes the shape of 
the signal. The proposed method seems to be much more accurate and unambiguous 
than the R/S analysis. 

To demonstrate the effectiveness of the proposed method, we will perform 
computer simulation using benchmark Friedman functions [7]. In this experiment, we 
will also compare the proposed method to the bagging. However, it should be noted, 
that although comparison of the final result is always possible, BSS aggregation 
differs from the typical aggregation methods like bagging or boosting [2,5,20]. These 
aspects are discussed in the section devoted to methodological issues and compared 
with other aggregation methods. 

2 BSS and Model Aggregation Statement 

Blind signal/source separation methods aim to find latent source signals hidden in 
their mixture [4,10]. The standard model for BSS is described as 

 

where T
n1,...,xx ][=x are observed signals, T

m1,...,ss ][=s are hidden (unknown) 

source signals, and mn×ℜ∈A  is unknown nonsingular matrix representing the 
mixing system. In our case for simplicity we assume n=m. The purpose of the BSS is 
proper separation (reconstruction, estimation) of the observed signals x into source 
signals s, accepting the ambiguity according to the scale and permutation of source 
signals. To find the solution we need such matrix W that for 

where P is permutation matrix to define the order of estimated signals and D is a 
diagonal scaling matrix [4].  

The basic BSS method can be applied for filtration approach what in prediction 
context can be treated as some kind of ensemble method [14]. Let’s assume that 
observed signals n1,...,xx  are the prediction results of different modeling techniques. 

Assume further that the results are the combination of hidden components (source 
signals). Some of these components are constructive, associated with the actual value 

)()( tt Asx = , (1) 

)()()()( tttt PDsWAxWxy === , (2) 
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and the others are destructive in its nature, associated with incomplete data or 
imprecise recognition system (model). 

Under assumption that the source signal vector s contains certain constructive 
components jŝ , for pj ,...,1= and noises ls~ , for ql ,...,1= then we can write: 

T
qppp

T
n tstststststst )](~)....,(~),(ˆ),...,(ˆ[)](),...,([)( 111 ++==s . (3)

After separation of latent components we reject the destructive ones (replacing them 
with zero 0~ =ls ) to obtain improved version x̂ of observed signals x: 

 
T

npp tttstst )](0)....,(0),(ˆ),...,(ˆ[)(ˆ 11 += Ax . (4) 

Let’s note that term )(ˆ ksA  is equivalent with )(ˆ ksA  where 

],..,,,,...,,[ˆ
21 000A naaa=  is matrix created as a result of replacement a certain 

columns corresponding to destructive signals with zero vectors. The improved 
prediction, due to the elimination of noise can be written as a linear combination of 
the initial result as 

)(ˆ)(ˆ tt WxAx = . (5) 

Thus, noise filtration with BSS methods can be treated as a form of aggregation. 
Note that the components can be not pure constructive or destructive so their 

impact should have weight other than 0. It means that there could be a better mixing 

system than described by Â  and it can be formulated even more general than the 
simple linear. The wide range of nonlinear mixing can be modelled as neural 
networks systems [8]. In our case we can take MLP neural network as the mixing 
system: 

 ))]([(ˆ 211122 bbsBgBgx ++= , (6) 

where (.)ig is a vector of nonlinearities, iB  is a weight matrix and ib  is a bias vector 

respectively for i-th layer, i=1,2. If AB ˆ
1 =  the first weight layer produces results 

related to (1), but we can expect that the weights in consecutive layers and applied 
nonlinearities can improve result in the learning process. In other words, in the 
learning process we search for better mixing then system starting from system 

described by Â  (the initial weights are  AB ˆ)0(1 = ).  

The proposed process has the following steps:  
1. Building the models and collecting their results  in one multivariate variable. 
2. Decomposition results into basis components by BSS methods. 
3. Identification and elimination of destructive components from basis signals. 
4. Returning from cleaned basis signals to “cleaned” prediction results, in simplest 
case by transformation inverse to decomposition. 
5. Choice of the best results from “cleaned” prediction results. 
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3 AMUSE Algorithm for BSS Aggregation 

To solve BSS problem in aggregation context we choose AMUSE algorithm. It is 
second order statistics type algorithm which adequate for data with temporal 
structure. The basic AMUSE type algorithm can be described as follow [4,16,18]. 

1. Let )()( tt xz = , p=0, IW = ; 

2. Estimate the time delay correlation matrix [11] of observed signals with delay p 

[ ])()()( pttEp T
z −= zzR ; (7) 

3. Perform the symetrization of )( pzR  by 

 [ ]T
zzzz ppp )()(

2

1
)( RRR += ; (8) 

4. Find matrix orthogonal matrix pQ (eg. from SVD) which diagonalize the zzR ; 

5. Perform decorrelation for given delay 
)()( tt pzQy = ; (9) 

6. Let WQW p← , )()( tt yz ← , 1+← pp and go to step 2 until chosen stop 

criterion is fulfilled; 
7. The separation matrix is W. 

After AMUSE algorithm we have decorrelated time delay matrices IR =)0(zz and 

IR =)1(T
zz . The basic version of the AMUSE algorithm assumes double iteration 

with p=0 and p=1 time delays. This ensures effective separation in a variety of cases 
and has a theoretical justification from the theorem 1, please refer to [3,4]. However, 
it should be noted that the AMUSE algorithm in its basic two-step version is effective 
only for the model described by (1). The presence of even small additive noise, what 
typically for other standard BSS algorithms can be neglected and allows to take model 
(1) and obtain satisfied separation quality, for AMUSE algorithm can result in lack of 
effective separation. Similarly, even in the standard mixing model where the source 
signals are highly affected by random noises, the problems with the correct separation 
may occur. 

The solution to this problem is to take more delays and/or the exploration of a 
more general form of the correlation matrix to replace the standard (7). So the 
proposal is 

[ ] [ ]))(~())(()(~)()()( ttbEttaEp TT
zG zgzfzzR += , (10) 

where )(~ tz stands for filtered version of the signals, )(tz , f() and g() are the vectors 

of some chosen nonlinearities.  
Note that depending on the values of the parameters a and b in (10) we obtain the 

weighted effect of the second order statistics or higher order statistics on the 
separation process. In case of (10) entered in the algorithm (7) – (9) for non-zero 
values of b, it will be typical for ICA (independent component analysis) algorithms. 
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The use of filtered matrix allows for a more effective separation if the noise is 
present, for both cases: the additive noises and the high noises in source signals. 

4 Randomness Analysis for Parameters Estimation 

The proposed aggregation technique with AMUSE algorithm requires solving two 
major problems. Firstly, we need to perform a proper separation and that means that 
we need to determine the number of iterations (the number of time delays). Secondly, 
we need to determine which components are destructive and which ones are these 
constructive. Basically, these are separate tasks, however, in the case of AMUSE 
algorithm they can be considered with common criterion to assesses both, the number 
of time delays and  destructive components. For this purpose we will use a criterion 
based on which we will assess the randomness of the signal. To measure the 
randomness level will use two approaches. The first one is R/S analysis and Hurst 
exponent [6, 9,11,14]. The second one is inspired by the author's analysis of the R/S 
which is based on new volatility measure.  

R/S analysis.  In  this method the fractal dimension is calculated using Hurst 
exponent H [9]. To estimate the H value the signal observations are divided into 
sequence of n -element subseries. For each subseries standard deviation σ and R 
range on cumulated subseries y are calculated and from regression 

( ) nHcRE n lnlnln +=σ  we find H. In practice, the determination of the 

H exponent from this basic formula is rather difficult and often ambiguous, since it 
should include linear portion of dependence taking into account the deterministic 
components characteristics. However, it requires some a priori knowledge as to the 
form of deterministic and random components which  is in fact unattainable in case of 
blind source separation and BSS aggregation.  
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Fig. 1. Signals and their R/S characteristics: a) Signals used in the experiment: sinusoid, 
random noise N(0,1) and mixture of sinusoid and noise N(0,1) having SNR=-3dB; b) R/S 
characteristic of sinusoid; c) R/S characteristic of noise N(0,1); d) R/S characteristic of the 
mixture 
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Please refer to Fig. 1 to see the complexity of the R/S characteristics and possible 
problem to determine unambiguous regression relationship. 

Therefore, in practice Hurst exponent can determined using other methods like 
variogram function or roughness length [1]. Variogram function which is a function  

)(2 pγ describing the degree of spatial dependence of stochastic process z(t)  It is 

defined as the expected squared increment of the values between locations t and t+p 

as ( ){ }2)()()(2 ptztzEp +−=γ . For small values of p we can compute H from  
Hpp 2)(2 =γ . Roughness length method computes root-mean-square roughness of the 

data in widows of size p. The standard deviation  measured in widow of size p grows 

with widow length as Hpp =)(σ .   

R/S analysis have gained popularity due to number of advantages in comparison to 
analysis based on the autocorrelation function [13]. However, as indicated above, in 
practice, the R/S analysis requires some detailed inspection of the signal what makes 
it difficult to use in algorithmic manner.  

For this reason we propose new approach which is consistent to R/S analysis using 
variation analysis in intervals of different length but based on a new variability 
measure which is given as: 

{ } )(||)()(||
1

)(||)()(||)( 1

1

1 Rqtyty
qN

RqkykyEyc
N

qt
ppq

−

+=

− ∑ −−
−

≈−−= ρρ  (11) 

where )()min()max( uyyR ρ−= , )(uρ  is zero indicator (unimodal Kronecker 

function), p.  is p-norm.  

Depending on the parameters p and q, we get different characteristics that describe 
the average signal variation at selected time windows in relation to the total 
variability. Variability itself designates as a direct difference between successive 
values of p q units. The most intuitive characteristics are for p = 1 and q = 1. The 
measure reaches a maximum when the change in the respective steps are equal to 
range (the maximum possible change during the period), and reaches a minimum 
when the data is fixed. Therefore, values are in the range from 0 to 1. In other words, 
we can assume that this is the ratio of the total distance driven by a point moving 
along with signal shape (waveform) in relation to total range.  

Currently, in analogy to the R/S analysis we are interested in relationships between 
fragments of the time series for subsequent division into parts of equal number of 
observations. This means that in the first step we split the time series z into 

1k intervals of 1n  observations each and then for these parts iz , 1,...,1 ki =  we calculate 

covariance matrix 1nc . In the second step we split the time series z into 2k intervals 

of 2n  observations each and then for these parts iz , 2,...,1 ki =  we calculate 

covariance matrix 2nc . In subsequent stages we proceed similarly with all possible  

in , ik  and finally we get a set of M covariance matrices nc .  

The final aggregated information is determined as the following noise index: 
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In Fig. 2 we present characteristics of the coefficient of variation C and H exponent 
at different levels of noise being present in deterministic signal.  It can be noted that 
the precision of C index is much higher than the H exponent. 

-20 -10 0 10 20 30 40
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SNR [dB]

 

 

C noisy index
H exponent

 

Fig. 2. Characteristics of the coefficient of variation C and H exponent at different levels of 
noise present in deterministic signal 

The application of C index in the aggregation process can finally determine two 
issues: the choice of number of delays and destructive components identification. 
These include in particular: 

1. Stop criterion to determine the number of delays used in the AMUSE algorithm 
which can be written as: 

)(min
1

i

n

i
yCK ∑

=
= . (13) 

2. Identification of  destructive components as these having the highest level of 
noise. 

5 Methodological Discussion on BSS Aggregation 

With proposed aggregation approach a question about the similarity to the other 
ensemble methods may arise. First of all, we underline that the aim of the method is 
prediction improvement which is the result of destructive component elimination. It is 
possible to benefit the prediction improvement since there are many effective 
separation methods applicable for multidimensional case, in which we assume many 
source signals and many observed signals formed  as a mixture of source signals. In 
proposed case, some of these observed mixed signals are considered as destructive. 
To separate them, we use separation algorithms defined for the multidimensional 
case, what can be presented as linear (or nonlinear) combination of observed signals. 
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In case of prediction task (such as electricity load prediction) the observed signals are 
simply the models outcomes (predicted values). Therefore, the proposed approach can 
be classified to the broad class of aggregation method. However, the combination of 
models is apparent from the technical aspect of separation algorithms. In our case, the 
proposed concept and its formal description is well established even for one model. 
Then in the model (1), the matrix A has dimension 1xn. For this example, the term 
models aggregation is not adequate since we deal with only one model being 
decomposed but term BSS filtration is still adequate.  

From the above we can see that in general, the whole process should be considered 
in terms of filtration or interference separation. Aggregation part is understood as the 
use of information nested in the outcomes of predictive models. 

Taking into account the above, the formulated problem (in the context of blind 
source separation) and its solution has further consequences. First of all, it is assumed 
that the components (source signals) are of a physical nature what has been 
established as a result of blind source separation methods. The BSS algorithms 
despite their theoretical background have in many cases the heuristic nature.  For 
instance, in AMUSE algorithm the choice of delay number is not supported by any 
formal argumentation. We expect that the signals for the real problems will 
correspond to real signals or noises. It is also possible to use separation algorithms as 
interpretable mathematical decomposition methods. 

As a result, we have a number of fundamental differences in relation to 
conventional aggregation methods like boosting and bagging. The following main 
properties of the proposed approach can be distinguished:  

(1) The elimination of the noise component of the physical nature (real 
noise/interference) should result in improved prediction on all criteria. The method 
don’t assume optimization of  one selected criterion, e.g. MSE, MAD or MAPE.  

(2) The prediction improvement (after noise elimination) can be achieved taking 
into account small number of models (prediction results), and in extreme cases, 
having only one model. 

(3) Since we decompose / separate the components of the physical nature, the form 
of predictive models is free of any assumptions. In other words, we can aggregate 
models (more specifically, the results of their prediction) regardless to specific 
modeling technique and the learning criterion. 

Additionally, it should be noted that although the effect of aggregation appears 
here by the way, due to the properties (1) – (3) it fits into the basic idea of aggregation 
since it combines different results in the wider extent than just typical ensemble 
methods. In particular, it should be emphasized the lack of restrictive assumptions to 
the form of aggregated models, what causes that in many conventional methods, the 
process of aggregation is limited to different forms of averaging, performed for the 
same model (of the same architecture) but trained on the different subsets of data. 
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6 Practical Experiment 

In this section we present the effectiveness of the presented aggregation method when 
it is used for: (a) aggregation using the AMUSE algorithm (referred to as  statistical 
aggregation); (b) neural re-composition (referred to as neural aggregation). The 
results are then compared to the results obtained using bagging technique. The 
numerical experiments were conducted using Friedman’s benchmark function [7] of 
the following form: 

∑ = ⋅+⋅+⋅+−⋅+⋅⋅⋅= 10
654

2
2
1

321 0510)(20)sin(10)( i ixxxxxxxf π
,

exfy += )( ,
(14) 

where 10,,1]),1,0([~ …=iUxi  ( 106 xx ÷  are surpluses), and noise )1,0(~ Ne .  

We have created 25 MLP models with different architectures and activation 
functions. The training was performed on 2480 cases (permutations with repetitions 
out of 4000) with Levenberg-Marquard  optimization algorithm. Although the training 
pairs are },,,{ 101 yxx …  and the estimated response value is ŷ , we measure the MSE 

for )(xf , because we expect the model to be robust for e . Then we have compared 

our method with one of the ensemble method  – bagging.  

 

Fig. 3. The quality of aggregation for different number of aggregated models (3, 9, 21) and 
different combining procedures (bagging, statistical aggregation and neural aggregation) 
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1300, 1700, 2100, 2500. For the initial decomposition matrix estimation and for the 
noise selection we have chosen N cases in the dataset, while for the final 
decomposition matrix – 2N cases (including test set). For neural aggregation we have 
used training and validation data sets of N cases.  

For each N one hundred simulations were performed. In each simulation 3, 9 and 
21 randomly chosen models (out of 25) were combined using bagging, statistical 
aggregation and neural aggregation. The results of the numerical experiments are 
presented in Fig. 3.  

The experiment revealed that both, statistical aggregation using AMUSE algorithm 
and neural network re-composition improves the initial (base) models if the number 
of models is greater than 3 and performs better than bagging, taking into account the 
average error and also the values in the 5th percentile. Another observation is that the 
neural aggregation performs better than other combining procedures, especially for 3 
models being considered, but it usually requires a greater number of cases and it 
grows with the complexity of the network. 

7 Conclusions 

Models aggregation using blind source separation techniques creates a broad 
framework in which there are number of issues that can be treated as separate 
research problems. One of them is the randomness assessment of the analyzed signal. 
In case of aggregation with AMUSE algorithm the noise problem appears on both, the 
separation step and destructive component identification step. Bearing this in mind, 
this paper proposed several extensions to the existing solutions. 

In the case of separation problem, we have made a generalization of AMUSE 
algorithm into the non-linear and filtered correlation matrices. This allows for more 
effective separation if large noises are present. Moreover, it makes the algorithm more 
robust and resistant to unobserved and hidden real dependencies. In particular, the 
separation algorithm is resistant to additive noises. 

Another issue related to the presence of noise is the number of iterations (delays) 
and the procedure of destructive components identification. For this reason, a new 
measure of randomness evaluation was proposed. This approach was inspired by the 
R/S analysis, however after proposed extensions, it gives more accurate and 
unambiguous information about observed characteristics. The numerical experiment 
confirmed the validity of the solution.  
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Abstract. This paper presents an interesting discrete optimization
problem which was stated as a challenge at the 2014 Bologna Summer
School of Constraint Programming. The problem is given in two versions:
a tractable one of a small size, for training, and a large one for the com-
petition. A formalization of the problem is proposed, and its theoretical
properties are analyzed. Several approaches for solving the problem are
presented in detail. Namely, formalizations in Answer Set Programming,
Prolog, and Julia are presented, and the obtained results are discussed
and compared. The experiments show that different tools allow to handle
different aspects of constraint programming.

Keywords: Discrete optimization · Constraint programming · Declar-
ative programming · Constraint solving · Answer set programming ·
Programming in logic

1 Introduction

Over recent decades, deep theoretical studies in Discrete Constraint Program-
ming in general, and Discrete Constraint Optimization, have been carried out,
and a number of techniques and tools have been developed [2,4]. A state-of-the-
art research is summarized in [9]. Unfortunately, the tackled problems are not
only computationally intractable; they are also diversified w.r.t. their internal
structure and formalization possibility. Some methods working well for small
scale problems e.g. [7] do not scale well.

In this paper we present an interesting discrete optimization problem. It was
defined by Alessio Bonetti, Michele Lombardi and Pierre Schaus and presented
as a challenge at the 2014 Constraint Programming Summer School in Bologna,
Italy.1 The problem has a small, training case of the size 15 variables, and a
hard, realistic instance of the size 150 variables.
1 See http://school.a4cp.org/summer2014/competition.
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L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 541–553, 2015.
DOI: 10.1007/978-3-319-19369-4_48

http://school.a4cp.org/summer2014/competition


542 W.T. Adrian et al.

The goal of the paper is to present and analyze several approaches to solving
such irregular, discrete optimization problems. More precisely, the motivation of
the paper is as follows:

– to present to a wider Audience a realistic, challenging problem, being a
matter of competition at the Bologna CP Summer School,

– to define it formally and conduct a complexity analysis,
– to present and analyze some tools and techniques applied for the problem,

as well as to point out some of their limitations, and finally,
– to show diversity of computational model-building ways and tools.

The structure of the paper is as follows: in Section 2 we present the problem and
undertake a formal analysis of it. We start with a proposal of a formal definition,
and follow with the complexity analysis. Then, in Sections 3, 4 and 5, we demon-
strate selected approaches to represent and solve the problem. We summarize our
experiments and outline future directions in Section 6. For space limitations, we
omit full proofs which are available in the extended version of this paper.2

2 Problem Description

The considered problem, entitled “A Production Planning Problem”, has been
presented at ACP Summer School 2014 for an Optimization Competition. Below,
we cite its description.

2.1 A Production Problem

In this problem, a single machine can produce at each time slot at most one item
to satisfy input orders. If the production time of a corresponding order is before
its actual due-date, an inventory cost, which is the same for every item, must
be paid (per each time slot before the due-date). Backlogging is not allowed so
each due-date is a hard constraint. There are several types of items to produce.
A change-over cost must be paid to configure the machine from one type to
another. The objective is to minimize the sum of the total change-over costs
plus the total inventory cost (see Figure 1).

2.2 Formal Definition of the Problem

An instance of the Production Planning Problem (PPP) is a tuple of the following
form: I = 〈O, T, τ, δ, c, γ〉 where: i) O = {o1, . . . , on} are items to be produced.
ii) T = {t1, . . . , tm} are types of items. iii) τ : O → T is a typing function
associating a type to each item. iv) δ : O → N

+ is a due-date function with the
following meaning: for each o ∈ O, δ(o) is the strict deadline for o. v) c ∈ N

+ is
an inventory cost which says how much must be paid if an item o is produced
before its due-date δ(o). More precisely, assuming o is produced at time t � δ(o),
2 See http://home.agh.edu.pl/wta/papers/icaisc2015main-fullversion.pdf .

http://home.agh.edu.pl/wta/papers/icaisc2015main-fullversion.pdf


Constraint Optimization Production Planning Problem 543

Fig. 1. An exemplary scheduling for the production planning problem of a size 15

the total inventory cost for o is (δ(o) − t) · c. (Of course, if t = δ(o), the total
inventory cost for o is zero.) vi) γ : T × T → N is a change-over cost function
which says how much has to be paid if, after producing an item of type t, we
produce an item of type t′ �= t (and no item in the between). In particular, for
each t ∈ T , γ(t, t) = 0.

A solution for I, called a scheduling, is some (total) injective function σ : O →
N

+ such that, for each o ∈ O, σ(o) � δ(o). Intuitively, given o, σ(o) is a timeslot
in which the item o will be produced. Σ(I) is the set of all the solutions for I.

Since σ is injective, then σ induces a total order over O, denoted by �σ. Let
min(O, σ) denote the minimum element in the totally ordered set (O,�σ), and
Ô = O \ {min(O, σ)} Hence, for every o ∈ Ô, the item that precedes o in the
scheduling is denoted by prec(o, σ).

The overall cost of a scheduling σ ∈ Σ(I) is defined as follows:

cost(σ) =

(
c ·

∑

o∈O

(δ (o)− σ (o))

)
+

⎛

⎝
∑

o∈Ô

γ (τ (prec (o, σ)) , τ (o))

⎞

⎠

An optimal solution of an instance I of PPP is any scheduling σ that minimizes
the overall cost cost(σ).

2.3 Complexity Analysis

Let us now formulate the decision version of the PPP problem: PPP(D) =
{ 〈I, k〉 | I ∈ PPP ∧ k ∈ N

+ ∧ ∃σ ∈ Σ(I) s.t. cost(σ) ≤ k } We will show
that PPP is FPNP -complete, and PPP(D) is NP -complete, using a reduction
from the Travelling Salesman Problem (TSP), and its decision verion TSP(D).3

Theorem 1 PPP(D) is NP -complete.
3 See the full reduction in the extended version of the paper.
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Proof. To prove the completeness, we will first show that PPP(D) is in NP , and
then that it is NP -hard. 1) Membership: PPP(D) is in NP because it is possible
to guess a solution (a scheduling σ) and in polynomial time verify if cost(σ) ≤ k.
2) NP -hardness: From the reduction from TSP(D) to PPP(D), one can see that
PPP(D) is at least as hard as TSP(D). Thus, PPP(D) is NP -complete.

Theorem 2 PPP is FPNP -complete.

Proof. 1) Membership: To prove that PPP is FPNP -complete, we first use the
binary search algorithm for finding the optimal cost C∗ (using an NP -oracle for
answering if a given cost is attainable). Then, by guessing partial schedulings, we
iteratively build a solution (total scheduling) of the found cost C∗. 2) Hardness:
TSP which is FPNP -complete can be reduced to PPP, thus PPP is at least as
hard as TSP. Thus, PPP is FPNP -complete.

3 Declarative Encoding Using Answer Set Programming

In this section, we present a declarative approach for representing and solving
the PPP. To this end, we have used Answer Set Programming (ASP) – a pow-
erful knowledge representation and reasoning paradigm that is able to express
problems up to the second level of complexity in the polynomial hierarchy.

3.1 Preliminaries

Answer Set Programming is a declarative programming paradigm based on the
stable model semantics. The syntax of ASP follows the logic programming style,
and the stable models of the program constitute the solutions of the original
problem. The inference uses SAT-based approach for calculating minimal stable
models. In this work, we present our experiments with the DLV [6] system, in
which the basic ASP language is extended with aggregates an weak constraints.

3.2 Knowledge Representation

We have encoded the problem using the Guess-Check-Optimize (GCO) method-
ology. We have divided the representation of the problem into three parts:

1. Guess: Definition of the search space with regular rules,
2. Check: Checking the admissibility of solutions with hard constraints, and
3. Optimize: Optimization with weak constraints.

The encoding is compact and readable (in total it comprises of only 14 lines of
code, except for the encoding of input). The guessing part consists of a single
assignment:

{ schedule(O, S) } :- item(O), slot(S), delta(O, Ddl), S <= Ddl.
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where item predicate denotes the objects to be produced, slot – time slots,
and delta – the due-dates for each item. With this rule, we want to obtain a
subset of a Cartesian product of the set of items and set of time slots, such as
the due-dates are respected. Then, there are several constraints, represented as:

% 1: every item must be produced
produced(O) :- schedule(O, _).
:- item(O), not produced(O).

% 2: each item is produced only once
:- schedule(O,S1), schedule(O,S2), S1<S2.

% 3: no more than 1 item in the same timeslot
:- schedule(O1,S), schedule(O2, S), O1<O2.

Finally, we have two optimization criteria: minimization of the sum of inven-
tory costs, and minimization of the sum of change-over costs. Let us assume that
predicate iCost for each item and each time slot gives the inventory cost calcu-
lated for them. Also, let typeInSlot define which type of item is produced at a
given time slot, nextSlot predicate fix the order of slots, and all the change-over
costs are stored with the changeOver predicate. Then, it is possible to express
the optimization easily with weak constraints as follows:

% Sum of the inventory costs must be minimal
:~ schedule(O, S), iCost(O,S,Cost). [Cost@1,O]

% Sum of the transition costs must be minimal
:~ typeInSlot(T1,S1), typeInSlot(T2,S2), nextSlot(S1, S2),

changeOver(T1,T2,TCost), TCost > 0. [TCost@1, S1,S2]

The weak constraints can be intuitively read as: if it is not possible to satisfy
(all) the constraints, minimize the total sum of costs assigned to the violated
ones. The cost of a weak constraint is given by its weight and priority in the first
argument of the [weight@priority, identifiers] expression. In our problem,
the weight is given by the inventory and change-over costs, and the priorities are
equal. Instances of weak constraints are distinguished by the identifiers given as
the second argument of the above mentioned expression. In our example, the
first weak constraint is computed for each item (identified by variable O), and
the second one – for each pair (S1, S2) of consecutive time slots.

3.3 Challenges and Used Techniques

The biggest problem when using ASP systems or SAT-solvers is constituted by
the large search space (when using a straightforward, naive encoding, we reached
hundreds of millions of clauses in the ground program). To minimize this effect,
we have added some auxiliary rules and constraints to our encoding:

% removing symmetric solutions to minimize the search space
:-schedule(O1,S1),schedule(O2,S2),S2>S1,O1>O2,typeOf(O1,T),typeOf(O2,T).
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% precomputing the inventory cost for all the items and time slots
iCost(O,S,IC) :- delta(O,D), slot(S), invCost(C), S<=D, IC=X*C, X=D-S.

% computing which type follows which in production, ignoring empty slots
hasItem(S) :- schedule(O,S), item(O).
empty(S) :- slot(S), not hasItem(S).

nextSlot(S1,S2) :- slot(S1), slot(S2), S2 = S1+1.
typeInSlot(T,S) :- schedule(O,S), typeOf(O,T).
typeInSlot(T,S2) :- typeInSlot(T,S1), empty(S2), nextSlot(S1,S2).

3.4 Experiments and Results

Reasoning in ASP employs bottom-up approach and is divided into two stages:
grounding, when all the variables are replaced with possible constants of the
program, and solving, when the rules and constraints are applied.

For our experiments, we have used WASP 2 [3] solver that uses gringo44 as
a grounder. WASP 2 is an award-winning ASP solver that is memory efficient
and employs several algorithms and heuristics. For our problem, it has been
experimentally shown that the best results are obtained with the oll algorithm,
first introduced in [1] for unclasp solver, and applied to MaxSAT problem in [8].

For the instance of size 15, WASP 2 run on a PC machine5 reached the
optimum in 10 minutes. For the hard instance of a size 150, the grounder gringo4
produces about 3 millions clauses and WASP finds the first sub-optimal solutions
of a cost around 40 thousands in seconds. Specifically, after 17 seconds, it founds
the solution of a cost 42050, but unfortunately, no improvements are found in
reasonable time (hours).

4 Prolog Encoding

This section is devoted to the presentation of experiment with Prolog applied
as a tool for solving the optimization problem. Both instances are taken into
consideration, a training one of the size 15 and the hard instance of the size 150.
A powerful implementation of Prolog was used, namely the SWI Prolog6. It
provides extremely fast search engine for Depth-First Search with backtracking.
The approach, encoding ideas and results are reported below.

4.1 Preliminaries

The main idea of the applied approach was based on two-stage search concept:

– find a first, admissible solution, allocated in the search space so that the
inventory cost is heuristically minimized — the ordered items are placed as
close to the due dates as possible,

4 See http://sourceforge.net/projects/potassco/files/gringo/.
5 IntelCore 2 Duo T6600, 2.2GHz, 800MHz FSB, 4GB DDR3 Ram.
6 http://www.swi-prolog.org/

http://sourceforge.net/projects/potassco/files/gringo/
http://www.swi-prolog.org/
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– taking the cost of the current solution as a reference point, try to improve
it in a simple find_new_solution –- fail loop.

Since the main constraint is of the type all-different, the generation of new
solutions is based on removing the day (time slot) variable value from a prede-
fined domain (in fact a list of the form [1,2,... 15] for the training case and
[1,2,... 150] for the hard instance.

Since the calculation of the final cost is a bit complicated (it depends on the
total inventory cost and the sum of the change-over cost), a double representation
of a solution was applied to speed-up the cost calculation. The first representation
of the current solution is a list of the form:

[p(7, [12, 8]), p(6, [4]), p(5, [15, 9]), p(4, [11, 10]),
p(3, [14]), p(2, [3]), p(1, [7,6]), p(0, [5])].

where each predicate p(N,[D1,D2,... Dk]) denotes the fact that product of a
type N is scheduled for days D1,D2,... Dk; this representation is fine for fast
determining the inventory cost for product N, and, in consequence, the total
inventory cost being the sum of costs over products. The other representation,
being a linear list of product identifiers with order corresponding to delivery
dates, is used for calculation of the transition costs. Most important, selected
encoding details are presented below.

4.2 Encoding and Basic Reasoning Algorithm

The definition of the problem is as follows:

delivery(0,[9]). delivery(1,[13,10]). delivery(2,[11]).
delivery(3,[14]). delivery(4,[11,10]). delivery(5,[15,11]).
delivery(6,[7]). delivery(7,[12,10]).

d([15,14,13,12,11,10,9,8,7,6,5,4,3,2,1]).

The delivery/2 predicate specifies the constraints: the first argument is the
product type number, and the second one — the list of due days. The domain
of admissible delivery days is defined in the last line.

The main loop employing build-in DFS strategy is encoded as:

run:- retractall(pp(_)),retractall(pl(_)),retractall(pc(_)),
assert(pp(start)),assert(pl(start)),assert(pc(100000)),
find_new_solution.

find_new_solution :- findall(p(P,LD), delivery(P,LD),LS), d(Domain),
reload(LS,[],LR, Domain,_), trans(LR,LV), cost(LR,LV,C),
pc(CC), C < CC,
retractall(pp(_)),retractall(pl(_)),retractall(pc(_)),
assert(pp(LR)),assert(pl(LV)),assert(pc(C)),
write(C),nl,
fail.
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The run command simply initializes the search; it cleans the current solution,
and asserts some starting point, where the pp/1 predicate keeps the product-list-
of-days representation, the pl/1 keeps the linear list of products and the pc/1
predicate keeps the solution total cost.

The find_new_solution gathers all the product-delivery day list constraints
into a single list LS, and transforms the constraints in an admissible solution LR
with the reload/5 predicate; its working is explained in Section 4.3 below. The
LR representation is transformed into the linear representation — the LV list of
the trans/2 predicate — and the current cost is calculated. In case there is an
improvement over the best-so-far cost CC, the new solution and cost replace the
current one in the memory, and the final fail enforces backtracking search. At
the end of search, the best results are kept in memory.

4.3 Employed Techniques

Several techniques and tricks were employed and examined in different versions
of the Prolog code. First, the backtracking search with the main loop directly
employing the built-in search engine. Then, the first solution generation, based
on the reload/5 iterative loops with accumulator, which works as follows:

reload([],LR,LR,_,_):- !.
reload([H|T],A,LR, Domain,Rest):- make(H,HR,Domain,DomainH),

reload(T,[HR|A],LR,DomainH,Rest).
% make an admissible element p(D,LD)
make(p(P,[D]),p(P,[R]),DD,DDR):- select(R,DD,DDR), R =< D.
make(p(P,LD),p(P,LR),DD,DDN):- change(LD,LR,DD,DDN).
change([],[],DD,DD):- !.
change([D|LD],[R|LR],DD,DDN):- select(R,DD,DDR), R =< D,

change(LD,LR,DDR,DDN).

Consider the following shortcuts: D — delivery due day, R — delivery realiza-
tion day, LD/LR — a list of such days, respectively. Now, the reload/5 predicates
takes the product delivery constraints and reloads them as a delivery proposal
(realization), satisfying the constraints; the delivery days are removed from the
domain. The make/2 predicate exchanges a single-predicate constraint into a
single-fact delivery specification; for a single due day, only a selection of an ad-
missible day is necessary. For a list of due days, the change/4 predicate is called,
which performs such reloading day-by-day for all the days in the constraint spec-
ifying list. An optimizing trick is that the domain list given by d/1 is placed in
a reversed order; hence, the possible latest days are selected first to satisfy the
constraint, and potentially minimizing the inventory cost.

4.4 Experiments and Results

The proposed solution used advantages and built-in Prolog mechanism in a
straightforward way. The code is simple; the whole program is encoded within
less than 50 Prolog clauses (practically: lines of code), without the data spec-
ification and some comments. The code is relatively readable.
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Since the program uses systematic search, the results are repeatable, and the
final solution, if found, is sure to be the global minimum. The global minimum
for the small instance equals 7847. Depending on the computer (several simple
PC/laptops with Linux/Ubuntu were tried) and some simplifications of the code,
it takes minutes to hours to find the global minimum. The fastest solution is
obtained after reducing the domain to 13 days (not all 15 days are necessary).
The initial, first-choice admissible solution (1287) is obtained immediately (less
than one second). A good estimate (960) is also found in reasonable time (a few
minutes). Unfortunately, generation of the next, improved solutions slows down,
as the criteria solution reference is lowered.

As for the hard problem, the main encoding is practically the same; only prob-
lem specification takes a bit more space. The first admissible solution (equal to
34808) is again obtained immediately. Unfortunately, in reasonable time (hours)
no significant improvements are found. As an optimization task, this problem is
really hard for simple systematic backtracking search.

5 Simulated Annealing

As we have shown in earlier sections, the presented problem belongs to the group
of problems with difficult computational features. In fact, the search space is
simply too vast to be searched in the systematic way, at least not without a
way to cut off the unpromising branches of computation. In this section, we
present the results obtained using the Simulated Annealing algorithm, presented
by Kirkpatrick in [5], which is one of the most popular generic methods in the
combinatorial optimization field.

5.1 Preliminaries

The Simulated Annealing algorithm belongs to the group of the so called local
search optimization methods. The process of optimization starts with the gen-
eration of an initial solution — it can be a random solution, not even complying
to the problem’s constraints. In our case, we have used the greedy approach: the
initial solution consists of items sorted according to their due dates — an item
with the earliest due date appears first on the list. Despite the obvious shortcom-
ings of such a naive approach, it has one desirable feature – it is an admissible
solution; it can be easily shown that whenever this greedy approach produces a
non-admissible solution, there is no solution to the problem’s instance.

In the basic version of the algorithm, every next step of the search process
starts with the currently best solution (initial at beginning) and then tries to
improve it with the set of simple (and fast to compute) transformations. The new
state is called neighbor of the state, and whenever it appears to be better (has
7 As the search is systematic, the computation – when finished – can be considered as

a proof; for the 15 variables case, after reduction of the domain to 13 days, a simple
PC performed obtaining the following parameters on an example run: 8,237,939,613
inferences, 1273.917 CPU in 1905.941 seconds (67% CPU, 6466623 Lips).
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a lower cost), it is selected as the next state to start from. The neighborhood
of the planning problem can be defined as a set of all the solutions which differ
only in positions of the maximally three items and no such place swap can break
the due dates constraints. The two important features of this choice are that the
search process using this neighborhood is closed under the admissibility property,
and that the every admissible solution (including the global minimum) can be
reached from an arbitrary selected admissible solution. Combining this with the
admissibility of the initial solution, we can be sure that the global solution is at
least reachable.

In order to avoid the local minimums, Simulated Annealing provides a meta-
heuristic used to decide whether the search should move to the neighboring
state. The algorithm should change state with probability defined as 1 when
cost(current) > cost(neighbor) and exp((cost(current) − cost(neighbor)/t) in
other case, where t is a “temperature”, a parameter which directly impacts only
this threshold. We are setting the temperature according to the standard cooling
scheme, where the value of the temperature in the i step of computation, written
as ti, can be calculated according to the equality ti = t0 · ni, where initial
temperature t0 and cooling factor n are experimentally selected constants. In
our case, we have found that the best values of these constants lie in ranges
10 ≤ t0 ≤ 20 and 0.99999 ≤ n < 1.

Furthermore, in case the algorithm has stuck in a local minimum (the state
has not changed for a relatively long time), the algorithm can be enriched with
the other meta-heuristics. In our case, we have used three simple techniques
which are tried in the following order:

1. try to “reheat” the search; change the value of t to the value closer to the
initial one;

2. perform large amount of steps without taking costs into account (change the
state in every step); this way the search can move easily to the distant part
of the search space;

3. reset temperature to t0 and start from the best found state.

5.2 Implementation

We have implemented the algorithm in Julia, a high-level programming language
for numerical and technical computing8. The resulting code was nearly 500 lines
long. Due to the efficiency reasons, state was encoded in a dual form, both as:
i) an array of ordered items where the value in the array represents a time slot,
when the item is going to be produced; and ii) an array of time slots where the
value in the array represents the item produced in this slot (0 if there is no item
produced). As a local search needs only the two states in memory at the same
time, there is no memory penalty in this dual approach.

The neighborhood described in earlier section was implemented in a brute
force manner. Firstly, the three time slots are randomly chosen. Then, if they

8 http://julialang.org/
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conform to the requirements (they can not share the same item and their swap-
ping should create an admissible solution), they are swapped. In other case, as
long as it is necessary, the other three time slots are chosen randomly again. The
process is guaranteed to stop and produce a valid neighbor state.

5.3 Results and Limitations

Fig. 2. Costs of the solutions produced by Simulated Annealing during the first 1000
seconds. Initial temp t0 was equal 20 and the cooling factor n had value 0.999999.
The algorithm was executed on the Mac OSX notebook with 2,4 GHz Intel Core i5
processor and 8 GB 1600 MHz DDR3 ram memory.

The results of the first 1000 seconds of algorithm’s work on the hard instance
of the problem can be observed in Figure 2. While the initial solution generated
with the greedy approach has a total cost near the value 60 000 (exactly 56042),
after only a second it decreases to 29015. Then the progress slows, the best
solution found in this period of time was 26454. It is instructive to see that the
inventory cost stays on the same level while all the fluctuations are occurring
only due to the change-over costs. The bigger jump near the 450 second is an
effect of the reheating.

As the results suggest, the stochastic search easily outperforms systematic
search, but this improvement comes with the price:

1. Because of its not exhaustive nature, it cannot proof the optimality of the
result; in fact there is no clear rule when to stop the algorithm.

2. The cooling schedule has a large impact on the performance — the param-
eters had to be chosen experimentally;.

3. Problem representation is not declarative, therefore hard to grasp and modify
for the non-technical user.
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The last limitation can be overcome with the hybrid approach; exploiting the
declarative description of problem to generate a proper local search routine. This
approach was most famously implemented in Comet programming language [10].

6 Summary and Outlook

In this paper, we have presented and analyzed a challenging problem from the
domain of discrete optimization. This Production Planning Problem has been
first presented at the ACP 2014 Summer School as a subject of competition.
We have conducted a formal analysis of the problem, showing that it is FPNP -
complete and that its decision version is NP -complete. Then, we presented a
spectrum of approaches with which we tackled the problem. From the conducted
experiments, we can draw the following conclusions: 1) Declarative encoding
best mimics the formal definition of the problem and ensures that the reached
solutions are correct. However, because the reasoning first generates all possible
models and then uses different algorithms to find a minimum, the process may
become really slow for big instances. Fortunately, WASP and alike tools provide
options to print also the sub-optimal solutions, once they are found. 2) The
backtracking search, and its implementation in Prolog, has two advantages:
(i) memory consumption is very low, and (ii) there is no repetition of the search.
On the other hand, operations on list slow down the search in a significant way,
and thus Prolog, missing regular tables as data structures, seems to be a bit
handicapped here. 3) The Simulated Annealing algorithm implemented in Julia
programming language, being a stochastic method, easily copes with the large
combinatorial search spaces and finds a decent solution within a short period of
time. Despite its excellent results, it has an inherent disadvantage — it is not
able to tell whether the found solution is globally optimal.

For future work, we will further improve the logic-based encodings, and com-
pare the results with the ones obtained by an evolutionary optimization algo-
rithm. Moreover, we plan to work on a hybrid representation for such problems
that would enable to use the advantages of both logic-based approaches and
stochastic methods.
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Abstract. In this paper we propose a mapping between inconsistent
ontological knowledge bases and semi-monotonic, prerequisite-free closed
normal default theories. As a proof of concept of the new results obtained
by the proposed mapping we introduce an any-time algorithm for query
answering that starts off by a small set of facts and incrementally adds
to this set.

1 Introduction

The ontology-based data access (ODBA) problem [18] investigates querying
multiple data sources defined over the same ontology [13]. We distinguish ourselves
from other approaches in the OBDA community by considering a rule based lan-
guage that gains more and more interest from a practical point of view [4]. We
consider existential variables in the head of the rules as well as n-ary predicates
and conflicts (and generalise certain subsets of Description Logics (e.g. DL-Lite)
[1,5]). The tractability conditions of the considered rule based language rely on dif-
ferent saturation (chase) methods [15]. For algorithmic considerations here we will
restrict ourselves to a tractable fragment (such as weakly-acyclic rule sets) [4].

The hypothesis made by OBDA setting is that each data source is assumed to
be self-consistent along with the ontology, whereas the integration of homogeneous
factual information from all data sourcesmight be no longer consistent [12]. A com-
mon solution is to construct a maximal (with respect to set inclusion) consistent
subsets of the knowledge base called repair. Once repairs computed, different se-
mantics can be used for query answering over the knowledge base. In this paper we
focus on All Repairs semantics (AR-semantics) and Brave-semantics [2,3,12].

Much research has been undertaken in the field of Default Logics and several
tools and frameworks have been developed (GaDeL [16], X-Ray [21], DeReS[6]).
Moreover, there was an increasing interest in relating Reiter’s Default Logic
to other non-monotonic formalism such as Minimal Temporal Epistemic Logic
[8], Autoepistemic Logics [11,9], Circumscription [10], Argumentation [7] and
the modal logic S4F [22]. Any attempt to find a relation between inconsistency
handling in OBDA and Reiter’s Default Logic would benefit from such well-
established tools and equivalent formalisms. To the best of our knowledge, there
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is no work on relating both inconsistent ontological knowledge bases semantics
and Reiter’s Default Logic considering (1) the expressive setting of existential
rules [4] and (2) assuming that the inconsistency comes from the set of facts. Our
work differs from existing work in the literature considering a similar intuition
but only focusing on the propositional case.

The contribution of the paper lies in the following points. We propose an ef-
ficient (with respect to time and space complexity) mapping between inconsistent
ontological knowledge bases (expressed in a general rule-based language) and a
class of default theories (semi-monotonic, precisely prerequisite-free closed normal
default theories). We formally prove the equivalence between the inconsistency-
tolerant semantics (ARandBrave) inOBDAand inference inDefault Logic (scepti-
cal and credulous) in the aforementioned class of default theories. We also formally
prove the property of semi-monotonicity for inconsistency-tolerant semantics.This
property will serve as a basis for an anytime algorithm for query answering.

We show that the non-ontological information (that is information contained in
the data sources, also called facts in the remainder of the paper) can be viewed as
closed normal defaults. Defaults along with the ontological rules will form a closed
normal default theory.We show then the link between default extensions and maxi-
mal consistent subsets of facts (called repairs). Based on this link we obtain equiva-
lences between the inconsistency-tolerant semantics (AR andBrave) and inference
in Default Logic (sceptical and credulous).

From an engineering perspective, our work paves the way for an inconsistency
handling hybrid system that incorporates different formalisms at distinct levels.
While the algorithm presented in the paper constitutes a proof of concept of the
benefit of our mapping, it could be the case that clever application of algorithms
for default logic could improve the state of art in OBDA. For example, by bridging
the gap between the two fields we can make use of the relation between Reiter’s
Default Logic and Answer Set Programming [14] for an efficient query answering
engine.

2 Preliminaries

Let us briefly recall the basics of the rule-based language used in this paper
(equivalent to Datalog± [4]), namely, existential rules, negative constraints, facts
and knowledge base as well as inconsistency-tolerant semantics.

2.1 Rule-Based Language

WeconsiderThepositive existential conjunctive fragment of first-order logic,which
is composed of formulas built with the connectives {∧,→} and the quantifiers
{∃, ∀}. We consider first-order vocabularies with constants but no other function
symbol. A term t is a constant or a variable, different constants represent differ-
ent values (unique name assumption), an atomic formula (or atom) is of the form
p(t1, ..., tn)where p is an n-ary predicate, and t1, ..., tn are terms. A ground atom is
an atom with no variables . Given an atom or a set of atomsA, vars(A), consts(A)
and terms(A) denote its set of variables, constants and terms.
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An existential rule (rule) is a first-order formula of the form R = ∀−→x ∀−→y (H →
∃−→wC) where H (resp. C) is a conjunction of atoms called the hypothesis (resp.
conclusion) of R. The variables in the hypothesis (resp. conclusion) are denoted
as vars(H) = −→x ∪ −→y (resp. vars(C) = −→w ). Note that, the notation −→x rep-
resents a sequence of variables. We omit quantifiers and we use R = (H,C)
as a contracted form of a rule R. An existential rule with an empty hypoth-
esis is called a fact. A fact is an existentially closed (with no free variable)
conjunction of atoms. i.e. ∃x(teacher(x) ∧ employee(x)). This fact allows to
assert an unknown individual which is an essential aspect in open-domain per-
spectives where it cannot be assumed that all individuals are known in ad-
vance. A boolean conjunctive query has the same form as a fact. A negative
constraint is a rule with a conclusion equals to the truth constant false “⊥”.
N = ∀x, y, z (supervises(x, y) ∧ work_in(x, z) ∧ directs(y, z)) → ⊥ means it is
impossible for x to supervise y if x works in department z and y directs z.

Given a conjunction of atoms A1 and A2, a homomorphism π from A1 to A2

is a substitution of vars(A1) by terms(A2) such that π(A1) ⊆ A2.
A rule R = (H,C) is applicable to a set of atoms A if and only if there exists

A′ ⊆ A such that there is a homomorphism π from H to the conjunction of
elements of A′. For example, the rule ∀x(teacher(x) → employee(x)) is applica-
ble to the set {teacher(Tom), cute(Tom)}, since there is a homomorphism from
teacher(x) to teacher(Tom). If a rule R is applicable to a set A, the applica-
tion of R to A according to π produces a set A ∪ {π(C)}. In our example, the
produced set is {teacher(Tom), employee(Tom), cute(Tom)}. We then say that
the new set (which includes the old one and adds the new information to it)
is an immediate derivation of A by R. This new set is denoted by R(A). Since
facts are conjunction of atoms, given two facts f and f ′, f |= f ′ iff there is a
homomorphism from f ′ to f .

Let F be a set of facts and R be a set of rules. An R-derivation of F is
a finite sequence 〈F0, ..., Fn〉 s.t F0 = F , and for all 0 ≤ i < n, there is a rule
Ri = (Hi, Ci) ∈ R and a homomorphism πi from Hi to Fi s.t Fi+1 = Fi∪{π(Ci)}.
For a set of facts F and a query Q and a set of rules R, we say F ,R |= Q iff
there exists an R-derivation 〈(F0 = F ), ..., Fn〉 such that Fn |= Q [15]. Given
a set of facts {f0, . . . , fk} and a set of rules R, the closure of {f0, . . . , fk} with
respect to R, denoted by ClR({f0, . . . , fk}), is defined as the smallest set (with
respect to ⊆) which contains {f0, . . . , fk}, and is closed under R-derivation (that
is, for every R-derivation Di = 〈(F ′

1 = {fi}), ..., F ′
m〉 of fi ∈ {f0, . . . , fk} s.t

i ∈ {0, ..., k}, we have F ′
m ⊆ ClR({f0, . . . , fk}) and m ∈ N. Finally, we say that

a set of facts F and a set of rules R entail a fact G (and we write F ,R |= G) iff
the closure of the facts by all the rules entails G (i.e. if ClR(F) |= G).

A knowledge base K = (F ,R,N ) is composed of finite set of facts F , finite set
of existential rules R and a finite set of negative constrains N . Given a knowledge
base, one can ask if a boolean conjunctive query Q holds or not. The answer to
the query Q is yes if and only if F ,R |= Q. In this paper we refer to a boolean
conjunctive query as query.
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Given a knowledge base K = (F ,R,N ), a set {f1, . . . , fk} ⊆ F is said
to be inconsistent if and only if there exists a constraint N ∈ N such that
{f1, . . . , fk} |= HN , where HN denotes the hypothesis of the constraint N . A set
of facts is consistent if and only if it is not inconsistent. A set {f1, . . . , fk} ⊆ F
is R-inconsistent if and only if there exists a constraint N ∈ N such that
ClR({f1, . . . , fk}) |= HN , where HN is the hypothesis of the constraint N . A
set of facts is said to be R-consistent if and only if it is not R-inconsistent. A
knowledge base (F ,R,N ) is said to be inconsistent iff F is R-inconsistent.

Example 1. Let us consider the following knowledge base K = (F ,R,N ), with:
F = {teacher(Tom), student(Tom)}, R = {∀x(teacher(x) → university_
member(x)), ∀x(student(x) → university_member(x))}, N = {∀x(student(x)
∧teacher(x) → ⊥)}. It is obvious that K directly violates the constraint N (F is
R-inconsistent since ClR(F) entails the hypothesis of the negative constraint).
Consequently, K is inconsistent.

2.2 Inconsistency-Tolerant Semantics

Notice that (like in classical logic), if a knowledge base K = (F ,R,N ) is incon-
sistent then everything can be entailed from it. A common solution [2,12] is to
construct maximal (with respect to set inclusion) consistent subsets of K. These
repairs represent different ways of regaining consistency while maintaining as
much information as possible from the original knowledge base. Such subsets are
called repairs.

Definition 1 (Repair). Let K = (F ,R,N ) be a knowledge base. A repair A of
K is an inclusion-maximal subset of F such that (i) A is R-consistent, (ii) there
exist no A′ such that A ⊂ A′ and A′ is R-consistent. The set of all repairs of
K is denoted by Repair(K).

Once the repairs are calculated, different semantics can be used for query
answering over the knowledge base1. For example, we may want to accept a
query if it is entailed by all repairs (AR-semantics), another possibility is to
accept the query if it is entailed by at least some repairs (Brave-semantics). The
definitions of the previous semantics are introduced by [2,12] and adapted for
the rule-based language:

Definition 2 (AR-Semantics). Let K = (F ,R,N ) be a knowledge base and
let α be a query. Then α is AR-entailed from K, written K |=AR α iff for every
repair A′ ∈ Repair(K), it holds that ClR(A′) |= α.

Definition 3 (Brave-Semantics). Let K = (F ,R,N ) be a knowledge base
and let α be a query. Then α is brave-entailed from K, written K |=Brave α iff
ClR(A′) |= α for at least one A′ ∈ Repair(K).

1 These semantics are called inconsistency-tolerant semantics.
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Example 2 (Example 1 Cont.). Repair(K)={A1,A2} with A1={teacher(Tom)}
and A2 = {student(Tom)}}. ClR(A1) = {teacher(Tom), university_
member(Tom)}, ClR(A2) = {student(Tom), university_member(Tom)}. For
example, we get K |=AR university_member(Tom), K |=brave teacher(Tom) and
K |=brave student(Tom).

2.3 Reiter’s Default Logic

We presume a basic familiarity with Default Logic [19] and only recall basic
notions. In Default Logic, we represent certain facts about the world in a back-
ground theory W , whereas we represent certain rules that express normally and
generally in a set D, these rules are called defaults. A default theory Δ = (W,D)
is a pair composed of a background theory W and a set of defaults D expressed
in a logical language (we consider first-order logic). A default takes the form of
δ = A : B/C, where A, B and C are first-order logic (FOL) formulae (possi-
bly, with free variables) denoted by pre(δ), just(δ) and cons(δ) respectively and
standing for prerequisite, justification and conclusion respectively. The de-
fault is interpreted as "If it is the case that A and it is consistent to assume B
then deduce C”. A default δ where just(δ) = cons(δ) is called a normal default,
if δ has no free variables then it is closed. Moreover, if pre(δ) = ∅ we call the
default δ prerequisite-free. A default theory is said to be a closed normal default
theory if and only if all its defaults are closed and normal. A default theory may
induce zero, one, or multiple extensions:

Definition 4 (Reiter’s Extension [19]). Let Δ = (D,W ) be a default theory.
The operator Γ assigns to every set S of formulae the smallest set U of formulae
such that: (i) W ⊆ U, (ii) T h(U)=U, (iii) If (A : B/C) ∈ D ,U � A, S � ¬B,
then C ∈ U. A set E of formulae is an extension of Δ if and only if E = Γ (E),
that is, E is a fixed point of Γ .

Notice that, T h(U) is the deductive closure of U ( i.e. the set of logical con-
sequences of a set of formulae U).

Any extension represents a set of acceptable beliefs that can be deduced from
an incomplete description of the world described in W . Furthermore, for a given
extension E and a set of defaults D, the set of generating defaults for E with
respect to Δ is GD(D,E) = {δ ∈ D|E � pre(δ) and E � ¬just(δ)}. For a
set of defaults D′ ⊆ D we denote by Con(D′) the set of the conclusions of all
defaults in D′, Namely, Con(D′)={cons(δ) | δ ∈ D′}. Note that if G is the set of
generating defaults for an extension E then E=T h(W ∪Con(G))[19].

Reiter defined some inference problems in Default Logic as follows. For a given
default theory Δ = (W,D) a well-formed formula α is sceptically entailed from
Δ iff α belongs to all extensions of Δ. Whereas it is credulously entailed from Δ
iff it belongs to at least one extension of Δ.

In this paper we are interested in closed normal default theories. This type
of default theories is a subset of the so called semi-monotonic default theories
that have gained an increasing interest for it desirable properties (it admits local
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proof procedures as mentioned in [20,19] and it is implemented in many systems
such as X-Ray [17]).

Theorem 1. [19] Let Δ = (W,D) be a closed normal default theory, let E and F
be two extensions of Δ and let D,D′ be set of closed normal defaults s.t D′ ⊆ D.
Then, Δ enjoys the following properties:

1. Minimality: if F ⊆ E, then E = F.
2. Orthogonality: If F and E are distinct then F ∪ E is inconsistent.
3. Semi-monotonicity: if E′ is an extension of Δ′ = (W,D′) then Δ = (W,D)

has an extension E s.t E′ ⊆ E and GD(D′, E′) ⊆ GD(D,E).

Theorem 2. [19] Let Δ = (W,D) be a closed normal default theory such that
D′ ⊆ D. Suppose that E′

1 and E′
2 are distinct extensions of (W,D′). Then Δ has

distinct extensions E1 and E2 such that E′
1 ⊆ E1 and E′

2 ⊆ E2.

The property of semi-monotonicity in Theorem 1 stipulates that a closed
normal default theory is monotone with respect to the addition of new defaults.
Theorem 2 implies that the addition of new closed normal defaults to a closed
normal default theory can never lead to a default theory with fewer extensions
than the original.

3 A Default Logic Interpretation of Inconsistent
Knowledge Base

In the OBDA setting we consider the set of facts as the source of inconsistency.
Let K = (F ,R,N ) be a knowledge base, the intuition underlying the mapping
is that we handle all the facts according to the principle “every fact in K is
consistent with the rest unless proven inconsistent”. That is, we transform each
fact in F into a default while maintaining the set R and N since they are
assumed to be consistent. Specifically, if we have a fact α in our knowledge base
K we consider it as “generally consistent” until we prove the other way around by
developing our initial knowledge in W using defaults. This leads to the following:

Definition 5 (Mapping τ). Let K = (F ,R,N ) be an inconsistent knowledge
base and ΔK = (W,D) be a closed normal default theory. Furthermore, Let S be
the set of all possible inconsistent knowledge bases and D be the set of all possible
closed normal default theories. The mapping τ is defined from S to D such that
τ(K) = ΔK as follows:

(a) The mapping τ associates for every fact fi ∈ F its default δfi = : fi/fi in
D. Notice that δfi is a prerequisite-free, closed normal default since facts in
K are either ground atoms or existentially closed conjunction of atoms (see
Section 2.1).

(b) The mapping τ associates for every rule Ri ∈ R (Ni ∈ N , resp.) the same
Ri (Ni, resp.) in W .
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One major implication of the mapping is that every inconsistent knowledge
base can be efficiently (w.r.t time and space) mapped to a closed normal de-
fault theory. The benefit of such mapping is that we can handle inconsistency
issues with a theoretically and practically well-established framework (i.e. De-
fault Logic). In what follows, we present the application of mapping on Example
1.

Example 3. Consider K = (F ,R,N ) of example 1, the corresponding default
theory τ(K) = ΔK = (D,W ) is a closed normal default theory with a background
knowledge:

W={∀x(teacher(x)→university_member(x)), ∀x(student(x)→university_
member(x)), ∀x(teacher(x) ∧ student(x) → ⊥)}.
And a set of defaults:

• D = {: teacher(Tom)/teacher(Tom), : student(Tom)/student(Tom)}.

With a set of extensions Ext(ΔK) = {E1, E2} such that:

• E1 = T h(W ∪ {teacher(Tom)}) = T h({teacher(Tom), university_
member(Tom)}).

• E2 = T h(W ∪ {student(Tom)}) = T h({student(Tom), university_
member(Tom)}).

The set of generating defaults for E1 (resp. E2) is the singleton GD(D,E1) =
{: teacher(Tom)/teacher(Tom)} (resp. GD(D,E2) = {: student(Tom)/student
(Tom)}).

4 Equivalences and New Results

As stated above, the previous mapping establishes a relation between inconsis-
tent knowledge bases and closed normal default theories. We show how this re-
lation also holds for repairs and extensions; consequently between inconsistency-
tolerant semantics and inference in Default Logic.

Let K = (F ,R,N ) be an inconsistent knowledge base and ΔK = (D,W ) the
corresponding default theory using the mapping τ . Let Ext(ΔK) be the set of
all extensions of ΔK and Repair(K) the set of all repairs of K.

Proposition 1. For every extension Ei ∈ Ext(ΔK) it holds that the set Con(GD
(D,Ei)) ∈ Repair(K).

Proof 1 First, notice that the set Con(D)=F , since every fact in F has been
mapped to a default.

Let us first prove that the for every Ei ∈ Ext(ΔK) the set Con(GD(D,Ei))
is consistent (contradiction free). On the one hand, we have Con(GD(D,Ei)) ⊂
Ei. On the other hand, since Ei is an extension then it has to be consistent (E
�⊥). Hence, Con(GD(D,Ei)) has to be consistent. By means of contradiction we
prove now that for every Ei ∈Con(GD(D,Ei)) is maximally (w.r.t ⊆) consistent
subset of F . Let us suppose the contrary, i.e. Con(GD(D,E)) is not maximally
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consistent. Then there exists another extension E′ for which Con(GD(D,Ei))
⊆ Con(GD(D,E′)) such that GD(D,E′) is the set of generating defaults of E′.
Consequently, T h(W ∪ Con(GD(D,Ei))) ⊆ Cn(W ∪ Con(GD(D,E′))). In other
words, Ei ⊆ E′ is in contradiction with Theorem 1 (minimality).

Example 4 (Example 3 cont.). Consider ΔK, we have Con(GD(D,E1)) =
{teacher(Tom)} and Con(GD(D,E2)) = {student(Tom)}, it is obvious that
Con(GD(D,E1)) ∈ Repair(K) and Con(GD(D,E2)) ∈ Repair(K).

On one hand, extensions in ΔK represent a maximal set of beliefs that can be
together. On the other hand, repairs also represent a maximal non-conflicting
set of facts. Thus there is a relation between extensions and repairs.

Proposition 2. Every extension E contains one and only one repair A ∈
Repair(K).

Proposition 3. Every repair A ∈ Repair(K) is contained in one and only one
extension E ∈ Ext(ΔK).

Proof 2 First, we prove that every repair is contained in at least one extension.
Next, we prove that every repair is contained in only one extension.

1. On one hand we have A ⊆ F thus R ⊆ Con(D) (there exists a set of defaults
D′ ⊆ D such that A = Con(D′)). On other hand, since A is maximally
consistent (w.r.t ⊆), by definition we get ∀fi ∈ F − A, ClR(A ∪ fi) is R-
inconsistent, similarly, ∀di ∈ D − D′ the set T h(W ∪ A ∪ cons(di)) �⊥.
Therefore we conclude that; (1) E = T h(W ∪A) is closed under D′ (there is
no default that can be applied), (2) W ⊆ E; (3) T h(E) = E. Consequently,
E is an extension (according to Definition 4) such that A ∈ E.

2. Now let us prove that E is the only extension that contains A. Suppose that
E and E′ are two extensions and A ∈ E and A ∈ E′, from (1) we have
E = T h(W ∪ A) and E′ = T h(W ∪ A), it is not hard to see that E and E′

are not orthogonal which contradicts Theorem 1.

From 1 and 2 we conclude that a repair A is contained in one and only one
extension.

In the following example we show the relation between extensions and repairs.

Example 5 (Example 3 count.). Consider the repairs A1 and A2 of example 2
and the extensions E1 and E2 of the corresponding default theory ΔK. One can
clearly see that E1 = T h({teacher(Tom), university_member(Tom)}) ⊃ A1 =
{teacher(Tom)} and E2 = T h({student(Tom), university_member(Tom)}) ⊃
A1 = {student(Tom)}.

Previous propositions in this section show that the mapping τ induces a link
between repairs and extensions. We use this link to prove the relation between
AR-semantics and sceptical inference and also between the Brave-semantics and
credulous inference in closed normal default theories.
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Theorem 3. Let K = (F ,R,N ) be an inconsistent knowledge base, ΔK=(W,D)
be the corresponding closed normal default theory obtained by the mapping τ and
let α be a query. Then:

1. K �AR α iff α is sceptically entailed by ΔK.
2. K �brave α iff α is credulously entailed by ΔK.

In Example 2, we mentioned that the query α = university_member(Tom)
is AR-entailed by the knowledge base K (K �AR α). In the next example we show
that α is sceptically entailed by ΔK .

Example 6 (Example 3 count.). Consider the extensions E1 and E2 and let α1 =
university_member(tom) and α2 = teacher(tom). It is clear that α1 ∈ E1 and
α1 ∈ E2, thus α is sceptically entailed by ΔK. Whereas α1 belongs only to E1

thus α1 is credulously entailed by ΔK.

Note that a closed normal default theory always has an extension, and if
it has more than one extension then the extensions are inconsistent together
(orthogonal). Based on this we can observe that if the corresponding default
theory ΔK has more than one extension then K is inconsistent.

By virtue of the equivalences provided in this section, we can prove interesting
properties about inconsistency-tolerant semantics. In Section 2 we have shown
that closed normal default theories enjoy the property of semi-monotonicity
which states that the extensions of the original theory are always preserved
within the extension of the new theory (with the addition of new closed normal
defaults). We show how this property holds in inconsistency-tolerant semantics.

Theorem 4 (Semi-monotonicity). Let K = (F ,R,N ) and K′ = (F ′,R,N )
be two inconsistent knowledge bases such that F ′ ⊆ F and let A′ be a repair of
K′. Then, K has a repair A ∈ Repair(K) such that A′ ⊆ A.

Proof. Let us suppose the following, K′ = (F ′,R,N ) and K = (F ,R,N ) such
that F = F ′ ∪ {f} (we get K by adding a new fact to F ′), suppose further
that A1 ∈ Repair(K) and A′

1 ∈ Repair(K′), then either (1) A1 = A′
1 ∪ {f} is

consistent, then A1 is a repair of K such that A′
1 ⊂ A1; or (2) A1 = A′

1 ∪ {f}
is inconsistent, thus {f} will form a new repair A2 such that {f} ∈ A2. In two
cases there exists always a repair A1 such that A′

1 ⊆ A.

The next corollary then follows.

Corollary 1. Let K = (F ,R,N ) and K′ = (F ′,R,N ) be two inconsistent
knowledge bases such that F ′ ⊆ F and let A′

1 and A′
2 be two repairs of K′. Then

K = (F ,R,N ) has two repairs A1 and A2 such that A′
1 ⊆ A1 and A′

2 ⊆ A1.

This stipulates that for an inconsistent knowledge base K, K is monotone with
respect the addition of new facts. That means the repairs of a knowledge base
with fewer facts from the original knowledge base are always preserved within
the repairs of the original knowledge base. Notice that, K is non-monotone with
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respect to the addition of new constraints, because the added constraints can
alter its repairs.

In what follows we show the result of Corollary 1 and Theorem 4 on AR and
Brave semantics.

Proposition 4. Let K′ = (F ′,R,N ) and K = (F ,R,N ) be two inconsistent
knowledge bases such that F ′ ⊆ F and let α be a query. Then, (i) if K′ �brave α
then K �brave α; (ii) if K′ �AR α then K �brave α.

5 Conclusion

We have studied the relation between Default Logic and inconsistent ontolog-
ical knowledge bases within a rule-based language in the OBDA setting and
shown that every inconsistent knowledge base can be efficiently represented as
a closed normal default theory. This gives the possibility to bridge two dif-
ferent formalisms. We proved that inconsistency-tolerant semantics enjoys the
same property of a closed normal default theory, namely semi-monotonicity. In
addition, this work shows the expressiveness of Default Logic as a powerful non-
monotonic formalism that is capable of handling different problems. A further
study on the equivalences with another variants of Default Logic (constrained,
justified, rational, etc) will be a matter of interest; as well as the relation with
Answer Set Programming given its computational efficiency.

References

1. Baader, F., Brandt, S., Lutz, C.: Pushing the el envelope. In: Proc. of IJCAI 2005
(2005)

2. Bienvenu, M.: On the complexity of consistent query answering in the presence of
simple ontologies. In: Proc. of AAAI (2012)

3. Bienvenu, M., Rosati, R.: Tractable approximations of consistent query answer-
ing for robust ontology-based data access. In: Proceedings of the Twenty-Third
International Joint Conference on Artificial Intelligence, pp. 775–781. AAAI Press
(2013)

4. Calì, A., Gottlob, G., Lukasiewicz, T.: A general datalog-based framework for
tractable query answering over ontologies. Web Semantics: Science, Services and
Agents on the World Wide Web 14, 57–83 (2012)

5. Calvanese, D., De Giacomo, G., Lembo, D., Lenzerini, M., Rosati, R.: Tractable
reasoning and efficient query answering in description logics: The dl-lite family. J.
Autom. Reasoning 39(3), 385–429 (2007)

6. Cholewiski, P., Marek, V.W., Truszczyski, M., Mikitiuk, A.: Computing with de-
fault logic. Artificial Intelligence 112(1-2), 105–146 (1999)

7. Dung, P.M.: On the acceptability of arguments and its fundamental role in non-
monotonic reasoning, logic programming and n-persons games. Artificial Intelli-
gence 77(2), 321–357 (1995)

8. Engelfriet, J., Treur, J.: An interpretation of default logic in minimal temporal
epistemic logic. J. of Logic, Lang. and Inf. 7(3), 369–388 (1998)



564 A. Arioua et al.

9. Gottlob, G.: Translating default logic into standard autoepistemic logic. J. ACM
42(4), 711–740 (1995)

10. Imielinski, T.: Results on translating defaults to circumscription. Artif. Intell.
32(1), 131–146 (1987)

11. Konolige, K.: On the Relation Between Default and Autoepistemic Logic. In: Read-
ings in Nonmonotonic Reasoning, pp. 195–226. Morgan Kaufmann Publishers Inc.
(1987)

12. Lembo, D., Lenzerini, M., Rosati, R., Ruzzi, M., Savo, D.F.: Inconsistency-tolerant
semantics for description logics. In: Hitzler, P., Lukasiewicz, T. (eds.) RR 2010.
LNCS, vol. 6333, pp. 103–117. Springer, Heidelberg (2010)

13. Lenzerini, M.: Data integration: A theoretical perspective. In: Proc. of PODS 2002
(2002)

14. Marek, W., Truszczynski, M.: Stable semantics for logic programs and default
theories. In: NACLP, pp. 243–256 (1989)

15. Mugnier, M.-L.: Ontological query answering with existential rules. In: Rudolph,
S., Gutierrez, C. (eds.) RR 2011. LNCS, vol. 6902, pp. 2–23. Springer, Heidelberg
(2011)

16. Nicolas, P., Saubion, F., Stéphan, I.: Gadel: a genetic algorithm to compute default
logic extensions. In: ECAI, pp. 484–490 (2000)

17. Nicolas, P., Schaub, T.: The xray system: An implementation platform for local
query-answering in default logics. In: Hunter, A., Parsons, S. (eds.) Applications
of Uncertainty Formalisms. LNCS (LNAI), vol. 1455, pp. 354–378. Springer, Hei-
delberg (1998)

18. Poggi, A., Lembo, D., Calvanese, D., De Giacomo, G., Lenzerini, M., Rosati, R.:
Linking data to ontologies. In: Spaccapietra, S. (ed.) Journal on Data Semantics
X. LNCS, vol. 4900, pp. 133–173. Springer, Heidelberg (2008)

19. Reiter, R.: A logic for default reasoning. Artificial Intelligence 13 (1980)
20. Schaub, T., Brüning, S.: Prolog technology for default reasoning: proof theory and

compilation techniques. Artificial Intelligence 106(1), 1–75 (1998)
21. Schaub, T., Nicolas, P.: An implementation platform for query-answering in de-

fault logics: The xray system, its implementation and evaluation. In: Fuhrbach, U.,
Dix, J., Nerode, A. (eds.) LPNMR 1997. LNCS, vol. 1265, pp. 441–452. Springer,
Heidelberg (1997)

22. Truszczynski, M.: The modal logic s4f, the default logic, and the logic here-and-
there. In: AAAI, pp. 508–514. AAAI Press (2007)



Automated Discovery of Mobile Users Locations
with Improved K-means Clustering

Szymon Bobek(�), Grzegorz J. Nalepa, and Olgierd Grodzki

AGH University of Science and Technology,
al. Mickiewicza 30, 30-059 Krakow, Poland

{szymon.bobek,gjn}@agh.edu.pl

Abstract. Location is one of the most commonly used contextual infor-
mation in mobile context-aware systems. It can be considered on many
different levels of granularity, varying from geolocation that is based on
GPS systems, up to microlocation that uses Bluetooth Low Energy de-
vices and WiFi access points for locating users inside buildings. Most
common use of location is navigation, however recently it is more of-
ten considered also as an important component of the user profile. One
of the biggest challenges in location-based context-aware systems is the
discovery of patterns in user transportation traces and extraction of the
most often visited places. In this paper we presented and evaluated a
method that allows for automatic extraction of clusters from user loca-
tion traces. These clusters represents user points of interest like home,
work, favourite restaurants, but also transportation routines. The orig-
inal contribution of this work is a proposal of an approach based on
the K-means clustering algorithm equipped with a module for automatic
discovery of number of clusters and density-based cluster merging. This
method allows for online, adaptable discovery of user points of interests,
and transportation routines in mobile systems.

Keywords: Context-awareness · Mobile devices · Clustering · Localisa-
tion

1 Introduction

Due to the rapid development of personal mobile devices, context-aware systems
gained a huge popularity in recent years. Nowadays smartphones and tablets
are equipped with a variety of sensors that can provide valuable information
about user context. However, efficient collecting, modelling and processing of
large amount of information streaming from such sensors is still a challenge for
mobile systems developers [19,3]. Due to this fact, in practical applications of
mobile context-aware systems only the location context is used, as there was a lot
of research devoted to the problem of geolocation and positioning [25]. Although
localization is relatively mature area of research there is still a lot of challenges
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in terms of modelling and processing locational data for automatic discovery of
user profiles.

Two different classes of information can be extracted from user location traces,
which forms the locational user profile. These are:

– Transportation routines – describing routes which are most often used by a
user to travel between points of interests.

– Usual locations, or points of interests (POIs) – places which are special for
the user in some way. This can be home, work, favourite shopping centre or
restaurant, etc.

These two types of information can be used for example by the mobile context-
aware navigation system to suggest different routes from work to home when
the usual route is slow. On the other hand, the user favourite locations may
be used by the mobile context-aware tourist application to suggest POIs that
fit best the user preferences. In the area of ambient assisted living, discovery of
both: transportation routines and user POIs, can be used for monitoring user
behaviour and detecting anomalies in daily routines, as well as helping the user
in reaching important places like home, pharmacy, etc.

One of the major challenges in such systems is the discovery and recognition of
position clusters from user location traces. Although there was a lot of research
done in a field of automatic clustering of data, there is still need to investigate
methods for clustering and labeling data in highly dynamic environments. In
mobile context-aware systems number of clusters is unknown a priori. Moreover,
clusters are of different densities and nature (work, shops, etc.) and they are
evolving, as the learning data streams constantly from the device sensors. What
is more, semantics of such clusters is also not known, and has to be inferred or
labelled by the user in a process of mediation [5].

In this paper we proposed a solution that allows for an automatic discovery of
clusters from user GPS traces. These clusters can represent both POIs and trans-
portation routines. Number of clusters is discovered automatically by the algo-
rithm that is based on the modified K-means with analysis of distortion function
and cluster merging module. Discovered clusters can later be labelled by the user
or inferred from other contextual information or data embedded on the maps.

Rest of the paper is organised as follows. In Section 2 related work was pre-
sented and a motivation for our work was given. Detailed description of the
algorithm used in our approach is described in Section 3, while the practical
evaluation was presented in Section 4. Section 5 contains summary and remarks
on the challenges and future work.

2 Related Work and Motivation

In [2] authors used K-means algorithm for clustering user GPS traces into loca-
tions. They performed offline clustering of data gathered by the mobile users, and
manually estimated number of clusters, by analysing the cost function curve for dif-
ferent K values. The solution presented in this approach uses standard version of
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K-means. In such, every execution of the algorithmgoes through the entire data set
iteratively until convergence. In the case of location data, the data set is updated
roughly every minute or even more often. Because of this, running the standard
K-means algorithm for every updated data set would introduce significant compu-
tational overhead. As a solution to this problem, using a streaming modification
of the K-means algorithm is proposed [22]. It aims to resolve a problem associated
with large growth in data andproposes a streamingmodel,where the algorithmcan
make one or very few passes through the data, reducing the computational over-
head. The most important advantage of the K-means algorithm is that it allows for
efficient clustering of high-dimensional data. This allows performing an automated
sensor-fusion without any special adjustment of the algorithm. On the other hand
the standard version of K-means requires knowledge of the number of clusters into
which the data has to be divided, which is not always available.

Algorithm 1. k-means clustering
input: data D ∈ R

d; number of clusters K ∈ N

output: K cluster means µ1, ..., µK ∈ R
d

1 randomly initialize K vectors µ1, ..., µK ∈ R
d;

2 repeat
3 assign each x ∈ D to argmin

j
d(x, µj);

4 for j = 1 to K do
5 Dj ← {x ∈ D | x assigned to cluster j};
6 µj =

1
|Dj |

∑
x∈Dj

x;
7 until no change in µ1, ..., µK ;
8 return µ1, ..., µK ;

Fig. 1. Basic K-Means formulation [8]

To solve the problem of the unknown number of clusters in dataset an al-
gorithm called DBSCAN [6] was developed. It is a density-based clustering al-
gorithm that was designed to efficiently partition two-dimensional data. The
knowledge of the number of clusters in not required as the algorithm uses den-
sity threshold to label high-density areas as clusters and discard all the remain-
ing low-density areas as noise. DBSCAN and its variations like SMoT [1] and
CB-SMoT [20] are most often used for discovery of stops and moves in user loca-
tional data. Simillar goals can be achieved with X-means [21] and G-means [10]
algorithms which are modified versions of standard K-means. They allow for
automated discovery of number of clusters by performing statistical analysis on
the generated sets to determine these which should be splitteed. However, such
methods tend to discover too many clusters, as they do not provide any merging
mechanism [4].

Among standard solutions like these mentioned previously, there is also a lot of
hybrid approaches that optimize some of the bottlenecks of the clustering task.
To avoid clustering the large trajectory dataset a co-clustering method called
CADC was proposed [13]. It enhances clustering process by discovering similar
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objects in dataset and allows for efficient incremental clustering in response to
new GPS trajectory data.

In [17] two levels of clustering are used to obtain places of interest. First, user
location points are grouped using a time-based clustering technique which dis-
covers stay points while dealing with missing location data. The second level per-
forms clustering on the stay points to obtain stay regions. Time based clustering
was proposed in [12]. It eliminates the intermediate locations between important
places, and determines the number of clusters (important places) autonomously.
Also, it is also efficient enough to run on a mobile device as a background task.

Although there is a lot of work devoted to the problem of discovery of user
POIs and transportation routines, there is none that tackles all the following
issues in terms of mobile context-aware systems:

1. In such systems the number of clusters is unknown a priori and may change
over time, so clusters may evolve.

2. The problem of clusters discovery is therefore a continuous process that
should be based on streaming data.

3. Clustering two-dimensional location data can be significantly improved by
other sensor information. This turns the problem into high-dimensionality
clustering task which can be difficult to handle for most DBSCAN-based
clustering approaches.

Therefore, the motivation for the work described in this paper was to provide
a solution that combines strengths of DBSCAN which allows for automatic dis-
covery of clusters without knowledge of their number, and efficiency of K-means
for high dimensional cases and streaming data. For this purpose the modified
version of K-means algorithm was proposed. The following section describes in
details the approach.

3 Automated Clustering with K-means

The automated clustering algorithm presented in this paper consist of three steps
that can be briefly defined as follows:

1. Discover number of clusters K with a distortion function approach (jump
method).

2. Cluster data using the K-means algorithm.
3. Perform cluster merging to combine several low-density clusters into one.

Steps 1 and 3 that correspond to the original contribution of the paper were
discussed in details in the following section. As our research demonstrated, the
discovery of K should be preceded by the filtering of data to eliminate peaks and
false readings. However, the complete analysis of the different filtering algorithms
– although extremely important – is beyond the scope of this paper and therefore,
only a two different approaches were evaluated and presented in Section 4.
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3.1 Distortion Function Approach

The standardK-means clustering algorithms requires providing thenumber of clus-
ters as a parameter. In other words, it can only divide the data set into a given num-
ber of parts and have no way of choosing that number. Therefore, the automated
clustering problem can be reduced to finding the number of clusters K. There is a
number of methods for finding K [24]. The one that has been implemented in this
paper is called the jump method [23]. The procedure is based on distortion, which
is a measure of cluster dispersion. The minimum achievable distortion associated
with fitting K centres to the data is given as follows:

dK =
1

p
min

c1,...,cK
E
[
(X− cX)TΓ−1(X− cX)

]
(1)

where:

– X – p-dimensional random variable having a mixture distribution of G com-
ponents, each with covariance Γ

– Γ – covariance matrix
– c1, ..., cK – a set of K candidate cluster centres
– cX – cluster centre closest to X
– E – expected value

The formula above represents the average Mahalanobis distance1 per dimension,
between X and cX . In the case where Γ is the identity matrix distortion is
simply mean squared error. In practice one generally estimates dK using d̂K ,
the minimum distortion obtained by applying the K-means clustering algorithm
[23].

Plotting dK versus K results in a distortion curve in which all the requisite
information for choosing the correct number of clusters are contained. It is also
shown, both theoretically and empirically, that for a large class of distributions
the distortion curve, when transformed to an appropriate negative power, will
exhibit a sharp jump at the true number of clusters. The jump method is based
on this and can be represented as a follows [23]:

Algorithm 2. Jump method
1 Run the k-means algorithm for different numbers of clusters, K, and

calculate the corresponding distortions, d̂K
2 Select a transformation power, Y > 0 (A typical value is p

2 )
3 Calculate the jumps in transformed distortion, JK = d̂−Y

K − d̂−Y
K−1

4 Estimate the number of clusters in the data set by K∗ = argmax
K

JK , the

value of K associated with the largest jump.
The method has advantages: makes limited parametric assumptions, can be

theoretically motivated using ideas from the field of rate distortion theory, is
both simple to understand and compute, and is highly effective on a wide range
of problems [23].
1 It is a measure of the distance between a point P and a distribution D [16].
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3.2 Clusters Merging Approach

During the preliminary evaluation of the method (standard K-means clustering
with the jump method) the quality of the automated clustering was assessed as
unsatisfactory. The analysed location data was collected by driving from home to
the university and back. The automatically discovered number of clusters turned
out to be higher than expected, e.g. 9 instead of 3, which was the desirable result
(3 clusters corresponding to home, road and university).

The analysis of clustered data revealed an expected cluster size difference be-
tween two main clusters: POIs and routes. Much bigger clusters were constructed
in the endpoints representing home and university, and much smaller were con-
structed in between representing transportation trace. Although clustering data
at endpoints was desired, splitting transportation route into several tiny clusters
was considered as a fault. Two main reasons for this behaviour were observed.
The first reason comes from the changes in location data at these places – ei-
ther only a slight change (at the university) or even a lack of change (at home),
which causes the collected location data to be closer. The second reason comes
from the time spent in these locations – generally, more time is spent at routine
places than in any place on the road between them, which causes the location
data collected at these places to be more dense.

Based on these observations, a clusters merging approach was proposed. In this
approach the smaller clusters were merged into one, based on the density threshold
value. Assuming one location data reading per minute, this variable directly cor-
responds to how much time spent at a location would classify it as a cluster. The
cluster merging approach can be represented by the following algorithm:
Algorithm 3. Clusters merging
input: set of clusters C calculated by standard K-means with k

calculated by the jump method; density threshold value d
output: set of big clusters Cb

1 initialize empty set Cs representing small clusters
2 initialize empty set Cb representing big clusters
3 foreach c ∈ C do
4 if number of points assigned to c < d then
5 add c to Cs

6 else
7 add c to Cb

8 initialize empty cluster cm
9 foreach cs ∈ Cs do

10 if cm is empty then
11 set cm cluster center to cs cluster center
12 else
13 set cm cluster center to average of cm center and cs center
14 assign all points from cs to cm
15 add cm to Cb

16 return Cb
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It is worth noting that this approach allows to cluster data that characterised
by different densities compared to the DBSCAN algorithm, which would either
classify the entire data as one big cluster, or discover only high density clusters
treating all the other data as noise.

4 Practical Evaluation in a Mobile System

Evaluation of the proposed method was performed by developing two mobile
applications. The first one was created only as a proof of concept. The second
one was created as a more practical solution. Both of them were developed for
Android 4.3 system, and were evaluated on the Samsung Galaxy SII device.

4.1 Proof of Concept Application

The proof of concept application was developed as a standalone Android ap-
plication. Besides implementing the automated clustering method described in
Section 3, the application also focused on collecting data. That meant consid-
ering which data to collect, how to ensure its quality, and how to construct
machine learning features from it.

The most important and obvious data to collect was geolocation data –
longitude and latitude. The Android API provides two sources of this data
(providers): the GPS module and network location data. The two providers
differ greatly in terms of quality, with the GPS module providing much more
accurate location data, but also battery life – keeping the GPS module turned
on would have a heavy impact on battery life, while network provider is less
energy consuming.

The basic feature set for the clustering algorithm was constructed from longi-
tude, latitude and speed. It was later extended by introducing feature ”weight-
ing”, which in this case meant constructing two new features by raising longitude
and latitude to a power of 2, thus giving the geolocation data a greater ”weight”.

Data collection was performed by running the proof of concept application.
The following experiment was conducted for the sake of evaluation:

1. began collecting at a starting point, in this case home, spent some time there,
2. left the starting point and travelled to a destination, in this case the university,
3. spent some time at the destination,
4. travelled back to the starting point, spent some time there, stopped collecting.

Time between turning on the GPS module was set to one minute and the time
window to ensure a location fix was set to 30 seconds. The collected data analysis
confirmed the difference in data quality between the two providers, and hence
the data from the GPS provider was chosen as a better estimate almost every
time the provider was available. Because of the unavailability of the GPS provide
indoor, the location data collected inside buildings came almost exclusively from
the network provider, which turned out to be significantly distorted.
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To overcome this problem, data filtering was introduced. Two filters were
compared – a low-pass filter and a Kalman filter. Figure 2 shows unfiltered
location data collected at the starting point of the described data collection
sequence. As mentioned before, presented data was collected almost exclusively
from the network provider due to the unavailability of the GPS provider indoors.
Figure 3 shows the comparison of unfiltered data and data filtered with both
filters (blue colour represents low-pass filter and green for Kalman filter).

Fig. 2. Unfiltered location data Fig. 3. Location data filtered with Kalman
filter (green) and low-pass filter (blue)

The second module of the proof of concept application was the automated
clustering module. The module implemented the jump method described in sec-
tion 3.1. The implementation of the K-means algorithm was taken from the
WEKA API 2. Clustering experiments began with the simplest case – only lon-
gitude and latitude were used as features and clustered data was unfiltered. A
sample result is shown in Figure 4. The algorithm divided the data set into 9
clusters, which was not the desired result, these results were also described in
Section 3.2.

As a next step in improving the method, experiments with the feature set
began. The feature set was extended by additional data, such as speed, and
clustering was repeated. The experiments were unsuccessful as the clustering
quality decreased – clusters began to be inconsistent on the Cartesian plane.
As a countermeasure, feature ”weighting”, described in earlier in this section,
was introduced, unfortunately the quality was not improved enough. Further
experiments involved introducing data filtering, Figure 5 shows the result of
clustering filtered data. Introducing filtering improved the quality of clustering
with a feature set extended by speed with feature ”weighting”, but the number
of clusters was still too large.

2 Weka is a powerful, yet easy to use tool for machine learning and data mining offering
API in Java, see https://weka.waikato.ac.nz.

https://weka.waikato.ac.nz
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Further experiments involved introducing clusters merging, Figure 6 shows the
result of clustering unfiltered data with clusters merging. The threshold value
between small and large cluster was 15. The number of clusters was greatly im-
proved, the algorithm reached the desired number of 3, but the overall quality
was still unsatisfactory, with clusters again being inconsistent. Fortunately, com-
bining clusters merging with data filtering helped to solve this problem, Figure 7
shows this solution, which is also the best solution achieved.

Fig. 4. Clustering of unfiltered data Fig. 5. Clustering of filtered data

Fig. 6. Clustering of unfiltered data with
clusters merging

Fig. 7. Clustering of filtered data with
clusters merging
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4.2 Mobile Context-Aware Framework Integration Application

The proof of concept application worked relatively well in simulated conditions,
that is clustering data collected during a specified sequence. The limited practi-
cal applications of such a solution and the need for practical evaluation of the
general method were the main motivation for developing the second application.
It represents a more practical approach, which was achieved by designing it as
a plugin for a mobile context-aware framework. The framework AWARE, de-
scribed in [7], was selected for this task. This decision entailed many important
changes compared to the proof of concept application.

First of all, the location data collection module developed as part of the proof
of concept application was mostly discarded, because the framework already
provides a module for collecting location data. Unfortunately, the module repre-
sents a different model than the one described in Section 4.1, mainly it does not
implement a mechanism for turning the GPS module on and off at set intervals.
This results in a situation in which the GPS module would have to be turned
on all the time, which would have an unacceptable negative impact on battery
life. That in turn made it impossible to test the everyday use of the developed
application using also the GPS provider, since the device battery would not last
the necessary time unplugged from a power source (e.g. a full day of classes at
the university). Ultimately the location data was being collected only from the
network provider.

The analysis of data collected only from the network provider revealed an
overall bad quality of data, unlike the data collected by the proof of concept
application, which was distorted practically only at the ”endpoints”. Because of
this filtering the data turned out to actually decrease the clustering quality in-
stead of improving it. The data points were so scattered and sparse that filtering
introduced even more distortion instead of bringing then closer together.

The final major change introduced in the second application was the clustering
algorithm. The proof of concept application used a standard K-means algorithm
to cluster the collected data, it was being performed when the user pressed
the corresponding button in the UI. That solution was relatively impractical
and the second application adapted a different approach. Instead of providing
the option for clustering on some form of user’s input, the clustering was to
be performed with every new data point resulting in a streaming model. A
streaming K-means [22] was used to achieve this model. The implementation
was taken from Apache Mahout [9].

The application was successfully developed and integrated with the AWARE
framework3. Figure 8 shows a table of clusters centroids retrieved from the
database displayed in the application. It can be noticed that all IDs are re-
peated four times, which corresponds to 4 clusters centroids calculated for every
new data point. The most recent data in the table represents current cluster cen-
troids assignment. Remaining data corresponds to cluster centroids calculated
for the past data. This can be used to observe the evolution of cluster centroids

3 See http://www.awareframework.com

http://www.awareframework.com
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over time. Figure 9 shows the collected data assigned to the most recent clusters
from the database.

Fig. 8. Table representation of clusters
centroids stored in a database

Fig. 9. Chart representation of latest
clusters from the table in figure 8

The data was collected over one week, using only the network provider except
for approximately one hour, when the GPS module was turned on for naviga-
tional purposes. This can be found on the chart as a trail to the north-eastern
corner. Even though GPS navigation can also be thought of as part of everyday
use, in this case it caused the relatively well formed green cluster to ”stretch”
and was not correctly assigned to the grey cluster representing the ”road” do-
main. A possible reason for such behaviour would be the sudden ”spike” in data
quality which upset the previous balance. Although the overall clustering quality
is not satisfactory, the algorithm actually managed to learn a correct number
of clusters – the red cluster to the west is a correct separate domain, although
the point to the south should ideally be assigned to the cluster representing
the ”road” domain. Integer parts of decimal degrees representing longitude and
latitude from Figure 8 and axes tick labels from Figures 4, 5, 6, 7 and 9 were
removed to preserve author’s privacy.
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5 Summary and Future Work

In this paper we presented and evaluated a method that allows for automatic
clusters extraction from user location traces with modified version of K-means
clustering algorithm equipped with a module for automatic discovery of number
of clusters and density-based cluster merging. This method allows for online,
adaptable discovery of user points of interests, and transportation routines.

The results obtained from the proof of concept application were relatively
satisfactory, however an attempt to implement the method in a more practical
application were not. The main reason for this was the insufficient quality of
collected data, caused by relying only on the network provider. Therefore, the
first step in order to improve the clustering quality would be improving the col-
lected data quality, perhaps by integrating the data collection method described
in Section 4.1 in the context-aware framework or by introducing more features
(sensors) for the clustering algorithm.

The most important future work is labelling the clusters to actually represent
specific domains. Thanks to integrating the solution with a AWARE frame-
work, the application has access to all kinds of contextual data gathered by the
framework, which may be very useful in inferring correct domains. Developing a
labelling method in combination with the automated clustering method would
create a complete method for learning concrete routine user’s locations. We are
also considering the integration of the here described localisation applications
with rule-based context aware solutions [18].
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Abstract. Mobile context-aware systems gained huge popularity in re-
cent years due to the rapid evolution of personal mobile devices. Nowa-
days smartphones are equipped with a variety of sensors that allow for
on-line monitoring of user context and reasoning upon it. Contextual in-
formation in such systems is very dynamic. It changes rapidly and these
changes may have impact on system behaviour. Although there are many
machine learning methods like Markov models that allow to handle such
dynamics, they do not provide intelligibility features that rule-based sys-
tems do. In this paper we propose an extension to XTT2 rule represen-
tation that allows for modelling dynamics of the mobile context-aware
systems using rules and statistical analysis of historical data. This was
achieved by introducing time-based operators to rule conditions and sta-
tistical operators to right hand side of the rules.

Keywords: Rule-based system · Mobile computing · Reasoning ·
Statistics

1 Introduction

Mobile context-aware systems make use of contextual information to infer higher-
level context or trigger some pre-defined actions. In mobile environments context
changes very fast and therefore has to be processed in a real time. The naive
approach for handling this task is to provide fast and efficient mechanism based
on simple key-value matching between current context and pre-defined patterns
that triggers actions [26] or invokes further inference [5].

Although such solutions are very popular due to their simplicity, they do not
take into consideration historical states of the system, treating all new incoming
observations independently from the previous ones. Discarding historical data,
makes the system insensitive to patterns that may be present in such data.
Knowledge about such patterns can be used to predict future system state and
therefore to prepare desired information in advance, before the application ac-
tually requests it. What is more, statistical analysis of historical information
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about sensor data, allows for better understanding of the sensor characteris-
tics which can improve system adaptability and optimize it in terms of energy
consumption [3].

One of the most common formalisms that allow for time-based inference is tem-
poral logic. It provides mechanisms for representing, and reasoning about proposi-
tions qualified in terms of time. What is more, with temporal logics it is possible to
express modalities of time that allows to capture time-spanned events with simple
clauses. Although temporal logic provides huge capabilities of time related reason-
ing, it lacks support for standard statistical operators like mean or variance.

The most widely used methods that are based on the paradigm of statistical
analysis of historical data are machine learning algorithms. In contrary to other
approaches, machine learning (ML) solutions do not use fixed model, but rather
learn it from data discovering patterns hidden within it. The most popular ML
techniques used extensively in the area of context-aware systems are probabilis-
tic graphical models (PGM) [9], as they provide a very effective way of modelling
and reasoning on dynamic and uncertain information. However, exact inference in
complex probabilistic models is an NP-hard task and is not always tractable.

Intractability of the system inference, on the other hand, violates intelligibil-
ity feature, which is one of the fundamental requirements for the user-centric
systems [14]. It is defined as the capability of the system for being understood.
This feature is crucial in systems that require interaction with the user, like
mobile context-aware systems [17]. The ability of explaining system decisions to
the user makes it possible to collect user feedback about system. This on the
other hand, can be used to significantly improve overall system performance by
resolving ambiguous context, or prioritising rules.

In this paperwepropose a solution that combines strengths of statistical analysis
available in machine learning with basic time modalities and intelligibility features
of rule-based system. We extended XTT2 rule notation [20] with statistical oper-
ators that allow for basic reasoning on historical data. We also provide a proof-of-
concept implementation of this operators inHeaRTDroid1 inference engine [15].

The rest of the paper is organised as follows. Section 2 presents the current
works in the area of exploiting historical information in context-aware systems
and presents our motivation. An extension to the XTT2 rule representation
was presented in Section 3, while Section 4 discusses implementation of these
operators and presents a simple use-case scenarios. Summary and directions for
future work were presented in Section 5.

2 Related Work and Motivation

Historical information about the system states is crucial for modelling dynamics
of the environment. There are several approaches that incorporates such data in
the model.
1 HeaRTDroid is a rule-based inference engine for Android mobile devices, that is

based on HeaRT inference engine. See https://bitbucket.org/sbobek/heartdroid

https://bitbucket.org/sbobek/heartdroid
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One of the most common formalism that provides a toolset for reasoning in
time-based environments is temporal logic. In [24] authors present the context
model for the home domain called CAMUS, and show how it entails implicit
reasoning with a combination of several different paradigms, including temporal
logic for time-related events handling. Nick Palmer in [21] proposes a flexible
context expression language for smartphones called Swansong. It adapts some of
the temporal logic modalities like always, never and allows for windowed searches
in previous states for minimal and maximal values.

Historical data are also the most important input for case-based reasoning
systems (CBR). Such approach allows for solving new problems based on the so-
lutions of similar past problems. In [11] a recommendation context-aware system
was presented, which uses case-based reasoning for suggesting music. It exploits
information about user’s demographics and behavioural patterns but also his/her
context at the time of making recommendation. In [10] authors propose a mo-
bile context-aware comparative shopping system that automatically estimates
user preferences to determine the best purchase. It uses case-based reasoning
and negotiation mechanism for estimating the buyer’s current preference for the
product based on the previous purchases. The survey on the usage of CBR in
ambient intelligent systems is presented in [22].

Probabilistic approaches are most widely used in the area of context-aware
systems to model human activities [8], transportation routines [12], and other
aspects that are characterized by high uncertainty of data. Time-dependant
dynamics of the system can be modelled in such approach with and usage of
dynamic Bayesian networks or Markov models [23]. Bui et al [4] incorporates
historical information to the model by using a multi-layer Bayesian dynamic
structure, called an Abstract Hidden Markov Model, to track an object and
predict its future trajectory.

An interesting approach was proposed by Jaroucheh et al in [7]. Authors
presents there a solution that uses processes to model user context. According
to Jaroucheh, it is crucial to denote user current, past and possible future context
in determining full context. For example, user is in the room – has he just came
in, or is he about to leave? This was achieved by the authors with an usage of
Petri nets and process mining techniques.

2.1 Motivation

Although there exist methods that allow for modelling dynamics of the system,
like Markov models, or dynamic Bayesian networks, they do not provide intelli-
gibility features. Such models are not understandable for the user and cannot be
changed, or adjusted easily. This on the other hand can be efficiently done with
rule-based knowledge representation. Case-based reasoning methods make use of
historical data to solve similar new problems. However, this approach does not
allow for analysing previous states of the system individually (e.g.. asking what
was user activity an hour ago). This is crucial in mobile context-aware systems,
as the knowledge about previous system state can determine context of the cur-
rent situation. Such capabilities of referring to the past states are available in
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temporal logics. These however do not allow for more sophisticated statistical
analysis like calculating variance, standard deviation, means and other factors
that allow to capture dynamics of the past states in an aggregated manner.

Therefore, the primary motivation for the work presented in this paper was a
need for methods that would combine statistical analysis of historical data with
rule-based inference capabilities. Such methods would allow for better modelling
of the dynamics of the mobile context-aware systems that are immersed in dy-
namic environment. What is more, rule-based model will provide intelligibility
capabilities, which can be further used to obtain user feedback and improve over-
all system performance. We decided to use XTT2 rule representation method [20]
as the starting point for the work, as it is used by the HeaRTDroid inference
engine, dedicated for the mobile platforms. The following sections describe in
details results of our work.

3 Time-based Operations in XTT2

3.1 Extended Tabular Trees

XTT2 is a visual knowledge representation method for rule-based systems soft-
ware [13,18,19] where rules are stored in tables connected with each other creat-
ing a graph. Figure 1 represents a simple XTT2 model that was used in a mobile
context-aware application for online threat monitoring in urban environment [1]
.

Fig. 1. Example of the model for a mobile threat monitor [1]

The XTT2 has a textual representation called HMR that is used by the
HeaRTDroid inference engine. An example of a rule written in HMR language
is presented below. The rule is referenced in Figure 1, in table Today.

xrule Today/1: [day in [sat,sun]] ==> [today set weekend].

Every HMR rule consists of two elements: conditional part (LHS) and decision
part (RHS). LHS of the rule is encoded with Attribute Logic with Set Values
over Finite Domains (ALSV(FD) for short). The basic elements of the language
of ALSV(FD) are attribute names and attribute values. There are two attributes
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types: simple which allows the attribute to take a single value at a time, and
generalized that allows the attribute to take set values. The values that every
attribute can take are limited by their domains. For the purpose of further
discussion let’s assume that: Ai represents some arbitrarily chosen attribute, Di

is a domain of this attribute, and Vi represents a subset of values from domain
Di, where di ∈ Vi. Therefore we can define a valid ALSV(FD) formula as Ai ∝ di
for simple attributes, where ∝ is one of the operators from set =, �=,∈, �∈ and
Ai ∝ Vi for generalized attributes, where ∝ is one of the operators from set
=, �=,∼, �∼,⊂,⊃.

The operators for both simple and generalized attributes do not assume exis-
tence of time. They are evaluated only for the current values of the attributes.
Thus, it is not possible to model dynamics of the environment in a compact way,
without defining additional attributes that store historical data.

In order to provide high-level declarative way to handle time in HeaRT-
Droid, the syntax of the HMR notation had to be extended. In general there
can be distinguished two major types of syntactic novelties: 1.) parameterization
of the existing ALSF(FD) operators introduced in previous section, 2.) family
of so-called statistical operators for ALSV(FD) attribtues. Both of them are
investigated in the following sections.

3.2 Parametrized Operators

The motivation behind adding the parameters to the operators lies in general-
izing existing syntax instead of adding the brand new structures. In our case
every conditional operator can be now followed by the temporal parameters put
inside the curly braces, as in the example below:

ExpressionA eq{min 50% in -50 to 0} ExpressionB

What should be read as a condition: "the result of the ExpressionA was equal
to the result of the ExpressionB in minimum fifty percent of the last fifty one
states". The equality operator from the example above can be substituted by
any operators available in ALSV(FD). Generally, parameters consist of three
elements:

1. quantitative relationship — how is the amount of the states satisfying the
condition related to the specified number of states. There are three possible
relationships:
(a) min (at least as many as . . . );
(b) max (at most as many as . . . );
(c) exact (exactly as many as . . . ).

2. amount — the second argument of the quantitative relation can be specified
in two ways:
(a) simply as a number (for example min 5 means "at least 5 states");
(b) as a fraction of the total number of states (for example exact 50% means

"exactly the half of the states").
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Table 1. Statistical operators supporting only numeric types

Syntax Description

max(Attr, Period)
Returns the biggest value of an attribute from specified

period of time.

min(Attr, Period)
Returns the smallest value of an attribute from specified

period of time.

mean(Attr, Period)
Returns mean of the attribute’s values from specified

period of time.

med(Attr, Period)
Returns median of the attribute’s values from specified

period of time.

stddev(Attr, Period)
Returns standard deviation of the attribute’s values

from specified period of time.

trend(Attr, Period)
Returns slope of the trend line fitted to attribute’s

values using the least–squares fit.

3. vector of past states, which also can be written twofold:
(a) as a range of non–positive numbers which should be regarded as indices of

time samples relative to the current state designated by 0). For example
-15 to 0 means last sixteen states including the current state.

(b) using time units and Octave–like notation2. For example -2h:1min:0
means last two hours of states sampled once per minute (121 samples
including the current one).

Using this notation it is possible to create rules which are fired only when
the certain amount of past states satisfies the specified condition. It is a simple
generalization allowing to capture basic dynamic features of the user context.

3.3 Statistical Operators

All of the proposed statistical operators are simply binary operators correspond-
ing directly to the common statistical operations like mean or standard devia-
tion. The first argument of the operator designates the attribute, while second
contains the vector of past states, written exactly the same way as in the param-
eters. There is only one exception of this rule — in order to simplify the notation,
there is a special operator valat (value at) which takes only a single index of
time (for example -1 for the previous state) as the second argument. Therefore
in HMR expression A could be treated as an abbreviation of the valat(A, 0)
statement. Unlike the parameters, statistical operators evaluate in the same way
as the normal operators — the result is not different from other values, so it can
be used both in the LHS and RHS part of the rule.

On the other hand, restrictions applicable to other operators apply also in
context of statistics, particularly statistical operators are susceptible to the do-
main constraints. While HMR supports both numerical and symbolic types, most
2 GNU Octave is a high-level interpreted language, primarily intended for numerical

computations. See http://www.gnu.org/software/octave/

http://www.gnu.org/software/octave/
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operators support only numeric domains — Table 1 contains their complete list.
In order to enable limited tracking of dynamics in symbolic domains the vari-
ance operator has two implementations and in symbolic domains works like the
roughly equivalent entropy measure [6]. All the statistical operators supporting
both types are listed in Table 2.

Table 2. Statistical operators supporting both numeric and symbolic types of attribute

Syntax Description
valat(Attr, Time) Returns value of an attribute at the given moment of time.

var(Attr, Period)
In case of numeric attribute, returns variance of the

attribute’s values from specified period of time. In case of
symbolic type, variance is replaced with entropy.

mode(Attr, Period)
Returns set of the most frequent attribute’s values from

specified period of time

4 Implementation and Use Case Scenarios

4.1 Time Handling in HeaRTDroid Inference Engine

HeaRTDroid is a rule-based inference engine for Android mobile devices, that is
distributed under the GNU General Public License. It is implemented in Java and
therefore it can be easily integrated with native Android applications. It provides
callbacks mechanism based on Java reflection, that allows for easy integration
with other systems. HeaRTDroid provides also basic mechanism for handling
uncertainty that is based on modified certainty factors algebra [2].

The architecture of the HeaRTDroid inference engine is presented in Fig-
ure 2. The engine consists of three main elements:

– reasoner – which is responsible for executing inference tasks,
– model manager – which stores different models and allow for switching be-

tween them and reasoning on them,
– working memory middleware – common memory for all the models, where

current and historical states are stored.

The state of the system in HeaRTDroid is understood as a snapshot of all
attributes values registered in working memory. Each state contains timestamp,
which represents time in milliseconds indicating when the snapshot was made.
Besides that every value within a state contains a timestamp indicating time in
milliseconds when the value was assigned to the attribute (i.e. when a sensor
delivered some measurement). Due to possible large grow of such state history,
only a finite number of states is stored in a FILO queue. When the limit of stored
states is exceeded, the older state is removed from the queue.

The state of the system is saved every time the inference is invoked. This
is represented in Figure 3 by bold vertical lines labelled S1, S2, S3. The infer-
ence can be invoked by many different causes like new sensor reading, expired
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Fig. 2. Architecture of HeaRTDroid inference engine

Fig. 3. State interpretation in HeaRTDroid inference engine

attribute value, or on user demand. Therefore snapshots are taken in indetermin-
istic time intervals. To allow statistical operations on attributes virtual sampling
frequency is assumed – this is denotes as vertical dotted lines in Figure 3. Even
though there is no actual snapshot at samples between S1 and S2, all of the
virtual samples will refer to last available state, in this case S1. Such approach
allows for reliable statistical analysis of samples taken in variable intervals. The
following section describes in details implementation of the time-based operators
in HeaRTDroid.

4.2 Implementation of Time-related Operators

Section 3 describes two types of statistical operators available in HeaRTDroid:

1. statistical functions that allows for statistical analysis of attributes values,
2. parametrized operators that allows for using ALSV(FD) logic operators for

time-related formulae.
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Both of these operators are based on the state management system presented
in Section 4.1. Any time an operator needs information about historical data it
contacts working memory module (See Figure 2) which retrieves such data from
state registry.

The system stores only the number of states that is required to evaluate
models. Every time a new model is registered in the working memory module,
it is analysed to retrieve point in time up to which rules in such model refer. In
order to save memory, which is of great value in mobile systems [25], only the
states up to this point are stored. At the beginning the state registry is empty
which may lead to errors in rules that includes referrals to the non existing data.
Thus, the system does not allow for evaluation of formulae that refer to data
older than these stored in the working memory. In such case, the inference is
interrupted and the information about the cause is logged to the debug channel.

In the current version of the statistical module in HeaRTDroid inference
engine, formulae are evaluated every time the inference is triggered for the every
state individually. In other words, the formula below will have to be evalu-
ated at worst for 50 different states separately to test if the equality between
ExpressionA and ExpressionB was true in at least 50% percent cases.

ExpressionA eq{min 50% in -50 to 0} ExpressionB

This can be computationally inefficient especially for large periods to which the
statistical operations refers. Although extremely important, the optimization of
the approach was scheduled for the future work.

4.3 Use Case Scenario

The model presented in Figure 1 does not use historical information to determine
current state of the user. This is especially visible in XTT2 table called Actions
(the bottom right table in the Figure). The table was used to determine user
action based on three attributes like location, daytime and day. Such approach
assumes existence of a strong expert knowledge about user habits that cannot
be violated by any exceptional circumstances. For example not going to work
because of holiday, or going to work on weekend will not be handled by the
model appropriately as such actions does not fit the model.

Our extension to the XTT2 notation allows including parametrized operators
that allow for evaluation formulae that contains time-aggregated values. The
example of the possible modification of table Actions with such operators is
presented in Figure 4.

Rule number (1) from the table should be read as: If the user was at home
for most of the time during last hour and now is outside, he or she has left the
home and can be represented using following HMR notation:

xrule Actions/1 [
location eq{MIN 80% in -1h to 0} home,
location eq outside ]

==> [action set leaving_home].
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(->) action(?) location
location eq {MIN 80% in -1h to 0} home,
 

location eq outside 

location eq {MIN 80% in -1h to 0} work, 
  

location eq outside 

location eq {EXACTLY 100% in -1h to 0} work 

location eq {EXACTLY 100% in -1h to 0} outside 

location eq {EXACTLY 100% in -1h to 0} home 

action = leaving_home

action = leaving_work

action = working

action = travelling

action = resting

1

2

3

4

5

No.

Fig. 4. Actions XTT2 table from Figure 1 enhanced with parametrized statistical
operators

Such notation allows to use less attributes to model the same (or even more)
than in model from Figure 1. It also allows for handling unexpected situations,
as it is based on the on-line analysis of the data rather than purely expert
knowledge.

The other possible application of statistical functions could be adjusting sensor
sampling rates to the system dynamic. In [3] we proposed the solution based on
machine learning approach. It requires a lot of data to learn and time to update
in case the user habits changed. In [2] we proposed expiration time functions
that could be used to better adjust sampling rates of context providers. Such
approach required separate module that will monitor all the attributes values.
When the expiration period of the attribute value passed the module has to to
query the sensor for new data. Statistical functions allow for online monitoring
of sensor dynamics without a need of an external mechanism. The fragment
of a model that adjusts sampling rate of the accelerometer is presented in the
Figure 5. For the brevity it was presented only for one accelerometer axis.

The model assumes that the accelerometer is used to detect user activity like
walking, running, sitting, etc. In every of such cases the sampling rate could
be different to keep the balance between energy consumption of the sensor and
the reliable resolution of data. It takes 100 historical values of accelerometer
data to calculate variance and adjust sampling rate appropriately. The lower
the variance, the more constant readings provided by the sensor; thus, the lower
sampling rate for the sensor can be applied.

5 Summary and Future Work

In this paper we presented a toolset for building a mobile context-aware ap-
plications that are immersed in highly dynamic environments. The approach is
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(->) sampling(?) acc_x

var(acc_x, -100 to 0) lt 0.3 sampling = lowest1

2

3

No.

var(acc_x, -100 to 0) in [0.3 to 0.5] sampling = normal

var(acc_x, -100 to 0) ge 0.5 sampling = fastest

Fig. 5. Fragment of the XTT2 model that controls accelerometer sampling rate based
on the dynamic of the sensor

based on a rule representation called XTT2, which is used by the HeaRTDroid
engine that offers inference [15] and verification capabilities [16]. We extended
the rule-representation language with statistical functions that allow for on-line
statistical analysis of historical data and parameterized operators which intro-
duce simple time modalities into the system, allowing compact evaluation of
rules conditions in a time domain.

Such a solution combines strengths of statistical analysis available in machine
learning with intelligibility features of rule-based system. The intelligibility is one
of the most important features in systems that require interaction with users,
as it gives an opportunity for explaining system decisions to them. When users
understand how the system works it is possible to collect feedback from them
and improve overall system performance by resolving ambiguous contexts, pri-
oritizing or modifying rules, adapting the system to user needs and preferences,
etc. Therefore combining intelligibility with mediation techniques is one of the
primary focuses for the future work. The other important future tasks include
practical evaluation of the methods presented in the paper on a real-life example.
This in particular will include performance analysis and optimization for a high
load data (high frequency of data, and large history).

Further work includes also introducing uncertainty to statistical analysis.
HeaRTDroid allows basic modelling of uncertain knowledge with certainty fac-
tors algebra [2]. Such formalisms assume that not all the data that are provided
by the context providers should be treated evenly in the statistical equations (i.e.
very uncertain data should have less impact that the certain one). Future work
assumes also including statistical analysis for the certainty factors themselves.
This will allow to monitor how the certainty of some values (sensors) change and
perform appropriate actions if it decreases rapidly.



Capturing Dynamics of Mobile Context-Aware Systems 589

References

1. Bobek, S., Nalepa, G.J., Ligęza, A., Adrian, W.T., Kaczor, K.: Mobile context-
based framework for threat monitoring in urban environment with social threat
monitor. Multimedia Tools and Applications (2014),
http://dx.doi.org/10.1007/s11042-014-2060-9

2. Bobek, S., Nalepa, G.J.: Incomplete and uncertain data handling in context-
aware rule-based systems with modified certainty factors algebra. In: Bikakis, A.,
Fodor, P., Roman, D. (eds.) RuleML 2014. LNCS, vol. 8620, pp. 157–167. Springer,
Heidelberg (2014), http://dx.doi.org/10.1007/978-3-319-09870-8_11

3. Bobek, S., Porzycki, K., Nalepa, G.J.: Learning sensors usage patterns in mobile
context-aware systems. In: Proceedings of the FedCSIS 2013 Conference, Krakow,
pp. 993–998. IEEE (September 2013)

4. Bui, H.H., Venkatesh, S., West, G.: Tracking and surveillance in wide-area spatial
environments using the abstract hidden markov model. Intl. J. of Pattern Rec. and
AI 15 (2001)

5. Dey, A.K.: Providing architectural support for building context-aware applications.
Ph.D. thesis, Atlanta, GA, USA (2000), aAI9994400

6. Domingo-Ferrer, J., Solanas, A.: A measure of variance for hierarchical nominal
attributes. Inf. Sci. 178(24), 4644–4655 (2008),
http://dx.doi.org/10.1016/j.ins.2008.08.003

7. Jaroucheh, Z., Liu, X., Smith, S.: Recognize contextual situation in pervasive envi-
ronments using process mining techniques. J. Ambient Intelligence and Humanized
Computing 2(1), 53–69 (2011)

8. van Kasteren, T., Kröse, B.: Bayesian activity recognition in residence for elders.
In: 3rd IET International Conference on Intelligent Environments, IE 2007, pp.
209–212 (2007)

9. Koller, D., Friedman, N.: Probabilistic Graphical Models: Principles and Tech-
niques. MIT Press (2009)

10. Kwon, O.B., Sadeh, N.: Applying case-based reasoning and multi-agent intelli-
gent system to context-aware comparative shopping. Decis. Support Syst. 37(2),
199–213 (2004), http://dx.doi.org/10.1016/S0167-92360300007-1

11. Lee, J.S., Lee, J.C.: Context awareness by case-based reasoning in a music recom-
mendation system. In: Ichikawa, H., Cho, W.-D., Satoh, I., Youn, H.Y. (eds.) UCS
2007. LNCS, vol. 4836, pp. 45–58. Springer, Heidelberg (2007),
http://dblp.uni-trier.de/db/conf/ucs/ucs2007.html#LeeL07

12. Liao, L., Patterson, D.J., Fox, D., Kautz, H.: Learning and inferring transportation
routines. Artif. Intell. 171(5-6), 311–331 (2007)

13. Ligęza, A., Nalepa, G.J.: A study of methodological issues in design and develop-
ment of rule-based systems: proposal of a new approach. Wiley Interdisciplinary
Reviews: Data Mining and Knowledge Discovery 1(2), 117–137 (2011)

14. Lim, B.Y., Dey, A.K., Avrahami, D.: Why and why not explanations improve the
intelligibility of context-aware intelligent systems. In: Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems, CHI 2009, pp. 2119–2128.
ACM, New York (2009), http://doi.acm.org/10.1145/1518701.1519023

15. Nalepa, G.J., Bobek, S., Ligęza, A., Kaczor, K.: Algorithms for rule inference in
modularized rule bases. In: Bassiliades, N., Governatori, G., Paschke, A. (eds.)
RuleML 2011 - Europe. LNCS, vol. 6826, pp. 305–312. Springer, Heidelberg (2011)

http://dx.doi.org/10.1007/s11042-014-2060-9
http://dx.doi.org/10.1007/978-3-319-09870-8_11
http://dx.doi.org/10.1016/j.ins.2008.08.003
http://dx.doi.org/10.1016/S0167-92360300007-1
http://dblp.uni-trier.de/db/conf/ucs/ucs2007.html#LeeL07
http://doi.acm.org/10.1145/1518701.1519023


590 S. Bobek et al.

16. Nalepa, G.J., Bobek, S., Ligęza, A., Kaczor, K.: HalVA - rule analysis framework
for XTT2 rules. In: Bassiliades, N., Governatori, G., Paschke, A. (eds.) RuleML
2011 - Europe. LNCS, vol. 6826, pp. 337–344. Springer, Heidelberg (2011),
http://www.springerlink.com/content/c276374nh9682jm6/

17. Nalepa, G.J., Bobek, S.: Rule-based solution for context-aware reasoning on mobile
devices. Computer Science and Information Systems 11(1), 171–193 (2014)

18. Nalepa, G.J., Kluza, K.: UML representation for rule-based application models
with XTT2-based business rules. International Journal of Software Engineering
and Knowledge Engineering (IJSEKE) 22(4), 485–524 (2012),
http://www.worldscientific.com/doi/abs/10.1142/S021819401250012X

19. Nalepa, G.J., Ligęza, A.: Designing reliable Web security systems using rule-based
systems approach. In: Menasalvas, E., Segovia, J., Szczepaniak, P.S. (eds.) AWIC
2003. LNCS (LNAI), vol. 2663, pp. 124–133. Springer, Heidelberg (2003)

20. Nalepa, G.J., Ligęza, A., Kaczor, K.: Formalization and modeling of rules using
the XTT2 method. International Journal on Artificial Intelligence Tools 20(6),
1107–1125 (2011)

21. Palmer, N., Kemp, R., Kielmann, T., Bal, H.: Swan-song: A flexible context ex-
pression language for smartphones. In: Proceedings of the Third International
Workshop on Sensing Applications on Mobile Phones, PhoneSense 2012, pp.
12:1–12:5. ACM, New York (2012), http://doi.acm.org/10.1145/2389148.2389160,
doi:10.1145/2389148.2389160

22. Petersen, A.K.: Challenges in Case-Based Reasoning for Context Awareness in
Ambient Intelligent Systems. In: Minor, M. (ed.) 8th European Conference on Case-
Based Reasoning, Workshop Proceedings, pp. 287–299. Ölüdeniz/Fethiye, Turkey
(2006)

23. Rabiner, L., Juang, B.H.: An introduction to hidden markov models. IEEE ASSP
Magazine 3(1), 4–16 (1986)

24. Shehzad, A., Ngo, H.Q., Pham, K.A., Lee, S.Y.: Formal modeling in context aware
systems. In: Proceedings of the 1st International Workshop on Modeling and Re-
trieval of Context, MRC 2004 (2004)

25. Bobek, S., Nalepa, G.J., Ślażyński, M.: Challenges for migration of rule-based
reasoning engine to a mobile platform. In: Dziech, A., Czyżewski, A. (eds.) MCSS
2014. CCIS, vol. 429, pp. 43–57. Springer, Heidelberg (2014)

26. Want, R., Falcao, V., Gibbons, J.: The active badge location system. ACM Trans-
actions on Information Systems 10, 91–102 (1992)

http://www.springerlink.com/content/c276374nh9682jm6/
http://www.worldscientific.com/doi/abs/10.1142/S021819401250012X
http://doi.acm.org/10.1145/2389148.2389160


Reasoning over Vague Concepts

Mustapha Bourahla(�)

Computer Science Department, University of M’sila,
Laboratory of Pure and Applied Mathematics (LMPA),

BP 166 Ichebilia, M’sila 28000, Algeria
mbourahla@hotmail.com

Abstract. Ontologies representing knowledge, are expressed in well-
defined formal languages for example, Ontology Web Language (OWL2),
which are based on expressive description logics (as SROIQ(D) forOWL2).
The ontology concepts are language adjectives referring the meaning of
classes of objects. If the meaning is deficient (imprecise) then we will face
the problem of vague concepts. In this paper we propose a vagueness the-
ory based on the definition of truth gaps to express the vague concepts in
OWL2 and an extension of the Tableau algorithm for reasoning over vague
ontologies.

Keywords: Vagueness · Ontology · OWL2 · Description Logics · Auto-
matic Reasoning

1 Introduction

Formalisms for dealing with vagueness have started to play an important role in
research related to the Web and the Semantic Web [9,15]. Ontologies are the def-
inition of domain concepts (extensions) and the relations between them. Formal
ontologies are expressed in well-defined formal languages (for example, OWL2)
[5,8] that are based on expressive description logics (for example, SROIQ(D))
[2,17,6]. We say ontology is vague if it has at least a vague definition of a con-
cept. A concept (an extension) is vague if it defines a meaning gap with which
we cannot decide the membership of certain objects (vague intension).

We state the problem with the following example. Assume an ontology defin-
ing a concept called Expensive in a domain about cars. The meaning of the
concept is vague. This vagueness is pervasive in natural language, but until now
is avoided in ontologies definitions. For the concept Expensive, we can define
three sub-extensions, definitely expensive extension (there are some car prices
that we regard as definitely expensive), definitely cheap extension (others we
regard as definitely cheap cars) and a vagueness extension, average car prices
are neither expensive nor cheap. The source of this indecision is the imprecise
definition of concepts that is caused by lack of rigorous knowledge.

Related Works: The rising popularity of description logics and their use, and
the need to deal with vagueness, especially in the Semantic Web, is increasingly
attracting the attention of many researchers and practitioners towards descrip-
tion logics able to cope with vagueness. There are many works in literature
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DOI: 10.1007/978-3-319-19369-4_52



592 M. Bourahla

for dealing with vagueness and most of them express it as a concept property
as those based on fuzzy logics [15,3,10,14]. In this case, any concept instance
will have a degree of membership that is determined by a defined fuzzy func-
tion. The vagueness under fuzzy theory is treated by extended fuzzy description
logics that are supported by fuzzy semantics and fuzzy reasoning. The fuzzy
description logics are applied in many domains.

In our work, the concepts are treated as having a fixed meaning (not a bal-
anced meaning), shared by all users of the ontology; we propose instead that
the meaning of a vague concept evolves during the ontology evolution, from
more vague meaning to less vague meaning until it reaches if possible, a situa-
tion where it becomes non-vague concept. This meaning instability is the base
of our vagueness theory that is used for reasoning over vague ontologies. The
closest work to ours is the work in [12] which presents a framework for adjusting
numerical restrictions defining vague concepts. An inconsistency problem can
happen when aligning the original ontology to another source of ontological in-
formation or when ontology evolves by adding learned axioms. This adjustment
is used to repair the original ontology for avoiding the inconsistency problem
by modifying restrictions parameters called adaptors specified as concept anno-
tations. The idea of this work is close to ours in the sense that we reduce the
truth gaps when adding new assertions as learned knowledge to the ontology to
guide the reasoning process which will play the same role as adjusting the vague
concept restrictions. However, this work differs from our approach by the repair
(modification) process applied on the original ontology to avoid introduced in-
consistency. In our approach, we define the vague concepts as super concepts
over restriction definitions. So, we dont have the problem of inconsistency to
repair the ontology.

This paper is organized as follows. We begin in Section 2, by presenting Ontol-
ogyWeb Language (OWL2) and its correspondent description logic (SROIQ(D)).
In Section 3, a vagueness theory is presented to show how to express vague con-
cepts and to describe the characteristics of vague ontologies; also a brief compar-
ison with vagueness under fuzzy description logics is given. Section 4 presents
the extended version of Tableau algorithm, to reason over vague ontologies. At
the end, we conclude this paper by conclusions and perspectives.

2 OWL and Description Logics

Ontologies are definitions of concepts and the relationships between them. They
can be represented formally using formal languages. These formal description
languages are based on well-defined description logics (DLs) [2,1], a family of
knowledge representation formalisms. OWL2 DL is a variant of SROIQ(D) [6],
which consists of an alphabet composed of three sets of names. The set C of
atomic concepts corresponding to classes interpreted as sets of objects, the set
R of atomic roles corresponding to relationships interpreted as binary relations
on objects and the set I of individuals (objects). It consists also of a set of con-
structors used to build complex concepts and complex roles from the atomic ones.
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The formal semantics of DLs is given in terms of interpretations. A SROIQ(D)

interpretation is a pair I = (ΔI , (.)
I
) where ΔI is a non-empty set called the

domain of I, and (.)
I
is the interpretation function which assigns for every A ∈ C

a subset (A)I ⊆ ΔI , for every o ∈ R a relation (o)I ⊆ ΔI × ΔI , called object
role, for every c ∈ R a relation (c)I ⊆ ΔI ×D, called concrete role (D is a data
type as integer and string) and for every a ∈ I, an element (a)I ∈ ΔI . The roles
(object or concrete) are called properties; if their range values are individuals
(relation between individuals) then they are called object properties. If their
range values are concrete data (relation between individual and a concrete data)
then they are called concrete (data) properties. The set of SROIQ(D) complex
concepts can be expressed using the following grammar:

C ::=� | ⊥| A | {a} | ¬C | C �D | C �D | ∃o.Self | ∀o.Self | ∃o.C | (1)

∃c.P | ∀o.C | ∀c.P | ≥ n s.C | ≤ n s.C| ≥ n c.P | ≤ n c.P

Where � is the universal concept, ⊥ is the empty concept, A is an atomic
concept, a an individual, C and D are concepts, o an object role, c a concrete
role, s a simple role w.r.t. R, and n a non-negative integer. P is a predicate over
a concrete domain that can have the form

P ::= DataType [∼ value] | P � P | P � P,∼∈ {<,≤, >,≥} (2)

The data type can be any recognized data type as integer, real, etc. The inter-
pretation function is extended to complex concepts and roles according to their
syntactic structure. (�)I = ΔI , (⊥)I = ∅, ({a})I = (a)I , (¬C)I = ΔI \ (C)I ,
(C�D)I = (C)I ∩(D)I , (C�D)I = (C)I ∪(D)I , (∃o.Self)I = {a ∈ ΔI |∃(a, b) ∈
(o)I ∧ a = b}, (∀o.Self)I = {a ∈ ΔI |∀(a, b) ∈ (o)I =⇒ a = b}, (∃o.C)I = {a ∈
ΔI |∃(a, b) ∈ (o)I ∧ b ∈ (C)I}, (∀o.C)I = {a ∈ ΔI |∀(a, b) ∈ (o)I =⇒ b ∈ (C)I},
(∃c.P )I = {a ∈ ΔI |∃(a, d) ∈ (c)I ∧ P (d)}, (∀c.P )I = {a ∈ ΔI |∀(a, d) ∈ (c)I =⇒
P (d)}, (≥ n s.C)I = {a ∈ ΔI | |{b ∈ ΔI |(a, b) ∈ (s)I ∧ b ∈ (C)I}| ≥ n} (same for
(≤ n s.C)I), and (≥ n c.P )I = {a ∈ ΔI | |{a|(a, d) ∈ (c)I ∧ P (d)}| ≥ n} (same
for (≤ n c.P )I), where P (d) means the value d verifies the predicate P .

We have seen how to build complex concept and role expressions, which allow
one to denote concepts and roles with a complex structure. However, in order
to represent real world domains, one needs the ability to assert properties of
concepts and relationships between them. The assertion of properties is done
in DLs by means of an ontology (or knowledge base). A SROIQ(D) ontology
is a pair O = 〈T ,A〉, where T is called a terminological box and A is called
an assertional box. The terminological box consists of a finite set of assertions
on concepts and roles. There are inclusion assertions on concepts, object and
concrete roles to define a hierarchy (taxonomy) on the names of concepts and
roles, (we write C � D to denote inclusion assertions on concepts, where C and
D are concepts, C ≡ D as an abbreviation for C � D ∧D � C and r1 � r2 for
role inclusion, where r1 and r2 are object (concrete) roles, the same equivalence
abbreviation can be applied on roles). The assertional box consists of a finite
set of assertions on individuals. There are membership assertions for concepts
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(C(a) means the object (individual) a is member of C), membership assertions
for roles (o(a, b) means the objects a and b are related by the object property
o and c(a, d) means the object a has the data property (concrete role) c with a
value equals d). We say the interpretation I is a model of a SROIQ(D) ontology
O = 〈T ,A〉, if it satisfies all the assertions in T and A. In addition, it is a model
of any satisfied assertion by the ontology O.

Thus, the assertional box A of a knowledge base, provides a description of a
world. It introduces individuals by specifying their names, the concepts to which
they belong, and their relations with other individuals. The semantics of the
language uses either the closed world assumption or the open world assumption.
With the closed world assumption, we consider that the world is limited to
what is stated. It is this assumption that is normally adopted in databases. In
description logics, it is rather the assumption of the open world which prevails.
This open world assumption has an impact in the way of making inferences in
description logics. The inference is more complex with the assumption of the open
world; it is often called to consider several alternative situations for the proof.
Another important aspect of description logic is that it does not presuppose
the uniqueness of names (the standard names). That is, two different names do
not necessarily mean that there is case to two separate entities in the described
world. To be sure that two different entities a and b are represented, should be
added the assertion according to the assertional box A: a �= b.

3 Proposed Vagueness Theory

We define a concept C as vague if it has a deficiency of meaning. Thus, the
source of vagueness is the capability of meaning (it has borderline cases). Thus,
for example the concept YoungPerson is extensionally vague and it remains
intentionally vague in a world of young and non-young persons. This means that
there are truth-value gaps where a vague concept is extensionally (intensionally)
definitely true (tt), definitely false (ff) and true or false (tf). Let us consider the
following ontology.

O =

〈 T =

⎧
⎪⎨

⎪⎩

Young ≡ Person � ∃age. (int [≥ 20] � int [≤ 30]) ,

NonYoung ≡ Person � ∃age. (int [≤ 10] � int [≥ 40]) ,

Young � YoungPerson,NonYoung � ¬YoungPerson

⎫
⎪⎬

⎪⎭
,

A =

{
Person(a), P erson(b), P erson(c),

age(a,25), age(b,45), age(c, 18)

}

〉

(3)

In this knowledge base (ontology), we assume (the reader may not agree on
this) the age of a definitely young person (Young) is between twenty and thirty
years, and a definitely no-young person (NonYoung) has an age less than or
equal to ten years (a minor person) or greater than or equal to forty years (an
old person). The concept YoungPerson and its complement are subsuming two
complex concept expressions (Young and NonYoung). Each concept expression
contains a sub-expression that is defined as quantified (universal or existen-
tial) restriction on a concrete role (for example, the concrete role is age and
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the restricted sub-expressions are ∃age. (int [≥ 20] � int [≤ 30]) for Young and
∃age. (int [≤ 10] � int [≥ 40]) for NonYoung).

We have taken advantage of the open world assumption in description logics to
define vague concepts. Thus, this ontology satisfies the assertionsYoungPerson(a)
and ¬YoungPerson(b) but the assertions YoungPerson(c) and ¬YoungPerson(c)
are both not satisfied. With this knowledge base (ontology), we assign tt to Young
Person(a), ff to YoungPerson(b), and tf to YoungPerson(c)). This means, there
is a deficiency of meaning (truth value gaps) between YoungPerson and ¬Young
Person. Consequently, the concept YoungPerson is considered vague.

Thus, the satisfaction of a membership assertion to a vague concept depends
on the concrete property value and the truth gaps. The vagueness definition of
a concept will create one or more truth gaps. These are convex intervals (or
ordered sequences) of values from a concrete domain with which the satisfaction
of a membership assertion to the vague concept cannot be decided. There are
two borderline values for each interval (or sequence). They are the lower (l) and
the upper (u) bounds of a truth gap. Thus, we associate with each vague concept
C a set of truth gap assertions according to a concrete role r.

Cr({〈x1(l1), y1(u1)〉 , 〈x2(l2), y2(u2)〉 , · · · , 〈xn(ln), yn(un)〉}) (4)

Where n is the number of truth gaps. For 1 ≤ i ≤ n : xi, yi ∈ {tt, ff}, xi �= yi,
and li, ui are the lower and upper borderlines, respectively.

Lemma 1. (Acceptability condition). The truth gaps set defined in (4) of any
vague concept C associated with a role r should verify the condition of accept-
ability, this means ∀i = 1, · · · , n − 1 : yi = xi+1 ∧ li < ui < li+1 < ui+1. A
non-vague (crisp) concept C will have an empty set of truth gaps according to
any concrete role r (Cr(∅)).

These truth gaps assertions defined in (4) can be formulated using the descrip-
tion logic SROIQ(D) as a result of ontology description pre-processing. This will
augment the ontology O = 〈T ,A〉 by the membership and property assertions to
be O = 〈T ,A∪ {C(tt),¬C(ff), r(xi, li), r(yi, ui)}〉 if C is checked to be a vague
concept according to a concrete role r, for 1 ≤ i ≤ n, where n is the number of the
truth gaps, tt and ff are considered as two additional dummy individuals. The
individuals xi, yi are either tt or ff with the conditions xi �= yi∧xi+1 = yi, li and
ui are numerical values from the range of the concrete role r with li < ui < li+1

(the acceptance condition). Also, this description should verify the vagueness
consistency which is stated by the formula.

({C(tt), r(tt, d1), r(tt, d2),¬C(ff), r(ff, d)} ⊆ A ⇒ d �∈ [d1, d2]) ∧
({¬C(ff), r(ff, d1), r(ff, d2), C(tt), r(tt, d)} ⊆ A ⇒ d �∈ [d1, d2]) (5)

The intuition for this vagueness theory is as follows. Ontology is considered the
knowledge base of an intelligent agent; if the ontology (knowledge base)O contains
a vague concept C with respect to a concrete role r and one of its truth gaps has
the distance dist = u − l, where r(tt, u), r(ff, l) with u > l, are in O. The agent
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cannot decide if an individual (object) awith r-property value within the distance
dist if it belongs to C or to its complement (we say that the knowledge base is
incomplete).Weassume that at amoment, assertions likeC(a), r(a, d) are added to
the ontologyO, where l < d < u. These new information will change the ontology
agent beliefs by reducing the truth gap distance to be dist′ = d − l. Now, if we
add the assertions ¬C(b), r(b, d′) with u > d′ > d, this will produce a vagueness
inconsistency according to this vagueness theory because the agent has change its
beliefs so that every property assertion of an individual with respect to the concrete
role r where its range is greater than d should be member of the concept C. This
vagueness theory is used to adjust the truth intervals (or the truth gaps) described
in the original ontology by acquired new information.

3.1 Generating Truth Gaps Assertions

The truth gaps assertions for each concept C in ontology O = 〈T ,A〉, can be
generated using the rules defined below. The objective is to produce truth gaps
between the two evidences true (tt) and false (ff). These rules use the notations
C[Ci] and ¬C[Di] to express that the concept Ci (or Di) is a concept sub-
expression of the concept expression subsumed by C or ¬C described in T . The
notation Cx

r [P ] denotes that P is a data type predicate used for describing a
quantifiably (existentially or universally) restricted concept over the concrete
role r, and Cr[x(d)] is used to denote that d is a truth gap borderline, where
x ∈ {tt, ff}. The symbol d can be any numerical value.

R1 :
〈{C [(∃ or ∀)r.Ptt] ,¬C [(∃ or ∀)r.Pff ]} ⊆ T ,A〉〈

T ∪
{
Ctt

r [Ptt] , C
ff
r [Pff ]

}
,A

〉

R2 :
〈{Cx

r [P1(� or �)P2]} ⊆ T ,A〉
〈T ∪ {Cx

r [P1] , Cx
r [P2]} ,A〉 x ∈ {tt, ff}

R3 :
〈{Cx

r [dataType [∼ d]]} ⊆ T ,A〉
〈T ∪ {Cr [x(d)]} ,A〉 ∼∈ {<,≤, >,≥}

R4 :

〈{
Cr [xi(di)]

n

i=1

}
⊆ T ,A

〉

〈T ,A∪ Cr({〈xj(dj), xj+1(dj+1)〉 |xj �= xj+1 ∧ dj < dj+1}n−1
j=1

)〉

The notation Cr [xi(di)]
n

i=1
is the abbreviation of Cr [x1(d1)] , · · · , Cr [xi(di)] ,

· · · , Cr [xn(dn)] , 1 ≤ i ≤ n (and the same for Cr({〈xj(dj), xj+1(dj+1)〉 | xj �=
xj+1∧dj < dj+1}n−1

j=1
)). The first rule is used to identify possible vague concepts

from a normalized T (Section 4). The other rules expand concept expressions
from T until they generate at the end assertions over sets of truth gaps for each
vague concept. For example, the set of truth gaps for the concept YoungPerson
can be computed using these rules. First, the result of normalization will add
YoungPerson [∃age.(int [≥ 20] � int [≤ 30]] and ¬YoungPerson[∃age.(int [≤ 10]�
int [≥ 40]]} to T . The results of generation process are:

R1 ⇒
〈

T = T ∪
{

YoungPersontt
age[(int[≥ 20] � int[≤ 30])],

YoungPersonff
age[(int[≤ 10] � int[≥ 40])]

}

,A
〉
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R2 ⇒
〈

T =T ∪
{

YoungPersontt
age [(int [≥ 20])] , YoungPersontt

age [(int [≤ 30])] ,

YoungPersonff
age [(int [≤ 10])] , YoungPersonff

age [(int [≥ 40])]

}

,A
〉

R3 ⇒
〈

T =T ∪
{

YoungPersonage [tt(20)] , YoungPersonage [tt(30)] ,

YoungPersonage [ff(10)] , YoungPersonage [ff(40)]

}

,A
〉

R4 ⇒ 〈T ,A = A∪ YoungPersonage({〈ff(10), tt(20)〉 , 〈tt(30), ff(40)〉})〉
The new ontology after generation of truth gap assertions on the original on-

tology O = 〈T ,A〉 is Onew = 〈T new ,Anew〉 where, T new = T and Anew = A ∪
YoungPersonage({ 〈ff(10), tt(20)〉, 〈tt(30), ff(40)〉}. Using the syntax of
SROIQ(D), Anew = A ∪ {YoungPerson(tt), ¬YoungPerson(ff), age(ff, 10),
age(tt, 20), age(tt, 30), age(ff, 40)}. This new ontology containing concept truth
gaps is considered vague and then it is incomplete for reasoning.

Definition 1. (Complete ontologies). An ontology is complete if we can assign
only the definite truth values (tt and ff) to assertions. A vague (incomplete)
ontology is an ontology that has at least one vague concept and then it is possible
to assign the value tf to certain assertions. In addition, a vague ontology should
be acceptable (Lemma 1), which means all the truth gap sets should be acceptable.

We define a partial order between ontologies that is noted by 〈O,≤〉, where
O is a non-empty set of ontologies describing a domain. If O1 and O2 are two
ontologies from O we write O1 ≤ O2, if O1 is less complete than O2 (we say
also that O2 extends O1). The relation ≤ (we call it also the extension relation)
is based on comparison of truth gaps and it is transitive and antisymmetric. By
this partial order definition, there is a canonical normal ontology On that is the
least complete ontology, which can be extended by other complete ontologies.

The set O has a base ontology that corresponds to description of which all
other descriptions are extensions. This base ontology is composed of the ter-
minological assertions and eventually some membership assertions. A condition
that can be imposed on domain ontology is its completeability. It states that any
intermediate ontology can be extended to a complete ontology. We suppose that
ontologyO has a vague concept C, with an acceptable set of truth gaps defined by
the assertion Cr({〈x1(l1), y1(u1)〉 , 〈x2(l2), y2(u2)〉 , · · · , 〈xn(ln), yn(un)〉}), then
we define the ontology extension by the assertions {C(a), r(a, d)} as follows.

extend(〈T ,A [C(a), r(a, d), Cr({· · · 〈xi(li), yi(ui)〉 , · · · })]〉 |li < d < ui) =〈
T ,A∪

{
{Cr({· · · , 〈xi(d), yi(ui)〉 , · · · } )} if xi = tt

{Cr({· · · , 〈xi(li), yi(d)〉 , · · · } )} if yi = tt

〉

extend(〈T ,A [¬C(a), r(a, d), Cr({· · · 〈xi(li), yi(ui)〉 , · · · })]〉 |li < d < ui) =〈
T ,A ∪

{
{Cr({· · · , 〈xi(d), yi(ui)〉 , · · · } )} if xi = ff

{Cr({· · · , 〈xi(li), yi(d)〉 , · · · } )} if yi = ff

〉
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The membership assertions will update the truth gaps sets. For example,
if we extend the example ontology by the membership assertions O = 〈T ,A ∪
{YoungPerson(a), ¬YoungPerson(b), age(a, 16), age(b, 18)}〉 then the extension
is extend(O) = 〈T ,A ∪ {YoungPersonage({〈ff(18), tt(16)〉, 〈tt(30), ff(40)〉})}〉.
Using the DL syntax, the extended ontology is Anew = A ∪ {YoungPerson(tt),
¬YoungPerson(ff), age(ff, 10), age(tt, 16), age(ff, 18), age(tt, 20), age(tt, 30),
age(ff, 40)}. The new set of truth gaps of the concept YoungPerson as shown is
not acceptable (Lemma 1).

Lemma 2. (stability property of 〈O,≤〉). Let α be an assertion, we say 〈O,≤〉
is stable if

∀O1,O2 ∈ O,O1 ≤ O2 : O1 |= α ⇒ O2 |= α and O2 �|= α ⇒ O1 �|= α

The complete ontology may not be available to remove completely the vague-
ness, thus it is necessary to work with the most extended ontology. This means,
the truth-valuation is based upon the most extended ontology. Ontology can
be extended to complete ontology by learned assertions as a process of ontol-
ogy evolution when using an intelligent agent or inferred assertions. The learned
assertions can be imported from other domain ontologies, RDF databases or
simply added by the user.

3.2 Comparison with Fuzzy Description Logics

Almost all concepts we are using in natural language are vague (imprecise).
Therefore common sense reasoning based on natural language must be based on
vague concepts and not on classical logic. The notion of a fuzzy set proposed
by Lotfi Zadeh [18] is the first very successful approach to vagueness. Fuzzy
description logics (FDLs) are the logics underlying modes of reasoning which
are approximate rather than exact. The fuzzy knowledge base is interpreted
as a collection of constraints on assertions. Thus, the inference is viewed as
a process of propagation of these constraints. In FDLs, assertions are true to
some degree [10,15]. Assertions in fuzzy description logic, rather being satisfied
(true) or unsatisfied (false) in an interpretation, are associated with a degree of
truth using semantic operators, where the membership of an individual to the
union and intersection of concepts is uniquely determined by its membership
to constituent concepts. This is a very nice property and allows very simple
operations on fuzzy concepts. In addition to the standard problems of deciding
the satisfiability of fuzzy ontologies and logical consequences of fuzzy assertions
from fuzzy ontologies, two other important reasoning problems are the best truth
value bound problem and the best satisfiability bound problem.

Truth gap theory is still another approach to vagueness. With every vague
concept we associate two crisp sub-concepts, the first sub-concept consists of all
individuals that surely belong to the concept, whereas the second sub-concept
(called boundary region) constitutes of all individuals that possibly belong to
the concept. It consists of all individuals that cannot be classified uniquely to the
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concept or its complement, by employing available knowledge. Thus any vague
concept, in contrast to a crisp concept, has a non-empty boundary region. In this
vagueness theory based on truth gaps, which can be considered as a dynamic
epistemic logic, we describe the static knowledge and beliefs of agents and we
offer dynamic features to revise the agent beliefs as a result of new acquired
information. Thus, the facts describing the ontology remain the same. In the
fuzzy theory, the facts change (ontic change), and the resulting consequences
of such factual changes for the beliefs update of the agents. So, we have many
views on the vagueness which depend on the way we model our problem, it can
be an incomplete (abstract) static model and the beliefs are revised (from tf
to tt or ff as result of previous ignorance (this is called epistemic view) when
new information arrived (this is the view we adopted). On the other hand, the
ontic view supposes that the model (description) is complete and the beliefs are
updated as information is changed (this is the view adopted by the fuzzy logic).

Both theories represent two different approaches to vagueness. Fuzzy the-
ory addresses gradualness of knowledge, expressed by the fuzzy membership,
whereas truth gap theory addresses granularity of knowledge, expressed by the
indiscernibility relation. The result of reasoning over vague ontology using truth
gap theory is the posterior description that represents a revision of the prior
description on the light of the evidence provided by acquired information. This
property can be used to draw conclusions from prior knowledge and its revision if
new evidence is available. In the following, we propose an extension of reasoning
that can take into account the proposed vagueness theory.

4 Reasoning Over Vague Ontologies

An interpretation I is a model of an ontology O = 〈T ,A〉 denoted by I |= O if
I satisfies all the assertions in T and all the assertions in A. The reasoning is
for checking concept and role instances and for query answering over a satisfi-
able ontology [11,19,4,13]. Ontology satisfiability is to verify whether ontology
O admits at least one model where consistency properties should be verified.
Concept instance checking is to verify whether an individual a is an instance of
a concept C in every model of O, i.e., whether O |= C(a). Role instance checking
is to verify whether a pair (a, b) of individuals is an instance of a role r in every
model of O, i.e., whether O |= r(a, b).

The satisfaction properties will be extended to deal with the vagueness in
ontologies. A vague ontology is satisfiable if it generates acceptable truth gaps
for all its concepts (note that an empty set of truth gaps is acceptable). For
example, if we modify the concept YoungPerson in the vague ontology of the
previous example to be Person�∃age. (int [≤ 10] � int [≥ 27]) � ¬YoungPerson,
this will change the set of truth gaps assertion associated with the vague concept
YoungPerson to be YoungPersonage({ 〈ff(10), tt(20)〉, 〈tt(30), ff(27)〉}). This set
of truth gaps is not acceptable because it is a false assertion. Nevertheless, the
vague ontology is satisfiable by using the traditional reasoning techniques. How-
ever, if we add the assertions {Person(d), age(d, 28)} to the assertional box, the
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vague ontology becomes inconsistent because d is now at the same time young
person and no-young person, although the ontology was initially satisfiable. In
the following, we will extend the reasoning Tableau algorithm to cope with the
problem of vague ontologies using this proposed vagueness theory.

The principle of this reasoning algorithm is the expansion a finite configuration
(T = {A1, · · · , An}) of assertions that is represented as a set of subsets, each
subset is composed of assertions on individuals, using well defined rules until
no rule can be applied on at least one subset (satisfaction) or contradictions
(clashes) are observed within all subsets (unsatisfaction). We will have a clash
in a subset Ai when a contradiction happens in it. There are three types of
contradictions: ⊥(a) ∈ Ai, C(a) ∈ Ai ∧ ¬C(a) ∈ Ai, or unacceptable truth gaps
assertion. If no expansion rule can be applied in Ai we say that Ai is open.
The terminological box should be normalized to apply the expansion rules. It is
necessary to begin the inference with formulas that are independent from any
terminology. This means elimination of the definitions (equivalence assertions)
and subsumptions (inclusion assertions) in the terminological box. If it contains
no cycle in the definitions (which will be the case most of the time), it will
happen simply by replacing all the terms in the formula by their definitions in
the terminology. Obviously, if a term of formula has no definition in terminology,
it remains unchanged. We repeat this process until the resulting formula contains
no term which has a definition in the terminology.

For reasoning over vague ontologies using the proposed vagueness theory, we
have added the following two expansion rules that should be applied after every
expansion by a classical Tableau rule (the reader can be referred to [6,7,11] for
the classical Tableau rules). We will get a clash (contradiction) if any new set
of truth gaps is not acceptable (Lemma 1 and Equation 5). The configuration
length depends on ontology description and property being checked. Using the
DL syntax of SROIQ(D), these two rules can be formulated as

V −Rule+(DL) :
Ai ∈ T ∧ {C(a), r(a, d), C(tt)} ⊆ Ai

(T \Ai) ∪ (Ai ∪ {r(tt, d)}) r(tt, d) �∈ Ai

V −Rule−(DL) :
Ai ∈ T ∧ {¬C(a), r(a, d),¬C(ff)} ⊆ Ai

(T \Ai) ∪ (Ai ∪ {r(ff, d)}) r(ff, d) �∈ Ai

These two rules will augment the assertions subset Ai by the property as-
sertion r(tt, d) if Ai contains the assertion C(a) ∧ r(a, d) ∧ C(tt) (the rule V −
Rule+(DL)) or by the property assertion r(ff, d) if Ai contains the assertion
¬C(a)∧ r(a, d)∧¬C(ff) (the rule V −Rule−(DL)). We explain this algorithm
extension on a simple example. The vague ontology has a vague concept expen-
sive (any price greater than or equal to 100 units is expensive) and it is not
expensive if is lower than or equal to 50 units. The ontology description is

O =

〈
T =

{∃price. int [≥ 100] � Expensive,∃price. int [≤ 50] � ¬Expensive
}
,

A = {price(a, 80), Expensive(a), price(b, 90)}

〉

The truth gaps assertion associated with the vague concept based on the
concrete role price as it can be generated by rules described in Section 3, is



Reasoning over Vague Concepts 601

Expensiveprice({〈ff(50), tt(100)〉}). Thus, this vague ontology containing the
vague concept Expensive, is satisfiable and acceptable. We want to check the
membership of the individual b to the class Expensive (O |= Expensive(b)).
This means that we want to prove that ¬Expensive(b) is inconsistent with the
ontology description. After elimination of terminological assertions and normal-
ization as preliminary steps before applying Tableau Rules, we have:

T 0 =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

A0
0
=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

((∀price.(int [< 100]) �Expensive) �
(∀price.(int [> 50]) � ¬Expensive))(b),

price(a, 80), Expensive(a), price(b, 90),¬Expensive(b)

Expensive(tt), price(tt, 100),¬Expensive(ff), price(ff, 50)

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

By applying the rule V − Rule+(DL), because A0
0
contains the assertions

{price(a, 80), Expensive(a)}, we get: T 1 =
{
A1

0
=

{
A0

0 ∪ {price(tt, 80)}
}}

. AsA1
0

contains the assertions {price(b, 90),¬Expensive(b)}) the rule V − Rule−(DL)
can be applied to get: T 2 =

{
A2

0
=

{
A1

0 ∪ {price(ff, 90)}
}}

. It is clear, the sub-
set A2

0 of assertions contains unacceptable truth gaps assertions (the implication
{Expensive(tt), price(tt, 80), price(tt, 100),¬Expensive(ff), price(ff, 90)}
∈ A2

0 ⇒ 90 �∈ [80, 100] is false) which makes b a member of Expensive.
The principle of this approach is as follows. Without this vagueness theory, b

which has the price of 90 (greater than 50 and less than 100) cannot be decided
by the classical reasoners, as Expensive or ¬Expensive because the definition
of Expensive is vague. However, the ontology contains an assertion indicating
that the price 80 of a is an expensive price (Expensive(a)); this information can
help the reasoner to decide that 90 (the price of b) is also an expensive price.

5 Conclusion

In this paper, we have presented a vagueness theory to deal with the problem of
ontologies containing vague concepts. The vague property (characteristic) of a
concept is based in general, on certain concept data properties that may generate
truth gaps. With the traditional reasoning methods, it is not possible to decide
the membership of an individual (object) to a vague concept (class) if its data
property is in the truth gap. Ontologies could have extension (evolution), where
assertions may be added, intentionally or as result of inferences. This ontology
evolution can reduce the truth gaps and then logically it will be possible to
infer on previously undecided assertions. This proposed vagueness theory is used
to extend the current reasoning method to take into account these vagueness
notions. In this vagueness theory, it is not necessary to add syntax and semantics
to the logic SROIQ(D), for specifying the truth gaps assertions. Implementation
of this approach as an extension of Fact++ [16] is one of our perspectives.
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Abstract. This paper deals with scheduling of tasks in cyclic flexible job
shop scheduling problem (CFJSSP). We have proposed a new method of
computing cyclic time for CFJSSP. This method is based on the known
properties of the job shop problem as well as new properties of cyclic
scheduling. We have developed two versions of proposed method: se-
quential and parallel. The parallel version is dedicated to the computing
devices supporting vector processing. Finally, we have developed double
paralyzed simulated annealing algorithms: fine grained - vector process-
ing, multiple walk - multi core processing. Computation results, provided
on market multicore processors, are presented for a set of benchmark in-
stances from the literature.1

1 Introduction

Currently, in the vast majority of production systems there are multifunctional
machines used that are configured and controlled remotely not only by industrial
information systems but also by electronic drivers. Machines versatility helps in
the implementation of a number of stages in the process of products manufactur-
ing on the same machine or with the use of multiple machines which perform the
most time-consuming production steps. This type of feature is called flexibility
of manufacturing systems. The high flexibility of production systems supported
by electronic exchange of information enables the use of advanced methods of
production systems management (kanban, lean manufacturing) which adjust the
schedule of the tasks execution to the needs of customers while reducing storage
costs and work in progress.

Due to the high complexity of flexible manufacturing systems the efficient
scheduling at the operational levels has significant importance. Operational plan-
ning guarantees conflict-free production and not only enables reduction of pro-
duction costs but also increases the efficiency of the production system due to

1 The work was supported by the OPUS grant DEC-2012/05/B/ST7/00102 of Polish
National Centre of Science.
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the application of optimization algorithms. Both of these features enhance the
economic efficiency of enterprises because the production of computer support
systems, in particular, optimizing the operational level are subjects of interest
of many practitioners.

Even the simplest flexible manufacturing systems generate NP-hard optimiza-
tion problems. For this reason, researchers focused attention on the development
of heuristic algorithms based on local search methods. Among a wide variety of
algorithms for flexible job shop systems, the best algorithms are based on tabu
search methods: Hurink, Jurish and Thole [9], Mastrolilli and Gambardella [14].
Due to the current tendency of boosting performance by increasing the number
of processing units, population algorithms, that can be in a relatively simple
way parallelized, are gaining importance. Examples of such algorithms are: ge-
netic algorithm (Yang Kacem and Borne [11]), particle swarm algorithm with
simulated annealing search method (Xia and Wu [16]), genetic algorithm com-
bined with the search algorithm with a variable environment (Jie Linyan oraz
Mitsuo [10]). Dedicated parallel algorithms were proposed by Bożejko [4] and
Bożejko et al. [2, 3].

In many real manufacturing systems, there is a cyclic production strategy
used. Cyclic manufacturing simplifies the logistics chain management for the
production supplying distribution process with finished products. Scheduling
of operations in such systems is still a challenge for researchers. This challenge
particularly concerns the development of computational models and optimization
algorithms.

The most general models of cyclic systems and detailed models for selected
production systems were collected by Kampmeyer [12]. Kampmeyer and Brucker
[6] used an algorithm based on tabu search method for cyclic job shop problem
with no storage constraints, whereas neural networks which optimize the cycle
time in job shop problem were used by Kechadi et al. [13].

2 Cyclic Flexible Job Shop Scheduling Problem CFJSP

A flexible job shop production system consists of m multifunction machines from
the set of M = {1, ...,m}. In the production system the set of n tasks from the
set J = {J1, ..., Jn} must be performed infinite number of times. Task Ji ∈ J
consists of ni operations from the set of Oi = {(i, 1), (i, 2), ..., (i, ni)}. The set J
consists of o =

∑
Ji∈J ni technological operations. For each operation (i, k) ∈ Oi,

i = 1, ..., n, k = 1, ..., ni there is assigned a set of machines Mik ⊆ M on which
it may be executed. If Mi = M for every Ji ∈ J , then the production system
is called fully flexible. Operation (i, k) is performed on the machine l ∈ Mik in
pikl > 0 time. Each machine can perform only one operation at a time. At any
given time only one operation from the task can be executed. Operations are
performed on the machines continuously without interruptions.

In the cyclic production systems tasks are performed in the so-called produc-
tion cycles. In one cycle, all tasks from the set of tasks J are performed. The
order of operations execution on the machines in the first production cycle is
reproduced in subsequent cycles.
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Let πl = ((jl(1), kl(1)), ..., (jl(nl), kl(nl))) be a permutation of determining
the order of operations on the machine l ∈ M , where nl denotes the number
of operations executed on machines. The set π = (π1, . . . , πnl

) describes the
sequence of operations for all machines in the production system. Note that π
unambiguously describes the assignment of operations to machines. Let Sx

ik (Cx
ik)

be the moment of starting (completion) of the performance of the k-th opera-
tion of Ji task in x-th x = 0, 1, .... production cycle. The schedule of execution of
operations in each production cycle must comply with the requirements arising
from technological route and the order of operations on the machines π. Tech-
nological requirements for the tasks performed in x-th x = 0, 1, ... production
cycle can be formally described with the inequality:

Sx
i,k ≥ Cx

i,k−1, Ji ∈ J, k = 2, ..., nl, (1)

whereas executing of operations in the cycle, in the order of π require the fulfil-
ment of inequality:

Sx
jl(s),kl(s)

≥ Cx
jl(s−1),kl(s−1), l ∈ M, s = 2, ..., nl, (2)

which means that the start of execution of s-th, in the order of πl, operation
(jl(s), kl(s)) can only take place after the end of the previous operation (jl(s−
1), kl(s− 1)) performed on the machine l.

In addition, the schedule of operations execution for two consecutive produc-
tion cycles x− 1 and x, x = 1, 2, ... must fulfill the following conditions:

Sx
jl(1),kl(1)

≥ Cx−1
jl(nl),kl(nl)

, l ∈ M. (3)

Due to the fact that operations are executed in a production system with-
out interruptions the starting and completion of operations have the following
relationship:

Cx
ik ≥ Sx

ik + pik,μik
, Ji ∈ J, k = 1, ..., ni, (4)

where μik denotes, resulting from π, the machine assigned to operation (i, k),
μik = l dla (jl(s), kl(s)), s = 1, ..., nl, l ∈ M .

The schedule of operations execution in the production system is called cyclic
if the following condition is met:

Sx
ik = S0

ik + τ · x Ji ∈ J, k = 1, ..., ni, x = 1, 2, . . . , (5)

where τ is a period called cycle time.
The order of operations execution in a cyclical system π is feasible if there is

a solution to the inequality (1–5).
Let us denote by τ(π) the smallest value of the cycle time for the feasible

order of π. The problem to be found is a sequence of operations execution on
the machines π∗ such that

τ(π∗) = minπ∈Π τ(π), (6)
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where Π is the set of all allocations of operations to machines and all permissible
order of operations for these assignations.

The problem of designation of a cyclic schedule for flexible job shop problem
with a minimum cycle time belongs to a class of sequencing problems. Sequenc-
ing problems embrace scheduling problems in which the solution can be uniquely
represented in the form of the order of operations on the machines as for the
given order the value of the objective function is defined unambiguously. There
is a wide range of methods for constructing algorithms for sequencing problems
in which the most effective use of problem properties are being solved in or-
der to increase the efficiency. However, the most time consuming part of these
algorithms is determination of the objective function value or its estimation.

3 Determination of the Cycle Time for the Sequence π

In the section we propose an original method of determining the cycle time
for a given order π. Considerations begin by analyzing the performance of left
shifted schedule for execution of operations in cyclic systems. At this stage, it is
required to fulfil the constraints (1–4), whereas the constraints (5) do not have
to be met. The earliest completion moments of operations on the machines can
be calculated on the following recursive formula:

Cx
jl(s),kl(s)

= max{Cx
jl(s−1),kl(s−1), C

x
jl(s),kl(s)−1}+ pjl(s),kl(s), (7)

where Cx
jl(s),0

= 0, Cx
jl(0),kl(0)

= 0 for x = 0 and Cx
jl(0),kl(0)

= Cx−1
jl(nl),kl(nl)

for
x = 1, 2, . . . .

It can be easily seen that the execution of the calculations in accordance with
the order Q for subsequent cycles (see Section 2) enables determination of the
completion times for the operation in a sequential way because at the time of
designation of the value of expression(7) the completion times of machine and
technological predecessor are known, i.e. have been designated earlier.

For the operation (i, k) performed in the production cycle x there is a se-
quence ux

i,k = (u0
1, ...., u

xs
s , ...., u

xnu
nu ), uxs

s = (is, ks), u
xnu
nu = (i, k) defined, such

that Sxs

is,ks
= Cxs−1

is−1,ks−1
. Obviously, the predecessor operation (is, ks) in a se-

quence ux
i,k is its machine or technological predecessor. Operation u0

1 = (i1, k1)
performed in 0 cycle will be called a source of schedule for the operation (i, k)
executed in a cycle x. By L(ux

i,k) =
∑nu

s=1 pisks let us designate the sum of op-
erations’ execution times belonging to a sequence ux

i,k. It is easy to observe that

Cx
i,k = S0

i1,k1
+ L(ux

i,k).
Let us consider the sequence ux

i,k, Ji ∈ J , k = 1, ..., nk, x = 1, ... with the

source u0
i,k. We have Cx

i,k = S0
i,k +L(ux

i,k) = C0
i,k − pi,k +L(ux

i,k), thus, the cycle
time τ(π) must meet the following condition:

τ(π) ≥ (L(ux
i,k)− pik)/x for Ji ∈ J, k = 1, ..., nk, x = 1, . . . . (8)
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Property 1 For a given order of operations execution in a cyclic flexible job
shop system π = (π1, ..., πm), where πl = ((jl(1), kl(1)), ..., (jl(nl), kl(nl))), l ∈
M , the cycle time is:

τ(π) = max{(L(ux
jl(1),kl(1)

)− pjl(1),kl(1))/x|l ∈ M, x = 1, ...,m− 1}, (9)

where L(ux
jl(1),kl(1)

) is a sum of times assigned to elements of a sequence ux
jl(1),kl(1)

with source u0
jl(1),kl(1)

. Property 1 is given without a proof.

Arbitrarily selected sequence ux∗
jl∗(1),kl∗(1) such that τ(π) = (L(ux∗

jl∗ (1),kl∗(1)
)−

pjl∗ (1),kl∗ (1))/x
∗, l∗ ∈ M , x∗ ∈ {1, ...,m− 1} will be called a critical sequence.

Algorithm 1 describes, in a precise manner, the proposed method for the
determination of cycle time τ(π) for a given order π. In the commentary the
discussion of the algorithm will be limited only to steps 2 and 3.1, since the rest
of the steps are obvious. In Step 2 in positions 0 in the permutation πl there is
fictional operation −l inserted. Let us observe the fact that during performing
the computations for the machine l ∈ M , the completion time for operation
execution is initiated by a large natural number B. Since the operation −l is the
machine predecessor of operation (jl(1), kl(1)) therefore this initiation makes
(jl(1), kl(1)) the source of schedule.

Algorithm 1. Sequential Computing τ(π)

1. Determine sequence Q(π)
2. Set πl(0) = −l
3. For l = 1, . . . ,m do
3.1 Set C0

jl(−s),kl(−s) = B for s = l and C0
jl(−s),kl(−s) = 0 for s �= l, s = 1, . . . ,m

3.2 For x = 0, . . . ,m− 1 do
3.2.1 For s = 1, . . . , o do
3.2.1.1 Compute Cx

js,ks
((is, ks) = qs) from (7).

4. Determine τ(π) from (9).

Property 2 The cycle time τ(π) can be determined in time O(om2).

Proof. Step 3.2.1.1 requires O(1) computation time. This step is executed
(m ·m · o) times (loops 3.2, 3.2.1, 3.2.1.1). Step 3.1 requires O(m) time and is
executed m times. Step 4. requires O(m2) time.

By C
(l)x
i,k let us designate the completion time of execution of operation (i, k) in

x-th production cycle for the source schedule (jl(1), kl(1)). The sequence C
x
i,k =

(C
(1)x
i,k , C

(2)x
i,k , ..., C

(m)x
i,k ) creates vector of m-elements. Algorithm 2 describes the

vector processing version of the proposed method for determining the cycle
time.
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Algorithm 2. Vector Computing of τ(π)

1. Determine sequence Q(π)

2. For l = 1, ...,m set πl(0) = 0, set in parallel C0
0,0 = 0, set C

(l)0
0,0 = B.

3. For x = 0, . . . ,m− 1 do
3.1 For s = 1, . . . , o do
3.1.1 Compute in parallel Cx

js,ks
((is, ks) = qs) from (7).

4. Determine τ(π) from (9).

Property 3 The cycle time τ(π) can be designated in time O(om) on the vector
processor consisting of m computing cores.

Proof. Step 3.2.1 requires O(1) computing time on vector processor. The step
is performed (m ·o) times (loops 3. and 3.1). Other steps require much less time.

4 Simulated Annealing Algorithm

One of the most effective and, at the same time, easiest to implement meth-
ods of construction of local search algorithms is Simulated Annealing (SA, see
Pempera et al. [15]). In each iteration of the algorithm, on the basis of the base
solution π there is a new solution π′ generated. If T (π′) ≤ T (π), then this so-
lution is accepted unconditionally, otherwise with probability p = exp(−Δ/t),
where Δ = T (π′) − T (π), whereas t is the temperature in a given iteration of
the algorithm. The temperature decreases in each iteration of the algorithm ac-
cording to the approved cooling scheme. The algorithm terminates computations
after a predetermined number of iterations.

In the proposed algorithm, the new solution is generated by shifting a single
operation. It is implemented in the three following steps:

1. randomly select operation (i, k) from the critical path,
2. randomly select machine l from the set Mik,
3. designate feasible positions in which operation (i, k) on machine l can be

inserted and insert randomly selected.

The proposed method of generating new solutions is limited to generating
feasible solutions potentially better than the current one, i.e. is based on the
following property:

Property 4 Let π′ be the order of operations on the machines resulting from
the order π such that T (π′) < T (π), then at least one operation from the critical
path is performed on a different machine or in a different position.

Property 4 is a simplification of a known, for a wide class of scheduling problems,
block theory [7], [8].

At the same time the above operation is not time-consuming since the most
time consuming is Step 3 performed in time O(o) (see Property 5).
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Property 5 Let (i, k), Ji ∈ J , k = 1, ..., ni be any operation and l, l ∈ Mik any
machine on which this operation can be performed. The range of feasible positions
on machine l in which operation (i, k) can be inserted, can be designated in time
O(o).

5 Results of Computational Studies

Simulated annealing algorithm described in Section 5 was implemented in 4
versions: (SA) – Single-walk Simulated Annealing,(MSA) – Multiple-walk Sim-
ulated Annealing,(PSA) – Parallel single-walk Simulated Annealing algorithms
with parallel computing of the cycle time, and (MPSA) – Multiple-walk Paral-
lel Simulated Annealing algorithms with parallel computing of the cycle time.
The algorithms have been implemented in the Visual Studio 2010 environment
in C++ language. The tests were conducted on an Intel I7-core 2.4GHz 4-core
(Intel Hyper Threading 8-cores) computer, 4GB of RAM, managed by 32-bit
Windows 7 operating system. Experimental studies were conducted on the set
consisting of 21 instances proposed by Barnes and Chambers [1]. The set con-
sists of instances containing from 10 to 15 tasks and from 11 to 18 machines
with varying degrees of flexibility. In a single path of an algorithm, the simu-
lated annealing process was carried out rep times. The first computations process
began with the solutions generated by a construction algorithm, the remaining
began with the last solutions generated by the previous process. The simulated
annealing was performed with the following parameters: the initial temperature
of 1000, the rate of cooling scheme λ = 0.995, the number of iterations 10000.
In order to generate the initial solution there was construction algorithm used,
with the priority rule: earliest completion time.

Computational study of the proposed algorithms were divided into two stages.
The aim of the first phase was to examine the speedup of algorithms obtained
by the use of vector processing in a real computer system, while the second
assessment concerned the quality of the generated solutions, in particular the
quality of the solutions generated by multipath parallel algorithms. During the
computational study there were: T (A) -time cycle for the best solutions found
by A algorithms and CPU(A) - time of computations of algorithm A, A ∈
{SA, PSA,MSA,MPSA} remembered.

5.1 Assessment of Vector Processing Speedup

Today’s processors produced by leading manufacturers, used in stationary and
mobile computers, support parallel processing on two levels: processor instruc-
tions and multi-core processing. In case of instructions level (SSE), in one cycle
of calculation one identical computational activity is performed on the number
of data, remembered in computer registers as a vector consisting of a certain
number of elements s. In other words, the calculations are performed by the
vector processor consisting of s cores. SSE registers size is 128- bit, thus for the
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Table 1. Time of running and sppedup of SA algorithms

Name n×m (o) one path 4 paths 8 paths
SA PSA SU MSA MPSA SU MSA MPSA SU

mt10c1 10×11 (100) 30.6 6.1 5.0 38.4 8.0 4.8 50.2 10.1 5.0
mt10cc 10×12 (100) 36.7 6.7 5.5 43.6 8.8 5.0 60.4 11.2 5.4
mt10x 10×11 (100) 31.6 5.9 5.3 37.2 8.2 4.6 49.8 9.9 5.0
mt10xx 10×12 (100) 36.0 6.5 5.5 41.9 8.8 4.8 59.9 11.0 5.5
mt10xxx 10×13 (100) 42.7 7.1 6.0 47.3 9.3 5.1 65.7 11.9 5.5
mt10xy 10×12 (100) 35.9 6.6 5.4 41.7 8.8 4.8 59.6 10.8 5.5
mt10xyz 10×13 (100) 42.5 7.1 6.0 49.1 8.9 5.5 70.1 12.1 5.8
setb4c9 15×11 (150) 46.6 8.6 5.4 52.8 10.7 4.9 74.0 13.4 5.5
setb4cc 15×12 (150) 55.6 9.4 5.9 63.3 11.3 5.6 86.4 14.4 6.0
setb4x 15×11 (150) 46.6 8.5 5.5 52.9 10.2 5.2 73.0 14.1 5.2
setb4xx 15×12 (150) 54.8 9.0 6.1 62.1 10.8 5.8 85.6 14.5 5.9
setb4xxx 15×13 (150) 64.4 10.0 6.4 73.2 11.8 6.2 100.8 16.0 6.3
setb4xy 15×12 (150) 54.6 9.4 5.8 61.1 11.4 5.4 86.0 14.6 5.9
setb4xyz 15×13 (150) 65.4 9.6 6.8 71.8 12.0 6.0 99.8 15.7 6.4
seti5c12 15×16 (225) 156.9 17.2 9.1 172.2 22.1 7.8 233.5 27.5 8.5
seti5cc 15×17 (225) 177.1 19.3 9.2 195.8 24.2 8.1 264.4 31.1 8.5
seti5x 15×16 (225) 157.3 17.0 9.3 172.2 21.0 8.2 234.2 27.8 8.4
seti5xx 15×17 (225) 177.4 19.8 8.9 197.6 23.7 8.3 265.9 30.7 8.7
seti5xxx 15×18 (225) 202.4 20.2 10.0 221.1 25.6 8.6 293.4 32.7 9.0
seti5xy 15×17 (225) 175.8 19.6 9.0 193.3 24.1 8.0 261.0 30.6 8.5
seti5xyz 15×18 (225) 196.5 20.7 9.5 217.1 25.7 8.4 294.3 32.4 9.1

data of Int16 type, used in the calculations, the size of the vector is s = 8. Un-
doubtedly, in case of vectors with sizes larger than s, the vector is divided into
fragments of s-elements and then they are processed sequentially.

All algorithms were run with parameter rep = 20 while the multipath algo-
rithms were started simultaneously at 4 and 8 cores (each realized a different
path). Table 1 presents algorithms’ execution times for all instances of the test.
In addition, on the basis of the time of the algorithm running in the basic version
and using the processing vector, there was designated the speedup of calculations
SU = CPU(SA)/CPU(PSA) (SU = CPU(MSA)/CPU(MPSA)).

The analysis of single-path algorithms shows that for certain instances the
speedup is greater than the number of cores of vector processor s = 8. This
stays in contrast to Ahmdal’s Law. In fact, in a sequential and parallel pro-
cessing participate other CPU instructions of varying execution time. What is
more,the most frequently used function max for SSE instruction is executed in
one processor cycle, while in case of sequential x86 instruction it consists of com-
parison and jump instructions. The use of vector processing helps to accelerate
the SA algorithm running from 5 to 10 times in single-path version. In case of
multipath versions the speedup is slightly smaller. The size of the speedup de-
pends on the number of machines. The smallest speedup is observed, e.g. for a
small number of machines and distant from the multiple of s = 8 (mt10c).
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Comparing the running time of single-path PSA algorithm and 4-path MPSA
algorithm it can be seen that the MPSA running time is on average by 1.3
(minimum 1.2) times longer than the SA time. I7 processor consists of 4 identical
cores, the MPSA algorithm performs exactly 4 times more computations than
the SA. In case of 8-track MPSA algorithm the running time is on average 1.7
times longer than the SA. In this case, we can see the beneficial effects of Hyper
Threading technology.

5.2 Assessment of Algorithms Efficiency

The aim of the second phase of research was to assess the quality of solutions
generated by PSA (single-path), PSA4 (4-paths) and PSA8 (8-paths) algorithms.
In assessing the quality the relative deviation was used for the cycle time of
solution πA generated by the A algorithm compared to the cycle time of the
best know solution π∗: Dev(A) = (τ(πA) − τ(π∗))/τ(π∗). The algorithm was
executed with the parameter rep = 20. Reference solutions π∗ were generated
by the PSA8 algorithm with rep = 50.

As a result of detailed analysis of the test results it was noted that for the
PSA single-walk algorithm deviation was 2.1% to 8.1%, 4.7% in average, PSA4
at the same time generates solutions with the value of Dev from 0% to 4.6%, in
average 2.1%. Solutions of PSA8 have an average coefficient of Dev = 1.3%.

In summary, the results show that the use of vector processing significantly
accelerates SA algorithm. In addition, the use of multiple-walk search yields a
significantly better solutions in the same time of calculations. The average value
of Dev for 4 and 8-path algorithms is more than 2 and almost 4 times smaller
than the Dev for single-walk algorithm, respectively.

6 Conclusions

The work is devoted to the scheduling of tasks in a cyclic flexible production
system. The paper presents new properties of the problem and the properties
characteristic of the cyclic manufacturing. Based on the theoretical properties,
a genuine method of the cycle time determination was proposed. Sequential and
parallel (based on vector processing) implementations were presented as well as
the analysis of the computational complexity of the proposed methodology.

As further research, parallel processing techniques are planned to be designed
for efficient calculations on modern computational units (GPU, HPC), equipped
with large number of cores.
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Abstract. Forward chaining is an effective method of reasoning used
in production systems. Enhancing it with a transaction support enables
rollback actions in productions and opens a way to define and perform
reversible reasoning schemes. We present selected implementation de-
tails of a custom transactional production system with forward chaining,
based on the Rete algorithm, realized in the functional programming
style. We also discuss some design issues, like operating in multi-core
environment, indexing, using immutable collections, and the Software
Transactional Memory in Haskell. Additionally we give a prospect of
exploiting partial knowledge stored in Rete network for the purpose of
performing analysis in the absence of information.

Keywords: Production Systems · Forward Chaining · Rete · Functional
Programming

1 Introduction

It is assumed that expert systems are a class of intelligent software systems using
knowledge and inference rules to solve problems that are so hard to solve, that it
requires special “expert” knowledge (after Feigenbaum - see [4]) to be used. There
is usually a strong demand for them to cope with some difficult domain problems
as effectively as a human specialist in the field. Moreover, we expect them to
provide an insight into their inference process, and, more generally speaking, into
they way they store and use their knowledge. In other words, they are expected
to provide a human readable explanation of the way they solve problems. These
demands raise the knowledge representation and inference issues to the status
of key concepts from the point of view of designers and implementers of these
systems.

A typical architecture of an expert system consists of a base of facts (knowledge
base), the internal representation of (inference) rules, and the inference engine
that does the actual job of applying rules to facts. Usually, when a solution is
found, the system undertakes some actions. These actions may be modifying the
knowledge base, the rule-set, or simply informing the user about the success (so-
lution found). An important issue here is also solving conflicts; the situations in

c© Springer International Publishing Switzerland 2015
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which more than one solution is found (e.g. see [6]). Nonetheless, the knowledge
base and the inference engine are the core, and the conflict set solvers should be
treated as an important but optional part.

The above paragraph is actually a description of a rule-based approach, one of
the most transparent and robust ways of encoding expert knowledge [5]. Rules
are in some sense the central concept in this approach. We call them productions
and the software systems based on this approach are called the production sys-
tems. Usually a production consists of a set of conditions (also called predicates)
and a set of actions.

The inference process in the production systems consists of iteratively apply-
ing modus ponens (P → Q,P � Q) to the conditions (of the rules) and to the
facts in the knowledge base, to find the facts matching the conditions. Matches
cause a series of transitions from the current system state, through the actions
(of productions) that modify the knowledge base and/or the rule-set, to the next
state with an updated base of facts and rule-set, until the occurrence of inference
conditions that actually stop the whole process. Then we get either a solution to
some problem or a state that means the impossibility of continuing due to the
lack of further matches. This process called forward chaining [1], [2], [3] is one
of the two major mechanisms found in the rule-based inference engines1.

In this paper we:

– Present the motivations for enhancing forward chaining with transaction
support.

– Introduce an ongoing project [28] - an implementation of the above idea in
Haskell.

– Discuss some decisions having an impact on design and implementation of
this system, like operating in the multi-tasking environment, indexing, and
using functional programming language with its ecosystem as the main im-
plementation tool.

– Give an overview of some element of our code-base to whet an appetite of a
reader wanting to participate in the project and/or use our software for his
own purposes.

2 Motivations for the Design and Implementation
of a Transactional Production System

Transactions in software and implementing the systems that provide/support
them has been an area of active research since the early days of computing2. The
core ACID properties of transactions make them the natural choice for building
production-quality software that aims to manage data in a robust way, especially
under the assumption of operating in a multi-tasking (mostly concurrent but also
parallel) environment.

1 The other one, known as backward chaining is the core of famous Prolog - the general
purpose logic programming language.

2 For an extensive set of references see [7], [8].



Transactional Forward Chaining: A Functional Approach 615

Production systems with forward chaining are naturally “predisposed” to be
implemented with the use of transactions. Unfortunately, the accessible produc-
tion systems of industrial quality do not admit to implement this feature3. This
is why we decided to provide a custom solution supporting transactional forward
chaining. Further and detailed motivations for this project are as follows.

Rollbacks. The ability to roll back the transaction when performing the forward
chaining process opens a way to provide the users of the production system with
the ability to execute roll-back actions in productions. This in turn opens the
door for both defining new business rules (“break and return to the starting
point”, a backtracking-like behavior) and for performing “speculative” runs of
the inference process, during which we add some new facts (possibly random
ones) and observe the system behavior, making conclusions and rolling back in
the end. This may be called reversible reasoning schemes.

Robust Concurrency. Contemporary production systems are intended to be used
in concurrent, multi-core world. Transactions are the only known means to im-
plement concurrent updates of data (facts and rule-set in this case) in a provably
correct way.

Insight into Inference. A production system implemented from the ground up
is completely transparent for us. In particular, it is possible (and expedient) to
design its API in such way, that it would allow us to write routines to perform
observations of how the facts are matched against the production conditions. The
abilities of performing detailed analysis of the process may be highly valuable.
Especially in combination with ...

... Partial Knowledge Representation. As it will be presented further, the system
is intended to store partial matches of the facts and conditions. When one is
able to dig into the internal structure of these matches (and so the information
represented by them), he is also capable of deriving some conclusions out of the
incomplete knowledge.

The rest of this article presents the core of the algorithm and some implemen-
tation details of our transactional production system. Selected Haskell source
codes will be used for the purpose of the presentation. For a more detailed in-
sight, please visit the full project’s GitHub repository [28].

3 Rete/UL

The basis of forward chaining is searching for facts that match the conditions of
rules. In a naive approach the production system must re-evaluate conditions of

3 In particular we mean Drools http://www.drools.org, Microsoft Business
Rules Engine http://msdn.microsoft.com/en-us/library/aa561216.aspx and CLIPS
http://clipsrules.sourceforge.net/.

http://www.drools.org
http://msdn.microsoft.com/en-us/library/aa561216.aspx 
http://clipsrules.sourceforge.net/
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all rules against all facts gathered in the knowledge base after any act of manip-
ulating facts or the rule-set. This highly ineffective process makes this approach
unusable in practical scenarios due to a poor scalability. It is worth mentioning
here that in large production systems a number of hundreds of thousands rules
and millions of facts is not unusual [11].

Rete algorithm developed by Dr Ch. Forgy in early 1970s [10] is the estab-
lished first-class algorithm that performs the matching in an effective way. Its
outstanding characteristics led to its wide adoption in the expert systems do-
main. The mentioned Drools, CLIPS, and Microsoft Business Rules Engine (part
of BizTalk) are examples of its use in a production environment. It has been a
subject of research and was used in research projects (e.g. [12]). Over the years
many optimizations of the algorithm were made, with some of them being pub-
lished as a research papers, others of a proprietary nature. Our implementation
relies on great work of R. B. Doorenbos. He is a designer of an optimization called
Rete/UL and an author of a clear and comprehensive description of the algo-
rithm [11]. We will give a brief overview of Rete and the mentioned optimization
in subsequent sections.

3.1 Rete Algorithm Overview

The basic Rete achieves such great results by using two techniques:

1. Storing all the match results, including the partial ones, in a specified graph
(this is where the name of the algorithm comes from - “Rete” in Latin means
“net” or “comb”). This in turn eliminates the need to re-evaluate matching
of all facts against all conditions.

2. Sharing the network structure between productions. It is a source of massive
optimization in the situations when we have a large number of productions
having the same or similar sets of conditions.

Facts in Rete are represented by tuples (object, attribute, value) called, for
brevity, Wmes (Working Memory Elements). The main role of the network is to
propagate Wmes starting from the working memory, through the graph nodes,
down to so called production nodes, where the appropriate actions are fired. The
following Fig. 1 presents a network for three productions P1, P2, P3 that share
the structure of the graph. At the figure the production nodes are called like the
productions: P1, P2, P3 (see the bottom of the network).

Between the working memory and the production nodes there is a non trivial
network structure. Its first layer are the α memory nodes. Their role is to store
the Wmes matching constant tests in productions. The α memories pass their
Wmes to join nodes (symbol ��) where the join operations are performed. The
role of joins is to find wmes that match more than one condition within a pro-
duction. Cross-condition variable value tests are performed here, regarding that
conditions may use variables, e.g. like in (〈x〉 is red), where 〈x〉 is a variable.
Matching Wmes are grouped into Tokens and stored in β memories (symbolized
by a white rectangle with β at the diagram). Tokens represent matches for the
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production’s conditions “so far” accordingly to the network level of the join node
that “produced” them. The production nodes receive complete (full) tokens from
above and then fire their actions.

Fig. 1. Rete network for three productions with node sharing exposed. Source: [11]
(re-edited).

Fig. 2 shows a concrete situation for one production and a group of Wmes.
Tokens are symbolized by curly braces, e.g. {w1, w2, w3} is a token with three
Wmes: w1, w2, and w3.

Fig. 2. Instantiated network for a single production. Source: [11] (re-edited).
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By convention, the α memories are called the α part of the network, and the
other nodes are the β part. When an α memory passes a Wme to a join node, it
is called a right activation of the node. When a β memory passes a token into its
child join node, we call it left activation. beta memories and production nodes
may only be left-activated.

All conditions mentioned so far were the positive ones. Negation is also sup-
ported by Rete by using negative nodes and NCC nodes. A negative node is a
node in the β part that performs a negation of a single positive condition, while
the NCC nodes perform negations of a conjunction of conditions (either positive
or not). This is where the name NCC comes from; it is negated conjunctive con-
dition. The NCC support is particularly useful, because ∀x•Px may be rewritten
as ¬∃x • ¬Px, and the ability of nesting negated conditions allows us to define
conditions containing arbitrary combinations of ∀ and ∃ quantifiers.

For an exhaustive discussion on all details of how Rete works, see [11] and
[10].

3.2 Right and Left Unlinking

Doorenbos [11] observed, that performing right activations in the absence of to-
kens from the above β memory, as well as left activations, when the α memory
of the underlying join node is empty, heavily affects the performance. To coun-
teract this negative phenomenon, he proposed a technique of unlinking nodes
under specified conditions and re-linking them when proper data appears.

In the described implementation right unlinking and re-linking to the proper α
memory is being performed by two complementary procedures with the following
signatures:

rightUnlink :: Node → Amem → STM ()
relinkToAlphaMemory :: Node → STM ()

And analogically - the left unlinking and re-linking to parent (β memory)
node:

leftUnlink ::Node → Node → STM ()
relinkToParent :: Node → Node → STM ()

For a detailed description of this optimization, please see [11] or visit our code
base [28].

3.3 Indexing

Using indexes is one of four major means of improving the efficiency of algo-
rithms, together with compilation, lazy evaluation, and memorization. A place
to use indexes in Rete is the join operation. Doorenbos thesis [11] describes var-
ious ways this may be applied. We decided to index facts in α memories. The
index structure is a simple hash-table4:

4 We use the unordered-containers package
https://hackage.haskell.org/package/unordered-containers.

https://hackage.haskell.org/package/unordered-containers
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type WmesIndex = (Map.HashMap Symbol (Set .HashSet Wme))

that maps symbols to sets of Wmes. In every α memory there are the following
transactional fields:

amemWmesByObj :: (TVar WmesIndex )
amemWmesByAttr :: (TVar WmesIndex )
amemWmesByVal :: (TVar WmesIndex )

By analogy, we index the Wmes stored in the global context (Env):

envWmesByObj :: (TVar WmesIndex)
envWmesByAttr :: (TVar WmesIndex )
envWmesByVal :: (TVar WmesIndex)

Together with the global Wmes registry defined as a type:

type WmesRegistry = (Map.HashMap WmeKey Wme)

and used in the Env

envWmesRegistry :: (TVar WmesRegistry)

these indexes form a working memory of our production system. While indexing
the α memory is used to optimize joins (precisely: left activations of join nodes),
the global indexes work on adding new productions.

Discussion. Choosing a right indexing strategy is not an easy task. The decision
to index the α memories and leaving β part of the network unindexed has been
made relying on the observations derived from [11], that the α part of the network
has a greater impact on the overall performance with respect to the amount the
data being propagated down the network than the β part. On the other hand,
indexing β memories in the inevitably transactional way would increase the
number of accesses to the transactional variables when performing joins. This is
why we decided to leave the tokens unindexed.

4 Functional Programming Language as the
Implementation Tool

Essentially, the functional programming is a programming style in which all
procedures are realizations of computable functions in mathematics, there are
no side effects, and so the referential transparency is achievable with no effort
[13]. Purity of functions and lack of variables means we do not have to put locks
on data when doing the multi-core programming; as locks do not compose, this
gets us out of serious trouble.

The lack of destructive operations on data also means that rolling the trans-
actions back is trivial. Any “changes” may be “reversed” by simply removing
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them from the memory. This makes this programming style a perfect choice for
implementing robust transactional systems.

Out of many functional programming languages, Haskell [15], [16] is the one
that possessed features that make is especially suited for the task. It is a strongly
and statically typed, purely functional language, that uses advanced notions from
the type theory and from category theory [14], to make the programs written
in it as close to being provably correct as possible. There are some great books
on the subject worth mentioning, like [17], [18], as well as comprehensive on-line
materials: [19], [20], and [21].

4.1 Discussion on the Data Structures

Traditional, imperative Rete implementations use arrays and doubly linked lists
to make the operations on sequential data as effective as possible. The functional
style demands persistent (immutable), acyclic sequential collections [22]. The
work by Clayman [9] states that “[...] efficiencies of having O(1) access to data
structures in a rule-based system can not be overcome by using parallelism”.
Hughes [23] gives an explanation, why the functional concatenation (++) operator
on linked lists used to append elements to the end of a list does not exhibit an
optimistic complexity. These reasons led as to depend on sequences implemented
with use of 2-3 finger trees, as described in [24]. Fortunately, these sequences are
a part of standard Haskell library (Data.Sequence module).

Sequences offer O(1) insertion into the front and at the end with the following
operators:

(�) :: a → Seq a → Seq a
(�) :: Seq a → a → Seq a

as well as sequence concatenation of class O(log(min(n1, n2))), where n1 and n2

are the sizes of arguments:

(��) :: Seq a → Seq a → Seq a

Creating a sequence object from a standard Haskell list is O(n):

fromList :: [a ] → Seq a

and similarly, conversion to a standard list is also O(n) with Seq being an in-
stance of the Foldable type-class :

toList :: Foldable t ⇒ t a → [a ]

The use of the append operation (�) can be seen at the following code5:

relinkToAlphaMemory :: Node → STM ()
relinkToAlphaMemory node = do

5 Taken from https://github.com/kongra/Rete/blob/master/AI/Rete/Algo.hs.

https://github.com/kongra/Rete/blob/master/AI/Rete/Algo.hs
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ancestorLookup ← relinkAncestor node
case ancestorLookup of
Just ancestor →
modifyTVar ′

(amemSuccessors (vprop nodeAmem node))
(node ‘insertBeforeFirstOccurence‘ ancestor)

Nothing → modifyTVar ′

(amemSuccessors (vprop nodeAmem node))
(�node)

writeTVar (vprop rightUnlinked node) False

Besides the sequences, we also use hash-sets (from the unordered-containers
package mentioned earlier) for non-sequential access and standard Haskell lists
where possible.

4.2 Syntactic Sugar in the STM Monad

Software Transactional Memory as described in [27], [25], [26] is a way to simplify
multi-tasking programming by grouping many state changing operations and
executing them atomically [27]. In Haskell6 it is the most effective technique that
leads to implementing correct software which use shared memory (variables) to
communicate threads. No wonder we decided to use STM as our transactional
core.

We introduced few enhancements to the STM API. The API itself is very
comprehensive and easy to use, so we developed just some tools to make our
source codes more clear and succinct. First, let us present some basic types of
transactional collections:

type TList a = TVar [a ]
type TSeq a = TVar (Seq.Seq a)
type TSet a = TVar (Set .HashSet a)

The procedure nullTSet simply answers the question, whether the transac-
tional set is empty. Its functionality boils down to reading value of a transactional
variable and then passing the value (a hash-set) to a lifted Set.null :

nullTSet :: TSet a → STM Bool
nullTSet = liftM Set .null ◦ readTVar

Similarly, we have an STM-aware conversion of foldables to lists:

toListT :: Foldable f ⇒ TVar (f a) → STM [a ]
toListT = toListM ◦ readTVar

The implementation of Rete network uses NodeVariant, an algebraic data-
type, that holds the data specific to various kinds of nodes. Thus, we have a
non-transactional accessor to the specific variant value of nodes:

6 The package stm, http://hackage.haskell.org/package/stm.

http://hackage.haskell.org/package/stm
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vprop :: (NodeVariant → a) → Node → a
vprop accessor = accessor ◦ nodeVariant

and then, the transactional one:

rvprop :: (NodeVariant → TVar a) → Node → STM a
rvprop accessor = readTVar ◦ vprop accessor

And finally, there is the example use7 of rvprop procedure:

findNccOwner ::Node → Maybe Token → Maybe Wme
→ STM (Maybe Token)

findNccOwner node ownersTok ownersWme = do
tokens ← rvprop nodeTokens node
return $ headMay (filter matchingTok
(Set .toList tokens))

where
matchingTok tok =
isJust ownersTok ∧
tokParent tok ≡ fromJust ownersTok ∧
tokWme tok ≡ ownersWme

5 Limitations and Future Work

While writing this paper, the presented transactional production system is a
project in a stage of heavy development. Due to various design decisions and
compromises its current version exhibits the following limitations:

– Lack of β memory indexation. This characteristic is worth re-thinking, but
any further decisions about indexing tokens must be delayed until some
initial benchmarking.

– No predicate conditions. Implementing this feature is relatively easy and will
be introduced in the future.

– The implementation has been using STM from the start. Due to the nature
of STM it does not provide durability. We do not expect this characteristic
to change in predictable time. Actually, introducing some kind of data per-
sistence would require building an abstraction above STM as well as above
other data storage layers (IO monad). This may be an area of promising
research on its own.

Rete is famous for its complexity. It would be excellent to use some techniques
like dependent types or type families in Haskell to improve the ability of checking
some semantic dependencies between parts of the algorithm on the compile time.
This surely will be a subject of future research.

7 Again from https://github.com/kongra/Rete/blob/master/AI/Rete/Algo.hs.

https://github.com/kongra/Rete/blob/master/AI/Rete/Algo.hs
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Abstract. The paper is devoted to the problem of modeling human
attitudes towards imprecise ideas. A metaset is used for representing an
imprecise concept and Opinion Mining techniques are applied to build a
preference functionwhich reflects someone’s attitude towards the idea.The
preferences are then evaluated as real numbers for the sake of comparison
and selection of the best matching instance. The core of the idea of repre-
senting any imprecise concept with a metaset lies in splitting it into a tree-
like hierarchy of related sub-concepts. The nodes of the tree determine the
membership degrees for metaset members and they are natural language
terms which also describe reasons for some particular member to satisfy
the represented idea. The Opinion Mining allows for automatic gathering
and evaluation of opinions from the Internet. The proposed mechanism is
applied to solve the problem of selecting the car best matching the impre-
cise idea of a good car for a lady. This approach can be applied in a decision
support systems that helps both marketers and customers.

Keywords: Metaset · Partial membership · Opinion mining

1 Introduction

In the contemporary marketing two issues play an important role: to identify
customer preferences and desires, and to select the product that fits the cus-
tomer’s needs. On the one hand, sellers and manufacturers want to know what
might appeal to a potential client, who are potential customers for their prod-
ucts and how to select the product which meets customers’ expectations. On the
other hand, in the age of rapidly evolving technologies, a producer is the one
who awakens in the client the need to have a new model of a smartphone or
other kind of mobile devices. Product advertising needs to hit the preferences of
users to be effective. This is why it is very important to recognize the opinions of
various people about the product. The aim of our research is to design a system
that can help in making decisions for both the customer and the manufacturer.
More specifically, we are working on a system that will: (a) collect people’s opin-
ions about the product and select the features of the product which are the most
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important for them; (b) create a profile of a customer or a group of customers;
(c) calculate (evaluate) how much the selected product matches the customer
profile. In our approach we do not focus on commonly shared opinions only.
We rather put emphasis on the individual needs of users, especially if they are
unusual. The aim of the analysis is to determine how much the chosen product
fits the selected user. The obtained result is described with numerical values.

In the paper [7] we showed how to use the idea of metasets to model and solve
the problem of evaluation of the attractiveness of tourist destinations. In this
case, the imprecise idea of a perfect holiday destination is represented as a me-
taset of places whose membership degrees in the metaset are interpreted as their
qualities. Client preferences are functions which enable real-number evaluation
of the subjective rating of a given destination. The input in this problem is a list
of sites with the location and a brief description of each. The output has to be
a numeric score assigned to each location that allows us to compare them and
ultimately select the best one. Such an approach can be used in automated per-
sonalized tour-planning devices. In particular, it can be used in solving Tourist
Trip Design Problems, TTDP (see e.g. [15]).

Metasets are the perfect tool for representation and processing of vague, im-
precise data, similarly to fuzzy sets [17] or rough sets [9]. Metasets admit partial
membership, partial equality and other set-theoretic relations [11] which may
be evaluated in a Boolean algebra. The certainty values for metaset relations or
even compound sentences [14,13] may also be represented as natural language
terms, what is especially important in applications. The general idea of me-
taset is inspired by the method of forcing [1] in the classical set theory [8,6].
Despite these abstract origins, the definitions of metaset and related notions
(i.e. set-theoretic relations or algebraic operations) are directed towards efficient
computer implementations [12] and applications [10,7].

In the current paper we develop another application of metaset concept. We
use a metaset for representing the imprecise term of a good car for a lady.
For this metaset we acquire data which are used for building the preference
function for a sample client. This function is a slight modification of membership
evaluation function for metasets. The data are acquired using the methods and
techniques of Opinion Mining. They involve building a system to collect and
categorize opinions about a product. This consists in examining natural language
conversations happening around a certain product for tracking the mood of the
public. The analysis is performed on large collections of texts, including web
pages, on-line news, Internet discussion groups, on-line reviews, web blogs, and
social media. Opinion Mining aims to determine polarity and intensity of a
given text, i.e., whether it is positive, negative, or neutral and to what extent.
To classify the intensity of opinions, we use methods introduced in [2,3,4].

The paper is structured as follows. In Sec. 2 we briefly recall the main defini-
tions and lemmas concerning metasets. Section 3 is devoted to issues of Opinion
Mining. Section 4 presents the problem of detection of users’ preferences. Section
5 gives the solution to the problem in terms of metasets. Conclusions are given
in Sec. 6.
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2 Metasets

Metaset is a new approach to partial membership, similarly to fuzzy sets [17] and
rough sets [9]. Metasets allow for representing imprecise notions. In this paper
we focus on the vague idea of a good car for a lady. Members of this metaset are
cars which match this idea to various degrees.

A metaset is a classical crisp set with a specific internal structure which en-
codes the membership degrees of its members. The membership degrees are ex-
pressed as nodes of the binary tree �. All the possible membership values make
up a Boolean algebra. They can be evaluated as real numbers. In applications
we may use natural language terms for expressing the degrees.

2.1 Basic Definitions

A first-order metaset1 is a relation between a set and a set of nodes of the binary
tree �.

Definition 1. A set which is either the empty set ∅ or which has the form:

τ = { 〈σ, p〉 : σ is a set, p ∈ � }

is called a first-order metaset.

Thus, the structure we use to encode the degrees of membership is based
on ordered pairs. The first element of each pair is the member and the second
element is a node of the binary tree which contributes to the membership degree
of the first element.

The binary tree � is the set of all finite binary sequences, ordered by the
reverse prefix relation: if p, q ∈ � and p is a prefix of q, then q ≤ p (see Fig. 1).
The root � being the empty sequence is the largest element of � in this ordering.

�

[0]
�������

[1]
�������

[00]
����

[01]
���	

[10]
����

[11]
���	

Fig. 1. The levels �0–�2 of the binary tree � and the ordering of nodes. Arrows point
at the larger element.

We denote binary sequences which are elements of � using square brackets,
for example: [00], [101]. If p ∈ �, then we denote its children with p · 0 and p · 1.
A level �n in � is the set of all finite binary sequences with the same length n.
The level 0 consists of the empty sequence � only. A branch in � is an infinite
binary sequence. Abusing the notation we write p ∈ C to denote that the binary
sequence p ∈ � is a prefix of the branch C.
1 For simplicity, in this paper we deal only with finite first-order metasets. See [11,12]
for the introduction to metasets in general.
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2.2 Interpretations

An interpretation of a first-order metaset is a crisp set. It is produced out of a
given metaset using a branch of the binary tree. Different branches determine
different interpretations of the metaset. All of them taken together make up a
collection of sets with specific internal dependencies, which represents the source
metaset by means of its crisp views. Properties of crisp sets which are interpre-
tations of the given first-order metaset determine the properties of the metaset
itself. In particular we use interpretations to define set-theoretic relations for
metasets.

Definition 2. Let τ be a first-order metaset and let C be a branch. The set

τC = {σ ∈ dom(τ) : 〈σ, p〉 ∈ τ ∧ p ∈ C }

is called the interpretation of the first-order metaset τ given by the branch C.

In the above definition dom(τ) = {σ : ∃p∈� 〈σ, p〉 ∈ τ } is the domain of τ .
The process of producing an interpretation of a first-order metaset consists

in two stages. In the first stage we remove all the ordered pairs whose second
elements are nodes which do not belong to the branch C. The second stage
replaces the remaining pairs – whose second elements lie on the branch C – with
their first elements. As the result we obtain a crisp set contained in the domain
of the metaset.

As we see, a first-order metaset may have multiple different interpretations
– each branch in the tree determines one. Usually, most of them are pairwise
equal, so the number of different interpretations is much less than the number
of branches. Finite first-order metasets always have a finite number of different
interpretations.

2.3 Partial Membership

We use interpretations for transferring set-theoretic relations from crisp sets onto
metasets.2 In this paper we discuss only the partial membership.

Definition 3. We say that the metaset σ belongs to the metaset τ under the
condition p ∈ �, whenever for each branch C containing p holds σC ∈ τC . We
use the notation σ εp τ .

Formally, we define an infinite number of membership relations: each p ∈ �
specifies another relation εp. Any two metasets may be simultaneously in multiple
membership relations qualified by different nodes: σ εp τ ∧ σ εq τ . Membership
under the root condition � resembles the full, unconditional membership of crisp
sets, since it is independent of branches.

The conditional membership reflects the idea that an element σ belongs to a
metaset τ whenever some conditions are fulfilled. The conditions are represented
by nodes of �.

2 For the detailed discussion of the relations or their evaluation the reader is referred
to [12] or [14].
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Example 1. Recall, that the ordinal number 1 is the set { 0 } and 0 is just the
empty set ∅. Let τ = { 〈0, [0]〉 , 〈1, [1]〉 } and let σ = { 〈0, [1]〉 }. Let C0 	 [0] and
C1 	 [1] be arbitrary branches containing [0] and [1], respectively. Interpretations
are: τC0 = { 0 }, τC1 = { 1 }, σC0 = 0 and σC1 = { 0 } = 1. We see that σ ε[0] τ
and σ ε[1] τ . Also, σ ε� τ holds.

Note, that even though interpretations of τ and σ vary depending on the
branch, the metaset membership relation is preserved.

2.4 Evaluating Membership

Membership degrees for metasets are expressed as nodes of �. In fact, these
nodes determine the basis of the Boolean Algebra of closed-open sets in the
Cantor space 2ω. Indeed, a p ∈ � is just a prefix for all infinite binary sequences
which form a clopen subset of 2ω. Thus, the membership relation for metasets
is valued in the Boolean algebra. Nonetheless, for the sake of simplicity and in
applications we usually refer to the binary tree when talking about membership.

In applications we frequently need a numerical evaluation of membership de-
grees. In order to define it, we first consider the smallest subset of � consisting
of elements which determine the membership.

Definition 4. Let σ, τ be first-order metasets. The set

‖σ ∈ τ‖ = max { p ∈ � : σ εp τ }
is called the certainty grade for membership of σ in τ .

Here, max { p ∈ � : σ εp τ } denotes the set of maximum elements (in the tree
ordering) of the set of nodes in �, for which the relation σ εp τ holds. Note, that
by the definition 3, ‖σ ∈ τ‖ = max { p ∈ � : ∀C�p σC ∈ τC }. In other words, if
p ∈ ‖σ ∈ τ‖, then for each branch C containing p holds σC ∈ τC .

We define the numerical evaluation of membership taking the following as-
sumptions. All nodes within a level contribute equally to the membership value
– none of them is distinguished. For the given p ∈ �, its direct descendants
p · 0 and p · 1 add half of the contribution of the parent p, each. Therefore, the

contribution of a p ∈ � must be equal to
1

2|p|
, where |p| is the length of the

sequence p.

Definition 5. Let σ, τ be first-order metasets. The following value is called the
certainty value of membership of σ in τ :

|σ ∈ τ | =
∑

p∈‖σ∈τ‖

1

2|p|
.

One may easily see that |σ ∈ τ | ∈ [0, 1]. If ‖σ ∈ τ‖ = {� }, i.e., σ ε� holds,
then |σ ∈ τ | = 1. And if ‖σ ∈ τ‖ = ∅ (σ εp holds for no p), then |σ ∈ τ | = 0.

For the sake of the main topic of the discussion it is worth stressing that in the
above definition we treat all the nodes within the same level uniformly, without
distinguishing one from another. This will not be the case for the problem of
evaluation of client preferences, where we modify the above function to reflect
interests in particular properties which compose an imprecise idea.
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2.5 Representing Imprecise Ideas with Metasets

Just like a set represents a collection of objects which satisfy a property given
by a formula, a metaset represents a “fuzzy” collection of objects which satisfy
some imprecise idea. In this paper we use a metaset to represent the imprecise
term of a good car for a lady. Its members are particular cars which match the
given idea to a variety of degrees, usually different than the complete truth.

The core of the idea of representing any imprecise concept with a metaset lies
in splitting it into a tree-like hierarchy of related sub-concepts. For instance, a
good car must have good looks and be comfortable. But what does it mean to
have good looks? For us, it means to have a nice color and shape. Similarly, we
split the meaning of comfortable into sub-ideas. A comfortable car must have a
friendly user-interface and must be fully automated. We might proceed splitting
for arbitrary many steps. For the sake of simplicity we stop at the second step.

good car for a lady

look
�����

comfort
�����

shape



�

color
���


user-interface



�

automated
���


Fig. 2. The binary tree of the features describing a good car for a lady

The binary tree in the Fig. 2 is used throughout the paper to represent the
discussed idea of a good car by means of the metaset Δ. Note, that the nodes of
the tree which determine the membership degrees are natural language terms,
which also describe reasons for some particular car to satisfy the discussed idea.

3 Opinion Mining

Opinion Mining consists in identifying orientation or intensity of opinion in pieces
of texts (blogs, forums, user comments, review websites, community websites,
etc.). It enables determining whether a sentence or a document expresses pos-
itive, negative or neutral sentiment towards some object (O) or more. Also, it
allows for classification of opinions according to intensity degrees.

Definition 6. An opinion is a quadruple (O, F , H, S), where O is a target
object, F = {f1, f2, . . . , fn} is a set of features of the object O, H is a set of
opinion’s holders, S is the set of sentiment/opinion values of the opinion’s holder
on the feature fi of the object O.

An object O is represented with a finite set of features, F = {f1, f2, . . . , fn}.
Each feature fi ∈ F can be expressed with a finite set of words or phrases Wi,
where Wi is a set of corresponding synonym sets Wi = {Wi1,Wi2, . . . ,Win} for
the features.
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Thus, an object O is represented as a tree or taxonomy of components F (or
parts), sub-components, and so on. Each node represents a component and is
associated with a set of attributes. O is the root node, which also has a set of
attributes. An opinion can be expressed on any node or attribute of the node.

An opinion holder j ∈ H makes comments concerning a subset of the features
Sj ⊆ F of an object O. For each feature fj ∈ Sj that the holder j comments on,
the holder j chooses a word or phrase from Wk to describe the feature fk, and
expresses a positive, negative or neutral opinion on fk.

In general, the first step of such a process is to retrieve the information from
the Web [16] (tweets, blogs, forums, etc.) related to the object (O: a good car
for a lady in our case, presented in Example 2), to extract the opinions about
the selected features (F ) and then to classify this information according to their
emotional value.

Opinion Mining is a complex technique. Opinions can be expressed in a subtle
manner which creates difficulty in the identification of their emotional values.
Moreover, opinions are highly sensitive to the context and dependent of the field
in which they are used: the same string might be positive in one context and
negative in another. In addition, on the Internet, everyone uses his own style
and vocabulary, that adds extra difficulty to the task. It is not yet possible to
find out an ideal case to marking the opinion in a text written by different users,
because the text does not follow the rules. Therefore, it is impossible to schedule
every possible case. Moreover, very often the same phrase can be considered as
positive for one person and negative for another one.

There are many methods used in Opinion Mining. We can divide the existing
approaches in two categories: supervised and unsupervised methods. The most
applied supervised learning techniques are Support Vector Machines and Näıve
Bayes. These techniques give better results but at the same time they are very
sensible to over-training and dependent on the quality, size and domain of the
training data. The unsupervised approaches are based on external resources
(dictionaries such as WordNet Affect or SentiWordNet, General Inquirer). The
most painful disadvantages of these approaches are sensibility to the domain and
dependence of the dictionary construction.

The classification of the opinion polarity consists in the decision between
positive and negative status. A value called semantic orientation is created in
order to demonstrate words’ polarity. It varies between two values: positive and
negative and it can have different intensity levels. There are several calculation
methods of the words semantic orientation (SO). The most often used method
is called SO-A (Semantic Orientation from Association):

SO-A(word) = Σp∈P A(word, p) −Σn∈N A(word, n) (1)

where:

– A(word, p) is the association of studied word with the positive word,

– A(word, n) is equivalent negative,

– A(word) is a measure of association.
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If the sum is positive, the word is oriented positively, and if the sum is neg-
ative, the orientation is negative. The absolute value of the sum indicates the
orientation intensity.

To classify intensity of opinions concerning cars’ buyers, we use the engine of
our system [2,3,4].

4 Users’ Profile Detection

Customer feedback is now targeted not only at companies directly, but also
broadcast on the Net via weblogs, Twitter, Facebook, and comments at retail-
ers’ websites. This feedback can be very rich. It may consist of the evaluations
of specific aspects of the product, information about the author/reviewer, and
feedback from readers about the review, etc.

The objective of this section is to describe the framework to analyze the typical
profile of a car buyer. The steps we take to achieve the goal are: selection of the
features for the car, evaluation of their importance, retrieval and evaluation of
the opinions for individual users, and finally – construction of particular user’s
profile. To perform these tasks we use Opinion Mining (OM) techniques.

In order to demonstrate our methodology we use the hierarchy of conditions
depicted in the Fig. 2, which comprise the notion of a good car for a lady. The
purpose is to find the opinions related to this topic. Particularly, for each holder
j ∈ H we want to find his/her opinions about the selected features F of cars
and the intensities of these features, particularly, when the opinion holder buys
the car. We consider that the opinions of both negative and positive polarity in
the same way declare that the feature is important for the user. Therefore, the
polarity of opinion (negative, positive) is not relevant, only the intensity of the
opinion’s value matters and it is considered to be the significant contribution to
values of parameters. To calculate the intensity (SI – Semantic Intensity from
Association) we use modified SO-A method:

SI-A(word) = Σp∈PA(word, p) + Σn∈NA(word, n) . (2)

To find the intensity of each feature, we sort these opinions from highly-rated
extremal opinion (positive, negative) to the neutral one.

By Def. 6, the basic components of an opinion are: object O (on which an
opinion is expressed, in our case it is a car), opinion’s holder j (a person that
holds an specific opinion on a particular object), and sentiment/opinion (a view,
attitude, or appraisal on an object from an opinion holder). According to the
idea presented by the tree in the Fig. 2, the set F is composed of 6 elements
{look, comfort, shape, color, user-interface, automated}.

For each element fi we select manually the corresponding set wi. For example,

wlook = { appearance, outlook, aspect, air, outside, . . . } (3)

wcomfort = { accommodation, commodious, convenience, . . . } (4)

We formalize the preferences of a sample customer in the following example.
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Example 2. For demonstration purposes we consider here opinions of a sample
user, named Ann, extracted from the Internet. Her posts included, among other
pieces texts, also opinions of this sort: ”I love my new car, it’s great, I can drive
and call at the same time, my smartphone is connected”, ”... when driving, I
can listen to the music from my mp3”, ”it had manual transmission, now I have
automated one, but it didn’t change a lot ...”, ”it is red”, ”its modern silhouette
is very nice”, ”the seats are really comfortable”, and so on. Based on these we
have estimated the following ratios for her preferences.

Ann prefers to have a comfortable car than a nice one. We found that her
attitude is expressed by the ratio 3/2 in favor of comfort over look. She likes
driving a lot, changing the transmission gears is not a problem for her. On the
other hand, she likes to use her connected mobile devices a lot when she is
driving, so the user-interface is very important feature for her. She professed a
ratio of 3/1 in favor of user-interface over automated. According to her opinion
some aspects of shape are critical for her, and therefore the discovered ratio is
4/1 over color.

5 Modeling with Metasets

We use the metaset approach to model the vague idea of a good car for a lady.
Throughout the paper the metaset Δ represents the “fuzzy” collection of good
cars for a lady. Potential members of Δ are the cars which match this imprecise
notion more or less. Their membership degrees in Δ correspond to the levels of
satisfaction of this property. When evaluating membership we assume that the
capabilities of cars, represented by nodes within a level in �, are equally im-
portant. By modifying the evaluation function so that some capabilities become
more important than others, we may reflect particular clients’ interests towards
specific capabilities of cars which are Δ members. The real values obtained this
way seem to reflect human reasoning. For instance, evaluating preference for a
person interested in fast cars will result in higher value if a car has properties of
a fast car indeed (acceleration, power), than when it has not.

5.1 Evaluating Client Preferences

Definition 5 (certainty value of membership) assumes uniform distribution of
values throughout the nodes in �: each p ∈ ‖δ ∈ Δ‖ contributes the value of
1

2|p| to |δ ∈ Δ|. In the context discussed in the paper this might be interpreted
as a client’s indifference as to what to choose: all possible choices represented as
nodes within the same level are equally weighted. Particularly, for a p ∈ � both
its children p · 0 and p · 1 contribute equally to the membership evaluation. In real
life, however, clients have some preferences concerning choices they make. For
instance, the look of the car might be more important than comfort for some
clients. Such preferences, may be taken into account while evaluating client’s
attitude towards a particular instance of a car. We express these preferences
numerically with the following function.
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Definition 7. We define client preference to be a function p : � 
→ [0, 1] such that

∀q∈� p(q · 0) + p(q · 1) = 1 . (5)

and we take p(�) = 1 for the root.

Given the preference function p we evaluate the quality of a car δ taking pref-
erences p into account to obtain the subjective value of client’s attitude towards
δ. For this purpose we generalize the Def. 5 slightly to obtain an evaluation
function which increases the impact of some nodes and decreases that of others.
In applications we may (and we do in this paper) build this function based on
the Opinion Mining techniques, as described in Sec. 4.

Definition 8. Let δ be a car and let Δ be a metaset of good cars for a lady. The
p-quality of the car δ is the following value:

|δ ∈ Δ|p =
∑

q∈‖δ∈Δ‖

∏

0≤i≤|q|
p(q�i) .

The symbol q�i , where 0 ≤ i ≤ |q|, denotes the prefix of the length i of the
binary sequence q. For i = 0, it is the empty sequence �, and for i = |q|, it is
the q itself.

The p-quality of a car reflects client’s preferences. For different clients with dif-
ferent p preference functions it may result in different ratings for the given car.

Example 3. Based on the ratios discovered in the Ex. 2 we build the preference
function p for Ann (see Fig. 3). Since Ann prefers comfort to look with the ratio
of 3/2, then we set p(look) = 0.4 and p(comfort) = 0.6. The ratio of 3/1 in favor
of user-interface over automated results in setting p(user-interface) = 0.75 and
p(automated) = 0.25. And since the ratio of shape over color is 4/1, then we
have p(shape) = 0.8 and p(color) = 0.2.

good car for lady : 1

look : 0.4

�������

comfort : 0.6

�������

shape: 0.8

����

color : 0.2

���	

user-interface: 0.75

����

automated : 0.25

���	

Fig. 3. The p function for Ann

5.2 Solution to the Problem

We use Ann’s preferences described in the Examples 2 and 3 in order to demon-
strate the mechanism of evaluating client’s preferences and to show that indeed,
it results in values reflecting human reasoning.
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Let Δ be the metaset representing a good car for lady. Let α and β denote
cars with the following capabilities. The α has perfect shape and it has a good
user-interface, whereas β is fully automated and it has a nice color. Thus, we
may write

α εshape Δ ∧ α εuser-interface Δ , (6)

β εautomated Δ ∧ β εcolor Δ . (7)

Therefore,

‖α ∈ Δ‖ = { shape, user-interface } = { [00], [10] } , (8)

‖β ∈ Δ‖ = { color , automated } = { [01], [11] } . (9)

and

|α ∈ Δ| =
1

2|[00]|
+

1

2|[10]|
=

1

22
+

1

22
= 0.5 , (10)

|β ∈ Δ| =
1

2|[01]|
+

1

2|[11]|
=

1

22
+

1

22
= 0.5 . (11)

We see, that both cars satisfy the requirements for the good car for a lady to
the same degree of 0.5.

However, if we take into account the client’s preferences expressed as the
preference function p, then these cars turn out to be quite different.

|α ∈ Δ|p = 0.4 · 0.8 + 0.6 · 0.75 = 0.77 , (12)

|β ∈ Δ|p = 0.4 · 0.2 + 0.6 · 0.25 = 0.23 . (13)

We conclude, that Ann’s interest in the car α is much greater than in car β.
The values and the relation |α ∈ Δ|p > |β ∈ Δ|p confirm her opinions shared on
the Internet, as described in the Ex. 2.

6 Conclusions

The aim of our research is to design a decision support system which can find
its application in traditional marketing and e-marketing. In this paper we show
how methods and techniques of Opinion Mining can be used for selecting from
users’ declarations the most important features of products as well as for building
users’ profiles. This data is represented as a metaset and then analyzed. In this
way, the theory of metasets is applied for evaluating clients’ preferences. Our
approach is used in designing a software tool which supports making decisions.
It can help marketers evaluate the success of an ad campaign or a new product
and identify the product features which the users like or dislike.
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Abstract. Knowledge interoperability is an active research area in Ar-
tificial Intelligence. Rules are one of the most successful knowledge rep-
resentations that currently found application in Business Rules Man-
agement Systems. Because of the increasing number of such systems,
the need for efficient rule interoperability methods is still growing. Cur-
rently many approaches providing formalized models and methods were
developed. Nevertheless, many of them are very general and therefore
they suffer from weak tool support. This paper provides presentation of
a new interoperability tool for rule-based knowledge. The tool is called
Subito and it supports the formalized model of production rule repre-
sentation and interchange. Thanks to the well-defined scope of model
expressiveness it allows for efficient translation of rule bases expressed in
such representation like CLIPS, Jess, Drools or XTT2.

1 Introduction

Rule-Based Systems (RBS) [6,13] constitute a mature technology in the field of
Artificial Intelligence (AI) [26]. Over the years, they were successfully applied in
the Decision Support Systems (DSS) working in many domains like medicine,
engineering, security systems [21], etc. Nowadays, classic RBS evolved and con-
stitute a source of ideas and solutions for new technologies like Business Rules
(BRs) [7], Semantic Web (SW) [1], context-aware systems [17], etc. Despite the
maturity of the RBS, many problems are still unsolved.

The work presented in this paper is a part of the PhD thesis of the author [9]
and is focused on the problem concerning efficient rule interoperability. This
problem is related to translation of knowledge between rule bases expressed in
different representations. It is assumed that the efficient interoperability method
allows for preserving knowledge semantics during the translation by considering
both syntax and semantics levels. In our work, knowledge semantics is under-
stood as the meaning of an entire knowledge base and not only as the semantics
of all individual knowledge elements (rules, facts, etc.). In turn, the semantics of
an entire knowledge base corresponds to the so-called operational semantics, as
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presented in [28], and describes changes of a fact base after rules application con-
sidered from the user perspective. Therefore, it is assumed that two rule bases,
expressed in different representations, have the same semantics if for a given
initial state both production systems infer the same conclusion [9].

The part of the research presented in this paper aims at providing an im-
plementation of the framework supporting an efficient interoperability for the
production rules. It is assumed that the framework is based on a formalized
model which takes the most important aspects of the existing rule represen-
tations into account. These aspects have already been identified in the earlier
works [12], [10] and [11]. The presented framework is called Subito and is in-
tended to support translation of the rule bases between such rule languages as
CLIPS [25], Jess [4], Drools [3] and XTT2 [22]. The paper provides presenta-
tion of the tool architecture, and its practical evaluation that shows the results
of translation and execution of a selected use case.

This paper is organized as follows: Section 2 elaborates on the current state
of the research concerning the rule interoperability issue and addresses existing
problems in this area that constitute motivation for this work. Section 3 briefly
discusses features of the formalized production rule representation model that is
supported by the Subito tool. The following Section 4 provides most important
information concerning the tool like architecture, supported language, current
state of the development, etc. The practical results of usage of the tool are
introduced in Section 5. This section presents an exemplary translation and
execution output of a selected use case. Section 6 discusses selected important
challenges of the efficient rule interoperability problem that were overcome with
the help of the formalized model and presented tool. The paper is concluded by
short summary and description of future works provided in Section 7.

2 State of the Art

Nowadays, the increasing significance of rule interoperability can be observed.
This is mainly due to the fact that distributed and collaborative environments for
rule modeling and sharing became more common. In such environments knowl-
edge engineers work in a collective way [19], but often use different rule repre-
sentation languages which can cause severe problems [10]. The main purpose of
the interoperability approaches is to provide the means for reusing, publication
and translation of rules between different systems and tools.

An efficient interoperability method can find an application in many con-
texts. The first and the most obvious is the knowledge translation from one
representation to another [18]. Having an efficient interoperability method, one
can translate rules into another representations and use within other contexts,
domains, etc. One can also apply different tools for rules processing and infer-
ence, what allow for using knowledge in a different way. What is more, this
also make the knowledge sharing and deployment easier. The another applica-
tion area involves collective knowledge development. Thanks to interoperability
methods taking rule semantics into account, it is possible to create a knowledge
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repository, where knowledge is stored in different representations. Every knowl-
edge engineer can design rules by using most convenient technology. Later, the
knowledge is processed by an engine that translates all stored rules into one
representation and performs inference [20]. This application area is important
nowadays, because the collaboration between knowledge engineers becomes more
common.

Over the time, many different methods and approaches to the knowledge in-
teroperability problem were developed. Some of them are general-purpose i.e.
aim at providing framework for translation between many different representa-
tions. Historically, first of such approaches was Knowledge Interchange Frame-
work (KIF) [5]. Due to the difficulty of maintaining and supporting of such
general approaches, there is very few technologies like this framework. This is
why, modern methods providing wide support for many different representations
are usually divided into so-called dialects. Each of such dialects has a well-defined
semantics and thus is intended to translation of rules expressed in some well-
defined representations. Rule Interchange Framework (RIF) [27] consists of four
main dialects providing support for inter alia production rules. Apart from the
methods supporting many different representations, more specialized approaches
were also developed. Many of the existing interoperability methods are dedicated
for a certain set of representations that share similar assumptions and thus have
similar semantics. Important of examples such methods are Rule Markup Lan-
guage (RuleML) [2] and REWERSE Rule Markup Language (R2ML) [24] that
are dedicated for representations used mainly within Semantic Web. In turn,
Production Rule Representation (PRR) [23] allows for expressing production
rules that perform actions and thus allow for changing system state.

The mentioned methods provide complex meta-models, vague formalisms and
allows for informal rule specification. Therefore, they are mostly very abstract
and general what makes the practical application hard. This is why the current
rule interoperability methods suffer from the lack of the supportive tools and the
formalism that can be used in practical applications. Furthermore, the produc-
tion system representation models provided by these methods support only flat
rule bases whereas the tools like CLIPS, Jess or Drools allow for modeling
structured ones. Therefore, they cannot be applied to such representations as
the structure has a significant impact on the accessibility of knowledge during
inference [15] as well as on the response of the rule-based system for a given
initial state [16]. Thus, application of these methods to structured rule bases
cannot assure semantics-preserving transformations that are required by e.g.
RIF [8]. Moreover, the tools like CLIPS, Jess, Drools provide rule languages
that can be considered as only programming solutions without underlying formal
model providing precise definition of semantics of the language constructs. Thus,
the application of formal-based interoperability methods to such rule languages
is useless as they cannot assure the semantically coherent rule interoperability
without unambiguous definition of rule language semantics.

Therefore, the work presented in this paper focuses on the development of the
unified rule representation model supported by tools that is intended to be used
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not only as an intermediate representation but also as a logical model for rule
languages, even for those which are only programming solutions.

3 Formalized Model of Production Rule Representation

The paper presents a practical application of the interoperability method that is
supported by Subito tool. This interoperability method is based on the formal-
ized production rule representation model based on the Attributive Logic with
Set of Values over Finite Domains logic (ALSV(FD)) [13]. In the interoperabil-
ity procedure, this model plays a role of the intermediate representation having
well defined semantics. Thanks to that, the rule bases expressed in this repre-
sentation have an unequivocal interpretation. Formula (1) is intended to give
an intuition of the model formalization. It provides a definition of rdriver−age

rule that grants ten percents of discount for the driver between 40 and 55 years
old.

rdriver−age(M,H
1
) =

if
{
H

1
∈ P

(
F, TDriver ,

(
AAge(H1

) ∈ [40, 55]
))

then

{
A
(
TModifier , (−10), ∅

)

{
M

(1)

The model formally describes semantics of the most significant elements of
the rule base from the interoperability perspective. It defines simplified type
system of objects and facts, different types of formulae, rules and finally rule
base structure. Moreover, the model considers a rule base as a dynamic system
that has a state. This state can be changed by execution of rules that, in turn,
are considered as dynamic elements [12]. Therefore, apart from the definition of
rule semantics, the model also defines the logical consequence of rule application
by providing operational semantics of rules.

Operational semantics plays a crucial role from the interoperability point of
view. This is because, according to the assumption concerning equivalence of
semantics of rule bases, the rule base translation based on an efficient interop-
erability method must ensure the same logical consequence of rules application
(for a given initial state) in the source and target representations. Due to the
fact that every separate rule execution is determined by rule base structure, the
interoperability method cannot neglect this issue during translation.

In the model, the rule base structure is one of the most important issues. It
involves all the elements that allow for changing default inference flow. Therefore,
the definition of the rule base structure includes such elements like: modules that
restrict the set of rules that can be activated and executed1, rule properties like
no-loop that prevents an inference engine from falling into infinite loop caused
by mutual and self dependencies between rules, etc.

Considering formalization of the representation model it is possible to prove
that the interoperability method based on the model preserves the operational
1 A concept of a module corresponds to modules known from CLIPS or Jess or
RuleFlowGroups known from Drools.
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semantics of rule bases (for details see [9]). This allows for obtaining the same
conclusions before and after rule base translation. Results of the executions of
rules bases that were obtained with the help of model-based interoperability
method are provided in this paper in Section 5.

4 Design Implementation of the Subito Tool

The model described in the previous section is supported by a proof-of-concept
software environment. This environment supports a model concrete syntax called
MCS that allows for expressing model-based rule bases with the help of XML-
based language. Syntax of this language is defined by XML Schema (XSD)2
that allows for model validation against several important issues like: undefined
references, existence of required model elements (definitions of facts, rules and
modules) as well as correctness of the formulae syntax (number of arguments,
usage of operators, etc.). Furthermore, each type of formula defined within the
model corresponds to separate XML element provided by XSD. Therefore, the
appropriate nesting of expressions can be verified by schema validator.

The environment consists of a toolchain called Subito Translation that in-
cludes two elements: (1) Samurai Translator and (2) SamUrai Batch Integration
TOol (Subito). These tools allow for rapid translation and execution of rule
bases expressed with the help of supported representations.

The translator tool is responsible for reading model expressed in MCS or in
one of the supported languages and generation of the corresponding model in
another representation. Such a translation is performed in analogous way as in
case of methods using intermediate format and consist of two steps. In the first
step, the model expressed with the help of a certain language is translated to
the MCS format. During the second step, the MCS-based model is translated to
the target rule language3.

This tool is implemented with the help of Qt library4 and provides a modular-
ized architecture designed according to the Model-View-Controller pattern (see
Figure 1). The main goal of the view layer is to provide a support for the consid-
ered representations. Therefore, it is divided into parser and generator sublayers
that are responsible for reading and writing knowledge bases expressed in the
syntax provided by the rule languages. This layer communicates with controller
that is responsible for mapping between representation required by view and the
application internal representation defined by the model layer.

The Subito tool is a Bash shell script that integrates the translator tool
and tools supporting the considered rule languages. It allows for performing
automated translation of a given knowledge base to other representations and
2 http://home.agh.edu.pl/ kk/lib/exe/fetch.php?media=others:samurai:cases:mcs.xsd

cases:mcs.xsd
3 Development of the translator is in an early stage, and therefore, it does not support

a complete translation procedure. Currently, it supports only the second step of
translation and provides command line user interface.

4 See: http://qt-project.org

http://home.agh.edu.pl/~kk/lib/exe/fetch.php?media=others:samurai:cases:mcs.xsd
http://home.agh.edu.pl/~kk/lib/exe/fetch.php?media=others:samurai:
http://qt-project.org
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Fig. 1. Translator Architecture

later their execution using dedicated tools. The CLIPS and Jess models are
executed with the help of native engines working in the batch mode. A DRL
model is loaded and compiled by a Java application implemented as an integral
part of the Subito tool. This application provides a runtime environment for
Drools and command line user interface that allows for passing DRL model as
an argument of its execution. In turn, in order to execute XTT2 model, Subito
uses the HeaRT inference engine.

The next section provides a use case study that presents results the of the
practical application of the model-based rule interoperability method. This study
was supported by the Subito environment.

5 Use Case Study

This section provides a practical evaluation of the implemented Subito frame-
work. The evaluation procedure is based on the PLI use case that is described
below. In the first step, the evaluation includes translation of the MCS-based
model of the use case into CLIPS, Jess, Drools and XTT2 languages. In the
second step, the execution results of each of the obtained models are compared
against inferred conclusions in order to confirm the expected theoretical results.

Polish Liability Insurance (PLI)5 use case example presents a system of de-
termining the price of the liability insurance, which protects against third party
insurance claims. The insurance price can be determined based on data such
as the driver’s age, the period of holding the license, the number of accidents
in the last year, and the previous class of insurance junction. Another relevant

5 http://ai.ia.agh.edu.pl/wiki/student:msc2008_cbizrules_ccases:hekate_ccase
_cploc

http://ai.ia.agh.edu.pl/wiki/student:msc2008_cbizrules_ccases:hekate_ccase_cploc
http://ai.ia.agh.edu.pl/wiki/student:msc2008_cbizrules_ccases:hekate_ccase_cploc


Practical Approach to Interoperability in Production 643

factors in calculating insurance price are data about the vehicle: the engine ca-
pacity, age, car seats, a technical examination. Moreover, in the calculation, the
insurance premium can be increased or decreased because of number of pay-
ment installments, other insurances, continuity of insurance or the number of
cars insured. This illustrative example consists of 49 business rules in his orig-
inal version. For the compact representation, all rules are grouped within four
modules that correspond to four steps of insurance price calculation. The first
step consists of 5 rules and determines the value of base rate according to the
vehicle engine capacity. The second step concerns the discounts and increases
resulting from accident-free driving. Within this step 28 rules are distinguished.
The third step, consisting of 16 rules, takes discounts and other increases such
as the driver age, additional insurance, etc. into account. The last step contains
only one rule that calculates the final price of the insurance according to the
base charge and assigned increases/decreases.

According to the first step of the evaluation, the PLI use case was expressed
using MCS format and translated into considered rule languages by using model-
based interoperability method supported by Subito tool6. The following listing
depicts only a part of the MCS model and contains definition of the driver-age
rule that corresponds to the rdriver−age rule defined by Formula (1):
1 <rule id="da" name="driver-age">
2 <rulevariables><rulevariable id="h1" name="h1"/></rulevariables>
3 <lhs>
4 <patternexpr factsource="allfacts" facttype="driver" rulevariableref="h1">
5 <logicalexpr operator="none">
6 <relationexpr operator="in">
7 <algebraicexpr operator="none">
8 <rulevariableref rulevariableref="h1"/>
9 </algebraicexpr>

10 <setexpr operator="none">
11 <set><range><from>40</from><to>55</to></range></set>
12 </setexpr>
13 </relationexpr>
14 </logicalexpr>
15 </patternexpr>
16 </lhs>
17 <rhs>
18 <assertexpr typeref="modifier">
19 <tuple><item><set><item>-10</item></set></item></tuple>
20 </assertexpr>
21 </rhs>
22 <scope type="none"/>
23 </rule>

Later, the obtained models were executed using dedicated inference engines. As
a result of these executions, one can notice that each execution leads to the
same result in terms of the calculated insurance price as well as in terms of the
sequence of modules evaluation and fired rules. The following listing presents
an output generated during the inference preformed by CLIPS7. Lines from 1
to 7 are the most important as they correspond to particular rules that were
executed. In turn, line 13 was printed by the calculation rule and it states that
the final value of the insurance price is equal to 865.95.

6 The complete translations to CLIPS, Jess, Drools and XTT2 can be found in
http://home.agh.edu.pl/~kk/doku.php?id=others:samurai:cases:ploc.

7 The same result can be observed in case of Jess and due to the limited space of the
paper it is not presented here.

http://home.agh.edu.pl/~kk/doku.php?id=others:samurai:cases:ploc


644 K. Kaczor

--------------------------------------------------------
SUBITO: Execution of ploc-clips.clp using CLIPS...
--------------------------------------------------------
1 The base charge is set to 753
2 Driver class has been increased from 1 to 2
3 90% of base charge because of the driver class (2)
4 +30% because of the small driver experience (2) that is less than 3 years
5 -10% because of the single payment
6 -10% because driver continues the previous agreement
7 +15% because of the car age (12) that is older than 10 years
8 Modifying insurance value 753 by 15% of basecharge 753
9 Modifying insurance value 865.95 by -10% of basecharge 753

10 Modifying insurance value 790.65 by 30% of basecharge 753
11 Modifying insurance value 1016.55 by -10% of basecharge 753
12 Modifying insurance value 941.25 by -10% of basecharge 753
13 The final amount to pay is equal to 865.95

real 0m0.026s
user 0m0.024s
sys 0m0.000s
--------------------------------------------------------
SUBITO: Execution of ploc-clips.clp using CLIPS...done
--------------------------------------------------------

Inference executed in the Drools rule engine gives the same value of the final
price of insurance. It can be observed that the modules were executed in the
same order: first the base charge was determined, later the new DriverClass
and, at the end, the increases and decreases were granted. It can also be noticed
that on one hand the order of rules executed within single module is different,
however, it does not have any impact on the final conclusion:
--------------------------------------------------------
SUBITO: Execution of ploc-drools.drl using Drools...
--------------------------------------------------------
1 The base charge is set to 753
2 Driver class has been increased from 1 to 2
3 -10% because of the single payment
4 -10% because driver continues the previous agreement
5 +15% because of the car age (12) that is older than 10 years
6 +30% because of the small driver experience (2) that is less than 3 years
7 90% of base charge because of the driver class (2)
8 Modifying insurance value 753.0 by -10.0% of basecharge 753.0
9 Modifying insurance value 677.7 by 30.0% of basecharge 753.0

10 Modifying insurance value 903.6 by 15.0% of basecharge 753.0
11 Modifying insurance value 1016.5500000000001 by -10.0% of basecharge 753.0
12 Modifying insurance value 941.2500000000001 by -10.0% of basecharge 753.0
13 The final amount to pay is equal to 865.9500000000002

real 0m2.792s
user 0m4.596s
sys 0m0.160s
--------------------------------------------------------
SUBITO: Execution of ploc-drools.drl using Drools...done
--------------------------------------------------------

In the case of XTT2, the order of rule evaluation is not determined by the
inference engine, but by the position within a decision table. This position can
be easily changed by knowledge engineer. Therefore, the representation model
assumes that the knowledge base structure must be divided into modules and
submodules in such a way that sequence of rule execution within any submodule
does not affect final conclusion. Thus, the inference in XTT2 also gives the same
value of insurance price despite the different sequence of rule execution:
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--------------------------------------------------------
SUBITO: Execution of ploc-xtt.pl using HeaRT...
--------------------------------------------------------
1 HEART: Executing decisions baseValue set 753.0
2 HEART: Executing decisions resultValue set 753.0
3 HEART: Executing decisions driverClass set (driverClass + 1.0)
5 HEART: Executing decisions baseModifierValue set -10.0
6 HEART: Executing decisions baseModifierValue set (baseModifierValue - 10.0)
7 HEART: Executing decisions baseModifierValue set (baseModifierValue - 10.0)
8 HEART: Executing decisions baseModifierValue set (baseModifierValue + 30.0)
9 HEART: Executing decisions baseModifierValue set (baseModifierValue + 15.0)

10 HEART: Executing decisions resultValue set (baseValue+(baseValue*(baseModifierValue/100)))
12 Attribute baseValue = 753.0
13 Attribute driverLicage = 2.0
14 Attribute baseModifierValue = 15.0
15 Attribute resultValue = 865.95

real 0m0.546s
user 0m0.892s
sys 0m0.064s
--------------------------------------------------------
SUBITO: Execution of ploc-xtt.pl using HeaRT...done
--------------------------------------------------------

The presented examples shows that all the obtained models lead to the same
conclusion (final price of insurance). It is important to emphasize that during
the translation the structure of rule base is taken into account. Comparing the
proposed approach to other ones that neglect the rule base structure, their exe-
cutions lead to different results. The difference can be observed when the internal
structure of the module determining value of the DriverClass attribute is ne-
glected. In such a case, the inference engine executes all the rules from this
module that involve value of DriverClass greater or equal than its initial value.
Therefore, the final value of this attribute will always be equal to 9 what, in
majority cases, constitutes incorrect result. This is caused by mutual dependen-
cies between rules that are undesirable in this case and were not eliminated by
internal structure of the module. An exemplary execution of such model may
produce the following output:
1 The base charge is set to 753
2 Driver class has been increased from 1 to 2
3 Driver class has been increased from 2 to 3
4 Driver class has been increased from 3 to 4
5 Driver class has been increased from 4 to 5
6 Driver class has been increased from 5 to 6
7 Driver class has been increased from 6 to 7
8 Driver class has been increased from 7 to 8
9 Driver class has been increased from 8 to 9

10 -10% because of the single payment
11 -10% because driver continues the previous agreement
12 +15% because of the car age (12) that is older than 10 years
13 +30% because of the small driver experience (2) that is less than 3 years
14 40% of base charge because of the driver class (9)
15 Modifying insurance value 753.0 by -60.0% of basecharge 753.0
16 Modifying insurance value 301.2 by 30.0% of basecharge 753.0
17 Modifying insurance value 527.1 by 15.0% of basecharge 753.0
18 Modifying insurance value 640.0500000000001 by -10.0% of basecharge 753.0
19 Modifying insurance value 564.7500000000001 by -10.0% of basecharge 753.0
20 The final amount to pay is equal to 489.4500000000001

The lines from 2 to 9 show that more than one rule are executed in this module
despite the fact that, according to the use case specification, execution of only
one of them is allowed. According to Section 2, such result can be obtained using
PRR or RIF interoperability methods as they do not take rule base structure
into account.
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6 Selected Challenges

The rule interoperability problem is a very complex issue facing many challenges.
The part of the work presented in this paper, tries to overcome several of them.
Most important ones can be summarized in the following way:

Trade-off between expressiveness and practical support. Due to many significant
differences between existing rule representations, an interoperability method,
that is intended to be supported by tools, cannot simultaneously provide trans-
lation methods for all of them. This is because, the known rule systems fall into
three broad categories: first-order, logic-programming, and action rules. These
paradigms share little in the context of syntax and semantics. Moreover, there are
large differences between systems even within the same paradigm [27]. Therefore,
practical support for approach assuming very general model is hardly possible.
Due to this fact, the presented work is restricted to production rule systems
providing forward chaining inference and closed world assumption.
Efficient translation of the knowledge semantics. Translation of syntax is not
sufficient for efficient interoperability. The translation methods must also take
rule base semantics into account. Nevertheless, majority of the existing methods
consider semantics of all individual elements of rule base neglecting its structure
and dynamic dimension. Meanwhile, these aspects are very important in a way
that is briefly clarified in Section 3.
Support for rule languages being only programming solutions. Rule languages like
CLIPS, Jess or Drools are just programming solutions that do not provide any
underlying formalization. Application of the formalized interoperability methods
is useless when a given representation provides informal semantics. Therefore,
in order to overcome this limitation, formulation of the model takes elements
of these languages into account. In this way, the important aspects of these
languages have formally defined semantics.

Apart from the abovementioned challenges, many others can also be identified.
They are usually related to differences in semantics of corresponding represen-
tation elements as well as differences in expressiveness of language syntax.

7 Summary and Future Work

The paper provides an overview of implementation of the Subito toolchain
that constitutes an environment supporting rule interoperability for CLIPS,
Jess, Drools and XTT2 rule bases. It provides a native support for formal-
ized model of production rule representation that is based on the ALSV(FD)
attributive logic [13]. The framework uses MCS format for describing rule bases
which is an XML-based language defined with the help of XML Schema. Cur-
rently the tool is on an early stage of development and allows for translation
of rule bases from the MCS format to CLIPS, Jess, Drools and XTT2 lan-
guages. The paper also presents an exemplary translation of the PLI use case
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model and compares the execution results in all of the selected languages. The
provided example shows that all the obtained models infer the same conclusions
for corresponding inputs. Moreover, comparison of model execution obtained by
application of a method that neglects rule base structure is also provided.

In the context of the presented research, several threads of future works are
considered. The most important of them include completion of the framework
development by implementation of the bi-directional translation and support
for all important constructs of the rule languages. Moreover, the expressiveness
of the formalized model is planned to be extended towards similar tools like
OpenRules8 and other technologies like Complex Event Processing (CEP) [14].
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Abstract. Complexity assessment is often used in software and knowl-
edge engineering for controlling the quality and improving models. In
fact, complexity is one of the main factors affecting the understability
and maintainability of models. Although there are many complexity mea-
sures that can be used in order to assess the complexity of process models
or rule bases, the complexity of the integrated model of processes with
rules is not addressed and constitutes a challenging issue. In this paper,
we consider a new metric that is suitable for measuring the integrated
models and present a short evaluation based on the selected cases of
different size.

1 Introduction

Business Process Management (BPM) [2] is a holistic approach for improving
organization’s workflow in order to align processes with client needs. It focuses
on reengineering of processes to obtain optimization of procedures, increase ef-
ficiency and effectiveness by the constant process improvement.

In such the approach, a Business Process (BP) can be simply defined as a col-
lection of related tasks which produces a specific service or product for a cus-
tomer [3]. Models of BPs are intended to be a bridge between technical and
business people. They are simple and visualizations make them much easier to
understand than using a textual description. Modeling is an essential part of the
BPM approach.

Although processes provide a universal method of describing operational as-
pects of business, detailed aspects of process logic should be described on dif-
ferent abstraction level. Business Rules (BR) can be successfully used to specify
process low-level logic [4,5]. What is important, the BR approach supports the
specification of knowledge in a declarative manner. Rules may provide declar-
ative specification of domain knowledge, which can be encoded into a process
model. On the other hand, a process can be used as a procedural specification
of the workflow, including the inference control [6]. The use of BR in BP design
helps to simplify complex decision modeling.
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Complexity is an important quality factor, defined in IEEE Standard Com-
puter Dictionary as the degree to which a system or component has a design or
implementation that is difficult to understand and verify [7]. Thus, it is consid-
ered during quality assessment in software engineering as well as in knowledge
engineering, as an alternative to verification [8,9,10] There are many complexity
measures that can be used in order to assess the complexity of process models or
rule bases. However, in the case of the integrated model of processes with rules,
it is still a challenging issue.

Complexity assessment is often used in software and knowledge engineering
for controlling the quality and improving models.

The rest of this paper is organized as follows. In Section 2, the motivation
for the research is presented. Section 3 describes how BPMN process model
can be integrated with rules. Section 4 provides the description of the existing
complexity metrics for rule bases and BPs. Section 5 introduces a new com-
plexity measure for the integrated model of processes with rules and provides
a short evaluation based on the selected benchmark cases. The paper is summa-
rized in Section 6.

2 Motivation

Complexity metrics for Business Processes can be used for the better under-
standing and controlling the quality of process models, thus improving their
quality [11]. In the case of rule bases, the complexity corresponds mainly to the
maintainability of the rule base. Thus, the design of process models with rules
can be improved by the availability of metrics that are transparent and easy to
be interpreted by the designers.

It is important to mention that there are plethora of complexity metrics for
process models. There exist also metrics for rule bases, especially for complexity
assessment of expert systems. However, nowadays in business practice, process
models are integrated with rules. Therefore, addressing the complexity of such
integrated models is a vital issue.

Cardoso et al. distinguished four perspectives to process complexity [12]:

– activity complexity – affected by the number of activities a process has,
– control-flow complexity – affected by such elements and constructs as splits,

joins, loops, start and end,
– data-flow complexity – concerns data structures, and the number of formal

parameters of activities, and the mappings between data of activities [13],
– resource complexity – concerns different types of resources that have to be

accessed during process execution.

In this paper, we consider mainly activity complexity and control-flow complex-
ity. Moreover, the presented problem of the integrated model complexity can be
seen as another, rule perspective to process complexity.
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Fig. 1. An example of the integrated model (BPMN process model with rules)
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3 Modeling Business Processes Integrated with Rules

BPMN [14] is a visual notation for modeling Business Processes using workflow-
like diagrams. As the BPMN is used only for modeling the workflow between
tasks, their low-level specification is not defined within the BP model. Recently,
the Business Rules approach has been used for this purpose. Although there is
a difference in abstraction levels of BP and BR, rules can be complementary to
processes. Especially, they can precisely define the logic of a process task. Such
a separation of BP and BR is consistent with the BPMN specification [14], which
clarifies that BPMN is not suitable for modeling such concepts as rules.

The XTT2 representation [15,16] provides an expressive formal logical calculus
for rules and a structured knowledge representation. Rules in the XTT2 rule base
working together in a common context are grouped into a decision table that
consists of columns containing conditional and decision attributes.

In this paper, we consider a BPMN process model integrated with the XTT2
rules, e.g. models obtained using the algorithm for generation of integrated mod-
els [17]. An example of such a model is presented in Figure 1 – it consists of
4 User tasks and 6 Business Rule tasks. Each Business Rule task is connected
to an XTT2 decision table (an exemplary decision table for the “Calculate base
charge” BR task is presented).

4 Overview of Complexity Metrics
for Business Process Models and Rule Bases

In this section, a short overview of the complexity metrics used for assessing
complexity of rule bases and business process models is given.

Table 1 presents the selected complexity metrics used to assess complexity
of process models. According to Mendling [21], BP model complexity cannot
be directly determined by only one type of metrics, as each of them has some
limitations, e.g.:

– Size metrics (such as NOA, NOAC, NOCAJS or Diameter) – larger models
may be more understandable than smaller ones if they are more sequential,

– Density – larger and more complex models can be less dense than smaller
ones; the metric is insufficient for comparing models of different number of
nodes,

– CNC – models with the same value of CNC can vary in comprehensibility
due to different types of nodes,

– Gateway degree (GH, AGD, MGD) – models which differ in size can have
the same value of gateway degree,

– Sequentiality – models with the same value of sequentiality can vary in com-
plexity due to different kind of gateways,

– Concurrency – understandability of two models with the same token split
can differ due to size, structuredness, etc.
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Table 1. Simple complexity metrics for Business Process Models

Source Metrics Description
[18] NOA Number of activities in a process.
[18] NOAC Number of activities and control-flow elements.
[18] NOAJS Number of activities, joins, and splits.
[18] IC Interface Complexity is measured as follows: IC =

Length*(NoI*NoO)2 , where the length of the activity
can be calculated using traditional Software Engineering
metrics such as LOC (1 if the activity source code is unknown)
and NoI and NoO are the number of inputs and outputs.

[19] NOF Number of control flow connections.
[19] CNC Coefficient of Network Complexity calculated as: CNC = NOF

/ NOAJS.
[20] Diameter Length of the longest path from a start node to an end node.
[20] Density Ratio of the total number of arcs to the maximum number of

arcs.
[20] AGD Average Gateway Degree is the average of the number of both

incoming and outgoing arcs of the gateway nodes in the process
model.

[20] MGD Maximum Gateway Degree is the maximum sum of incoming
and outgoing arcs of these gateway nodes.

[20] Sequentiality Degree to which the model is constructed out of pure sequences
of tasks.

[20] Depth Maximum nesting of structured blocks in a process model.
[20] GM Gateway Mismatch is represented by the sum of gateway pairs

that do not match with each other, e.g. when an AND-split is
followed by an OR-join.

[20] GH Gateway Heterogeneity is represented by the number of differ-
ent types of gateways used in a model.

[20] Concurrency Maximum number of paths in a process model that may be
concurrently activate due to AND-splits and OR-splits.

[21] Structuredness Related to simple reduction rules, defined by Mendling in [22].
Metric is calculated as a one minus the number of nodes from
the model after reduction, divided by the number of nodes
from the original graph. If BP model is well structured, it is
considered to be less complex.

[23] CFC Control-Flow Complexity borrows some ideas from McCabe’s
cyclomatic complexity. It uses the number of states induced by
control-flow elements in a process.

[24] CL Connectivity level between activities in a process: Total Num-
ber of Activities / Number of Sequence Flows between these
Activities.

[25] MaxND Maximum Nesting Depth, where the nesting depth of an action
is the number of decisions in the control flow that are necessary
to perform this action.

[25] MeanND Mean Nesting Depth.
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Wider overviewof the current state of the art in various areas of business process
metrics can be found in papers [26,27,28,29,30,31] as well as in the book [21].

Table 2 presents the selected complexity metrics for rule bases. In the case of
rule bases, there are not so many simple metrics as there are various rule repre-
sentations and the complexity of a rule base mainly depends on its structure.

Table 2. Complexity metrics for rules and rule bases

Source Metrics Description
[32] NOR Number of rules.
[32] NOD Number of decision components.
[32] ABSS Average breadth of search path (breadth of the knowledge base).
[32] ADSS Average depth of search space.
[33] NAC Number of antecedents and consequents of a rule.
[34] BC Buchanan’s Complexity: ABSSADSS.
[34] RC Rule base complexity based on the content, connectivity and size.
[34] ERC Entropy based rule base complexity.

According to [34], there exists a positive relationship between the complexity
and anomaly rate in rule bases. The higher complexity value, the higher number
of anomalies (anomaly rate).

5 Complexity Measure for Process Models Integrated
with Rules

Although there exist many metrics for measuring complexity of process models,
they do not consider rules. As process models are often integrated with rules,
a single complexity measure that allows to assess the complexity of such an
integrated model can be useful.

In order to assess the complexity of the integrated model, the following com-
bined metrics is introduced:

Complexity =
NOR

NOD
∗ NoA

ALL
∗ Concurency,

where ALL = NOAC +NOF is a number of all elements in a process model
(for other metrics used in the above formula see Tables 2 and 1). This measure
combines the complexity of the knowledge base (an average number of rules
in the decision component) and the complexity of a process model (the ratio
of the number of activities to the number of all elements) with the concurency of
the model. Although it is simple, it allows for practical complexity measurement
for quality assurance.

The proposed complexity measure is tested and used for complexity assess-
ment of BPMN process models integrated with the XTT2 rules. However, as
it takes advantage of simple metrics for processes and rules, it can be easily
adjusted to any process model integrated with rules.

For the evaluation purposes three benchmark cases were selected: the Polish
Liability Insurance case study – PLI (developed as a benchmark case for the SKE
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approach for rule-based systems [16]), EUrent Company – EUrent (provided as
a part of SBVR specification [35]), and the UServ Financial Services case – UServ
(a benchmark case study from Business Rules Forum1).

In order to compare the selected benchmark cases, in this section selected
complexity metrics are calculated for them. Although the PLI and EURent cases
have similar number of elements (see Table 3), they are significantly different, as
it can be observed based on Diameter metrics (see Table 4). UServ, in turn, is
a more complex case with more elements in the model than in two other cases.

For the three selected cases, Table 5 presents the metrics that measure the
complexity of the rule base. In the case of selected cases these are related to the
XTT2 components, specifically decision tables, and rules.

Table 3. Simple metrics – number of elements

Metrics PLI EURent UServ

Number of User tasks 4 6 6
Number of Business Rule tasks 9 7 19
Number of parallel gateways 4 4 17
Number of activities (NOA) 13 13 25
Number of activities and control flow elements (NOAC) 19 18 44
Number of activities, joins and splits (NOAJS) 17 16 42
All Elements (ALL) 41 39 101

Table 4. Business process metrics based on number of elements

Metrics PLI EURent UServ

Coefficient of Network Complexity (CNC) 1.29 1.31 1.35
Interface Complexity (IC) 13 13 25
Diameter 4 9 14
Average Gateway Degree (AGD) 4 4.6 3.65
Maximum Gateway Degree (MGD) 5 6 6
Concurency 4 5 11
Sequentiality 0.32 0.33 0.09
Gateway Heterogenity (GH) 1 1 1

Table 5. Rule base metrics for the selected cases

Metrics PLI EURent UServ

Number of the XTT2 decision tables (NOD) 9 7 19
Number of the XTT2 rules (NOR) 61 31 84

Based on the comparison of these three cases representing various size and
complexity, the following conclusions can be drawn:

1 See: http://www.businessrulesforum.com

http://www.businessrulesforum.com
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– As all the selected models have similar structure and consist of the same
elements; they have the same value of Gateway Heterogenity (GH), and
similar values of Coefficient of Network Complexity (CNC) and Maximum
Gateway Degree (MGD).

– It is difficult to determine the complexity of such models based on only
one type of metric. However, there are some metrics that can be taken into
account in order to distinguish the complexity of the models, such as Average
Gateway Degree (AGD) or Diameter.

– With the number of elements, especially parallel gateways, the Interface
Complexity (IC) and Concurrency grows, while Sequentiality declines.

– As the number of elements in the UServ model is very high, the model should
be decomposed in order to be more comprehensible.

The values of the complexity metrics for process models integrated with rules
for the selected models are shown in Table 6. This single complexity metrics is
comparable to the complexity metrics of the integrated model components.

Table 6. The complexity metrics for the integrated model

PLI EURent UServ

Complexity of the integrated model 8.60 7.38 11.89

For all three case studies, selected complexity metrics were calculated. It can
be observed that the complexity metrics for the integrated model have simi-
lar results as separate metrics for process models and rule base. This can be
treated as an element of model quality assurance, especially in model complex-
ity management. As the UServ model is very complex one, it should be further
decomposed in order to be more comprehensible.

6 Conclusion

In software and knowledge engineering, complexity assessment is used for con-
trolling the quality of models. In fact, complexity is one of the main factors
affecting their understability and maintainability. Although there are many com-
plexity measures that can be used in order to assess the complexity of process
models or rule bases, the complexity of the integrated model of processes with
rules is not addressed and constitutes a challenging issue. In this paper, we con-
sider a new metric that is suitable for measuring the integrated models and
present a short evaluation based on the selected cases of different size. Such
metric can be used for measuring complexity of integrated models [36], as well
as used for continuous monitoring of model complexity in various systems, like
for improving safety [37] or context-aware ones [38].
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Abstract. The paper is about remoteness of objects described by the
nominal-valued attributes. Nominal values of the attributes are replaced
by respective binary vectors. A new measure of remoteness between sets,
based on binary attributes’ values, is introduced. The new measure is
called a measure of perturbation of one binary vector by another
binary vector and can be treated as a binary version of developed by
the authors sets’ perturbation measure. Values of the newly developed
measure range between 0 and 1, and the perturbation measure of one
binary vector by another is not the same as the perturbation of the sec-
ond binary vector by the first one - it means that the measure is not
symmetric in general.

Keywords: Perturbation of vectors · Sets’ matching · Binary vectors

1 Introduction

There are problems wherein comparison of objects plays an essential role and
the result of such comparison often depend on applied similarity measures be-
tween objects. Generally, we can distinguished two different kinds of methods
for measuring proximity between objects. The first kind is based on a measure
of distance between points described in Cartesian coordinates; in the second
kind an object is described by sets of features or attributes (Tversky [8]) instead
of geometric points.

For nominal-valued attributes definitions of similarity (or dissimilarity) mea-
sures of two sets, Krawczak and Szkatuła introduced concepts of perturbation of
one set by another set (cf. Krawczak and Szkatuła [3], [4], [5]). The proposed
measures identifies changes of the first set after adding the second set and/or
changes of the second set after adding the first set. It is shown that this measure
is not symmetric, it means that a value of the measure of perturbation of the first
set by the second set can be different then a value of the measure of perturbation
of the second set by the first set. Of course there are cases with symmetric pertur-
bation measures. The proposed measure can be normalized in different ways to
a value ranged from 0 to 1, where 1 is the highest value of perturbation, while 0
is the lowest value of perturbation. The measure of perturbation type 1 of one

c© Springer International Publishing Switzerland 2015
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set by another set was introduced in the papers by Krawczak and Szkatuła
(cf. Krawczak and Szkatuła [3], [4], [5], [6]). The mathematical properties of this
measure were studied and the authors rewrote equivalent definitions of the few se-
lected measures based on the measure of perturbation type 1 (cf. Krawczak and
Szkatuła [6]). The measure of perturbation type 2 of one set by another set
was proposed in the paper by Krawczak and Szkatuła [7] and the mathematical
properties of this measure were studied.

In this paper, we introduce a binary vector representation of a nominal-valued
sets based on a procedure of binary encoding of sets. For the new representation
of sets, namely binary vector representation we propose the perturbation of one
binary vector by another binary vector. And next, we introduce the measure
of perturbation type 2 of one binary vector by another binary vector. This new
definition allows us to compare the newly introduced measure to other proximity
measures. Next the mathematical properties of the measure are studied.

2 Asymmetric Matching Between Binary Vectors

Let us assume a collection of subsets {A1, A2, . . . , AS}, A1, A2, . . . , AS ⊆ V ,
where V is a finite set of nominal values, and V = {v1, v2, . . . , vL} for vl+1 �= vl,
∀l ∈ {1, 2, . . . , L− 1}, L = card(V ).

Attaching the first set Ai to the second set Aj , where Ai, Aj ⊆ V , can be
considered that the second set is perturbed by the first set, in other words the
set Ai perturbs the set Aj with some degree. In such a way we defined a new
concept of perturbation of set Aj by set Ai, which is denoted by (Ai �→ Aj), and
interpreted by a set Ai \Aj . The cardinality of the set Ai \Aj can be normalized
to a value ranged from 0 to 1 and can be defined a measure of perturbation.
The measure of perturbation type 2 of one set by another set was proposed
in the paper by Krawczak and Szkatuła [7] in the following manner:

Per(Ai �→ Aj) =
card(Ai \Aj)

card(Ai ∪ Aj)
(1)

The measure of perturbation type 2 of one set by another set (1) was de-
veloped for nominal-valued sets’ representation. By application of the following
binary sets encoding procedure we are able to replace nominal sets representa-
tion by binary vector sets representation. The replacement allows us comparison
of the selected measures for binary data to the newly developed measure of per-
turbation of one binary vector by another. The selected measures taken from
literature (e.g. Choi et al. [1]) describe various forms of the distance measures
and similarity measures for binary cases.

Let us introduce the following procedure of binary encoding of sets which
will be applied to change sets representation from nominal-valued into binary
vector representation.

Now each subset Ai, Ai ⊆ V , i = 1, 2 . . . , S, V = {v1, v2, . . . , vL}, has a binary
representation as the L−dimensional binary vector Ai=[wi

1, w
i
2, . . . , w

i
L], where

L = card(V ), wi
l ∈ {0, 1}, l = 1, 2 . . . , L, in the following manner:
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wi
l =

{
1 for vl ∈ Ai

0 for vl �∈ Ai
(2)

for ∀vl ∈ V . Equipped with procedure (2) we can formulate the new representa-
tion of the nominal sets which are described by binary vectors of dimension equal
to the cardinality of the set V . Let us illustrate the new set’s representation by
the following example.

Example 1. There are considered the following set V ={a, b, c, d} and subsets
Ai ⊆ V . Due to the introduced notation, for car(V )=4, we can describe any
subset of V in a form of a binary vector, where digit 1 and 0 correspond to
presence and absence of a respective nominal value in each subset, see Table 1.

Table 1. The subsets represented as a binary vectors

{a} {b} {c} {d} {a, b} {a, c} ... {b, c, d} ... {a, b, c, d}
1 0 0 0 1 1 ... 0 ... 1
0 1 0 0 1 0 ... 1 ... 1
0 0 1 0 0 1 ... 1 ... 1
0 0 0 1 0 0 ... 1 ... 1

Table 1 should be interpreted as follows: a first set A1 = {a} is represented
by a binary vector A1 = [1, 0, 0, 0], i.e., a binary vector A1 describe a set A1.
The last set V ={a, b, c, d} is represented by a 4-dimensional unit vector, i.e.,
a 4-dimensional unit vector describe a set V .

In literature we can find various forms of the distance measures and simi-
larity measures for binary cases. Considering two L-dimensional binary vectors
Ai = [wi

1, w
i
2, . . . , w

i
L] and Aj = [wj

1, w
j
2, . . . , w

j
L] let us calculate the following

numbers which help to create unified notations of proximity measures (e.g. Choi
et al. [1]): â - the number of elements equal 1 in both vectors Ai and Aj ; b̂ - the
number of elements equal 1 for vector Ai and 0 for vector Aj ; ĉ - the number of
elements equal 0 for vector Ai and 1 for vector Aj ; d̂ - the number of elements
equal 0 in both vectors Ai and Aj .

For example, for a binary vectors: A1 = [1, 0, 0, 0] and A2 = [1, 0, 1, 0] we ob-
tain â=1, b̂=0, ĉ=1, d̂=2.

This way it is interesting to notice the sum â + b̂ + ĉ + d̂ of all four coefficients
is always equal to dimension of the binary vector. Then it can be noticed that the
sum â + d̂ represents the total number of matches between the binary vectors Ai

and Aj while the sum b̂ + ĉ represent the total number of mismatches between
the binary vectors Ai and Aj .

Let us consider two L-dimensional binary vectors Ai and Aj represented as
vectors [wi

1, w
i
2, . . . , w

i
L] and [wj

1, w
j
2, . . . , w

j
L], wj

l , w
j
l ∈ {0, 1}, l = 1, 2, . . . , L,

respectively. We will need to define the subtraction, summation and intersec-
tion of binary vectors Ai and Aj , as also the L-dimensional binary vector Ak,
Ak = [wk

1 , w
k
2 , . . . , w

k
L], as shown in Table 2, 3 and 4.
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Table 2. Binary subtraction Ai \ Aj

\ 1 0
1 0 1
0 0 0

Table 3. Binary summation Ai ∨ Aj

∨ 1 0
1 1 1
0 1 0

Table 4. Binary intersection Ai ∧ Aj

∧ 1 0
1 1 0
0 0 0

Example 2. Let us consider two 4-dimensional binary vectors A1 and A2, and
the set V ={a, b, c, d}. A vector A1 = [1, 0, 1, 0] describe a set A1={a, c} and
a vector A2 = [1, 0, 0, 0] describe a set A2={a}. According to Table (2), (3)
and (4) the values of the subtraction, summation and intersection are calculated
in the following way: A3=A1 \ A2=[0,0,1,0], A4=A1 ∨ A2=[1,0,1,0] and A5=
A1 ∧ A2=[1,0,0,0]. This way the 4-dimensional binary vector A3 describe a set
A1 \ A2={c}, vector A4 describe a set A1 ∪ A2={a, c} and vector A5 describe
a set A1 ∩ A2={a}.

Let us consider two L-dimensional binary vectors Ai and Aj which describe
a sets Ai and Aj , where Ai, Aj ⊆ V , L = card(V ), respectively. The following
conditions are satisfied:

– the value â (i.e., the number of elements equal 1 in both binary vectors
Ai ∧ Aj) is equal to the number card(Ai ∩ Aj);

– the value b̂ (i.e., the number of elements equal 1 in binary vector Ai \ Aj)
is equal to the number card(Ai \ Aj);

– the value ĉ (i.e., the number of elements equal 1 in binary vector Aj \ Ai)
is equal to the number card(Aj \ Ai);

– the value d̂ (i.e., the number of elements equal 1 in binary vector I \ (Ai ∨Aj),
where I is L-dimensional unit vector) is equal to the number card( V \ (Ai ∪ Aj)).

According to Eq. (1) we can define the measure of perturbation type 2 of one
binary vector by another binary vector.

Definition 1. Let us consider L-dimensional binary vectors Ai and Aj.
The measure of perturbation type 2 of vectorAj by vectorAi can bewritten as follows

Per(Ai �→ Aj) =
b̂

â+ b̂+ ĉ
(3)
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In the case of the measure of perturbation type 2 of vector Ai by vector Aj the
definition is written as

Per(Aj �→ Ai) =
ĉ

â+ b̂+ ĉ
. (4)

Introducing the measure of perturbation type 2 of the L-dimensional binary
vectors we will discuss some its properties. It is important to notice that this
measure is not symmetrical in general, by Definition 1.

It can be proved that this measure is positive and ranges between 0 and 1,
where 0 is the lowest level of perturbation while 1 is interpreted as most level of
perturbation, as it is shown in the Corollary 1.

Corollary 1. Let us consider L-dimensional binary vectors Ai and Aj. The
measure of perturbation type 2 of vector Aj by vector Ai satisfies the following
inequality

0 ≤ Per(Ai �→ Aj) ≤ 1 (5)

In the case of the measure of perturbation type 2 of vector Ai by vector Aj the
inequality is similar

0 ≤ Per(Aj �→ Ai) ≤ 1 (6)

Proof. 1) Let us prove the first inequality 0 ≤ Per(Ai �→ Aj). It should be no-
ticed that the inequality â ≥ 0, b̂ ≥ 0 and ĉ ≥ 0 are satisfied, and by Definition 1
we thus obtain Per(Ai �→ Aj) ≥ 0.
2) Now, we will consider the second inequality Per(Ai �→ Aj) ≤ 1. Considering
two L-dimensional binary vectors Ai and Aj , it should be noticed that the in-
equality b̂ ≤ b̂ + ĉ + â for â ≥ 0 and ĉ ≥ 0 is satisfied, and then we can obtain
the following inequality

Per(Ai �→ Aj) =
b̂

â+ b̂+ ĉ
≤ 1

Proof of Eq. (6) is similar.

Additionally we can prove that a sum of measure of perturbation type 2 of
the L-dimensional binary vectors is always positive and less than 1, as shown in
the Corollary 2.

Corollary 2. The sum of the measures of perturbation type 2 for L-dimensional
binary vectors Ai and Aj satisfies the following inequality

0 ≤ Per(Ai �→ Aj) + Per(Aj �→ Ai) ≤ 1 (7)

Proof. 1) By Corollary 1, the sum Per(Ai �→ Aj) + Per(Aj �→ Ai) is non
negative. 2) It can be noticed that the inequality b̂ + ĉ ≤ b̂ + ĉ + â for â ≥ 0 is
satisfied. The right side of inequality (7) can be written as

Per(Ai �→ Aj) + Per(Aj �→ Ai) =
b̂

â+ b̂+ ĉ
+

ĉ

â+ b̂+ ĉ
=

b̂+ ĉ

â+ b̂+ ĉ
≤ 1.
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Additionally we can prove an interesting property of the introduced in this
paper the measures of perturbation type 2 for the L-dimensional binary vectors
and the Jaccard’s coefficient presented as Corollary 3. The Jaccard’s coefficient
for two binary vectors, denoted by SJaccard(Ai, Aj), is defined in the following
manner (e.g. Choi et al. [1]):

SJaccard(Ai, Aj) =
â

â+ b̂+ ĉ
(8)

Corollary 3. The sum of the measures of perturbation type 2 for L-dimensional
binary vectors Ai and Aj, and and Jaccard’s coefficient satisfies the following
inequality

Per(Ai �→ Aj) + Per(Aj �→ Ai) + SJaccard(Ai, Aj) = 1 (9)

Proof. 1) By Definition 1 and Eq. (8) the left side of equation (9) can be rewritten
as follows

Per(Ai �→ Aj) + Per(Aj �→ Ai) + SJaccard(Ai, Aj) =

=
b̂

â+ b̂+ ĉ
+

ĉ

â+ b̂+ ĉ
+

â

â+ b̂ + ĉ
= 1

The proposed in this paper measure of perturbation type 2 of one binary
vector by another binary vector can be compared with the selected measures
for binary data. In literature (e.g. Choi et al. [1]) we can find various forms
of the distance measures and similarity measures for binary cases, just here we
would like to recall the following definitions of the selected measures given below.

– Jaccard’s similarity

SJaccard(Ai, Aj) =
â

â+ b̂+ ĉ
,

– Dice’s similarity

SDice(Ai, Aj) =
2â

2â+ b̂+ ĉ
,

– Nei-Li’s similarity

SNei−Li(Ai, Aj) =
2â

(â+ b̂) + (â+ ĉ)
,

– 3W-Jaccard’s similarity

S3W−Jaccard(Ai, Aj) =
3â

3â+ b̂+ ĉ)
,
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– Sorgenfrei’s similarity

SSorgenfrei(Ai, Aj) =
â2

(â+ b̂)(â+ ĉ)
,

– Tanimoto’s similarity

STanimoto(Ai, Aj) =
â

(â+ b̂) + (â+ ĉ)− â
,

– Sokal-Sneath’s I similarity

SSokal−Sneath(Ai, Aj) =
â

â+ 2b̂+ 2ĉ
,

– Driver-Kroeber’s similarity

SDriver−Kroeber(Ai, Aj) =
â

2
(

1

â+ b̂
+

1

â+ ĉ
),

– Lance-Williams’s distance

SLance−Williams(Ai, Aj) =
b̂ + ĉ

2â+ b̂+ ĉ
,

– Bray-Curtis’s distance

SBray−Curtis(Ai, Aj) =
b̂+ ĉ

2â+ b̂+ ĉ
,

Let us consider the following example which illustrates the mutual relation-
ships between the above recalled proximity measures.

Example 3. Let us consider two 9-dimensional binary vectors A1 and A2, where
A1 = [1, 1, 1, 1, 0, 1, 0, 0, 0] and A2 = [1, 1, 0, 1, 1, 1, 1, 0, 0]. The problem is to
calculate degrees of proximity between these vectors. The values of the measures
of perturbation type 2 and the selected measures are compared. It seems that
the best way to illustrate the proximity measure relationships is the graphic
illustration shown in Fig. 1.

It must be emphasized that the calculated measure values were done for these
two exemplary binary vectors A1 and A2.

It is obvious that objects’ proximity measures are not universal and applied
for the same objects return different values (see Fig. 1). In general, the known
in the literature measures of objects’ proximities are developed and designed
for specified data or even for considered data mining problem. The same spec-
ification is observed for binary vector representation of sets. Such approach is
commonly used for nominal-valued data as well as for its binary vector represen-
tation. It seems that the proposed measure of perturbation type 2 of one vector
by another vector can be considered as more general because we did not give
any primary conditions for considered data set.
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Fig. 1. A graphical illustration of selected proximity measures

3 Conclusions

In this paper we consider problem of remoteness of objects described by at-
tributes of nominal values. In general such problems are converted to binary rep-
resentation and proceed as binary vectors comparisons. Therefore we proposed a
novel remoteness measure called the measure of perturbation of one binary vector
by another binary vector. The proposed measure can be treated as an extension
of the previously developed by the authors measure of one set by another set. The
binary version of the perturbation measure causes some procedure simplification
and additionally allows us to compare the developed measure to other approaches
known in the literature. Some mathematical properties of the proposed in this pa-
per the measure of perturbation type 2 for the L−dimensional binary vectors
are explored. The proposed measure was compared with the selected measures
for binary data. In must be emphasized that the developed measure of pertur-
bation of one binary vector by another has some advantage compare to other
methods because there are any initial assumptions on the considered data struc-
ture. Therefore the new measure can be considered as more general than others.
Additionally, the measure has another advantage, namely it is not symmetric.
The approach is illustrated by several examples which bring the new idea closer.
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A Quick Method for Dynamic Difficulty

Adjustment of a Computer Player
in Computer Games
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Abstract. Games are boring when they are too easy and frustrating
when they are too hard. A game in which the challenge level matches
the skill of the human player has the greatest entertainment value. In
this paper a simple and fast method for adjusting a difficulty level of
a computer opponent is introduced. An empirical investigation of the
method when playing a FPS game is conducted. Different kinds of play-
ers are analyzed. The results show that proposed method matches the
difficulty level of an opponent to a player’s skill level even without full
information about player’s abilities.

Keywords: Dynamic difficulty adjustment ·Game AI ·Computer games

1 Introduction

Dynamic Difficulty Adjustment (DDA) seeks to adapt the challenge a game poses
to a human player. Generally, a game in which the challenge level matches the
skill of the human player (called an ”even game”) has a greater entertainment
value than a game that is either too easy or too hard. Historically, singleplayer
games allow adjusting a difficulty level only at the beginning of the game by the
player’s choice of a game mode (easy, medium, hard and sometimes additionally
very hard) but their overall level of a challenge cannot be adjusted according to
the player’s actual input during the game. In this situation both beginners and
experts alike can become frustrated or bored . In this situation, it is desirable
to automatically adjust the difficulty level as the game proceeds.

Several methods have been proposed so far to dynamically adjust a diffi-
culty level in games: multi-layered perceptrons (MLPs) [1], dynamic scripting
[2], Hamlet System [3], reinforcement learning [4], Upper Confidence bound for
Trees (UCT) and neural networks [5], exponential update algorithm POSM pre-
dicting ”just right” difficulty settings [6], self-organizing system [7], etc. How-
ever, the game industry looks suspiciously at new ideas proposed by academic
researchers in a game AI . Most AI techniques (e.g. neural networks, evolution-
ary algorithms) can’t guarantee a failure-free performance for every experiment,
which is usually essential in commercial games. Game development companies
prefer to avoid the risk with the amount of money they spend on games. An-
other problem with most of the AI techniques is that they are complex and time

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 669–678, 2015.
DOI: 10.1007/978-3-319-19369-4_59
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consuming, so their application slows down games, sometimes even to the extent
that they can’t perform in real time. Usually players prefer less ”intelligent”
opponents to ones who take their time to decide their actions.

In this paper the author evaluates a simple and fast method for adjusting a
computer player’s behavior so its difficulty level is adequate for a human player.

The paper continues by introducing the proposed method in section 2. Sections
3 presents conducted experiments, the FPS game as the test bed for the proposed
method and simulation results. Section 4 concludes the paper.

2 Dynamic Difficulty Adjustment for a Computer Player

The paper presents two methods: the Full Dynamic Difficulty Adjustment for
a Computer Player FDDACP and the Single Feature Dynamic Difficulty Ad-
justment for a Computer Player SFDDACP. Both methods focus on adjusting
a computer opponent, so its challenge level is compatible with the game player
skills. The FDDACP is an uncomplicated method, proposed by the author, that
can quickly produce an opponent for an ”even game”. To test its effectiveness
its results are compared with the ones obtained from the SFDDACP method.
This is a method similar to a traditional DDA used in current games: an op-
ponent changes its attributes’ values so they are comparable with the player’s
attributes. This method could produce an opponent with a skill level identical
to player’s if only all player’s characteristics could be defined and introduced to
a computer player. Unfortunately, human behavior is too complex for that. As
a result others methods are researched [1]-[7], including the FDDACP.

2.1 General Definition

The FDDACP method uses a quantitative evaluation function ef to calculate a
human player and a computer opponent skills level. The evaluation function is
game specific. Next, the two measures: ef P for player and ef O for opponent are
compared with the help of a percentage value plim, that is defined as method’s
parameter. If diffef= |ef P - ef O| is less or equal to plim∗ef P , then it is believed
that opponent’s and player’s skills are similar, else every aspect of the computer
opponent behavior is adjusted, with the use of the diffef value. The greater the
diffef the more significant the change in an opponent’s behavior. The value plim
defines a region without adjustment. An opponent is changed more often for
smaller plim values.

In the SFDDACP method each aspect of an opponent’s behavior is evaluated
and adjusted separately.A quantitative value for every evaluated enemy feature
is obtained and compared with its player counterpart. If the absolute difference
of these values (diffefF i for i = 1, ...n, where n is a number of evaluated player
features) is grater than a percentage of the player’s feature value (plim∗efFP,i)
then the opponent feature is changed to the player’s value. Afterwards, to create
diverse behaviors of computer players minor random changes are added to the
analyzed feature.
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The FDDACP method is more general and all opponent features are adjusted
at the same time in accordance with one value defining entire computer player’s
skill set. This might make this method less precise but its fault tolerance should
be better than the SFDDACP method. Player’s rare accidental mistakes that
don’t influence player behavior taken as a whole shouldn’t impact simulated
opponent behavior in the same degree that analyzing every aspect of player
behavior in the SFDDACP could. Nonetheless, the SFDDACP could behave
better in situations where player has to accomplish a mixture of tasks from
across the skill spectrum to finish a game.

2.2 Specialized Methods

In many games players are characterized with the use of various attributes (e.g.
health, ammunition, lives, strength) that describe player features. Players with
different skills’ level have different attributes’ values. Therefore if we change
values of attributes we can change players behavior. For such games specializa-
tions of the FFDDACP and the SFDDACP methods were developed. In this
work two types of attributes were identified: BVBP attributes for which the big-
ger the attribute value the better the player behavior (e.g. strength) and SVBP
attributes for which the smaller the value the better the player (e.g. reaction
time). Depending on the attribute’s type alternative estimation functions can
be defined. A subsequent evaluation function was proposed for player features:

efFi =

{
Fvali−Fmini

Fmaxi−Fmini
for BVBP attributes

Fmaxi−Fvali
Fmaxi−Fmini

for SVBP attributes
(1)

where i is an index of a player’s attribute (i = 1...n, where n is a number of
evaluated player attributes), efF i is an estimate of a player skill for feature i,
Fval i is a value of a player’s attribute i defining feature i, Fmini is the minimal
value of an attribute i and Fmax i is the highest value of an attribute i.

Fmax i and Fmini can be set on the basis of common knowledge, could be
defined intuitively or obtain from practical experiments. A value Fval i is de-
termined during or after each encounter with an enemy. For example, in games
like FPS (first person shooter) and TPS (third person shooter) we can measure
a reaction time of a human player (i.e. an interval from an enemy becoming
visible to a player starting shooting) or his weapon spread. In car racing games
we can calculate player’s speed in different circumstances or evaluate player’s
understeering, oversteering or counter-steering. There are many possibilities.

The value efF i ranges from 0 to 1. The greater a efF i value is the more skilled
in analyzed aspect the player is. If player’s efF i is equal to 1 and opponent’s
efF i is equal to 0 then we have the easiest situation for human player in regard
to the feature i.

In the FDDACP we can use a weighted sum of the efF i values to compute a
human player and a computer opponent skills level, if more than one attribute
contributes to the final value (else we use equation 1):

ef =

∑n
i=1 (efFi ∗ weighti)∑n

i=1 weighti
(2)
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where ef is an estimate of a player skill, efF i is an estimate of a player skill for a
feature i, weight i is a weight of a feature i informing how critical is that feature
to the overall player behavior.

The value ef ranges from 0 to 1. The greater the ef value the more skilled the
player. In order to simplify obtaining ef value we can often try to use values,
which logically define how player perform in a game. For example, in racing
games we can use time a player takes to finish a race (the time of race is a SVBP
attribute).

The SFDDACP method compares efF i values for a human player and a com-
puter opponent for each player feature. The FDDACP method compares ef val-
ues.

For the SFDDACP method, if diffefF i >(plim*efFP,i ), where efFP,i is an
estimate of a skill i (efF i) for a human player, value of opponent’s attribute i is
adjusted:

FvalO,i = FvalP,i ± (Fmaxi − Fmini)pr (3)

where FvalO,i is a new value of a opponent’s attribute i, FvalP,i is a value of a
human player’s attribute i, Fmini is the minimal value of an attribute i. Fmax i

is the highest value of an attribute i and pr is a SFDDACP method’s parame-
ter, a percentage value. The greater the pr, the more diversified the changes to
opponent’s behavior.

In the FDDACP method, if diffef > (plim∗ef P ), opponent’s FvalO,i for each
attribute is adjusted by the means of increasing or decreasing FvalO,i value.
Which operation will be chosen is decided based on two factors: firstly we check
which player has bigger value, secondly there are alternative functions for at-
tributes BVBP and SVBP.

First of all we compute adjF i that will be used to adjust opponent’s attributes
values:

adjFi =

{
diffef ∗ (Fmaxi − Fmini) for BVBP attributes
−diffef ∗ (Fmaxi − Fmini) for SVBP attributes

(4)

where Fmini and Fmax i are extreme values of an attribute i and diffef is ab-
solute difference of players’ skill estimates. In the next step of the FDDACP
method, we change all opponent’s attributes as follows:

FvalO,i =

{
FvalOldO,i + adjFi for efP > efO
FvalOldO,i − adjFi for efp < efO

(5)

where FvalO,i is a new value of a opponent’s attribute i and FvalOldO,i is a
value of a opponent’s attribute i used during previous confrontation, Fmini

and Fmax i are extreme values of an attribute i. After that we check, in both
methods, if new FvalO,i ranges from Fmini to Fmax i. If it is not the case we
clamp FvalO,i to a valid range:

FvalO,i =

{
Fmaxi − (Fmaxi − Fmini)pri for FvalO,i > Fmaxi
Fmini + (Fmaxi − Fmini)pri for FvalO,i < Fmini

(6)
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where pr is a method’s parameter: a percentage value that includes a little di-
versity to opponent’s behavior.

In the ideal circumstances the SFDDACP should generate a more accurate
adjustment than the FDDACP, but in reality, it has an important drawback: it
needs to recognize all player’s features. For complex behaviors it can be impos-
sible. In the FDDACP if we make an error while identifying essential attributes
others features of a computer player can be used to mitigate that. For exam-
ple in shooting game we can improve an opponent by increasing its endurance
or improving its hitting aim. In the SFDDACP we improve each feature sepa-
rately. Consequently if we overlook an opponent feature, its behavior as a whole
might suffer. For this reason, the author presents a study on adjusting player’s
attributes based on the knowledge of player’s overall behavior. The achieved
results will be compared with those obtained from the SFDDACP method.

3 Experiments

To evaluate the effect of the proposed methods a FPS game ”Seek&Shoot” was
employed. The game was developed in the Unity 3D game engine (version 4.3.1),
with the aid of several leading systems like RAIN AI (version 2.0.11.0) and Ul-
timate FPS (UFPS, version 1.4.7c). Unity is a cross-platform game creation
system developed by Unity Technologies, including a game engine and an inte-
grated development environment (IDE). The game’s characters mechanics and
characters behaviors (AI) have been created with the RAIN system.The UFPS
was utilized for the implementation of shooting and the injury simulation. For
the characters motion the Navigation Mesh and the Waypoint Network were
used.

The aim of the human and computer player in this game is to find an enemy
in a three-dimensional scene and shoot him. In order to simplify a study of
methods’ performance and find clear relationship between method’s parameters
and opponent’s actions, a simple game’s environment and a player’s behavior
were proposed. The game scenes are enclosed spaces with different number of
randomly placed walls (fig. 1). Walls block players’ vision of each other. A virtual
player is equipped with a visual sensor that allows him to spot the enemy. An
opponent’s behavior is described by means of behavior tree (fig. 2) with actions:
look around, move, face player (when you see him or when he hits you), shoot
player.

During and after each confrontation data about player is collected: health,
number of player hits, angle of weapon spread, ammunition used, reaction time
(i.e. an interval from an enemy becoming visible to a player starting shoot-
ing), view range and view horizontal angle. These values are next used in DDA
methods to define computer player attributes: BVBP attributes: a1-endurance
(how much health decrease results in a player’s death), a2-weapon damage force,
a3-ammunition, a4-view range, a5 -view horizontal angle and SVBP attributes:
a6-weapon spread and a7- gun reload time (i.e. an interval, when a character
can’t shoot). For every game there are 100 encounters (rounds). The round ends
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Fig. 1. The game scene

Fig. 2. Computer player’s behavior algorithm

when one of the players dies (i.e. its health rate drops past an endurance level) .
If both players die during a fight the round ends in a draw. At first an opponent
gets random attributes values ranging from Fmini to 1/3(Fmax i-Fmini). Then
after each encounter its values are adjusted according to equations (3) - (6). For
a calculation of ef value a player health rate registered at the end of the round
is used, plim is set to 10%.

To test a mechanism of the evaluated method four different computer agents
were used, that could play through the rounds unaided: average player (AP),
mixed beginner player (MBP), mixed expert player (MEP) and continuously
improving with time player (IP). An average player is the one whose skill level
for every feature is set to average value. For MBP and MEP players all at-
tributes but a2 are set at the same level (beginner or expert). Attribute a2 is set
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with expert value for MBP player and with beginner value for MEP player. An
IP players improve their skills during a game. Preliminary experiments showed
that all methods behave the same regardless of a player skill level. As a result
experiments with a beginner and an expert player were omitted.

Computer opponents try to obtain the same difficulty level as players. Their
attributes are adjusted by means of five different methods: a standard SFDDACP
(SFD), a standard FDDACP (FD), a short FDDACP (sdFD and saFD), a SFD-
DACP without adjustment of an attribute a1 (SFDa1) and a FDDACP without
adjustment of an attribute a1 (FDa1). A standard FDDCP method adjusts op-
ponent’s attributes after every round, continuously fine-tuning an opponent’s
behavior. A short FDDACP method stops an adjustment after obtaining results
judged sufficient: in the sdFD method after four draws in succession and in the
saFD after four rounds that ends successively without adjustment. The last two
methods, SFDa1 and FDa1, work like standard ones, but one of the attributes
(a1 - an endurance) is omitted during adjustment to test methods fault toler-
ance. It is an important test because identifying all significant attributes for
complex games can be difficult and omissions may occur.

Each performed test has been given an identifier created from a name of a
player and a used method (e.g. test AP-SFD for average player with standard
SFDDACP method). Ultimately, there were twelve tests performed: AP-SFD,
AP-FD, AP-sdFD, AP-saFD, IP-SFD, IP-FD, MBP-SFD, MBP-FD, MEP-SFD,
MEP-FD, AP-SFDa1, AP-FDa1. Each test was repeated 100 times. The aim of
the test AP-FD is determining if using a general measure, which value does not
directly result from attributes’ states can adjust these attributes in satisfying
way. Next, results from AP-FD can be compared with ones obtained from AP-
SFD. The AP-saFD test and the AP-sdFD test aim at finding how fast we can
obtain adjusted values and what will be their quality. Obtained results can be
compared with results from AP-FD. Next we test how proposed methods behave
for players improving their skills continuously (IP-SFD, IP-FD). After that we
analyse FDDACP and SFDDACP methods for players with mixed skills: experts
in one aspects and beginners in others (MBP-SFD, MBP-FD, MEP-SFD, MEP-
FD). These are valuable tests, as one of the aims of DDA is introducing the
possibility of adjusting to players that can’t be simply categorized as beginners
or experts. The last experiments are test of methods’ fault tolerance (AP-SFDa1,
AP-FDa1).

3.1 Simulation Results

Table 1 shows results of the performed experiments. For every test six rates are
calculated: OWR (opponent’s win rate), PWR1 ( player’s win rate 1), DR (draw
rate), PWR2 ( player’s win rate 2), HR ( health rate) and AR (adjustment rate).
The sum of OWR, PWR1 and DR for each experiment is equal to 100%. These
values tell us (in percentages) how many times one of three situations occurs:
a player wins (PWR1), an opponent wins (OWR), there is a draw (DR). The
bigger DR is the better matched a player and an opponent are. The PWR2 value
defines a player’s win rate calculated from rounds with the winner. Ideal PWR2
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value is 50% . The health rate informs us about the percentage of health a winner
of the round is able to retain averagely during the encounter. The smaller HR
is the more comparable players are. The last rate AR shows how frequently a
computer opponent is changed for every game. In addition to these measures for
the experiments AP-saFD and AP-sdFD the medians (M) of rounds, where last
adjustment for a game occurred, are calculated.

Table 1. The results of FPS games

OWR (HR) PWR1 (HR) DR PWR2 AR

AP-SFD 7.71 (7.08 ) 26.44 (6.55 ) 65.86 75.75 0.81
AP-FD 20.62 (11.93 ) 35.74 (8.85 ) 43.63 63.41 26.21
AP-sdFD 28.87 (12.87 ) 30.52 (9.38 ) 40.61 51.39 14.98
AP-saFD 17.42 (11.03 ) 37.99 (9.02 ) 44.59 68.57 4.53
IP-FD 18.48 (11.12 ) 31.19 (10.69 ) 50.34 62.80 25.77
IP-SFD 2.68 (7.19 ) 56.54 (13.74 ) 40.77 95.47 17.32
MEP-FD 59.73 (5.09 ) 22.00 (9.93 ) 18.27 26.92 30.15
MEP-SFD 40.49 (2.65 ) 36.57 (3.81 ) 22.94 47.46 0.75
MBP-FD 20.41 (15.97 ) 37.47 (11.09 ) 42.13 64.74 36.55
MBP-SFD 18.50 (5.44 ) 13.53 (7.07 ) 67.96 42.24 0.95
AP-FDa1 36.53 (6.15 ) 23.83 (10.89 ) 39.63 39.48 22.87
AP-SFDa1 0.00 99.42 (21.68 ) 0.58 100 0.98

Results obtained from AP-SFD indicates that the player is better than the
adjusted opponent (PWR2 -76%) for the same values of identified attributes.
However, based on a high DR (66%) and a low HR (6.5%) we can assume that
the difference is not big. In that case by changing opponent’s attributes values
we should obtain similar performances from both players.

The outcomes of both methods: SFDDACP and FDDACP for average player
are similar. The SFDDACP method generates more draws but there is smaller
difference between the number of opponent’s and player’s wins in the results
acquired from the FDDACP method (PWR2 - 63%). The higher adjustment
rate for FDDACP (26%) suggests that the adjustment process for this method
takes more time and we need more rounds to obtain the searched values.

The AP-saFD and the AP-sdFD experiments aimed at finding how fast we
can obtain adjusted values with FDDACP method and what will be their qual-
ity. Two conditions for stopping an adjustment were tested: reaching four draws
in succession (AP-sdFD) and reaching four rounds that ends successively with-
out adjustment (AP-saFD). Results from AP-saFD are only minimally worse
than the ones from AP-FD with a lot smaller AR (4.5%) and a median M=9.
Consequently we can get with the saFD method rather fast quite good results.
Interestingly, quality of results from AP-sdFD is better than those from standard
SFDDACP and FDDACP with a median M equal to 28.5 and AR equal to 15%.
Therefore, this method is slower than saFD but still faster than FD and the ob-
tained opponent matches player more precisely than any other find in performed
experiments. We can assume that the reason for the saFD method being better
than the standard FDDACP is a fluctuation of results around player’s values.
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After four draws adjusted values are closer to the searched ones. The results of
saFD method are better than the ones from the standard SFDDACP method
presumably because FDDACP method can adjust opponent’s values so they can
substitute for player’s attributes we can’t identified.

To test this last assumption two experiments were conducted: SFDa1 and
FDa1. An attribute a1 (an endurance) was chosen because of its significance to
the player’s behavior. Without it the SFDDACP method is not able to adjust
an opponent. The player wins almost all rounds. The FDDACP method deals
better with this situation. Even without such an important attribute there are
40% of draws and win rate is close to 40%. This confirms our hypothesis.

A slow improvement of player’s skills does not have a negative impact on the
results of the FDDACP method. There is even about 7% more draws. Again
the fluctuation of opponent’s values in AP-FD test can be the cause. When the
opponent level of skills exceeds player’s the player’s values increases and the
opponent’s level does not have to be reduced. For the SFDDACP method, as a
result of changes in the player’s skill level, the number of rounds in which the
player is better than an opponent significantly increases with the win rate’s rise
to 95% and 41% of draws.

The FDDACP method behave the worst for a player with mixed skills, in
particular for an expert in all aspects except one (MEP-FD). Its win rate is
27% with 18% of draws. However, in the MBP-FD experiment we have obtained
results similar to results from the AP-FD. This contradicts the conclusion that
the FDDACP method is not suitable for players with mixed levels of skills. At a
closer look at the MEP-FD results it can be seen that the opponent wins with
a very low value of the health rate (5%). This raises the suspicion that for the
lower value of plim there will be smaller number of opponent’s wins. Detailed
analysis of the learning curve for opponent’s attributes seems to indicate this as
well. With this method, we cannot at the same time raise the level of one skill
and lower the level of other skills. However, the FDDACP method cope with
this problem by setting the beginner skills at a higher level, and the expert skills
at a lower level. In the end, we are interested in the final results of the overall
behavior of the player.

As expected, we did not observe worsening of the results of the SFDDACP
method because of the mixing of skill levels for various attributes in a single
player. We can even see some improvement due to the fact that now players are
better matched.

4 Conclusion

In this paper we presented FDDACP method, which matches the difficulty level
of an opponent to a player’s skill level. The results shows that the FDDACP
method is insensitive to errors in the definition of the opponent’s abilities and
cope well when a player has mixed levels of skills. The obtained results indi-
cate that we can adjust opponent’s behavior with the use of general quantitative
measure resulting from an outcome of player’s and opponent’s actions. In this sit-
uation, we do not need to make a detailed classification of the player’s behavior.
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Analyzing the results is sufficient. This can significantly simplify construction of
DDA for games. In a future work experiments with human players will be con-
ducted. Additionally, more complex computer opponents will be investigated.
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Abstract. Vehicle Routing Problem (VRP) is a popular combinatorial
optimization problem which consists in finding an optimal set of routes
for a fleet of vehicles in order to serve a specified collection of clients.
Capacitated VRP (CVRP) is a version of VRP in which every vehicle
has a capacity parameter assigned.

The UCT (Upper Confidence bounds applied to Trees) is a heuristic
simulation-based algorithm used for learning an optimal policy in games.
The algorithm is an extension of the Monte Carlo Tree Search (MCTS)
method, however, unlike MCTS which makes use of uniformly distributed
simulations in a game tree (in order to find the most promising move),
the UCT aims at maintaining an optimal balance between exploration
and exploitation, which results in more frequent visits to and deeper
expansion of the most promising branches of a game tree.

The paper is the first attempt to apply the UCT algorithm to solving
CVRP. The critical issue here is suitable mapping of the CVRP onto a
game tree structure, which is not straightforward in this problem domain.
Furthermore, in order to keep the tree size within reasonable limits the
appropriate way of child nodes selection must be considered. Another
pertinent issue is interpretation of game-related terms “win” and “loss”
in the CVRP context.

Experimental results of several mappings of CVRP to game tree-like
structure are presented for a collection of popular benchmark sets.

Keywords: UCT · Routing problems · Dynamic optimization

1 Introduction

Vehicle Routing Problem (VRP) along with its variants is a widely known com-
binatorial optimization task. Due to its practical relevance there is a strong
interest in finding new approaches to solving this problem despite already ex-
isting heuristic and approximate methods. UCT method, in turn, is one of the
most popular approaches to game playing mainly due to its adaptability and
long-term efficiency. An additional asset of UCT is the lack of need for domain-
specific knowledge. Taking the qualities of UCT approach and requirements of
VRP problem into consideration, we conducted research on possible ways of
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incorporating the UCT algorithm, in its basic form, into specific class of Capac-
itated Vehicle Routing Problems (CVRP). The most promising factor of such
a combination is the fact that UCT proved to be very effective in solving the
so-called “exploration vs. exploitation dilemma”, i.e. the issue of balancing the
usage of discovered best solutions vs. finding the new ones. This property seems
to be very well suited to the nature of VRP/CVRP. Moreover, it is worth not-
ing the novelty of the proposed approach as, to the best of our knowledge, it is
the first time the UCT method is applied to solving the VRP/CVRP. The main
issues analyzed in this piece of research are related to appropriate problem repre-
sentation, interpretation of “win” and “loss” situations and finding efficient UCT
parameterization. Initial experiments showed that implementation of the basic
UCT method with naive problem representation leads to mediocre results. Af-
ter finding weak points of this preliminary approach the baseline algorithm was
modified by raising the importance of exploration as well as discretizing the so-
lution evaluation values. These changes led to the overall improvement of results
and allowed making a conclusion that the modified method with discretization
factor is a promising way of incorporating UCT into CVRP.

The remainder of the paper is organized as follows: in the next section a formal
definition of the CVRP is provided. Section 3 presents the UCT method and the
proposed way of its application to solving CVRP. Section 4 is devoted to exper-
imental setup, simulation results and conclusions. The last section summarizes
the main contribution of the paper and points directions for future research.

2 CVRP Formulation

VRP was formulated in 1959 [4] and proved to be NP-hard in 1981 [11]. In its
base formulation, there is a number of homogenous vehicles and a number of
clients (sometimes interpreted as cities) and each client has a certain (known)
demand which must be satisfied by (exactly) one of the vehicles. The goal is
to deliver demanded goods to all clients while minimizing the sum of vehicles
routes’ costs (lengths). The delivered goods are homogenous. Each vehicle’s route
must start and end in the specified depot. Each client as well as the depot has a
certain 2-dimensional location. It is worth noting that in the basic formulation of
VRP, there is no limit on the number of clients that can be serviced by a single
vehicle. In practical applications though, the capacity parameter must be added
to a vehicle characteristics in order to ensure that there will be no situation of
servicing clients with higher total demand than the vehicle’s capacity. Such a for-
mulation leads to CVRP. Since VRP/CVRP is NP-Hard no polynomial method
of its solving is known. Thus, exact solutions can only be obtained for small-size
problems. In practice, approximation algorithms must be used in order to obtain
the results in acceptable time. Among the exact algorithms, there are three main
approaches: full tree search, dynamic programming and integer programming.
An example of the first approach would be spanning tree and shortest path relax-
ations method [16]. A dynamic programming method was, for instance, proposed
in [6] for problems with known number of vehicles. As for the third approach,
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a three-index vehicle flow formulation was presented in [7]. There exist various
approximation algorithms for VRP/CVRP, most of them designed to address
specific problem formulations, e.g. Savings algorithm [3] which assumes that the
number of vehicles is unlimited. Other well-known methods include Multi-route
improvement algorithm [1], Sweep algorithm [10], Ant Colony Optimization [5]
or Particle Swarm Optimization [12,18].

3 UCT Search Tree Method

UCT (Upper Confidence Bound applied to Trees) is an extension to Monte Carlo
Tree Search (MCTS) method developed in 2006 [13]. MCTS is an optimiza-
tion algorithm used in decision making processes. Its main advantage is the
knowledge-free nature [14,15], i.e. the only domain knowledge required is the
ability to recognize positive and negative final outcomes of decisions made. The
space (problem domain) in which the algorithm operates is represented by a tree
structure. The current state is located in the root of a tree. Each node represents
particular state and stores information about actions (game moves) taken in this
state as well as the respective scores (fractions of simulations that led to a “win”
outcome) assigned to that (action, state) pair. Each path in the tree represents
a particular sequence of decisions (game moves) with the final outcome being
read out in the leaf.

UCT relies on massive random four-stage simulations (see Fig. 1) performed
before making a decision:

– Choice - starting from the root, go down the tree until a leaf or unexplored
node is reached;

– Expansion - if possible, create child nodes of previously found node;
– Simulation/Play-out - from one of the created nodes, perform a random

simulation (game) until the final state;
– Backpropagation - populate the result of the above random simulation

(game) up the tree, thus update all nodes visited on the path from the root
to the leaf node.

The more iterations are performed the better estimations of the true min-max
value of each (action, state) pair are obtained, hence the better algorithm’s
behavior is observed. The issue which needs further explanation is the way nodes
are selected in the first stage (Choice). In UCT [13] the strategy of tree expansion
is based on the previous simulation outcomes and visit counts. This way the
method balances exploration and exploitation factors in order to find the most
promising directions of tree growth. In each node X if there exist child nodes
(actions) which had not been yet chosen, one of them is selected at random.
Otherwise (if all actions had been tried at least once already) the child node k
maximizing the following formula is selected:

Xj + C

√
lnn

nj
(1)
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Fig. 1. Operational scheme of the UCT method (reproduced from [2])

where Xj stands for the average score of simulations performed so far from j-th
child node, nj is the number of times the j-th action (child node) was selected
while visiting node X , n is the total number of visits to node X and C is the
exploration coefficient. In theory C should be equal to

√
2, but experiments

show that, for a given problem at hand, the best way is to test multiple values
and select the most appropriate one. The most popular applications of UCT are
those related to games, in particular the so-called General Game Playing [9,20]
and Go [8].

While both VRP and UCT algorithm are commonly known and researched,
there are no documented experiments on incorporating UCT into VRP. Thus, to
the best of our knowledge, analysis made and described in this paper is very likely
to be the first such attempt. Please note that it is the “capacitated” variant of
the problem which is considered. Nonetheless, the presented approach may also
be suitable for other formulations. In order to adapt UCT into CVRP, several
key issues must be considered:

– Representation of the problem in a tree-like structure;
– A method of simulation results evaluation;
– Node selection strategy basing on simulation data.

A tree-like representation is a standard way of describing the current situation
in many games, e.g. chess or checkers. As UCT was primary meant for gaming,
a corresponding data structure was an obvious choice. However, for CVRP it is
not straightforward and natural to translate the possible routes’ configurations
into tree structure. The first assumption made is that no baseline solution is
used and instead routes are built from scratch, i.e. at the beginning all vehicles
are located in the depot. This situation is represented by the root node. Going
one level down the tree corresponds to assigning one of the clients to a (specific)
vehicle. Thus, the height of the tree will be equal to the number of clients. Three
methods of making such assignments were analyzed:

– City-To-Vehicle (CTV) - each node has k child nodes, where k stands for
the number of vehicles. The i-th node corresponds to selection of the i-th
vehicle and appending the closest client at end of its current route;
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– Vehicle-To-City (VTC) - each node has p child nodes, where p stands for
the number of unserved clients. The i-th node corresponds to the selection
of the i-th unserved client and appending it at the end of the route of the
currently closest vehicle;

– Vehicle-To-City Optimized (VTCO) - similar to VTC, but unserved
client is not automatically assigned to the closest vehicle. Instead, all current
routes (i.e. the partial routes of all vehicles) are analyzed in order to find the
place minimizing the insertion cost, i.e. the increase of a total routes length
due to the insertion of a new client. The client is then added at the specified
place.

The first two methods are naive while the third one was created as a result of
analysis of their weakness, i.e. proneness to client assignment order caused by the
rule of always appending clients at the end of a specified route. VTCO became
immune to this issue thanks to the best insertion place search.

Having resolved the first key issue, the next thing was to properly interpret
the result of a simulation. While it is trivial in games where (in majority of
them) the player can win, lose or draw, in CVRP one obtains a set of routes
(one per vehicle) and their total length as a solution. In order for the UCT
to expand the tree in the right directions, simulation results must be properly
classified as good/poor or promising/unpromising. The problematic issue here
is appropriate distinguishing of better routes from the worse ones. Assuming
that an approximation of the optimal solution is known (which is the case of
the benchmark problems used in this paper), the following formula of solution
assessment is proposed:

f(x) =

⎧
⎪⎨

⎪⎩

1 for x < BEST

g(x) for BEST ≤ x ≤ 2 ·BEST

0 otherwise

(2)

where x is the assessed solution’s length, g(x) is the inner evaluation function and
BEST is the optimal solution length or its approximation. The inner function
defines the results’ gradation pattern, i.e. the policy of promoting and degrading
particular solutions. Three such functions

– Hyperbolic:

g(x) =
(2 ·BEST

x
− 1

)2

(3)

– Linear:
g(x) = 2− x

BEST
(4)

– Parabolic:
g(x) =

x

BEST

(
2− x

BEST

)
(5)

depicted in Fig. 2 were proposed by the authors. The hyperbolic function (3)
concentrates on promoting the very best results while ignoring poor and average
ones, the linear function (4) downgrades them proportionally, independent of a



684 J. Mańdziuk and C. Nejman

Fig. 2. Inner evaluation functions. From left: hyperbolic, linear and parabolic

distance to the optimal length and the parabolic one (5) has the widest range
of solutions which are promoted (treated as promising). As will be seen in the
results section the profile of the inner function has a crucial impact on the
method’s performance.

The last key issue is a suitable decision (node selection) strategy. After a
specified number of simulations, a proper choice of the next node (client-vehicle
assignment) must be made based on simulation data, i.e. fractions of won simu-
lations in child nodes. Using those one of the child nodes is selected and added to
the final solution. It also becomes a root node for the next series of simulations.
Three possible strategies were analyzed: best reward, simulations count,
two-phase method. The first two strategies are known approaches existing in
game domain.

In the best reward strategy, a child with the highest ratio of won simulations
to played simulations is chosen. In the simulations count strategy a child with
the highest visits count is chosen.

The two-phase method was invented by the authors based on critical analysis
of the usefulness of the first two node selection policies in CVRP domain. Please
observe that in the game playing suboptimal moves are generally acceptable since
the game can often still be won after making such a suboptimal choice. In CVRP,
however, assigning a client to a wrong vehicle usually means that the optimal
solution is no longer obtainable. In this respect, the best reward strategy or the
simulation count policy (both basing on high averages of simulation results) will
rather lead to a selection of a subtree containing many good solutions than a
subtree containing the best solution and some poor ones. In effect, making wrong
decision at the early stage of the algorithm will cost the loss of the optimal result.
Two-phase method was designed to partially alleviate this problem. In the first
phase child nodes are sorted in descending order based on their average reward
values (i.e. won/played ratio). Then, P best children are taken into account in the
second phase and among them the child node with the best (indivitwo) solution
found during simulations is selected. This way both the most promising regions
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Table 1. Test instances. In the instance name X-nY-kZ, X∈ {A,B, P} denotes type
of a benchmark, Y its size, and Z the number of available vehicles

Instance #Clients #Vehicles Capacity Best solution (BEST )

P-n19-k2 19 2 160 212.66

P-n20-k2 20 2 160 220

P-n21-k2 21 2 160 211

P-n22-k2 22 2 160 216

P-n22-k8 22 8 3000 603

P-n23-k8 23 8 40 554

B-n43-k6 43 6 100 747.54

B-n45-k5 45 5 100 751

A-n60-k9 60 9 100 1408

P-n70-k10 70 10 135 834

A-n80-k10 80 10 100 1764

P-n101-k4 101 4 400 681

of a tree (in terms of average results) and the best indivitwo solution found in
these regions are taken into account by the node selection policy.

4 Experimental Setup and Results

Experiments were conducted using selected instances of CVRP obtained from
[17] whose basic parameters are presented in Table 1. The solution for one of
the considered benchmark sets is presented in Fig. 3. The following algorithm
parameters’ settings were tested:

Fig. 3. Solution for the A-n80-k10 benchmark problem

– Assignment method: CTV, VTC, VTCO;
– Inner evaluation function g(x) in (2): hyperbolic, linear, parabolic;
– Decision strategy: best reward, simulations count, two-phase method;
– Exploration factor C in (1);
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Table 2. Comparison of top-5 results (in terms of the average results of 50 tests)
obtained with CTV, VTC and VTCO methods in test instance with 19 clients and 2
vehicles (P-n19-k2)

Decision C AVG SD MIN MAX Evaluation

City-To-Vehicle

Simulations 0.5 294.719 21.752 248.764 343.572 Hyperbolic

Simulations 0.2 296.479 23.304 248.764 352.021 Hyperbolic

Reward 1 296.955 22.463 248.764 341.348 Linear

Reward 2 297.347 20.806 248.764 341.348 Linear

Reward 0.2 298.018 22.531 248.764 341.348 Linear

Vehicle-To-City

Reward 1 252.304 5.313 243.402 261.811 Hyperbolic

Reward 0.2 252.933 4.514 243.402 264.302 Hyperbolic

Reward 0.5 253.459 4.035 243.402 261.811 Hyperbolic

Reward 0.5 253.496 3.360 243.402 263.906 Hyperbolic

Reward 0.2 253.600 3.013 243.402 261.811 Hyperbolic

Vehicle-To-City Optimized

Reward 2 222.867 4.975 217.964 239.946 Hyperbolic

Reward 1.5 229.535 0 229.535 229.535 Hyperbolic

Reward 0.5 230.018 2.066 226.159 233.636 Hyperbolic

Reward 5 235.741 0 235.741 235.741 Hyperbolic

Reward 15 235.741 0 235.741 235.741 Hyperbolic

– Parameter P in two-phase method: constant value (P = 5) or variable se-
lection dependent on the number of clients (P = 0.25· #Clients).

The number of UCT simulations performed on a single tree level was adaptive
and equal to 50 000 on the first (top) level, then was falling linearly down to
5 000 on the penultimate level. Please recall that the number of levels equals the
number of clients.

The following data was collected during the experiments: AV G (the average
value of results), SD (the standard deviation of results), MIN (the best result
found), MAX (the worst result found), EFF (the number of times the MIN
result was found). Each experiment consisted of 50 tests based on which the
above-mentioned statistics were calculated. Additionally, in the last experiment
(summarized in Tables 4 and 5), the ranges of results were analyzed, e.g. 0.5%
stands for the number of results falling into the interval [MIN,MIN(1+0.5%)].

The first set of tests was performed for the smallest (thus computationally in-
expensive) benchmark P-n19-k2 and aimed at selection of appropriate ranges or
exact settings of the main steering parameters. For each combination of (assign-
ment method, C, inner evaluation function) 50 tests were performed for each of
the three main problem mappings: CTV, VTC, VTCO. The values of C belonged
to the set {0.2, 0.5, 1.0, 1.5, 2.0, 5.0, 15.0}. The top-5 results for each mapping are
presented in Table 2. The results show that VTCO outperforms both CTV and
VTC representations. Not only the average scores are better but also stability,
measured by standard deviation is clearly superior. Nevertheless obtained results
are far from optimal. This led to analysis and design of two-phase method.
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Table 3. Results of two-phase method with VTCO in test instance with 19 clients
and 2 vehicles. Column EFF denotes the number of trials in which the MIN value was
found in the respective 50 tests.

Decision C AV G SD MIN MAX Evaluation EFF

Two-phase 0.5 219.845 2.396 212.657 220.643 Hyperbolic 4

Two-phase 1.5 213.793 3.409 212.657 224.02 Hyperbolic 45

Two-phase 5 215.39 4.266 212.657 224.02 Hyperbolic 35

Two-phase 15 214.254 3.194 212.657 220.643 Hyperbolic 41

Two-phase 0.5 218.799 4.333 212.657 226.159 Linear 16

Two-phase 1.5 213.456 2.396 212.657 220.643 Linear 46

Two-phase 5 212.657 0 212.657 212.657 Linear 50

Two-phase 15 212.657 0 212.657 212.657 Linear 50

Based on these initial outcomes we decided to use the two-phase decision
strategy and VTCO mapping as well as to skip parabolic inner evaluation func-
tion in further tests. We also restricted the tested values of C parameter to the
set {0.5, 1.5, 5.0, 15.0}. The results for each combination of (C, inner evaluation
function) for two-phase VTCO are presented in Table 3. Two-phase method
proved to be clearly the most efficient among tested approaches for the P-n19-
k2 instance. The AVG values are within a few per cent points from the BEST
value and in two cases (5, linear) and (15, linear) all 50 tests ended with the
BEST score. While VTCO representation and two-phase decision strategy are
clearly better than the competitive approaches, the inner evaluation functions
do not have such leader. Apart from parabolic function, which gave very poor re-
sults, hyperbolic and linear functions have both their better and worse outcomes,
however, more data is needed to form any firm conclusion in this matter.

Using the best configuration found, i.e. VTCO representation, two-phase
method, hyperbolic and linear evaluation functions and high exploration fac-
tors (C=5, 15), the final tests were performed on an ensemble of test instances.
The results are presented in Table 4.

The final experiments show that the two-phase VTCO method with proposed
configuration performs well on a wide range of test instances. However, there is
still room for potential improvement. First of all, it is difficult to tell the influence
of P parameter on the test results. In small-size problems a difference between
constant value and a calculated one (P = 0.25·#Clients) is minimal. In larger
sets no rule can be found as in some tests one option is clearly better while in
others it is the other way round. As for the evaluation functions, the situation
is similar. For both choices there exist test instances where one is visibly better
than the other. Linear function seems to work better for large test instances.
Generally speaking, higher exploration factor (C) values provide better results.
On the other hand, there are still some cases where the situation is the opposite.
Most probably this can be attributed to too large increase of this parameter and
therefore some intermediate values of C should be used instead. On a general
note, the results support the claim that two-phase method can be regarded as
efficient application of the UCT algorithm to solving CVRP. In order to compare
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Table 4. Top-3 results of VTCO with two-phase method. Columns denoted k% present
the numbers of results falling into the interval [MIN,MIN(1 + k%)]

Instance C P Evaluation AVG SD MIN MAX EFF 0.5% 1% 2.5% 5%

P-n19-k2 15 5 Linear 217.367 2.189 212.657 222.387 4 4 4 36 48

15 4 Linear 217.378 2.735 212.657 222.627 7 7 7 38 48

5 4 Linear 217.53 2.821 212.657 222.627 6 6 6 39 46

P-n20-k2 5 5 Hyperbolic 217.416 0 217.416 217.416 50 50 50 50 50

15 5 Hyperbolic 217.416 0 217.416 217.416 50 50 50 50 50

5 5 Linear 217.469 0.212 217.416 218.309 50 50 50 50 50

P-n21-k2 5 5 Hyperbolic 212.712 0 212.712 212.712 50 50 50 50 50

5 5 Linear 212.712 0 212.712 212.712 50 50 50 50 50

15 5 Hyperbolic 212.712 0 212.712 212.712 50 50 50 50 50

15 5 Linear 212.712 0 212.712 212.712 50 50 50 50 50

P-n22-k2 5 5 Hyperbolic 217.852 0 217.852 217.852 50 50 50 50 50

5 5 Linear 217.852 0 217.852 217.852 50 50 50 50 50

15 5 Hyperbolic 217.852 0 217.852 217.852 50 50 50 50 50

15 5 Linear 217.852 0 217.852 217.852 50 50 50 50 50

P-n22-k8 5 5 Linear 605.833 4.681 601.424 616.633 7 30 34 49 50

5 5 Hyperbolic 606.441 4.743 601.424 616.639 7 23 31 48 50

15 5 Linear 611.746 7.282 601.424 628.255 5 12 15 35 50

P-n23-k8 5 5 Hyperbolic 534.665 5.033 531.174 555.088 17 33 38 47 50

5 5 Linear 535.522 5.540 531.174 558.924 12 29 38 46 49

15 5 Hyperbolic 536.290 7.687 531.174 575.287 5 21 39 47 48

B-n43-k6 15 10 Linear 771.621 9.230 760.211 803.806 1 14 21 42 49

5 10 Linear 771.624 7.843 756.949 790.680 1 4 9 39 50

5 10 Hyperbolic 771.903 7.320 747.891 790.981 1 1 1 12 49

B-n45-k5 5 5 Hyperbolic 773.888 6.690 760.315 790.599 1 4 9 38 50

5 11 Hyperbolic 773.967 6.287 756.580 797.029 1 1 1 32 49

5 11 Linear 775.486 6.262 763.029 790.939 1 4 11 42 50

A-n60-k9 15 15 Hyperbolic 1460.932 30.257 1390.822 1533.801 1 2 3 4 27

5 15 Linear 1461.015 30.044 1406.876 1524.494 1 2 7 13 34

15 15 Linear 1465.919 27.417 1402.179 1526.206 1 1 2 8 29

P-n70-k10 5 17 Linear 929.452 18.142 879.660 965.643 1 1 1 5 17

5 17 Hyperbolic 933.520 17.375 898.108 969.764 1 2 3 11 37

5 5 Linear 933.928 22.629 889.544 990.779 1 2 3 9 27

A-n80-k10 5 20 Hyperbolic 1940.641 30.098 1889.752 2009.415 1 5 9 26 45

15 20 Hyperbolic 1941.046 28.495 1883.619 2013.686 1 2 2 22 45

5 20 Linear 1943.568 35.479 1882.487 2012.718 1 3 5 22 42

P-n101-k4 5 5 Hyperbolic 730.058 6.899 712.358 748.911 1 1 2 26 49

5 5 Linear 730.617 7.238 714.500 747.140 1 2 6 32 50

15 5 Hyperbolic 732.697 6.322 718.433 748.421 1 2 7 35 50

the results with an external approach adequate tests with a simplified version
of the 2-phase PSO method [18,19] were performed on same test instances. The
results are presented in Table 5.

A comparison of results presented in Tables 4 and 5 shows that the overall
results of 2PSO are a few percent points better than those of UCT, especially
for larger problem instances. It should be noted, however, that 2PSO is a highly
complex optimization approach which uses both PSO and 2-opt local optimiza-
tion. Moreover, the differences are relatively small, even though only the baseline
UCT implementation was tested in our approach, which did not include any en-
hancements, commonly used in games domain. Hence, we believe that proposed
approach has potential which we plan to continue investigating in our future
research.
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Table 5. Test results of a simplified version of a 2-phase PSO approach

Test AVG MIN MAX EFF 0.5% 1% 2.5% 5%

P-n19-k2 213.13 212.66 226.02 45 45 45 50 50

P-n20-k2 219.94 219.94 219.94 50 50 50 50 50

P-n21-k2 213.26 212.71 218.31 46 46 50 50 50

P-n22-k2 220.05 217.85 225.68 38 38 49 49 50

P-n22-k8 607.01 600.83 742.12 32 34 46 46 50

P-n23-k8 531.17 531.17 531.17 50 50 50 50 50

B-n43-k6 757.82 746.98 871.31 1 15 29 48 50

B-n45-k5 766.72 754.22 921.59 3 13 20 43 50

A-n60-k9 1415.51 1374.83 1700.44 1 3 11 42 49

P-n70-k10 896.18 846.66 1132.65 1 1 2 18 39

A-n80-k10 1888.69 1796.51 2272.38 1 1 4 13 38

P-n101-k4 719.25 706.19 827.07 1 4 18 46 50

5 Conclusions and Future Work

In this paper, a novel approach to solving the NP-Hard CVRP based on the
UCT method was proposed and experimentally evaluated. In order to adapt
the UCT formulation to this new problem domain a two-phase node selection
procedure, which breaks the classical UCT selection scheme, was proposed and
experimentally verified. With larger exploration factors and appropriate choice of
the internal evaluation function the results are very promising and only slightly
inferior to those accomplished by a complex two-phase PSO algorithm.

In the future we plan to verify the efficiency of several UCT modifications
(commonly used in games) in CVRP domain, e.g. Rapid Action Value Esti-
mation [8] or weighted simulations [21]. We believe that application of the en-
hancements which proved to be efficient in games domain may lead to further
improvement of the CVRP results and strengthen the claim about potential
applicability of the UCT method beyond games.
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Abstract. Magnetotactic Bacteria Moment Migration Algorithm (MB-
MMA) is a new bionic optimization algorithm. It is developed based on
orginal MBOA, which is a new bio-inspired optimization algorithm based
on a kind of polyphyletic group of prokaryotes with the characteristics of
magnetotaxis that make them orient and swim along geomagnetic field
lines. In the MBMMA, the moments of relative good solutions can mi-
grate each other to enhance the diversity of the MBMMA. But it is easy
to trap in local optimal for some problems. In this paper, the population
is divided into two sub ones and moments can migrate between them.
A moment differential mechanism is combined with the migration. It is
compared with Differential Evolution and CLPSO on standard functions
problems. The experiment results show that the improved MBMMA is
much more effective than the MBMMA and the other compared algo-
rithms.

Keywords: Magnetotactic bacteria · Nature inspired computing ·
Moment migration

1 Introduction

Optimization has been a kind of important problem in engineering for a long
time. Today, many types of nature inspired algorithms(NIAs) have been pro-
posed to solve optimization problems, including classical Genetic Algorithm,
Ant Colony Optimization (ACO)[1], Particle Swarm Optimization (PSO)[2] and
some new swarm intelligence optimization algorithms, such as Artificial Bee
Colony (ABC)[3], Artificial Fish Swarm(AFS)[4], Bacterial Foraging Optimiza-
tion algorithm(BFOA)[5], which mimics the ants, birds, bees, fish and bacteria
behaviors, respectively. Although so many kinds of NIAs can be chosen to solve
optimization problems, most of them have their own advantages because of dif-
ferent inspiration mechanisms of nature. But most of them also have similar
disadvantages. So none of them can beat the other algorithms on all problems.
It is always meaningful to find new ways for solving optimization problems.

In nature, magnetotactic bacteria (MTBs) is a special kind of bacteria which
have many micro magnetic particles named magnetosome in their bodies. These
magnetic particles can generate moments to guide the bacteria to swim along
geomagnetic field lines of the earth[6][7]. Mo had proposed an optimization algo-
rithm named Magnetotactic Bacteria Optimization Algorithm(MBOA) inspired
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by the magnetotactic bacteria[8]. It has been tested on standard benchmark
functions including multi-modal functions and compared with many popular
and classical NIAs. MBOA shows better performance and good potential ability
in solving optimization problems. It has been improved into several new vari-
ants of MBOA[9][10][11][12][13]. In [14], a new magnetotactic bacteria moment
migration algorithm(MBMMA) is proposed. The moments of magnetosomes in
MTBs are considered as the feature values of solutions in the MBMMA. The
moments of relative good solutions can migrate to the other solutions. Such a
migration strategy can enhance the diversity of solutions in the algorithm and
make the algorithm be effective in solving optimization problems. Although the
MBMMA has good ability on some tested problems, it still cannot solve some
problems well. In this paper, we proposed an improved MBMMA in order to
overcome the shortcomings of MBMMA.

2 Improved Magnetotactic Bacteria Moment Migration
Algorithm

In the following we briefly describe the basic operators and the main steps of
MBMMA. MBMMA mainly has three steps and three main operators including
moment generation, moment migration, moment replacement. At the same time,
we show the improvement strategies for the MBMMA.

2.1 Interaction Distance

In the algorithm, each solution is looked as a cell containing a magnetosome
chain. Before obtaining the interaction energy of cells, the distance di,r of two
cells xi and xr calculated as follows:

di,r = xi − xr (1)

Thus, we can get a distance matrix D = [d1,r, d2,r, ..., di,r, ..., dN,r]
′, where r is

a randomly chosen from [1, N ]. N is the size of cell population.

2.2 Moments Generation

Based on the distances among cells, the interaction energy ei between two cells
is defined as:

ei(t) =

(
dij(t)

1 + c1 ∗Di,r + c2 ∗ dpq(t)

)3

(2)

where t is the current generation number, c1 and c2 are constants, dij is one
element of distance matrix D. dpq is a randomly selected element from D. p and
r are randomly integers in [1, N ]. q ∈ [1, n] stands for one randomly selected
dimension. n is the dimensions of a cell. Di,r stands for the Euclidean distance
between two cells xi, xr.
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After obtaining interaction energy, the moments mi are generated as follows:

mi(t) =
ei(t)

B
(3)

where B is a constant.
Then the total moments of a cell is regulated as follows:

xi,j(t) = xi,j(t) +mr,q(t) (4)

where mr,q is randomly selected element from mi.

2.3 Moments Migration

In MBMMA, after moments generation, the moments migration is realized as
follows.

If rand > 0.5, the moments in the cell migrate as follows:

xi,j(t+ 1) = xr,j(t) (5)

Otherwise,

xi,j(t+ 1) = xi,j(t) + (xcbest,q(t)− xi,q(t)) ∗ rand (6)

where xcbest,q is the qth dimension of the best individual in the current genera-
tion.

While in the improved MBMMA, the population is divided into two sub pop-
ulations. One consists of the half better cells, another the half worse ones.

If rand > 0.5, the moments in the cell migrate as follows:

xi,j(t+ 1) = xcbest,j(t) (7)

Otherwise, two cells xr1, xr2 are randomly chosen from population. r1, r2 are
two randomly chosen integers from [1, N/2]. A cell is changed as follows:

xi,j(t+ 1) = xbest,j(t) + (xr1,q(t)− xr2,q(t)) ∗ rand (8)

where rand is a random number in interval (0,1).

2.4 Moments Replacement

After the moments migration, in the MBMMA, some cells with worse fitness are
replaced as follows:

xi(t+ 1) = mr,q(t) ∗ ((rand(1, n)− 1) ∗ rand(1, n)) (9)

where mr,q is the qth dimension of mr. r is a randomly integer in [1, N ]. q ∈ [1, n]
stands for one randomly selected dimension. rand(1, n) is a random vector with
n dimensions.

While, in the improved MBMMA, some cells with worse fitness are replaced
as follows:

xi(t+ 1) = xi(t) +mr,q(t) ∗ rand(1, n) (10)

Generally, a pseudo code of improved MBMMA is as follows:
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I. Data Structures: Define the simple bounds, determination of

algorithm parameters.

II. Initialization: Randomly create the initial population in

the search space.

III. while stop criteria is not met

for i=1:N

interaction distance according to (1)

end

for i=1:N

moments generation according to (2),(3) and (4)

end

evaluate the population according to fitness

for i=N/2:N

moments migration according to (7) and (8)

end

evaluate the population according to fitness

for i=N/5:N

moments MTS replacement to (10)

end

evaluate the population according to fitness

VI. End while

Table 1. Classical test functions used in experiments.(U: Unimodal, M: Multimodal,
S: Separable, N: Non-Separable)

Function Range D C Formulation

f1 : Matyas [-10, 10] 2 UN f(x) = 0.26(x2
1 + x2

2)− 0.48x1x2

f2 : Schwefel2.22 [-10, 10] 30 UN f(x) =
∑n

i=1 |xi|+∏n
i=1 |xi|

f3 : Schwefel1.2 [-100, 100] 30 UN f(x) =
∑n

i=1(
∑i

j=1 xj)
2

f4 : Step [-100, 100] 30 US f(x) =
∑n

i=1(|xi + 0.5|)2

f5 : Quartic [-1.28, 1.28] 30 US f(x) =
∑n

i=1 ix
4
i + random[0, 1)

f6 : Rosenbrock [-30, 30] 30 UN f(x) =
∑n−1

i=1 [100(xi+1 − x2
i )

2 + (xi − 1)2]

f7 : Rastrigin [-5.12, 5.12] 30 MS f(x) =
∑n

i=1[x
2
i − 10 cos(2πxi) + 10]

f8 : Generalized

Schwefel [-500, 500] 30 MS f(x) =
∑n

i=1 −xi sin
√|xi|

f9 : Griewank [-600, 600] 30 MN f(x) = 1
4000

∑n
i=1 x

2
i −

∏n
i=1 cos(

xi√
i
) + 1

f10 : Ackley [-32, 32] 30 MN f(x) = −20exp(−0.2
√

1
n

∑n
i=1 x

2
i )

−exp( 1
n

∑n
i=1 cos(2πxi)) + 20 + e

In the algorithm, the value of test benchmark function is used as the fitness.
one fifth of the population which has lower fitness is replaced by new generated
cells.
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Table 2. Statistical results on Unimodal Functions obtained by DE, CLPSO, MBMMA
and IMBMMA

Func. DE CLPSO MBMMA IMBMMA

f1 Mean 1.2641e-204 6.5842e-09 0 0
Dev 0 2.0931e-08 0 0
median 5.3176e-206 4.1739e-13 0 0
best 0 3.3867e-34 0 0
worst 1.7784e-203 9.6012e-08 0 0
h 1+ 1+ 0= /

f2 Mean 0.0016 20.9629 0 0
Dev 0.0013 3.9494 0 0
median 0.0015 20.2734 0 0
best 1.0333e-04 12.7994 0 0
worst 0.0064 30.9006 0 0
h 1+ 1+ 0= /

f3 Mean 46.8152 2.6149e+04 0 0
Dev 23.1241 7.3906e+03 0 0
median 38.2941 2.4913e+04 0 0
best 17.6039 1.3724e+04 0 0
worst 119.6183 4.5889e+04 0 0
h 1+ 1+ 0= /

f4 Mean 0 2.9387e+03 0 0
Dev 0 949.3369 0 0
median 0 2862 0 0
best 0 1210 0 0
worst 0 5134 0 0
h 0= 1+ 0= /

f5 Mean 0.0144 1.3270 2.8279e-05 1.9774e-05
Dev 0.0037 0.7225 2.6055e-05 2.0264e-05
median 0.0150 1.0993 2.1164e-05 1.1981e-05
best 0.0060 0.3309 3.2567e-06 3.0979e-07
worst 0.0210 3.3995 1.2886e-04 7.3399e-05
h 1+ 1+ 0= /

f6 Mean 21.1902 1.7652e+06 28.9798 25.4273
Dev 0.7738 1.7708e+06 0.0507 0.6686
median 21.1305 9.8036e+05 29.0000 25.2433
best 19.3793 1.1663e+05 28.7962 24.8688
worst 22.9060 7.5413e+06 29.0000 28.6371
h 1− 1+ 1+ /

sig-better 4 6 1

sig-worse 1 0 0

“+”, “=”, “−”mean that IMBMMA is signicantly better, equal and signicantly
worse, respectively, when compared with other algorithms.
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Table 3. Statistical results on Unimodal Functions obtained by DE, CLPSO, MBMMA
and IMBMMA

Func. DE CLPSO MBMMA IMBMMA

f7 Mean 190.0541 99.4707 0 0
Dev 12.5012 19.8349 0 0
median 191.1107 98.2333 0 0
best 145.6027 59.6658 0 0
worst 210.4773 138.7718 0 0
h 1+ 1+ 0= /

f8 Mean -5.7955e+03 -8.7606e+03 -9.9582e+03 -1.2569e+04
Dev 472.3437 659.8812 1.9797e+03 2.0267e-12
median -5.8736e+03 -8.7756e+03 -1.0658e+04 -1.2569e+04
best -6.8423e+03 -1.0042e+04 -1.1791e+04 -1.2569e+04
worst -5.1008e+03 -7.1358e+03 -5.4177e+03 -1.2569e+04
h 1+ 1+ 1+ /

f9 Mean 1.0341e-10 29.1105 0 0
Dev 9.0362e-11 13.8523 0 0
median 7.3054e-11 24.2522 0 0
best 3.0156e-11 14.2609 0 0
worst 4.7350e-10 77.8893 0 0
h 1+ 1+ 0= /

f10 Mean 3.1034e-05 12.2771 -8.8818e-1 -8.8818e-16
Dev 1.2140e-05 1.2696 0 0
median 3.1484e-05 12.4802 -8.8818e-16 -8.8818e-16
best 1.1829e-05 9.7830 -8.8818e-16 -8.8818e-16
worst 7.3276e-05 146394 -8.8818e-16 -8.8818e-16
h 1+ 1+ 0= /

sig-better 4 4 1

sig-worse 0 0 0

3 Simulation Results

To analyze the performance of improved MBMMA, the experiments are carried
out on 10 benchmark functions. These benchmark functions are widely used in
evaluating global numerical optimization algorithms. In this section, the bench-
mark functions are presented rstly. Secondly, the parameter settings of improved
MBMMA and the algorithms chosen for comparison are presented. Finally, the
simulation results obtained from different experimental studies are analyzed and
discussed.
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Fig. 1. Convergence curves of two functions: Matyas and Schwefel2.22

3.1 Benchmark Functions

A short description of 10 benchmark functions is shown in Tables 1. These func-
tions can be classified into two groups. The rst six functions f1–f6 are unimodal
functions. The unimodal functions here are used to test if improved MBMMA
can maintain the fast-converging feature compared with the other methods. The
next four functions f7–f10 are multimodal functions with many local optima.
These functions can be used to test the global search ability of the algorithm in
avoiding premature convergence.

Initial range, formulation, characteristics, the dimensions and parameters set-
ting of these problems are listed in Tables 1. In Tables 1, characteristics of each
function are given under the column titled C. In this column, M means that
the function is multimodal, while U means that the function is unimodal. If the
function is separable, abbreviation S is used to indicate this specification. Letter
N refers that the function is non-separable. Dimensions of the problems we used
can be found in Tables 1 under the column titled D.
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Fig. 2. Convergence curves of two functions: Schwefel1.2 and Step

3.2 Experiments Settings

In all experiments, during each run, a maximum number of 3000 generations is
used. To reduce statistical errors, each test is repeated 30 times independently
and the mean results are used in the comparisons. In order to make a fair com-
parison, the population size for the algorithms is uniformly set to 40.

The other specific parameters of the improved MBMMA and the other com-
pared algorithms are given below:

DE Settings[12]: In DE, F is a real constant which affects the differential
variation between two solutions and set to 0.5 in our experiments. Value of
crossover rate, which controls the change of the diversity of the population, is
chosen to be 0.9.

CLPSO Settings[13]: In our experiments, cognitive and social components are
both set to 1.49445. Inertia weight, which determines how the previous velocity
of the particle influences the velocity in the next iteration, is linearly from 0.9
to 0.2.

MBMMA setting: In the MBMMA, only the magnetic field B needs to be set
up as a parameter, B=3.
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Fig. 3. Convergence curves of two functions: Quartic and Rosenbrock

Improved MBMMA(IMBMMA) setting: In the IMBMMA, only the magnetic
field B needs to be set up as a parameter, B=3.

3.3 Experimental Results and Discussions

The compared results on test functions are listed in Tables 2-3, which are in
terms of the mean, best and standard deviation of the solutions obtained in the
30 independent runs by each algorithm.

In order to determine whether the results obtained by improved MBMMA
are statistically different from the results generated by other algorithms, the
nonparametric Wilcoxon rank sum tests[14][15][16] are conducted between the
improved MBMMA results and the best result achieved by the other three algo-
rithms for each problem. The h values presented in the Tables 2-3 are the results
of Wilcoxon rank sum tests. An h value of one indicates that the performances
of the two algorithms are statistically different with 95% certainty, whereas h
value of zero implies that the performances are not statistically different.

On unimodal functions f1–f6 , it is relatively easy to locate the global opti-
mum. Therefore, we focus on comparing the performance of the algorithms in
terms of solution accuracy.
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Table 2 presents the mean and the best tness values yielded by IMBMMA and
the compared methods after 30 runs. From the results, we observe that for uni-
modal functions, the proposed IMBMMA achieves the highest accuracy or has
equal performace with the compared methods except f6. In general, it clearly
demonstrates the superior performance of IMBMMA to the compared methods.
According to the results of Wilcoxon rank sum tests shown in Table 2, the dif-
ferences between the results obtained by the IMBMMA and the other algorithms
are statistically signicant. IMBMMA signicantly outperformsDE andCLPSOand
has the same performance on f1 to f3. For f4, IMBMMA, DE and MBMMA can
obtain the best results and signicantly outperform CLPSO. IMBMMA has bet-
ter performance on f5 compared with DE and CLPSO, and the differences be-
tween the results obtained by the IMBMMA and MBMMA are not statistically
signicant. For f6, IMBMMA has better performance compared with CLPSO and
MBMMA and shows worse performance compared with DE. Overall, IMBMMA
performs better than the compared methods on unimodal functions.

On multimodal functions, the global optimum is more difcult to locate. There-
fore, in the comparison, we study the accuracy and reliability of IMBMMA and
the other compared methods.

Comparisons of solution accuracy on multimodal functions are given in Table
3. According to the results of Wilcoxon rank sum tests, IMBMMA performs
signicantly better than DE and CLPSO on all the test multimodal functions f7
to f10. IMBMMA has the same performance with MBMMA on f7, f9, f10.For
f8, IMBMMA can obtain the best results and signicantly outperforms the other
three methods. Overall, IMBMMA performs better than the compared methods
on multimodal functions.

In Figure 1, Figure 2 and Figure3, it can be seen that IMBMMA has the
fastest convergence speed than all the other three algorithms.In total, as seen
from the results, IMBMMA achieves better performance than compared methods
in terms accuracy of global optima for unimodal as well as multimodal functions.
IMBMMA produces better quality of optima and there are significant differences
among IMBMMA and the compared algorithms.

4 Conclusions

In this paper, we propose an improved Magnetotactic Bacteria Moment Migra-
tion Algorithm (IMBMMA), which is based on the original idea of magnetotactic
bacteria optimization algorithm(MBOA). IMBMMA adopts energy function to
produce moments. It is compared with 3 optimization algorithms including DE,
CLPSO and MBMMA. The experimental results show that it has superior per-
formance on some optimization problems than DE,CLPSO and MBMMA. In
future, IMBMMA will be improved to solve more complex problems including
constrained optimization, multi-objective optimization and some real engineer-
ing problems.



An Improved Magnetotactic Bacteria Moment Migration 701

Acknowledgement. This work is partially supported by the National Natural Science
Foundation of China under Grant No.61075113, the Excellent Youth Foundation of
Heilongjiang Province of China under Grant No. JC201212, the Fundamental Research
Funds for the Central Universities No.HEUCFZ1209 and Harbin Excellent Discipline
Leader, No. 2012RFXXG073.

References

1. Dorigo, M., Manianiezzo, V., Colorni, A.: The ant system: optimization by a colony
of cooperating agents. IEEE Trans. Sys. Man and Cybernetics 26, 1–13 (1996)

2. Kennedy, J., Eberhart, R.: Particle swarm optimization. In: IEEE Int. Conf. on
Neural Networks, Piscataway, NJ, pp. 1942–1948 (1995)

3. Tereshko, V.: Reactiondiffusion model of a honeybee colonys foraging behaviour. In:
Deb, K., Rudolph, G., Lutton, E., Merelo, J.J., Schoenauer, M., Schwefel, H.-P.,
Yao,X. (eds.) PPSN2000.LNCS, vol. 1917, pp. 807–816. Springer, Heidelberg (2000)

4. Bastos, F., Carmelo, J.A., Lima, N., De Fernando, B.: A novel search algorithm
based on fish school behavior. In: IEEE Int. Conf, on Systems, Man, and Cyber-
netics, Cingapura, Singapore, pp. 32–38 (2002)

5. Meller, S., Marchetto, J., Airaghi, S., Koumoutsakos, P.: Optimization based on
bacterial chemotaxis. IEEE Trans. on Evolutionary Computation 6, 16–29 (2002)

6. Faivre, D., Schuler, D.: Magnetotactic bacteria and magnetosomes. Chem.
Rev. 108, 4875–4898 (2008)

7. Mitchell, J.G., Kogure, K.: Bacterial motility: links to the environment and a driv-
ing force for microbial physics. FEMS Microbiol. Ecol. 55, 3–16 (2006)

8. Hongwei, M.: Research on magnetotactic bacteria optimization algorithm. In: The
Fifth International Conference on Advanced Computational Intelligence (ICACI
2012), Nanjing, pp. 423–427 (2012)

9. Mo, H.W., Xu, L.F.: Magnetotactic bacteria optimization algorithm for multimodal
optimization. In: IEEE Symposium on Swarm Intelligence (SIS), Sinpore, pp.
240–247 (2013)

10. Mo, H., Liu, L., Xu, L., Zhao, Y.: Performance research on magnetotactic bacteria
optimization algorithm based on the best individual. In: The Sixth International
Conference on Bio-Inspired Computing (BICTA 2014), Wuhan, China, pp. 318–322
(2014)

11. Mo, H., Geng, M.: Magnetotactic bacteria optimization algorithm based on best-
rand scheme. In: 6th Naturei and Biologically Inspired Computing, Porto Portugal,
pp. 59–64 (2014)

12. Mo, H., Liu, L.: Magnetotactic bacteria optimization algorithm based on best-
target scheme. In: International Conference on Nature Computing and Fuzzy
Knowledge, 2014, Xiamen, China, pp. 103–114 (2014)

13. Mo, H., Liu, L., Xu, L.: A power spectrum optimization algorithm inspired by
magnetotactic bacteria. Neural Computing and Applications 25(7-8), 1823–1844
(2014)

14. Mo, H., Liu, L., Geng, M.: A new magnetotactic bacteria optimization algorithm
based on moment migration. In: Tan, Y., Shi, Y., Coello, C.A.C. (eds.) ICSI 2014,
Part I. LNCS, vol. 8794, pp. 103–114. Springer, Heidelberg (2014)

15. Beyer, H.G.: The Theory of Evolution Strategies. Springer, Heidelberg (2001)



702 H. Mo et al.

16. Storn, R., Price, K.: Differential evolutuion-a simple and efficient heuristic for
global optimization over continuous spaces. Journal of Global Optimization 11,
341–359 (1997)

17. Liang, J.J., Qin, A., Suganthan, K.P., Baskar, N., Comprehensive, S.: learning
particle swarm optimizer for global optimization of multimodal functions. IEEE
Trans. Evolut. Comput. 10, 281–295 (2006)

18. Garca, S., Fernndez, A., Luengo, J.: A study of statistical techniques and perfor-
mance measures for genetics-based machine learning: accuracy and interpretability.
Soft Comput. Fusion Found. Methodol. Appl. 13, 959–977 (2009)

19. Cai, Y.Q., Wang, J.H., Yin, J.: Learning-enhanced differential evolution for nu-
merical optimization. Soft Comput. 16, 303–330 (2012)

20. Derrac, J., Garca, S., Molina, D., Herrera, F.: A practical tutorial on the use of
nonparametric statistical tests as a methodology for comparing evolutionary and
swarm intelligence algorithms. Swarm Evol. Comput. 1, 3–18 (2011)



SBVRwiki a Web-Based Tool
for Authoring of Business Rules

Grzegorz J. Nalepa(�), Krzysztof Kluza, and Krzysztof Kaczor

AGH University of Science and Technology,
al. Mickiewicza 30, 30-059 Krakow, Poland

{gjn,kluza,kk}@agh.edu.pl

Abstract. In the paper, a new tool called SBVRwiki is proposed. It
is an online collaborative solution that allows for distributed and incre-
mental SBVR rule authoring for business analytics and users. It uses
the Dokuwiki back-end for storage and unlimited version control, as well
as user authentication. It supports creation of vocabularies, terms and
rules in a transparent, user friendly fashion. Furthermore, it provides vi-
sualization and evaluation mechanisms for created rules. It is integrated
with the Loki knowledge engineering platform that allows for on-the-fly
conversion of the SBVR rule base and vocabularies to Prolog.

1 Introduction

SBVR (Semantics of Business Vocabulary and Business Rules) [19] is a mature
standard for capturing expressive business rules [22]. It is also suitable to model
their semantics, including vocabularies in a formalized way. Furthermore, it can
be perceived as a useful tool in the communication of business analytics with
business people. Finally, the set of vocabularies and rules described with the use
of SBVR can be an important part of requirements specification from the classic
software engineering methodologies.

However, an effective use of the SBVR notation is non trivial, as it requires cer-
tain knowledge engineering skills. Moreover, practical software tools are needed
to support business analytics in the rule acquisition process. Such tools should
allow for syntax checking, and automatic hinting, as well as preliminary evalua-
tion of the resulting set of rules on the semantic level. Currently, there are only
few specialized tools that offer proper SBVR authoring. In fact, this is one of
the limiting factors in the wider adoption of the notation.

In order to improve this situation, in this paper, a new tool called SBVRwiki
is discussed. It is an online collaborative solution that allows for distributed
and incremental rule authoring for all participating parties. SBVRwiki uses the
Dokuwiki1 back-end for storage and unlimited version control, as well as user au-
thentication. It supports creation of vocabularies, terms and rules in a transpar-
ent, user friendly fashion. Furthermore, it provides visualization and evaluation

The paper is supported from the Prosecco project funded by NCBR.
1 A lightweight and opesource wiki engine, see: www.dokuwiki.org.

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 703–713, 2015.
DOI: 10.1007/978-3-319-19369-4_62

www.dokuwiki.org


704 G.J. Nalepa et al.

mechanisms for created rules. Besides basic syntax highlighting and checking,
the tool allows for logical analysis. It is integrated with the Loki knowledge en-
gineering platform [14,15] that allows for on-the-fly conversion of the SBVR rule
base and vocabularies to Prolog. Use of the Prolog-based representation opens
up possibilities of formalized analysis of SBVR rules on the semantic level. In
this paper, the design and implementation of SBVRwiki is discussed. The pre-
liminary version of the tool was first demonstrated in [7].

The rest of the paper is structured in the following way. In Sect. 2 available
tools for SBVR are discussed, along with the motivation for our work. Then,
in Sect. 3 the concept of the wiki-based collaborative knowledge engineering
is discussed. In Sect. 4 the specification of the proposed SBVRwiki system is
introduced, along with the main design assumptions. The main aspects of the
implementation of the tool are also presented. The tool is evaluated using prac-
tical examples in Sect. 5. The paper is summarized in the final Sect. 6.

2 Related Work and Motivation

Among the currently existing SBVR tools one can distinguish editors that 1)
support text-based creation of dictionaries and business rules providing syntax
highlighting and suggestions; 2) modelers that allow for generating models based
on SBVR compliant documents; as well as 3) tools that allow a user to import
various models and transform them into SBVR syntax. Three representative
examples of such tools are presented next.

RuleXpress2 is a tool in which a user can define terms, facts and rules using
natural language. It does not support SBVR natively but is compliant with and
allows a user to import the SBVR definitions of concepts and rules. Moreover,
it provides a mechanism of rule quality checking using simple lexical validation.
Another advantage of the tool is the FactXpress module that allows for editing
the SBVR facts. Although RuleXpress provides an additional web-based inter-
face, it allows only for browsing the content of a knowledge base and does not
support editing functionality.

SBeaVeR3 is a plugin for the Eclipse integrated development environment.
The tool supports defining terms, facts and business rules in Structured English,
provides also syntax highlighting feature as well as allows for syntax verification.
As it is implemented as an Eclipse IDE plugin, it is addressed rather to software
engineers than to an average enterprise employee. SBeaVeR does not provide
any web-based interface for collaborative content editing.

SBVR Lab 2.04 is a web application used to edit concepts and business rules
using SBVR that provides syntax highlighting, simple verification and visualiza-
tion features. However, the tool has several disadvantages, it does not support
exporting of the created terms and rules to other formats or a local file. More-
over, all the specified elements are stored in one place and it is not possible to
2 See: http://www.rulearts.com/RuleXpress.
3 See: http://sbeaver.sourceforge.net.
4 See: http://www.sbvr.co.

http://www.rulearts.com/RuleXpress
http://sbeaver.sourceforge.net
http://www.sbvr.co
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separate term glossary from facts or rules, as well as the application does not
support dividing a rule set into subsets or categories. Thus, in the case of large,
real world examples, rules are not transparent. Moreover, because of the online
verification, the application slows down so much so that typing new rules or
searching for a particular data becomes time consuming task.

Considering the limitations of the existing tools supporting SBVR, our pri-
mary motivation was to deliver a lightweight tool that would allow for easy
creation of the SBVR knowledge bases even for inexperienced users. The tool
should support the designer during the identification of the vocabulary and the
rule creation process. It should offer syntax highlighting and hinting. Moreover,
we opted for a web-based solution that would allow business users and analytics
to collaborate using a familiar browser-based interface. To deliver such a solution,
we decided to use our experience with Loki, a semantic wiki platform [14,15].

3 Collaborative Knowledge Engineering with Loki

The goal of Wiki systems is to provide a conceptually simple tool for massively
collaborative online knowledge sharing and social communication. Such a system
allows a user to build content in the form of the so-called wiki pages and upload
media files. The structure of wikipages is simple and uses special wiki markup
(e.g. for structuring content). What is important, is the fact that the pages
are human readable plain text documents, making them more accessible than
HTML or XML files. Another advantage of Wikis is the integrated version control
mechanism, which allows for registering all subsequent versions of every page,
as well as to see introduced differences. Thus, all wiki edits may be identified by
user names and time stamps, and it is possible to recreate any previous state of
the wiki at any given time. Moreover, for more complex application, wikis have
access control mechanisms such as ACL (Access Control Lists).

Semantic wikis enrich the wiki technology by extending the content of wiki
pages with semantic annotations, including relations and categories [1]. A very
popular implementation is the SemanticMediaWiki [9] which enables a user to
query the semantic knowledge stored in the wiki with a specific query language
providing dynamic wiki pages. More complex systems allow for building an on-
tology of the domain to which the content of the wiki is related. In this way,
semantic wikis turn regular wikis into knowledge management platforms [14].
Such systems are being used not only in knowledge engineering but also soft-
ware engineering [10,3,4].

Loki [14,15] is an example of a semantic wiki that uses an expressive logic-
based knowledge representation. It is based on Horn clauses for facts, relations
and rules, as well as dynamic queries. It enhances both representation and in-
ference features allowing for a complete rule framework in the wiki. PlWiki [13],
the prototype implementation of Loki, uses Prolog-based representation on the
knowledge base level. It allows for analyzing the knowledge stored in wiki using
procedures specified in the wiki. Loki was developed as a set of independent plu-
gins for a regular wiki engine called Dokuwiki, which is a flexible platform with
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low runtime requirements on the server side. It provides back-end for storage and
unlimited version control, browser independent web-based operation, as well as
user authentication. What makes it favorable from the developer point of view
is the modular architecture in which most of the functionality of the system is
implemented and integrated by a set of plugins. It allows for extending the basic
functionality very easily. Moreover, Dokuwiki is distributed as free software.

Apart from the knowledge represented in the form of facts, relations and
rules, companies also use procedures that can be represented as business process
models. BPwiki [17] (Business Process Wiki) is a wiki plugin that allows for
collaborative modeling and evaluation of business processes in BPMN [20] in a
semantic wiki. It provides an architecture that supports a collaborative, gradual
and evaluative design process. BPWiki is a tool integrated into Loki supporting
business process design, involving not only modeling activities, but also support-
ing cooperation between developers, software architects and business analysts, as
well as providing quality measurement tools for constant evaluation of processes
in a distributed and collaborative wiki environment. Such a system combines
the advantages of the semantic wiki systems with simple business process design
environment. In BPwiki, business process models can be decomposed into sub-
pages and namespaces corresponding to subtasks and subprocesses respectively,
and every wiki page provides space for the discussion and comments.

Taking into account the above mentioned solutions, we decided to implement
a new SBVR editor as a plugin to Loki. Such a plugin should be integrated with
the base Loki system, as well as with the BPwiki plugin. In such a way complex
specification of systems including both business processes and rules, along with
concept vocabularies could be developed. The detailed specification and design
decisions are described in the following section.

4 SBVRwiki Prototype

Based on the previously mentioned motivation as well as the availability of the
Loki platform, the main requirements for the SBVRwiki plugin can be summa-
rized as follows: 1) creation of a new SBVR project composed of vocabularies,
facts, and rules using a set of predefined templates, 2) authoring of a project using
structured vocabularies, with identified categories, 3) SBVR syntax verification
and highlighting in text documents, as well as syntax hinting, 4) visualization
of vocabularies and rules as UML class diagrams to boost the transparency of
the knowledge base, 5) file export in the form of SBVR XMI, 6) knowledge
interchange with the existing PlWiki platform, 7) integration with the BPwiki
plugin for building combined specification of business rules and processes. 8)
full support for the SBVR syntax, including at least binary facts, 9) ease of use
including templates for creating new sets of facts and rules, and 10) constant
assistance during the editing of the SBVR statements, including elimination of
common errors, the use of undefined concepts, duplicated entries, etc.

In order to provide this functionality, number of design decisions for the system
were taken. First of all the new tool is developed as a web-based solution for
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online SBVR authoring using a browser-based interface for maximum usability
and accessibility. Moreover, a wiki system was selected as storage for the SBVR
documents in order to provide collaborative authoring and full version control.
Furthermore, we decided to adopt the Loki semantic wiki platform in order
to process the SBVR description on the logical level, as well as integrate it
with the BPwiki plugin. Using these requirements and assumptions, a prototype
implementation of SBVRwiki was developed [23]. Here we describe an extended
version of the prototype.

SBVRwiki is tightly integrated with Dokuwiki as a plugin implemented in
PHP. In fact Dokuwiki offers several classes of plugins that allow for fine-grained
processing of the wiki text. SBVRwiki implements two main plugin components
for syntax and actions. The SBVRwiki Action Plugin is responsible for the file
export in the XMI (XML) format. Moreover, it handles the user interface events,
and extends the built-in Dokuwiki editor with number hooks that implement
shortcuts for common SBVR constructs.

The process of creating a new SBVR projects is supported by a set of simple
built in wizards that guide a user. The project starts with the definition of
concepts, using them facts can be defined. Finally rules can be authored. Each
of these categories is stored as a separate namespace in the wiki. The Lexer
module in the plugin detects all the defined tokens which allows not only for
proper syntax highlighting, but also for detecting the use of undefined concepts.
Full interaction of the user with the plugin can be observed in Fig. 1

The SBVRwiki Syntax Plugin is used to enter SBVR expressions as wiki text.
To make it possible, a special wiki markup <sbvr> is introduced. Using it a user
can enter legal SBVR expressions. The plugin offers rich syntax highlighting, as
presented in Fig. 4b. Moreover, vocabularies can be visualized with the dynamic
translation to UML class diagrams. The diagrams are then rendered by the wiki
using the PlantUML tool5, see Fig. 2.

The use of wiki as the implementation platform has number of advantages.
SBVR expressions can be stored in separate wiki pages, that can be simultane-
ously edited by a number of users. Moreover, these pages can contain additional
information, such as comments, figures, media attachments, and hypertext links
to other resources in the wiki and on the Web. The Loki engine can be pro-
grammed to select only the relevant parts of this knowledge on the fly. Such a
model corresponds to a modularized rule base [11].

5 Use Cases and Evaluation

For evaluation purposes, several benchmark cases of SBVR knowledge bases were
modeled. This includes the classic EU Rent case provided as a part of SBVR spec-
ification [19] and published as a separate document [21]. EU-Rent is a (fictional)
international car rental business with operating companies in several countries.
In each country it offers broadly the same kinds of cars, ranging from ”economy”
to ”premium” although the mix of car models varies between countries. Rental
5 See http://plantuml.sf.net.

http://plantuml.sf.net
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Fig. 1. User Interaction with SBVRwiki

prices also vary from country to country. It seeks repeat business, and positions
itself to attract business customers. A rental customer may be an individual or
an accredited member of a corporate customer. A car rental is a contract be-
tween EU-Rent and one person, the renter, who is responsible for payment for
the rental and any other costs associated with the rental. Different models of
cars are offered, organized into groups. All cars in a group are charged at the
same rates within a country. A rental booking specifies: the car group required;
the start and end dates/times of the rental; the EU-Rent branch from which the
rental is to start. Visualization of parts of the vocabulary modeled by the wiki
can be observed in Fig. 2.

Furthermore, SBVRwiki has been recently used in the Prosecco6 research
project as a tool for authoring SBVR rules. One of the objectives of the project
is the development of system supporting management of SMEs using designing
6 See: http://prosecco.agh.edu.pl.

http://prosecco.agh.edu.pl
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Fig. 2. EU Rent Fact Visualization

methods that will significantly improve BPM systems. Rules were selected as
one of such methods and are used for precise and unequivocal specification of
the decision processes. In the first phase of the project, the knowledge related
to decision processes performed within the selected companies was acquired.
During this phase, the first three steps of business rule systems development
methodology were accomplished: scoping, discovery and analysis. Among those
steps, the discovery and analysis steps played a crucial role. The knowledge
discovery was made by a number of structured interviews with employees of the
selected companies conducted by knowledge engineers and by deep analysis of
the ISO documentation. Despite the fact that schema of interview was based
on the proposal described in [5], the acquired knowledge required verification
in order to avoid semantic mismatch. This verification was performed during
the analysis step. For this purpose, the acquired knowledge was expressed with
the help of SBVR representation and its modeling was supported by SBVRwiki.
The main motivation behind SBVR was the fact that it is based on the modal
logics and thus allows for clear representation in controlled natural language
that can be easily readable by people without technical or mathematical skills.
What is more, SBVRwiki is a web-based tool and therefore the created models
may be shared on the Internet and accessed by ordinary web browser without
installation of any sophisticated software. This may significantly reduce the time
of knowledge verification as the analysts can work collaboratively whereas the
knowledge engineers can fix the errors if they have only internet access.
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The knowledge modeled in the project contains description of five companies
and consists of 213 rules divided into 30 categories. All rules belonging to a cer-
tain category were defined in a single wiki page. In turn, all categories related
to a single company were created in a single wiki namespace. Figure 3 depicts
SBVRwiki in the editor (3a) and render (3b) modes where the facts are defined.
The already defined facts may further be used for definition of rules. A built-in
rule editor (see Figure 4a) allows for displaying a list of already existing facts
and their quick usage in rule definitions by simple selecting them from the list.
This significantly speeds the modeling process and prevents from using unde-
fined elements. The complete and correct rules are rendered with the help of
colored font as depicted in Figure 4b.

(a) Editor mode

(b) Rendered output with syntax highlighting

Fig. 3. Definition of the facts in SBVRwiki

The here discussed prototype meets all the requirements identified at the
beginning of Section 4. Moreover, with respect to existing tools discussed in
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(a) Editor mode

(b) Rendered output

Fig. 4. Definition of the rules in SBVRwiki

Section 2 it can be observed that it offers fully interactive SBVR editing (unlike
RuleXpress or SBVR Lab) and lightweight and fast online environment (unlike
SBeaVeR).The current version of our tool does not support all aspects of the
SBVR standard. However, it implements enough of its elements to allow users
to create complex models of business rules in Structured English. Limitations
include the lack of support for multi-argument facts, polymorphism or additional
attributes for the expressions, dictionaries, facts and rules.
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6 Summary and Future Work

The original contribution of the paper concerns SBVRwiki, a web-based collabo-
rative tool allowing for rule-based knowledge authoring in SBVR. We presented
the design and implementation of the tool and evaluated it using a benchmark
use case EU Rent. Moreover, we discussed a practical application of the tool
in the Prosecco project. We also discussed related work, and demonstrated how
our tool is superior to the existing alternatives. As the tool is a plugin for the
Loki semantic wiki, it can be integrated with the BPwiki plugin allowing for
specification of systems including both business processes and rules. The use
of the Prolog-based representation in Loki opens up possibilities of formalized
analysis of SBVR rules on the semantic level. Our future work will also include
full support of the SBVR standard and usability improvements.

We are also planning to continue our previous work on the integration of
BPMN models in BPwiki with rule models in SBVRwiki, see [8,6]. When rule
models are formalized, rule analysis can be performed automatically [12,2]. Ul-
timately we are considering more enterprise modeling features [16,18].
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Abstract. Network failures are still one of the main causes of dis-
tributed systems’ lack of reliability. To overcome this problem we present
an improvement over a failure prediction system, based on Elastic Net
Logistic Regression and the application of rare events prediction tech-
niques, able to work with sparse, high dimensional datasets. Specifically,
we prove its stability, fine tune its hyperparameter and improve its in-
dustrial utility by showing that, with a slight change in dataset creation,
it can also predict the location of a failure, a key asset when trying to
take a proactive approach to failure management.

Keywords: Online failure prediction · Machine learning · System man-
agement · Automatic feature selection · Logistic regression · Multivariate
prediction

1 Introduction

Big Data has revolutionized the way industry works. From data-driven decisions
to breakthrough discoveries through the analysis of massive data, exploiting all
the available data we generate is improving and broadening our capabilities in
ways we hadn’t thought possible. This discipline relies heavily on distributed
systems, as the power of big data platforms, such as Hadoop, resides on the fact
that they scale horizontally, working over a grid of commodity hardware-based
nodes that are coordinated to work together. In terms of failures, a distributed
system has an inherent complexity due to the sheer amount of devices it is
composed of, including all the network layer to connect the different hosts. In
fact, the network layer is one of the key factors in ensuring fault transparency. In
its book, Tanenbaum [21] remarks how “reliable networks simply do not exist”
and that is the exact point we tackle in this paper. To do so, we employ a
discipline called Proactive Fault Management. And, more specifically, one part
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of it called Online Failure Prediction, which deals with identifying situations
that will possibly cause a failure. We improve a method we already proposed in
[10], validating and expanding it, to achieve a reliable failure prediction model
for a large infrastructure IT network which could be integrated in a Reliability
Solution for companies. Our key contribution is showing how this model can
predict not only the possible occurrence of a failure, which has already been
extensively treated [4][7][8], but where it will happen. This feature is crucial in
ensuring fault transparency in large scale systems, as knowing that an event will
happen will often not be enough to pinpoint it and correct it before it affects
service quality. At the point of writing this paper, the authors are only aware of
few efforts in this direction. What sets apart our paper from them is the dataset
we use and its associated method. Our data present two problems: first, data
sparsity, which happens when (assuming binary data) most of the dataset matrix
is composed of zeroes (event absences), instead of ones (event presences). This
situation is a tricky one for most usual machine learning classification methods,
such as logistic regression, where they tend to overfit or not estimate correctly
the target variable [15]. The second problem in our environment is the high
complexity of our data: we start with more than 1300 input variables. This
situation can also affect the performance of classification methods so we are
forced to select which variables are actually affecting each event in each node.
Genetic Algorithms (a technique used by other works in this area) suffer an
exponential increase when the number of elements to mutate is large, so we
consider our approach is more valid for this kind of environment.

Apart from the main contribution we exposed before, in this paper we show
several additional contributions related to the problem at hand: we test the ran-
domness introduced by our method’s preprocessing phase, fine-tune the method’s
hyperparameters and analyze the effect of adding resource consumption infor-
mation. In the following sections we analyze the current works in Online Failure
Prediction, briefly comment the methodology we used, expose the scenario we
worked on, detail the experiments we carried on and the results they yielded,
draw some conclusions and expose future lines of work that could span from this
research.

2 Related Work

In terms of the industrial problem we are solving, the current state of the art [22]
shows that network hardware failures are still a key aspect of distributed sys-
tems reliability, which justifies the practical aspects of our contribution. In fact,
[23][24][25] independently perform an analysis of failure logs from distributed
systems and conclude that network errors are often present on them, along with
closely correlated failures. So we now turn to which techniques have been ap-
plied to solve similar problems as the one we deal with. Dealing with critical
systems, whose correct performance must be ensured, we can not rely on reac-
tive approaches to maintain their reliability. We, thus, turn to Online Failure
Prediction, which takes a proactive approach to system reliability [1]. This dis-
cipline covers from data cleaning and preprocessing to the actual creation of
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the prediction model. Though most of the work has been carried out in the
creation phase, there have also been efforts in the preprocessing phase, such as
[16][17]. They filter and clean data to improve a prediction model’s performance.
There has also been a whole array of techniques applied to predicting failures
in distributed system and computing clusters, where the works of Watanabe et
al. [2][3], who show a method of pattern learning for the prediction of failures,
Salfner et al. [6][11], who model a system using Semihidden Markov Models
and add fuzzy logic to the OFP scenario, and, specially, Zheng et al. [5][7] are
the main ones. The latter authors have worked for several years with the IBM
Blue Gene supercomputer and have a long streak of papers related to the issue
at hand. Apart from these main works, there have also been separate relevant
works in the area, like the combination of time series analysis and fault trees [4],
an anomaly detection approach to OFP [9], the creation of failure clusters mea-
sured by their correlation [8] and the research presented in [13] by Pitakrat et
al., that proposes a full framework for OFP and tests several Machine Learning
methods such as Naive Bayes or Support Vector Machines to test their perfor-
mance. Compared to all these previous works, our proposal has a key feature
that separates it from them and a minor one: the major one is that we include
location awareness in our prediction, this is, our method not only predicts which
event will happen but also indicates its node. As we stated in the introduction,
the only work that also addresses this point is the one present in [12] by Zheng et
al. The main advantage of our system over Zheng’s work is its ability to work in
a difficult environment (a high dimensional sparse one) and produce valid, sparse
outputs. Additionally, the final model we train in this paper has two different
data input sources: system events and system resource consumption. Most pre-
vious works only have a single kind of data source. As a side note, even though
some works we have discussed do not model distributed systems’ networks they
are still relevant to our research, taken that, from an OFP point of view, they
can be modelled using similar techniques.

The model creation algorithm we use, which we presented in [10], uses several
approaches found on literature to work in the complex environment we defined
before. Regarding the high dimensionality of the problem, we use a technique
called Elastic Net, proposed by Zou et al. in [14], which allows the user to
select the amount of two regularization types he prefers. This feature expands
the capabilities of our model to use the optimal regularization amount for each
event by optimizing it through a grid search. To work with sparse data we follow
the advices given in [15], which suggests to trim the amount of zero (absences of
the target event) instances included in the training dataset to optimize logistic
regression performance. Summed up, the algorithm we use follows these steps:

1. Dataset randomized separation in training, validation and test datasets with
zero-trimming to fulfill a user defined zero-to-one proportion.

2. For each event to model, train eight different logistic regression models with
different regularization options (L1 and L2 proportions). Each of them is also
internally cross validated to optimize model complexity and perform feature
selection.
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3. Test each model against the validation dataset to select the best performing
one.

4. Test the best model against the test dataset to obtain its score.

Using this model we showed in [10] how we were able to successfully predict
system failures in a distributed system. In this work we validate and expand
it to improve its usefulness for real Big Data environments. This method also
fulfills the requirements given in [20] by Trendafilov et al., as it produces a robust,
sparse solution and allows the method to work over large datasets with a minimal
amount of valuable data without producing a linear combination of variables as
a results of the anaylisis, which allows for an easy interpretation of the output.
Other interesting approaches to sparse data found in literature are the method
proposed by Chickering and Heckerman in [18], which adapts standard machine
learning methods to work with dense matrices instead of sparse ones and the
work of Li et al. in [19], which is centered around calculating data distances
from a conditional sample of the dataset. They are not directly appliable to our
method, though, as we do not use distances and to modify the elastic net to
work with dense matrices is out of our research scope.

3 Experiments and Results

3.1 Scenario

As in [10], the dataset we worked with was obtained from a big Spanish bank’s
IT network infrastructure. It was composed of two different structures, an in-
tranet and an internet-connected section. They were a total of 36 devices, whose
structure was divided in:

– Eighteen switches.
– Two DNS.
– Four routers.
– Six firewalls.
– Six load balancers.

We had system event logs from every device listed before, comprising a total
of 22823 training instances. These events were categorized by their severity, the
node they happened in, their timestamp and the event ID. Our key objective is
to be able to forecast as many events’ occurrence as possible in the distributed
systems environment with the highest attainable detail. Some examples of these
events were the three critical events present on our dataset: ”‘99% CPU usage
threshold has been surpassed”’, ”‘A single device is down or is not reachable
by SNMP messages”’ and ”‘A chassis is down or is not reachable by SNMP
messages.”’.

We will now describe our main contributions divided in the different exper-
iments we carried out and their results. The first two ones are related to vali-
dating and fine tuning the model we use, and the last two experiments expand
and improve the forecasting capabilities of our method, adding a new prediction
dimension and testing new information sources.



718 J.M. Navarro et al.

3.2 Preprocessing Method Stability

We started by testing the preprocessing method of our algorithm in terms of
its stability. As it randomizes the dataset before splitting it, it may introduce
random noise in the output models’ performance. To check the validity of this
assertion, we ran the algorithm for every model twenty times, as we considered
this number of iterations large enough to show any random behaviour that could
harm the models’ performance, and analyzed each created model.

The first metric we extracted was the amount of created models for each
iteration. The minimum amount was 53 and the maximum one was 56, with a
mean ± standard deviation of 54.15 ± 0.9333 models. So, in terms of amount of
created models, the algorithm is stable. This, indeed, does not seem like a large
rate, unless it affects some critical events, which could lead to not modelling a
key objective. This is not the case, though, as the only one that has a slightly
high standard deviation is associated with a manual change in the network, as
experts confirmed us. Lastly, we checked each model’s performance in terms of
average F-score and its standard deviation. Fig. 1 shows the obtained results.
Only six events suffer from a deviation of more than 0.1 and none of them is a
critical one. On the other hand, most models have a very narrow deviation bar
and keep a stable score over the whole process. We, thus, consider the stability of
the preprocessing phase sufficiently justified for the environment we are working
in. We strongly emphasize the fact that this approach has only been proven to be
suitable for this specific dataset. The large deviation found in the six anomalous
events would lead us to deduce there are separate information clusters in those
data, where modelling one cluster is not enough to forecast other ones. We
would have to test this assertion to confirm it. Had more models presented this
behaviour, we would have had to change our preprocessing phase to a more
complex one, such as k-fold cross validation. Taking into account the number
of models to be created, short computation time for each model’s creation is a
requisite; so we prefer simpler methods whenever they perform good enough. We
consider, thus, that our preprocessing phase stability has been proven.

0.6

0.8

1.0

Event

A
ve

ra
ge

 F
−

sc
or

e

Is the event critical?

No

Yes

Fig. 1. Average F-score for 20 iterations of the algorithm for each event. Critical events
and most non-critical ones have a stable performance.
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3.3 Zero to One Proportion Study

Another step in the preprocessing phase is the pruning of excessive zeroes in the
dataset, according to the advice given by King et al. in [15], where they suggest to
start from a 1 to 1 proportion and start adding zeroes from there. In order to find
the optimal amount of zeroes to add to our datasets, we performed a grid search
over the zero proportion value, running our elastic net model for values ranging
from 1 to 15. To compare its performance with a standard elastic net logistic
regression approach, we also ran the algorithm without varying the zero to one
proportion in the dataset. Considering that the stability of the preprocessing
method was proven in the previous section, we only ran each model once. We
will now compare each result in three dimensions: number of created models,
computation time and average peformance for every event. We set as the main
criteria for proportion selection the highest possible performance, unless the
disparity in one of the other two metrics were unreasonably high.

For the first two metrics, created models with an f-score higher than zero
and computation time, the distribution can be found on Table 1. In terms of
created models, apart from an outlier at 1 to 1 proportion, a growing tendency is
clear in the data. Assuming the second value is spurious, the optimal zero to one
value would be 13, though the other ones are close to it. Regarding computation
time, the total execution time we can draw two main points: the first one is that
pruning zeroes has a drastic effect on computation time, reducing it by a factor
of, at least, 22. The second conclusion is that, when pruning zeroes, computation
time is linearly related with the zero to one proportion. As every value is, at
least, 22 times less than the standard total execution time, we conclude that
every zero to one proportion is equally valid for our experiment and, at the
same time, justify the use of zero pruning as a time saving tool.

Table 1. Secondary metrics for each zero to one proportion

Proportion amount No 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Created models 36 44 37 37 37 38 40 41 40 42 42 41 42 43 41 42

Computation time (s) 8275 57 97 113 132 153 176 194 214 230 255 275 298 324 340 362

But the time saving that we have just studied would be completely irrelevant
if performance decreased when zeroes are pruned. To study it, we plot in Fig. 2
the average F-score of models created with each proportion value. In this figure
the model with a proportion of 3 to 1 of zeroes to ones is the one with best overall
average performance, combined with a really low standard deviation. This settles
the discussion of which proportion to use. As the amount of created models is
not too low and the performance is the best one, 3 is the appropriate proportion
of zeroes for our dataset.

We want to comment on the possibility of adding the optimization of this
hyperparameter to the actual model training. We declined this option for two
main reasons: computation time and dataset limitations. Adding another grid
search over the already convoluted process of multiple cross validations would
have imposed a burden on training time and would have forced us to split our
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dataset into even more groups. As it is not a specially big one, we preferred to
obtain a suboptimal, though usually good value for the zero proportion and take
that as a fixed value for every experiment.

0.6

0.7

0.8

0.9

1.0

No proportion 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Zero to One Proportion

A
ve

ra
ge

 F
−

sc
or

e

Fig. 2. Average F-score for each zero to one proportion

3.4 Locality Awareness

Now that we know that our algorithm is fine tuned and validated, we set on
to improve its industrial interest by adding another prediction dimension to it.
This section is divided in three different experiments, all of them related to
locality and being able to predict where a failure will happen. We will compare
them through the number of correctly created models, the distribution of the
obtained performances and, numerically, by the average F-score and its standard
deviation. We will first state the purpose of each experiment and then compare
them all together. The first experiment is the most simple one and starts from
the hypothesis that the occurrence of an event in a specific node is only affected
by previous events on that node. To test this hypothesis, we divided our dataset
in as many different datasets as nodes were in the system, and trained the
elastic net model for each event on each node separately under the assumption
previously stated.

The second and third experiments are, in essence, just a subtle change in the
dataset preparation, but they completely alter the working environment and can
enhance the practical utility of the models. This change we speak of deals with
changing the input and output variables. Previously, our input features where
“Event X has happened in the system” and the variable to predict was “Event
Y will happen in the system”. Now, when preprocessing our data, we deal with
new input variables: we divide the n previous features in β ≤ αn variables, where
α indicates the number of nodes in the system and W the chosen observation
window, where each feature now indicates “Event A has happened in Node ψ
in the last W minutes”. Inversely, our output now changes to “Event B will
happen in node ψ′ in the next W ′ minutes”. With this subtle change, without
altering the actual algorithm in any way, our problem changes (the number
of variables is greatly increased), forcing our model to work in a much harder
environment, but we also increase its industrial utility. The difference between
these two experiments is that in the second one, both the input and the output
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are divided by locality, whereas in the third one, only the output is divided by
node, this is, it takes as a input just what has happened in the system and tries
to predict where and which event will happen.

We can see in Table 2 the amount of models that yielded a higher than zero
performance (measured in F-score), their average F-score and their standard de-
viation for the three experiments. The first observation we can draw from the
first table is the drastic decrease in the percentage of created models over the
total possible amount. We see two possible reasons for this behaviour, compar-
ing it with the high amount percentage of created models obtained in previous
experiments: the first one would be to assume that more data is needed as the
number of features is increased. But we must also take into account the con-
ditions of previous and current experiments: modelling events on a system, a
steady pattern in a node can make an event predictable, even if its appearances
are random in other nodes. Predicting failures in a specific node only yields mod-
els for nodes that actually exhibit a certain pattern. Thus, this severe decrease
in created model percentage is not, necessarily, an ominous sign, as it may just
indicate that not every event in every node exhibits any kind of pattern. Apart
from this remark, we can also state that events in a node are influenced by events
in other nodes. This is, each node is not an isolated system. This supports the
correlated error conclusion that is exposed in [24] and [25]. If we had to choose
which model better predicts our environment, we would tend to choose the op-
tion that yields better models as a whole, which is the second one, the Complex
Input Complex Output Node Aware Elastic Net.

Table 2. Performance metrics for each node-awareness experiment

Single Nodes Complex Input Simple Input

Complex Output Complex Output

Models Amount 1140 1336 1336

Correctly Created Models Amount 420 601 564

Correctly Created Models Proportion 36.84% 44.99% 42.21%

Average F-score 0.826 0.931 0.9254

F-score Standard Deviation 0.201 0.102 0.108

To further study how each different option affects the models’ performance, in
Fig. 3 we show the distribution of the F-scores obtained for each option, which
allows us to study in finer detail each option’s effect. This figure reinforces the
conclusions we previously drew. Events in a certain node are affected by events
in different nodes and both experiments of locality are satisfactory, though, at
the expense of computation time, performance can be slightly improved (and
the amount of information extracted from the model) by using a complex input,
this is, using every event in every node as a single input feature.
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Fig. 3. F-score distribution for each node-awareness experiment.

3.5 Resource Consumption Addition

Once we have proved that the elastic net logistic regression model is able to
forecast failures and their location in a much harder environment than previous
experiments, we then tried to improve the node-aware model by adding resource
consumption information. The information we had available was CPU, memory,
hard drive and network interfaces usage, expressed in time series with a five-
minute sampling frequency. For every node to forecast failures in, we add its
resources consumption as new input features. We ran several experiments with
different ways of creating these new variables, taking the Simple Input Complex
Output Node-Aware Elastic Net model we trained in the previous section. We
used this model to reduce the number of input variables, which would allow new
input variables to have a greater influence on the model. The first experiments
we ran added one single resource to the model, but it did not affect the model’s
performance in any remarkable way, so we will not include their detailed results
in this work. The two experiments that provided good results were the following
ones, each of them centered around different ways to transform a time series to
ensure its stationarity: first, using a technique called E-Divisive with Medians
proposed by James et al. in [26] to detect changes in the mean of a time series,
we divided each resource information in two different time series: one with its
mean value for every moment and one with the variation over the mean for
each specific moment. The second experiment we ran took a different approach:
instead of separating each time series, the input we fed to the algorithm was
the difference of the time series, this is, for any specific moment T , the value
of the series in T substracted the value of the series in T − 1. This difference
in input variables shows two underlying assumptions about our dataset: in the
first experiment we consider that changes in the mean as well as variations over
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Table 3. Performance metrics for each resource consumption experiment

Separated Differenced

Resource Usage Resource Usage

Models Amount 1336 1336

Correctly Created Models Amount 554 546

Correctly Created Models Proportion 41.47% 40.87%

Average F-score 0.946 0.929

F-score Standard Deviation 0.089 0.104

the mean are significant to the forecasting of events, whereas in the second
one we only consider that the value difference after a certain moment is what
holds useful information. We now present the results of these two experiments.
Looking at Table 3 allows us to study in detail these models’ performance. The
main conclusion to draw would be that events in this system do not seem to
be affected by resource consumption or that there are no examples of resource-
affected events in our dataset. Actually, average F-score for the first experiment
is higher than previous ones, but at the expense of less created models. We
consider this variation part of the normal randomness of the model, though.

4 Conclusions

In this research paper we started from the basis that network errors are still
an important problem in assuring distributed systems reliability. To tackle this
problem we presented a series of experiments over a machine learning model that
stands as a suitable algorithm for performing Online Failure Prediction in a dis-
tributed system, in order to take a proactive approach to system failures. In the
first two experiment sections we validate the algorithm’s preprocessing method
and find, using a grid search, the optimal value of the only fixed parameter it
was using. Then we present how our model can predict, not only what event will
happen, but where it will do so, greatly improving the industrial utility of this
model in large-scale distributed systems. We also show how just knowing which
events occurred in the system is enough to predict their location with almost the
same performance as the more computing-intensive option. Lastly, we analyzed
whether adding resource consumption information to the model improved its
performance in any significant way. Results showed that it did not and, further-
more, taking into account the storage and computational costs of using resource
information, we would discourage their usage for this environment. Again, we
must state that this analysis and advices are completely dataset-dependent, e.g.
if most events were caused by resource consumption sudden peaks, our advice
would be the complete opposite.

Summed up, we have presented a viable model for distributed systems failure
prediction that could be incorporated in an Online Failure Prediction system.
Additionally, we have also shown that our model is able to work in situations
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that are hard for standard algorithms but usual for network environments: a
large number of devices and very infrequent failures.

5 Future Work

There are two possible lines of work that span from this research. One would
be to, now that it has been tested and improved, compare our model’s perfor-
mance with some more complex state of the art algorithms, like Artificial Neural
Networks or Semihidden Markov Models [6]. Such a change would be interesting
because of the way certain models behave: modelling a system with a Semihid-
den Markov model, for example, would allow us to specify with more certainty
when an event would happen, but we would also need an external, previous,
feature selection method to filter the input. Indeed, that would be the case with
most algorithms, unless we were to use one that includes feature selection in
the optimization process, we would need to take two steps (feature selection and
model creation) to replicate the work of our algorithm, which increases the di-
mensions to explore and test. The second line of work we could go for takes a
more industrial approach to extending this model: after proving that our algo-
rithm correctly models large-scale networks, we would like to apply it to higher
levels of infrastructure: servers, virtual machines, application layers... to try and
find correlations between errors and provide a complete solution to ensuring a
distributed system’s reliability.

Acknowledgments. The authors would like to express their gratitude to PRODUBAN
who inspired and motivated this challenge as a real business case and provided all nec-
essary assistance to carry out this work.
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through Rare-Events Elastic-Net Logistic Regression. In: 2014 International Con-
ference on Artificial Intelligence, Modelling and Simulation, AIMS (2014)

11. Troger, P., Becker, F., Salfner, F.: FuzzTrees-Failure Analysis with Uncertainties.
In: 2013 IEEE 19th Pacific Rim International Symposium on Dependable Com-
puting (PRDC). IEEE (2013)

12. Zheng, Z., Lan, Z., Gupta, R., Coghlan, S., Beckman, P.: A Practical Failure
Prediction with Location and Lead Time for Blue Gene/p. In: 2010 Interna-
tional Conference on Dependable Systems and Networks Workshops (DSN-W),
pp. 15–22. IEEE (2010)

13. Pitakrat, T., et al.: A Framework for System Event Classification and Prediction
by Means of Machine Learning (2014)

14. Zou, H., Hastie, T.: Regularization and Variable Selection via the Elastic Net.
Journal of the Royal Statistical Society: Series B (Statistical Methodology) 67(2),
301–320 (2005)

15. King, G., Zeng, L.: Logistic Regression in Rare Events Data. Political Analysis 9(2),
137–163 (2001)

16. Yu, L., Zheng, Z., Lan, Z., Jones, T., Brandt, J.M., Gentile, A.C.: Filtering Log
Data: Finding the Needles in the Haystack. In: 2012 42nd Annual IEEE/IFIP
International Conference on Dependable Systems and Networks (DSN), pp. 1–12
(2012)

17. Zheng, Z., Lan, Z., Park, B.H., Geist, A.: System Log Pre-Processing to Improve
Failure Prediction. In: IEEE/IFIP International Conference on Dependable Sys-
tems Networks, DSN 2009, pp. 572–577 (2009)

18. Chickering, D.M., Heckerman, D.: Fast Learning from Sparse Data. In: Proceedings
of the Fifteenth Conference on Uncertainty in Artificial Intelligence, pp. 109–115.
Morgan Kaufmann Publishers Inc. (1999)

19. Li, P., Church, K.W., Hastie, T.J.: Conditional Random Sampling: A Sketch-Based
Sampling Technique for Sparse Data. In: Advances in Neural Information Process-
ing Systems, pp. 873–880 (2006)

20. Trendafilov, N., Kleinsteuber, M., Zou, H.: Sparse Matrices in Data Analysis.
Computational Statistics 29(3–4), 403–405 (2014)

21. Tanenbaum, A.S., van Steen, M.: Distributed Systems: Principles and Paradigms.
Pearson Prentice Hall, Upper Saddle River (2007)

22. Ahmed, W., Wu, Y.W.: A Survey on Reliability in Distributed Systems. Journal
of Computer and System Sciences 79(8), 1243–1255 (2013)

23. Schroeder, B., Gibson, G.A.: A large-scale study of failures in high-
performance computing systems. IEEE Transactions on Dependable and Secure
Computing 7(4), 337–350 (2010)



726 J.M. Navarro et al.

24. Kondo, D., Andrzejak, A., Anderson, D.P.: On correlated availability in internet-
distributed systems. In: Proceedings of the 2008 9th IEEE/ACM International
Conference on Grid Computing. IEEE Computer Society (2008)

25. Gallet, M., Yigitbasi, N., Javadi, B., Kondo, D., Iosup, A., Epema, D.: A model
for space-correlated failures in large-scale distributed systems. In: D’Ambra,
P., Guarracino, M., Talia, D. (eds.) Euro-Par 2010, Part I. LNCS, vol. 6271,
pp. 88–100. Springer, Heidelberg (2010)

26. James, N.A., Kejariwal, A., Matteson, D.S.: Leveraging Cloud Data to
Mitigate User Experience from ‘Breaking Bad’, November 28 (2014),
http://arxiv.org/pdf/1411.7955.pdf

http://arxiv.org/pdf/1411.7955.pdf


Balanced Support Vector Regression

Marcin Orchel(�)

Department of Computer Science, AGH University of Science and Technology,
Al. Mickiewicza 30, 30-059 Kraków, Poland

marcin@orchel.pl

Abstract. We propose a novel idea of regression – balancing the dis-
tances from a regression function to all examples. We created a method,
called balanced support vector regression (balanced SVR) in which we
incorporated this idea to support vector regression (SVR) by adding an
equality constraint to the SVR optimization problem. We implemented
our method for two versions of SVR: ε-insensitive support vector regres-
sion (ε-SVR) and δ support vector regression (δ-SVR). We performed
preliminary tests comparing the proposed method with SVR on real
world data sets and achieved the improved generalization performance
for suboptimal values of ε and δ with the similar overall generalization
performance.

Keywords: Support vector machines · Regression · Prior knowledge

The most popular problems in machine learning are classification and regression.
For classification, the goal is to separate data of different classes, for regression
the goal is to fit the function to the data. The support vector machines (SVM)
are the popular machine learning methods for solving classification and regres-
sion problems invented by Vapnik; the standard soft margin version of SVM
for solving classification problems was proposed in [1]. The SVM method for
solving regression problems, was proposed in [3]. It is the ε-SVR version, which
minimizes the distances from a regression function to examples lying outside
the ε bands. Recently, an alternative SVR method was proposed, [12], called
δ-SVR, which transforms the problem of regression to classification, and solves
the classification problem by using standard SVM. In the same paper, the au-
thors find out that the δ-SVR has better generalization performance related to δ
than ε-SVR with regard to ε, which means that δ-SVR is able to achieve better
generalization performance for suboptimal values of δ than ε-SVR for subopti-
mal values of ε. Such characteristic could be potentially useful to speed up the
training by using suboptimal values of ε and δ.

We propose a novel idea of balancing the distances between all examples
and a regression function – the sum of distances below the regression function
should be equal to the sum of distances above the regression function. The main
motivation for this constraint is that it is already fulfilled for the least squares
(LS) regression. So the goal is to incorporate balancing to the SVM methods by
adding one constraint to the SVM optimization problems.

c© Springer International Publishing Switzerland 2015
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We use the following notation: the subscript r stands for regression, while the
subscript c for classification, for example yir, the red subscript near the vector
stands for reduced and it is a vector without the last coefficient of the original
vector.

The outline of the paper is as follows. First, we will show the idea of the
balanced regression. Then we will present the new optimization problems for
balanced SVR. Finally, we will show experiments and results.

1 Balanced Regression

The standard regression in the probability setting is defined for a joint distribu-
tion X,Y based on the conditional mean function,

r (X) = E (Y |X) , (1)

where X is a multivariate random variable, Y is a random variable. For a set of
events ei for X, for i = 1 . . . n we can define random variables Yi − r (ei), where
Yi = (Y |ei). After summing them, we can compute the expected value

E

(
n∑

i=1

Yi − r (ei)

)
=

n∑

i=1

E (Yi − r (ei)) =

n∑

i=1

EYi − r (ei) = 0 . (2)

The (2) is a necessary condition that must be met by the regression function.
The idea of the proposed method is to use the (2) in the sample space as a
requirement for the approximated regression function. In practice, we have only
sample data, the training data xi are mapped to regression values yir respectively,
so we do not know the expected values of Yi. What we can do is to estimate the
requirement (2) as

n∑

i=1

yir − g (xi) = 0 , (3)

where g(·) is the estimated regression function. The geometric interpretation of
the (3) is balancing data below and above the regression function – the sum
of all distances below the regression function should be equal to the sum of all
distances above the regression function. We can imagine that based only on the
condition (3), we can get multiple solutions, some of them not necessarily with
good fitness to the data. So the new requirement alone is not enough to build a
regression estimator.

We may notice that the LS regression balances the data due to the following
proposition.

Proposition 1. The LS regression balances the data.

Proof. The solution for a LS regression for the function w ·x+ b and the sample
data is normal equations in the form:

bn+
m∑

j=1

wj

n∑

k=1

xj
k =

n∑

k=1

yi (4)
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for i = 0, and
n∑

k=1

bxi
k +

m∑

j=1

wj

n∑

k=1

xi
kx

j
k =

n∑

k=1

yix
i
k (5)

for i = 1, . . . ,m. We can notice that the equation (4) is equivalent to (3).

Others regression methods may not balance the data, for example ridge re-
gression or SVR. For the ridge regression methods, we get the balanced solution
for a big value of the C parameter, when we are close to the LS solution. For
the ε-SVR method, we get close solutions to the LS ones for the L2 norm vari-
ant, and ε = 0. Then the ε-SVR method becomes the ridge regression method.
For the least absolute deviations (LAD) regression, the regression line will go
through some of two points in the case of unique solutions, so we might not get
the balanced solutions at all (the LAD regression could be approximated by ε-
SVR with L1 norm, with ε = 0 and high value of the C). We can notice that the
balanced solutions are more visually appealing – they seem to be better fitted
to the data, Fig. 1. We expect that for more points the solutions will be closer
to each other and to the optimal solution.

For ε-SVR, generally increasing value of ε leads to more flat solutions with
reduced number of support vectors and worse performance, finally the number
of support vectors becomes 0. The δ-SVR overcomes this effect. We expect the
similar effect with added balancing. For ε-SVR, when we sum the constraints we
have

−nε−
n∑

i=1

ξi∗r ≤
n∑

i=1

yir − g (xi) ≤ nε+

n∑

i=1

ξir (6)

Notice that we have better bounds for balancing when errors from outside ε
bands are smaller and when ε is smaller.

We measure the performance of balancing by the parameter pb, which we
define as

pb :=

∣∣∣∣∣

n∑

i=1

yir − g (xi)

∣∣∣∣∣ . (7)

For balanced solutions, pb = 0, Fig. 1.
We list some advantages of different loss functions for a regression estimation.

For a joint distribution of X,Y we can write that

Y = r (X) + h (X,Y ) . (8)

The function r(X) = E(Y |X)minimizes themean squaredeviationE (Y − r (X))
2
.

So the LS loss might be preferred. In [15], page 92, authors propose more statisti-
callymotivated reasons for the LS loss functionswhen the conditional distributions
P (·|x) have finite variances. For some specific cases, for example symmetric distri-
butions, or for data with extreme outliers, other losses might be preferred. In [14],
page 80, authors state that the LS loss is preferred for the Gaussian noise due to the
maximum likelikehood estimation, but in practice we do not know the noise model
and other losses might be good as well. They also state the disadvantage of the LS
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Fig. 1. Balanced Regression. Points—examples, solid lines—LS regression solutions,
dashed lines—balanced LAD regression solutions, dotted lines—LAD regression solu-
tions. (a) For 3 points. The balancing performance, pb is: for the LS solution, pb = 0,
for the balanced LAD regression, pb = 0, for the LAD regression, pb = 0.1. (b) For 30
points. The balancing performance, pb is: for the LS solution, pb = 0, for the balanced
LAD regression, pb = 0, for the LAD regression, pb = 0.04.

loss, that it does not lead to robust estimators. The robustness is the property of the
ε-insensitive loss.Moreover the ε-insensitive loss has a property of returning sparse
values. Balancing can be seen as the property of the function which minimizes the
sum of loss functions values for some data.

We can notice that balancing does not change the type of mentioned loss
functions, for the LS loss we have

L (x, y, g (x)) = (y − g (x))
2

(9)

We have a function space of functions in the form (24), we can incorporate the
balance constraint (3) to (9) by substituting b and we get a form of the loss

L (x, y, g (x)) = (y − y′ − gr (x+ x′))2 (10)

where x′, y′ are some constants, and gr belongs to a set of functions without
the b, gr = w ·x. So we get the LS loss but for different function space and with
translated data. Similarly for the ε-insensitive loss function, we get

L (x, y, g (x)) = max (0, |y − y′ − gr (x+ x′)| − ε) . (11)

The δ-SVR transforms the problem from regression to classification, and uses
the hinge loss for the classification which is

L (x, y, g (x)) = max (0, 1− ych (x)) , (12)

where h(x) is defined in (30), yc ∈ {−1, 1}. Motivated by the relation between
δ-SVR and ε-SVR stated in [13], we will show that this loss is equivalent to the
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dynamic version of the ε-insensitive loss. For the points with class 1 the loss can
be written as

max
(
0, 1−wc,red · x− wm+1

c (yr + δ)− bc
)

(13)

After reformulation we have

max

(
0, wm+1

c

(
1

wm+1
c

− wc,red

wm+1
c

· x− yr − δ − bc

wm+1
c

))
(14)

We can write

max

(
0, v

(
1

v
+ g (x)− yr − δ

))
(15)

where v = wm+1
c . Similar for the yc = −1

max

(
0, v

(
1

v
− g (x) + yr − δ

))
(16)

After merging (15) and (16) we get

|v|max

(
0, |g (x)− yr|+ sgn (v)

(
1

v
− δ

))
(17)

So the δ-SVR solves the problem with the hinge loss, which can be converted to
the ε-insensitive loss after finding the solutions, by setting

ε = sgn (v)

(
1

v
− δ

)
. (18)

Finally, we make a conclusion, that for δ-SVR, the type of loss function which
can be converted to the ε-insensitive remains unchanged.

2 Incorporating Balancing to SVR

We add the balanced property, (3) to SVR. We add the balanced property to two
variants of SVR, ε-SVR and δ-SVR. We incorporate the (3) to SVR by adding the
equality constraint to the optimization problems of ε-SVR and δ-SVR (see [13]
for detailed descriptions of the optimization problems). We incorporate the (3) in
a kernel space. After incorporation we still have convex optimization problems.
The optimization problem for the balanced ε-SVR is

Optimization problem (OP) 1.

min
wr,br,ξr,ξ

∗
r

f
(
wr, br, ξr, ξ

∗
r

)
=

1

2
‖wr‖2 + Cr

n∑

i=1

(
ξir + ξ∗ir

)
(19)

subject to
n∑

i=1

yir − g (xi) = 0 , (20)
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yir − g (xi) ≤ ε+ ξir , (21)

g (xi)− yir ≤ ε+ ξi∗r , (22)

ξr ≥ 0 , ξ∗r ≥ 0 (23)

for i ∈ {1, . . . , n}, where ε ∈ R,

g (xi) = wr · xi + br . (24)

The g∗ (x) = w∗
r · x + b∗r is a regression function, ε is a parameter, ξir, ξ

∗i
r

are slack variables. The difference between OP 1 and the ε-SVR optimization
problem, OP 6, is an additional equality constraint (20). We solve OP 1 by using
a technique introduced in [13]. The technique allows to incorporate the general
equalities in the form

s∑

i=1

sig (di) = e , (25)

where si are some parameters, for which
∑s

i=1 si �= 0, di are some points, s is
the number of di points, e is a parameter, g is defined in (24). We apply the
technique by noticing first that the (20) is a special case of (25), for s = n,
si = 1, di = xi, e =

∑n
i=1 y

i
r.

The optimization problem for the balanced δ-SVR is

OP 2.

min
wc,bc,ξc

f (wc, bc, ξc) =
1

2
‖wc‖2 + Cc

2n∑

i=1

ξic (26)

subject to
n∑

i=1

−wred · xi − bc

wm+1
c

=

n∑

i=1

yir , (27)

yic
(
wc,red · xi + wm+1

c

(
yir + yicδ

)
+ bc

)
≥ 1− ξic , (28)

ξc ≥ 0 (29)

for i ∈ {1, . . . , 2n}.

The Cc is a parameter. The ξic are slack variables. We are looking for the
decision boundary

h∗ (x) = w∗
c · x+ b∗c = 0 . (30)

The difference between OP 2 and the δ-SVR optimization problem, OP 8, is
an additional equality constraint (27). We solve OP 2 by using a technique
introduced in [13]. We apply the technique by noticing first that the (27) is a
special case of (25), for s = n, si = 1, di = xi, e = 0. The solution for both
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optimization problems is derived for the dual forms with the dual variables αi

for i = 1 . . . n and the kernel function K(x,y), where x, y are vectors.
Due to the space limits, we provide only short description of all optimization

problems that are used in the derivation of the solutions of OP 1 and OP 2

OP 3. This is a standard SVM problem for solving classification problems.

OP 4. Another variant of support vector classification (SVC) is the SVC without
the offset bc, analyzed recently in [16]. The optimization problem is the same
except missing bc term.

OP 5. The ϕ support vector classification (ϕ-SVC) optimization problem is the
extension of the SVC optimization problem, OP 3, where the margin knowledge
of an example in the form of the margin weights ϕi is introduced. It was presented
in [8, 9].

OP 6. This is a standard ε-SVR soft case optimization problem in the primal
form for solving regression problems.

OP 7. This is a dual form of the SVC without the offset, OP 4.

OP 8. This is the optimization problem for δ-SVR after transformation to the
classification problem. The δ-SVR has been first introduced in [10]. We use
special kernels in δ-SVR as following

K (x,y) = Ko (xred,yred) + xm+1ym+1 , (31)

where x and y are m + 1 dimensional vectors, xred = (x1, . . . , xm), yred =
(y1, . . . , ym), Ko (·, ·) is the original kernel from which the new one was con-
structed.

We derive the solution for OP 1 by first defining a special version of (25) for
classification problems that is

s∑

i=1

sih (di) = e , (32)

where si are some parameters, for which
∑s

i=1 si �= 0, di are some points, s is
the number of di points, e is a parameter, h is defined in (30). The constraint
(32) is incorporated to the ϕ-SVC optimization problem, OP 5, for classification.
The incorporation leads to the ϕ-SVC optimization problem without the offset,
which is the SVC optimization problem without the offset, OP 4 with additional
margin weights. Then we incorporate (25) to OP 6 by noticing that ε-SVR is a
special case of ϕ-SVC, [11], and we have derived already the incorporation for ϕ-
SVC. Finally, the incorporation of (25) to δ-SVR leads to the SVC optimization
problem without the offset OP 4.
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Table 1. Performance of the balanced SVR for real world data per different value
of ε/δ, part 1. The numbers in descriptions of the columns mean the methods: 1 -
ε-SVR, 2 - balanced ε-SVR, 3 - δ-SVR, 4 - balanced δ-SVR. Column descriptions: id
– id of a test, dn – the name of a data set, size – the number of all examples, dim
– the dimension of a problem, eps/delta – a value of the parameters ε and δ, trse –
root-mean-square error (RMSE) for testing data; the best method is in bold, tamse –
the average for the balancing parameter pb for testing data; the best method is in bold.

id dn size dim eps/delta trse1 trse2 trse3 trse4 tamse1 tamse2 tamse3 tamse4

0 abalone 4177 8 0.01 0.087 0.084 2.782 0.103 0.027 0.008 2.22 0.019
1 abalone 4177 8 0.04 0.084 0.085 0.09 0.09 0.003 0.016 0.017 0.022
2 abalone 4177 8 0.16 0.105 0.097 0.088 0.088 0.054 0.006 0.023 0.008
3 abalone 4177 8 0.32 0.159 0.098 0.095 0.15 0.11 0.005 0.039 0.019
4 abalone 4177 8 0.64 0.147 0.115 0.092 0.093 0.092 0.004 0.007 0.005
5 bodyfat 252 14 0.01 0.019 0.02 0.05 0.043 0.001 0.005 0.011 0.001
6 bodyfat 252 14 0.04 0.043 0.042 0.033 0.03 0.007 0.003 0.009 0.005
7 bodyfat 252 14 0.16 0.092 0.106 0.019 0.018 0.026 0.008 0.003 0.006
8 bodyfat 252 14 0.32 0.151 0.148 0.033 0.035 0.041 0.018 0.007 0.01
9 bodyfat 252 14 0.64 0.183 0.165 0.056 0.056 0.08 0.005 0.004 0.004
10 cadata 20640 8 0.01 0.159 0.17 1.85 0.223 0.009 0.013 0.243 0.009
11 cadata 20640 8 0.04 0.154 0.155 0.154 0.156 0.027 0.011 0.014 0.009
12 cadata 20640 8 0.16 0.151 0.159 0.159 0.15 0.032 0.011 0.007 0.007
13 cadata 20640 8 0.32 0.196 0.162 0.148 0.149 0.075 0.006 0.007 0.009
14 cadata 20640 8 0.64 0.278 0.238 0.18 0.181 0.143 0.003 0.026 0.012
15 housing 506 13 0.01 0.097 0.099 0.133 0.147 0.01 0.014 0.013 0.018
16 housing 506 13 0.04 0.108 0.11 0.111 0.12 0.005 0.006 0.003 0.01
17 housing 506 13 0.16 0.142 0.135 0.095 0.095 0.006 0.011 0.009 0.003
18 housing 506 13 0.32 0.201 0.178 0.107 0.106 0.124 0.008 0.015 0.004
19 housing 506 13 0.64 0.245 0.204 0.134 0.129 0.136 0.005 0.009 0.005
20 mpg 392 7 0.01 0.087 0.086 0.085 0.154 0.015 0.01 0.004 0.014
21 mpg 392 7 0.04 0.076 0.075 0.075 0.073 0.014 0.008 0.013 0.003
22 mpg 392 7 0.16 0.083 0.082 0.079 0.081 0.012 0.0 0.01 0.006
23 mpg 392 7 0.32 0.169 0.115 0.086 0.085 0.103 0.007 0.017 0.012
24 mpg 392 7 0.64 0.225 0.211 0.102 0.099 0.082 0.024 0.004 0.001
25 pyrim 74 26 0.01 0.163 0.165 0.188 0.178 0.057 0.059 0.086 0.076
26 pyrim 74 26 0.04 0.065 0.064 0.075 0.08 0.004 0.003 0.016 0.0
27 pyrim 74 26 0.16 0.1 0.091 0.062 0.064 0.021 0.001 0.017 0.02
28 pyrim 74 26 0.32 0.231 0.217 0.164 0.162 0.096 0.053 0.062 0.06
29 pyrim 74 26 0.64 0.237 0.127 0.078 0.077 0.2 0.002 0.004 0.002
30 space ga 3107 6 0.01 0.044 0.045 0.056 0.057 0.002 0.005 0.001 0.002
31 space ga 3107 6 0.04 0.045 0.045 0.044 0.045 0.001 0.007 0.005 0.004
32 space ga 3107 6 0.16 0.072 0.054 0.047 0.048 0.036 0.001 0.006 0.002
33 space ga 3107 6 0.32 0.063 0.064 0.048 0.048 0.008 0.012 0.003 0.002
34 space ga 3107 6 0.64 0.075 0.063 0.05 0.049 0.041 0.006 0.005 0.001
35 triazines 185 58 0.01 0.195 0.198 0.253 0.205 0.015 0.005 0.044 0.008
36 triazines 185 58 0.04 0.2 0.199 0.213 0.199 0.034 0.008 0.033 0.006
37 triazines 185 58 0.16 0.206 0.213 0.288 0.177 0.004 0.012 0.034 0.005
38 triazines 185 58 0.32 0.213 0.208 0.199 0.202 0.058 0.042 0.033 0.032
39 triazines 185 58 0.64 0.278 0.196 0.179 0.181 0.2 0.031 0.018 0.03
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Table 2. Performance of balanced SVR for real world data per different value of ε/δ,
cont. of the part 1

id dn size dim eps/delta trse1 trse2 trse3 trse4 tamse1 tamse2 tamse3 tamse4

40 rcv1 26173 39029 0.01 0.105 0.105 0.108 0.105 0.009 0.012 0.023 0.013
41 rcv1 26173 39029 0.04 0.105 0.105 0.105 0.107 0.003 0.001 0.003 0.001
42 rcv1 26173 39029 0.16 0.113 0.107 0.105 0.105 0.038 0.008 0.003 0.002
43 rcv1 26173 39029 0.32 0.174 0.106 0.109 0.104 0.137 0.01 0.022 0.008
44 rcv1 26173 39029 0.64 0.145 0.107 0.114 0.106 0.098 0.001 0.042 0.002
45 year pred 24989 90 0.01 0.112 0.111 0.112 0.113 0.024 0.015 0.013 0.009
46 year pred 24989 90 0.04 0.11 0.112 0.162 0.124 0.0 0.021 0.109 0.021
47 year pred 24989 90 0.16 0.14 0.134 0.125 0.122 0.064 0.014 0.01 0.01
48 year pred 24989 90 0.32 0.162 0.121 0.113 0.113 0.108 0.007 0.022 0.008
49 year pred 24989 90 0.64 0.213 0.121 0.117 0.123 0.176 0.004 0.01 0.004
50 abalone var 0.084 0.084 0.088 0.088 0.003 0.008 0.023 0.008
51 bodyfat var 0.019 0.02 0.019 0.018 0.001 0.005 0.003 0.006
52 cadata var 0.151 0.155 0.148 0.149 0.032 0.011 0.007 0.009
53 housing var 0.097 0.099 0.095 0.095 0.01 0.014 0.009 0.003
54 mpg var 0.076 0.075 0.075 0.073 0.014 0.008 0.013 0.003
55 pyrim var 0.065 0.064 0.062 0.064 0.004 0.003 0.017 0.02
56 space ga var 0.044 0.045 0.044 0.045 0.002 0.007 0.005 0.004
57 triazines var 0.195 0.196 0.179 0.177 0.015 0.031 0.018 0.005
58 rcv1 var 0.105 0.105 0.105 0.104 0.009 0.001 0.003 0.008
59 year pred var 0.11 0.111 0.112 0.113 0.0 0.015 0.013 0.009

3 Experiments

We compare performance of standard SVR with balanced SVR for various real
world data sets. We chose all real world data sets for regression from the LibSVM
site [7] which originally come from UCI Machine Learning Repository and Statlog
(the YearPredictionMSD data set is reduced to the first 25000 data vectors).
Moreover, we chose rcv1v2 (topics; subsets) data set for multilabel classification,
which we convert to a regression problem by predicting the number of classes.
See the details about the data sets in Table 1 and Table 2. We use our own
implementation of all methods. For all data sets, every feature is scaled linearly
to [0, 1]. We performed all tests with the radial basis function (RBF) kernel.
For variable parameters like the Cr, σ for the RBF kernel, we use a double grid
search method for finding the best values - first a coarse grid search is performed,
then a finer grid search as described in [5]. The training set size is fixed, the rest
of data become test data. The standard 5 fold cross validation is used for the
inner loop for finding optimal values of the parameters. After finding optimal
values, we run the method on training data, and we report results for a test set.
We report the balancing parameter pb for SVR methods.

We use the Friedman test with the two tailed Nemenyi post hoc test for
checking statistical significance of the regression error, as suggested in [2, 4,
6]. The statistical procedure is performed for the level of significance equal to
0.05. The critical values for the Friedman test are taken from the statistical
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table design specifically for the case with smaller number of tests or methods
as suggested in [6]. The critical values for the Nemenyi test are taken from the
statistical table for the Tukey test which are divided by

√
2.

We compare SVR with balanced SVR for various ε and δ, we choose the fixed
size of training set in the outer loop which is 80. We report all results in Table 1,
Table 2 and Table 3. The general conclusion is that the balanced SVR achieves
similar overall generalization performance as SVM with better generalization
performance for suboptimal values. The detail observations are as follows.

– A value of the balanced parameter pb generally increases for ε-SVR and δ-
SVR while increasing a value of ε and δ (columns tamse1, tamse3 in Table 1
and columns tamse1, tamse3 in Table 3).

– A value of the balanced parameter pb is generally lower for balanced SVR
than for standard SVR (columns tamse1, tamse2, tamse3, tamse4 in Table 1
and columns tamse1, tamse2, tamse3, tamse4 in Table 3).

– The generalization performance for various ε and δ is generally slightly better
for balanced SVR (rows 0-5, columns rs1, rs2, rs3, rs4 in Table 3), we did
not achieve direct statistical significance for this result (columns tsn12 and
tsn34), but we can notice that for example for ε/δ = 0.32, we achieve better
generalization performance for balanced ε-SVR than ε-SVR for all data sets
except one (space ga). The Nemenyi statistics are very conservative, [4] and
we believe that such relations could be found with more sensible tests. What
we can show is that the difference in generalization performance between ε-
SVR and δ-SVR can become statistically significant when we replace δ-SVR
with balanced δ-SVR, for example for ε/δ = 0.16 (row with id=2, columns
tsn13, tsn14).

– The overall generalization performance (row 5 in Table 3) is similar for all
methods, without statistical significance.

Table 3. Performance of balanced SVR for real world data per different value of ε/δ,
part 2. The numbers in descriptions of the columns mean the methods: 1 - ε-SVR, 2
- balanced ε-SVR, 3 - δ-SVR, 4 - balanced δ-SVR. The test with id=0 is for all the
tests from Table 1 with ε, δ = 0.01, with id=1 for all the tests with ε, δ = 0.04, with
id=2 for all the tests with ε, δ = 0.16, with id=3 for all the tests with ε, δ = 0.32, with
id=4 for all the tests with ε, δ = 0.64, and finally with id=5 for variable ε, δ. Column
descriptions: rs – an average rank of the method for RMSE; the best method is in
bold, tsf – the Friedman statistic for average ranks for RMSE; the significant value is
in bold, tsn – the Nemenyi statistic for average ranks for RMSE, reported when the
Friedman statistic is significant, the significant value is in bold, tamse – the average
for the balancing parameter pb for testing data; the best method is in bold.

id rs1 rs2 rs3 rs4 tsf tsn12 tsn13 tsn23 tsn14 tsn24 tsn34 tamse1 tamse2 tamse3 tamse4

0 1.5 1.8 3.3 3.4 17.64 −0.52 −3.12 −2.6 −3.29 −2.77 −0.17 0.017 0.015 0.266 0.017
1 2.2 2.3 2.6 2.9 1.8 – – – – – – 0.01 0.008 0.022 0.008
2 3.5 3.2 2.0 1.3 19.08 0.52 2.6 2.08 3.81 3.29 1.21 0.029 0.007 0.012 0.007
3 3.9 2.9 1.6 1.6 22.44 1.73 3.98 2.25 3.98 2.25 0.0 0.086 0.017 0.023 0.016
4 4.0 2.8 1.6 1.6 23.76 2.08 4.16 2.08 4.16 2.08 0.0 0.125 0.009 0.013 0.006
5 2.56 3.11 2.33 2.0 3.53 – – – – – – 0.009 0.011 0.012 0.007
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4 Summary

In this paper, we proposed a novel regression method of balancing data, bal-
anced SVR. We provided details on the method and performed experiments.
The advantage of the proposed method is an improvement in the suboptimal
performance compared to SVR. In the future, we plan to extend the theoretical
analysis and to perform thorough experiments.

Acknowledgments. I would like to express my sincere gratitude to Professor Witold
Dzwinel (AGHUniversity of Science and Technology, Department of Computer Science)
for discussion and useful suggestions. This research is supported by the Polish National
Center of Science (NCN) project DEC-2013/09/B/ST6/01549 titled ”Interactive Visual
Text Analytics (IVTA): Development of novel user-driven text mining and visualization
methods for large text corpora exploration”.

References

[1] Cortes, C., Vapnik, V.: Support-vector networks. Machine Learning 20(3), 273–297
(1995)
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Abstract. In this paper an adaptation mechanism of feedback inKalman
filtering is presented for orientation estimation of rigid body. This filter
fuses the measurements from Inertial Measurement Unit (IMU) sensors to
determine the 3Dorientation. It iswell known that a factor that strongly in-
fluences the orientationmeasurement is the existence andmagnitude of the
external acceleration of the IMU sensor. To show results of simulated ex-
periments the quaternion-basedExtendedKalmanFilterwith andwithout
adaptation regarding accelerometersmeasurementmechanismwere imple-
mented.

Keywords: Kalman filter · Adaptation mechanism · Orientation
estimation · IMU sensors · Quaternion · Motion tracking

1 Introduction

There are two major lines of the development of instrumentation for motion
capture (MOCAP) measurement systems. The first line is based on optical mea-
surement and tracking systems. The second class of the development involves
MOCAP measurements based on sensors of different types and using fusions of
their measurements for estimating motion parameters. Miniature IMU (inertial
magnetic unit) sensors combining inertial, gyroscopic and magnetic measure-
ments have attracted a lot of interest of researchers, who developed algorithms
for estimating parameters of motion based on fusions of their measurements [1].
Compared to the previous class, MOCAP systems based on IMU sensors are
more flexible in the sense of the possibility of scheduling record sessions in dif-
ferent locations. The flexibility is, however, achieved at the cost of lower accuracy
of motion measurements.
In MOCAP systems based on IMU sensors the angle of rotation, necessary

to determine the orientation of segment, is determined by integrating the out-
put signal from the gyroscope, so the accuracy of determining the angle to the

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 739–748, 2015.
DOI: 10.1007/978-3-319-19369-4_65
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greatest extent depends on the sensor stability of zero. Zero drift (for example
due to changes in temperature) results in a short time of the large error values
in determined angle. The integration accumulates the noise over time and turns
noise into the drift, which yields unacceptable results. Besides the gyroscope, in
IMU the accelerometers measure the sum of linear acceleration and gravitation
acceleration. The magnetometers measure the direction of the local magnetic
field. For a stationary sensor in an environment free of magnetic anomalies, it
is simple to determine the orientation by measuring Earth’s gravitational and
magnetic fields along all three axes of the orthogonally mounted sensors. The
combination of the two resulting vectors can provide complete roll, pitch and
yaw (RPY) angles information. In more dynamic applications, high frequency
angular rate information can be combined in a complementary manner with ac-
celerometer and magnetometer data through the use of a sensor fusion algorithms
like complementary or Kalman filters [2]-[10].
It is well known that a factor that strongly influences the orientation mea-

surement is the existence and magnitude of the external acceleration of the
IMU sensor. In the adaptive orientation estimation systems some auxiliary com-
putations are performed in order to estimate the temporary magnitude of the
external acceleration and then the weight for accelerometer channel is adaptively
changed on the basis of the estimates. In this paper the comparison of results
for simulated data between direct state quaternion Kalman Filters to orientation
estimation with and without adaptive feedback are presented.

2 Notation and Relations for Measurement Vectors

The system based on IMU sensors includes inertial, gyroscopic and magnetic
measurements. Modeling of the motion of a moving body involves introducing
two coordinate frames. The first one is the Earth fixed coordinate system (nav-
igation frame) pointing north (xN ), east (yN ) and up (zN). The second one is
the coordinate system related to the moving body, denoted by (xB , yB and zB).
Consistently to our notational convention we add superscript N or B to indi-
cate coordinate frames in which these vectors are expressed (measured). Conse-
quently, gN , mN , gB andmB denote, respectively gravitational andmagnetic
field vectors measured in the navigation frame N and body frame B. Vectors
gN , mN are constant and known. Their coordinates are gN = [0, 0,−9.81]T
and mN = [cos(ϕL) − sin(ϕL)]T , where ϕL is the geographical latitude an-
gle. For the geographical position of the laboratory, where measurements were
done, we have ϕL = 66o = 1.1519 rad. The same value was used in all simu-
lations. Body acceleration vector is denoted by a. By aN and aB we denote
this vector expressed in navigation and body coordinate systems. Rotation ve-
locity vector (rotation rate vector, angular rate vector) of the moving body is
denoted by ω.
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2.1 Kinetics of the Orientation Change

The relative orientation between navigation and body coordinate frames is de-
fined by a 3× 3 rotation matrix R. Consequently, navigation and body coordi-
nates of a given free vector v are related by

vN = RvB. (1)

Rotation matrix R can be represented/parameterized in several ways. Most
common are parametrisation by using Euler angles and parametrisation by using
quaternions. Because of their simplicity, mathematical elegance, and lack of any
singularities, quaternions became a very popular representation for encoding the
orientation of a rigid body. We also have implemented described methods with
use of quaternions to represent orientation.
Due to the motion of the body, the rotation matrix R, the unit quaternion q

and Euler angles φy, φp, φr are functions of time, i.e., R = R(t), q = q(t) and
φypr = φypr(t). Mathematical models for the evolution of rigid body orientation
with time can be formulated for all parametrisation of the rotation matrix in
the form of differential equations.
For parametrisation of orientations defined by unit quaternions q(t) the dif-

ferential equation for motion is

d

dt
q(t) =

1
2
ωN ⊗ q(t) = 1

2
q(t)⊗ ωB (2)

where ⊗ stands for quaternion multiplication.
In practical implementations, estimators of orientations are realised on the

basis of digital systems. Therefore, in descriptions of algorithms in the forth-
coming sections equations for kinetics of orientations changes are replaced by
their discrete counterparts. Discrete time index is denoted by the subscript k.

3 Descriptions of Algorithms for Estimation of Relative
Orientation

3.1 Problem Formulation

The problem considered here and solved by two compared algorithms concerns
estimating orientation of the moving body, using of parametrisation by quater-
nions (q), on the basis of available measurements in body frame: output vector
of the magnetometer ym, ya the output vector of the inertial sensor (accelerom-
eter), and yg for the output vector of the gyroscopic sensor. The discrete time
is indicated by adding the subscript k. The notation for estimated orientations
is by adding the over - hat symbol, q̂.
Equations, which relate the true parameters of orientation and motion with

the sensors outputs (sensor models) are assumed as follows. The equation for
the output vector of the magnetometer is given by

ymk = Km · R(qk)mN + wm
k , (3)
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the equation for the output vector of the accelerometer is

yak = Ka ·
(
R(qk)(gN + aN )

)
+ wa

k (4)

and the equation for the output of the gyroscopic sensor is given by

ygk = Kg · ωB + wg
k. (5)

In the above formulae (3)-(5) Kg, Ka, Km are scale factor matrices, whose en-
tries are computed (estimated) in the process of sensors calibrations. R(qk) is
a rotation matrix defined by the unit quaternion qk, which describes the body
orientation. Measurement noises wg , wa, wm are uncorrelated white Gaussian
random vectors with zero mean and covariance matrices σ2mI3x3, σ

2
aI3x3, σ

2
gI3x3,

respectively. Standard deviations σm, σa and σg can be obtained from the tech-
nical documentation from the manufacturers of sensors, or can be estimated
experimentally.

3.2 Extended Quaternion Kalman Filter (EQKF)

The first implemented for experiments quaternion Kalman filter, was proposed
in [6]. In the original design in [6] state vector (here denoted by xorig) includes
three components (blocks)

xorig =

⎡

⎣
q
ba

bm

⎤

⎦ . (6)

The quaternion q (4 - dimensional) represented the body orientation and two
vectors ba and bm represented biases of sensors, accelerometers and magnetome-
ters. This is direct-state quaternion-based formulation of the EKF, where an-
gular velocity is considered a control input and active compensation (gyro bias
and magnetic effects) is achieved by using state-augmentation techniques. Since
we ignore biases ba and bm, here we simplify definition of the state vector by
retaining only the quaternion representing the body orientation, as x = q.
The discretized state equation of the orientation kinematics process corre-

sponding to (2) is following:

xk+1 = Φkxk + wk = exp[
1
2
MR(y

g
k)Δt]xk + wk. (7)

In this equation xk is the discrete - time state vector, xk = qk, and MR(y
g
k) de-

notes matrix representation of the quaternion right multiplication corresponding
to the pure quaternion ygk and Φ is state transition matrix. The process noise
covariance matrix Qk is following:

Qk = (Δt/2)2Ξk(σ2gI4x4)Ξ
T
k . (8)

where for qk = (a, [b, c, d]) we define as follows

Ξk =

⎡

⎢
⎢
⎣

a −d c
d a −b
−c b a
−b −c −d

⎤

⎥
⎥
⎦
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The measurement model is of the form:

zk+1 =
[
yak+1
ymk+1

]

= f(xk+1) +
[
wa

k

wm
k

]

=
[
R(qk+1) 0
0 R(qk+1)

] [
gN

mN

]

+
[
wa

k

wm
k

]

(9)

where R(q) is a rotation matrix defined by quaternion q.
Since the above output is nonlinear, it is linearized by computing the Jacobian

matrix,

Hk+1 =
d

dxk+1
zk+1

∣
∣
∣
∣
∣
xk+1=x−

k+1

. (10)

According to the notation introduced above, the EQKF equations are sum-
marised as follows:

– the a priori state estimate:

x̂−k+1 = Φkx̂k, (11)

– the a priori error covariance matrix:

P−
k+1 = ΦkPkΦ

T
k +Qk, (12)

– the Kalman gain:

Kk+1 = P−
k+1H

T
k+1(Hk+1P

−
k+1H

T
k+1 + Vk+1)−1, (13)

– the a posteriori state estimate

x̂k+1 = x̂−k+1 +Kk+1[zk+1 − f(x̂−k+1)] (14)

– the a posteriori error covariance matrix:

Pk+1 = P−
k+1 −Kk+1Hk+1P

−
k+1. (15)

3.3 Adaptive Extended Quaternion Kalman Filter (AEQKF)

There are two adaptation mechanisms assumed in [6], for accelerometers and for
magnetometers. Here we implement only adaptation regarding accelerometers
measurement, where covariance matrix of the measurement Vk+1 in (13) depends
on the deviation of the value of the gravitational acceleration

∥
∥gN
∥
∥ and the

measured acceleration magnitude
∥
∥yak+1

∥
∥, i.e.,

Vk+1 =
[
σ2a · I3×3 03×3

03×3 σ2m · I3×3

]

(16)

if
∣
∣
∥
∥yak+1

∥
∥− ∥∥gN∥∥∣∣ < ε or

Vk+1 =
[∞ · I3×3 03×3

03×3 σ2m · I3×3

]

(17)

otherwise. Thus, the influence of accelerometers on the orientation estimation is
reduced in the presence of the external acceleration.
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4 Experiments

Comparisons of the above described algorithms for body orientation estimation
are based on the simulated data.

4.1 Performance Evaluation

In simulated experimental data-sets, evaluation of performances of presented
algorithms is done on the basis of average deviations between true and estimated
orientations of the body. Deviation index (measure) between true and estimated
orientations can be, defined in different ways [11].
Here we use the deviation index DI corresponding to the geodesic distance

between two quaternions - filter estimate Q̂ and the true rotation Q - on the
hypersphere S3

DI = 2 ∗ arccos(|Q̂ ∗Q|). (18)

All evaluations and comparisons of performances of algorithms for orientation
estimation are based on deviation index (18) averaged over the experiment time
horizon.

4.2 Simulated Data

The algorithm for generation of artificial IMU sensor data is based on computing
time functions of unit quaternion q(t) and elements of body acceleration vector
(expressed in the navigation frame), aN (t), as sinusoidal components.
Value q(t) specify perfectly orientation of the body. By using parametric form

of q(t), we obtain time derivative d
dtq(t), which allows for computing angular rate

vector ωB = 2 ∗ (q̄ ∗ d
dtq), where q̄ is conjugate quaternion. On the basis of the

exact values of mB, ωB and aB − gB, the discrete - time measurement signals of
the accelerometers sensors yak , the gyroscopes sensors y

g
k and the magnetometers

sensors ymk are computed by adding noise (disturbance) components, as follows:

yak = a
B
k − gBk + wa

k , (19)

ygk = ω
B
k + w

g
k, (20)

ymk = m
B
k + w

m
k . (21)

As already stated, we assume no distortion of the magnetometers and no bias
of the gyroscope. Disturbances, wa

k , w
g
k and w

m
k are zero mean Gaussian white

noises with variances σ2a, σ
2
g and σ

2
m.

4.3 Simulation Scenario

In each of the simulated experiments the simulation time was assumed as T =
180 seconds. The value of the sampling interval was taken Δt = 0.01. In exper-
iments concerning the best performance assessment of the filters, the following
parameters were designated: σ2g = 0.0001, σ

2
a = 0.001, σ

2
m = 0.00001.
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We have implemented, simulation scenarios with the different choices of am-
plitudes, angular frequencies and phases of the sinusoidal components defining
q(t) and aN(t), as well as with different choices of variances σ2a, σ

2
g and σ

2
m.

At the beginning we have estimated experimentally variances of the Xsens
IMU sensor used in our laboratory, as

σ2Xsens = [σ
2
a,Xsens, σ

2
g,Xsens, σ

2
m,Xsens] = [0.089, 0.058, 0.015]. (22)

We have related vector of variances of disturbances in (19)-(21), as σ2sensor =
[σ2a, σ

2
g , σ

2
m]. In (22), to define low variance of disturbances we use as σ

2
sensor =

σ2Xsens and high variance of disturbances as σ
2
sensor = 3 ·σ2Xsens. To show adap-

tation mechanism of described filter we have chosen two scenarios with external
acceleration changes modelled as sinusoidal continuous and spiky changes.
Below the scenario and results obtained for two filters are presented.

Sinusoidal Continuous Acceleration Changes. This scenario represents
movement of simulated IMU sensor that produce continuous external accelera-
tion with small and average amplitude. Angular velocity is 2 rad/s and maximum
acceleration amplitude goes from 0 m/s2 in first simulation to 10 m/s2 in last
simulation.
In Fig. 1 quaternion error computed from (18) is presented. For simulation

without external acceleration two filters EQKF and AQKF give the same results.
When the maximum acceleration amplitude grows, best results are obtained with

Fig. 1.Quaternion estimation error for scenario with sinusoidal continuous acceleration
changes
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a) b)

Fig. 2. Experiments with simulation data with external spiky acceleration changes
a) external acceleration, b) body acceleration

Fig. 3. Quaternion estimation error for scenario with spiky acceleration changes

an adaptive filter with a parameter ε = 0.1. The highest value of error is for the
application of the filter without adaptation EQKF. This result is in line with
expectations.

Spiky Acceleration Changes in Uniform Motion. This scenario represents
shorts quick position change of simulated IMU sensor that produce external
acceleration with short time span by high amplitude. Acceleration spikes occurs
every 5 s and continues for 0.5 s. Angular velocity is 0.5 rad/s. In Fig. 2a
the spiky of external acceleration are presented and in Fig. 2b the result body
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a) b)

c) d)

Fig. 4.Quaternion estimation error for scenario with spiky acceleration changes a) filter
with no adaptation EQKF, b-d) filter adaptation mechanism in filter AEQKF

acceleration (uniform motion plus external spikiest) is presented. Acceleration
amplitude start as 0 m/s2 in first simulation up to 10 m/s2 in last simulation.
The values of errors are similar to previous experiment with continuous accel-

eration changes. Also the best results are obtained by filter AEQKF with small
value of parameter ε = 0.1.
The Fig. 4 presents changes in value of the quaternion error in time, where

you can observe the levelling of external spiky acceleration changes and quick
response of the adaptation mechanism of the filter AEQKF (Fig. 4d).

5 Conclusions

The paper presents the experiments to verify themechanism of adaptation that re-
duces the impact of external acceleration in the problem of orientation estimation.
Although external acceleration is one of the main source of loss of performance in
attitude estimation methods, this problem has not been sufficiently addressed in
the literature. For this purpose the quaternion-based Extended Kalman filter has
been implemented, with and without this mechanism. Through a series of experi-
ments in simulation environment was also defined the parameter ε impact on the
improvement of estimation. In both scenarios we can noticed that for lover ε value
orientation estimation is improving. AEQKF method is successfully ignoring ac-
celerations that are causing inaccurate estimation.
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Abstract. Any design problem can be treated as a cooperative task
involving many different tasks and requirements that have to be satisfied
in order to produce a final design. Each participant, which can be seen
as an agent contributes its knowledge and abilities to the common goal.
This paper deals with an approach based on graph grammar model of
cooperation and distribution for generating designs in computer aided
design domain. Each design is represented as a graph. Thus each agent
is equipped with its own set of rules (a graph grammar) enabling it to
add to the design. The motivation for the idea presented is given and
some possible modes of application are briefly described.

1 Introduction

Graphs are considered to be very useful as a way of representing complex objects
in different domains of computer science [15]. They are widely recognized to
have the ability to represent the structure of an object as well as the relations
of different types between its components makes them particularly useful in
computer aided design. They can represent an artifact being designed taking
into account the inter-related structure of many design objects i.e. the fact that
parts of an object can be related to other parts in different ways. Designing new
artifacts requires a method of generating representing them graphs.

In order to represent the cooperative nature of the design process a graph
grammar system is used instead of a single grammar. This approach is based on
earlier research in the domain of application of the theory of formal languages
to the computer aided design [5]. In particular the graph based representation
jointly with graph grammars [1,6,12], and grammar systems [2,4,17] were used
as the inspiration for this research. It is also an extension of earlier research into
graph grammars systems and distributed design systems [7,10,9]

It can be observed that one of the main problems of graph generation with
graph grammars lies in the complexity and size (understood as the number of
rules) of grammars needed in real world problems (that can be encountered in
the domains of both engineering and design). As a result such grammars tend to
be both difficult to define and not very intuitive, resulting in being difficult to
understand. Thus the use of a number of simpler grammars cooperating together
seems to be a good solution to much of the above mentioned problem.

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 749–759, 2015.
DOI: 10.1007/978-3-319-19369-4_66
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A grammar system consists of a finite number of grammars (called components
of the system) which together influence (change) an environment by applying
some operations to it. At a given moment the state of the system is described
by the current environment (sub-environments). The system works by changing
its state.

Two main types of grammar systems are researched: parallel communicat-
ing grammar systems (PC grammar systems) [3,13] and cooperating distributed
grammar systems (CD grammar systems) [2,11]. The main difference between
these types of grammar systems consists in the model of environment they work
on. In PC grammar systems each component operates on its own copy of the
form under derivation and they only exchange information on request.

In case of CD grammar systems the grammars operate on one common form,
one grammar at a time. As in computer aided design domain a single object
is usually developed, the CD grammar systems seem more appropriate here.
In CD grammar systems at any given time step there is only one graph being
generated. Each component grammar operates on this graph according to a
communication protocol called the derivation mode [2]. The protocol may allow
a single component to performed a predefined number of steps or to work until
no production of this component can be applied. The method of selecting which
grammar should be used as the next ”active” component is also important. Such
cooperating grammars can be seen as independent cooperating agents solving the
same problem by modifying a common environment. (often compared with the
blackboard model in artificial intelligence) [8].

In this paper a modification of CD grammar systems is introduced. The formal
aspects are described and the example from the computer aided design domain
is presented to demonstrate the practical usage of the proposed solution.

2 Graph Based Design Representation

A graph is formally defined as a pair (V,E), where V and E are sets of graph
nodes and edges, respectively.

In case of a design system a node in a graph usually represents either an object
or a group of objects or, more generally, it may be seen as a ”container” for a
part of a design that may be designed at later time. For example, in a house
design system a node can represent a floor of a house that in turn will be divided
into rooms. Each node of a graph is labelled by a symbol from a predefined set
(alphabet) that is later used to add some semantics to the representation.

Edges represent relations between objects. They are labelled by symbols being
names od the relations. Labels are assigned to nodes and edges by means of node
and edge labelling functions.

Moreover, as there is a need to represent some particular features/parameters
of the objects and relations between them attributing of both nodes and edges is
used. Attributes represent properties of an element represented by a given node
(for example size, position, colour or material) or edge (for example distance).
Attributes are assigned by node and edge attributing functions. Formally, an
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attribute is a function a : W → Da, where W is a domain of the attribute and
Da a set of possible values of the attribute.

Let RV and RE be the sets of node and edge labels, respectively, let Σ =
RV ∪RE . Let A and B be sets of node and edge attributes and Da and Db sets
of possible values of attributes of nodes and edges, respectively.

Definition 1. A labelled attributed graph LAG over Σ is defined as a 6-tuple
LAG = (V,E, labV , labE, attV , attE), where

1. (V,E) is a graph,
2. labV : V → RV is a node labelling function,
3. labE : E → RE is an edge labelling function,
4. attV : V → 2A is a function assigning a set of attributes to each node,
5. attE : E → 2B is an edge attributing function, i.e. it assigns a set of at-

tributes to each edge.

H

bed

ward
robe

bed

desk

ward
robe

tv

couch

cofee
table

arm
chair

arm
chair

wc
wash
basin

wc
wash
basin

bath

sink fridge

cooker

chair chair

table

Fig. 1. An example of a graph representing a flat furnishing

In fig. 1 a graph representing a flat containing a hall, kitchen and several
bedrooms is depicted. Nodes represent elements of house furnishing and edges
represent communication possibility between them and distances or relative
placement. This graph may be further developed to add more details, for ex-
ample node representing a hall (H) can be replaced by nodes representing ele-
ments of hall design. Moreover door or windows can be added. For the clarity
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of the figure attributes are not shown, but they include sizes, position and other
features specific for the elements of furnishing.

To represent an actual design we must define a graph instance, which is a
labelled attributed graph in which to all attributes assigned to all nodes and
edges values of these attributes are assigned. In a house design system for all
rooms we have to specify its size attribute for example.

Moreover, as the graph represents the syntax of the design we also need some
form of the semantics. Partially it is obtained by the use of labels in the graph,
but some form of interpretation is also needed. An interpretation of a graph G
is defined as a pair of functions (IV , IE), where IV assigns geometrical objects
to nodes, while IE establishes a correspondence between edges and relations
between these objects. The objects assigned by IV are called primitives. The
primitives may be either simple geometrical objects or more complex objects.
The geometry of these objects may be internally represented by means of any
known representation. Primitives used depend on the domain of application. In
a house design system a set of primitives can contain such elements as doors,
windows, cabling, different pieces of furniture or elements like bulbs. When de-
signing pieces of furniture like chairs the set of geometrical objects could contain
boxes and cylinders, or some predefined objects like legs, seats and other parts
of a chair and a set of relations could consist of an adjacency relation. Having a
graph interpretation we can create a visualisation of a designed object.

3 Design Generation

The graphs representing designs may be dynamically generated by means of so
called graph grammars [1].

Let GA be a family of attributed graphs. Formally a production is defined in
the following way:

Definition 2. A production is a triple p = (l, r, π), where l and r are graphs
over RV ∪RE, and π is an applicability predicate π : 2GA → {TRUE,FALSE},
which on the basis of the values of attributes of L (where L is a subgraph of a
current graph c isomorphic with l), r and c determines whether a production can
be applied or not.

Definition 3. A graph grammar G is defined as G = (Σ,P, x) where:

– Σ is an alphabet of labels,
– P is a finite set of productions p = {l, r, π}, and
– x is a labelled node over Σ and is called the axiom of the grammar.

Let p = (l, r, π) ∈ P be a production in G. The first element of the pair l and
the second element r are called the left-hand-side and the right-hand-side of p,
respectively. The application of production p to a graph c consists in finding a
subgraph L of the current graph c isomorphic with l and substituting a graph r
for a subgraph L of the current graph c isomorphic with the graph l and replacing
the connections of l with the connections of r.
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Having defined a graph grammar, we can introduce a control diagram, which
determines the order in which the productions should be applied.

Definition 4. LetG= (Σ,P, x)beagraphgrammar.LetΩ = {I, F}∪{p1, ..., pm},
wherem = |P |, be the cardinality of the set of node labels.

By a control diagram CD over Ω defined for G is a directed node labelled graph
D = (VD, ED, s, t, lbD), where

– s, t : ED �→ VCD are two mappings assigning to each edge e ∈ ED elements
s(e) and t(e) called the source and the target, respectively.

– lbD : VD �→ Ω, is a labelling function, and
– there exists exactly one node labelled I and exactly one node labelled F ,
– there is no edge in-coming to the initial node labelled I and no edge out-

coming from the final node labelled F .

In many design situations there is a need to preserve or even to propagate
some information throughout the generation process, that is some sort of com-
municating between productions is needed. In this paper we propose an approach
similar to the blackboard method in artificial intelligence i.e. all the productions
of a given grammar can access and/or modify a common set of variables. This
set will be called memory.

Formally a grammar with memory is defined in the following way;

Definition 5. A grammar with memory is a pair GM = (G,M), where

– M is a set of variables, M = {m1, . . . ,mn}, such that ∀i = 1 . . . n,mi ∈ Di,
where Di is a set of all possible values for mi, and

– G = (Σ,P, x) is a graph grammar, where P is a set of productions p =
(l, r, π, f) defined as follows:
• l and r are left and right hand sides of p, respectively,
• π is an applicability predicate, π : 2GA×2M → {TRUE,FALSE}, where
L is a subgraph of a current graph isomorphic withe l and M is a memory
associated with the grammar G,

• f = (f1, . . . , fn) is a set of functions responsible for changing values of
memory variables, where fi : 2

M × 2AL → Di, 1 ≥ i ≥ n.

It can be noticed here the definition of a predicate π is extended to take into
account the possibility of including memory variables while deciding whether a
production can or cannot be applied. It also important that the above definition
does not put any additional constraints on the type of grammar G, i.e. it can be
a context-free or context grammar.

In this paper a modification of CD grammar systems is proposed. It can
be observed that while absolutely justifiable in string grammars the requirement
that only one grammar can operate on a given temporary form (called sentential
form ) seems too strong in case of graph grammars. Moreover in design systems
it would be useful to allow more then one grammar to operate on the same,
common, sentential form. It can be seen as an equivalent of many design teams or
agents working on different parts of the same design. To maintain the consistency
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of the design it must be ensured that no two agents work at the same time on
the same part of the design, i.e no two grammars (components) operate on the
same nodes of the sentential form.

Moreover, some way of activating particular components must be defined. In
this paper a so called terminal derivation mode is used, i.e. each grammar works
as long as it contains a production that can be applied to current graph.

Definition 6. A graph grammar system is defined as (n+ 3)-tuple
GGS = (N, T,G1, G2, . . . , Gn, g0), where

– N and T are the sets of non-terminal and terminal symbols, respectively,
– Gi = (Ni, Ti, Ci, Pi), (i = 1 . . . n) are graph grammars such that

• Ni, Ti and Ci are the sets of non-terminal, terminal and communication
symbols for the i− th a component, respectively,

• Ni ∩ Ti ∩ Ci = ∅,
• N =

⋃n
i=1 Ni, T =

⋃n
i=1 Ti,

• ∀x ∈ Ci, (i = 1 . . . n) ∃j �= i such that x ∈ Nj,
• ∀x ∈ Ni, (i = 1 . . . n) ∃p ∈ Pi such that its left side graph is labelled by
x,

• Pi is a set of productions GL ⇒ GR where GL and GR, called left side
and right side, respectively, are the labelled attributed graph over Ni ∪
Ti ∪ Ci and |VGL | = 1 ∧ labGL ∈ Ni,

– g0 is an initial graph.

For short nodes labelled with terminal, non-terminal and communication sym-
bols will be called, terminal, non-terminal and communication nodes, respec-
tively.

Similarly as in single grammar case when applying a grammar system to real
life problems a need to communicate between grammars may occur. To provide
for such a situation we introduce grammar system with memory.

Definition 7. A grammar system with memory is a triple SM = (S,M,F ),
where S is a grammar system, M is a memory and F is a family of functions
allowing each production of each grammar in S to change the value of elements
of system memory M.

It has to be noted here that some or all grammar in the grammar system can
actually be grammars with memory, thus the system may contain two different
levels of memory.

Each component grammar contains productions that have at least one node
on the left side labelled by a symbol from the set of non-terminals. The nodes
of the graph on the right side of the production can labeled by any symbol,
terminal, non-terminal or communication one.

The non-terminal nodes can be intuitively understood as representing a part
of a design that is not finished but a given grammar knows how to deal with
it further. Taking this intuition further a communication symbol means that a
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particular grammar knows that some part of design is not finished but it is not
specialist in this part and thus it communicates with other grammar that knows
how to deal with this part. Terminal symbols finally represent part of a design
that is considered to be finished (at least by the set of available rules).

The definition of a grammar system guarantees that if any grammar intro-
duces a communication symbol into current graph then there exists other gram-
mar exists such which contains the same symbol in its set of non-terminals. It
should be noted here that the communication symbols are in fact non-terminals
symbols for some grammars.

To demonstrate advantages of the proposed graph derivation method the
sample grammar graph system with memory is proposed. The purpose of this
system is to design an apartment. The memory of the system is defined as
M = (p c, space, br c). The variable p c is specified by the user and determines
the number of residents in the flat. The next property space is also defined by
the user to specify the apartment. The last variable br c has a default value and
it is a counter describing the number of bedrooms.

The grammar G1 is responsible for generating the structure of the apartment.
In fig.2a some of productions are presented. The central point is a hall repre-
sented by node labelled by H . There is a set of productions that are responsible
for adding the other rooms, like a kitchen K, a living room LR, a bath B, a
dinning room BR and a set of bedrooms BR. Applying the production P2 re-
sults in incrementing the variable br c from the memory. The control diagram
is presented in the figure 2b. Additionally, the predicates are used for some pro-
ductions to cover apartment requirements for example that there must be one
bedroom for each resident or that a separate toilet can be added only when the
apartment area is greater than 60 and there are more that 2 people.

The nodes representing rooms are communication symbols that trigger other
grammars that are responsible for furnishing particular rooms. The grammar G2
shown in figure 2c generates cooking area by defining a kitchen and a dinning
room. The control diagram for this grammar is presented in figure 2d. In similar
way to grammarG1 predicates for productions are used to generate the structure
suitable to requirements. Next grammar in figure 3a introduces the furniture for
living room. The grammar G4 generates the content of the bath and if the space
is suitable also for a toilet (figure 3b). The last grammar G5 is responsible for
bedroom furniture and is presented in figure 3c. The control diagrams for these
grammars make use of predicates an memory variables as shown in figures 3d-3f.

In this example by means of set of grammars operating on specific nodes a
parallel method of graph derivation can be used. Introduction of the memory
paradigm is a facilitation for a designer. It can be used to specify the initial
requirements (like the number of residents) or to perform some operations on
logical layer that could be difficult to express on syntax level (like counting
bedrooms).
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(a)
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H
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P2

B

H
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H
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(b)
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P1 P2

P3

P4

I

F

p_c>br_c
p_c>br_c
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(c)

K
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P1 P2

sink sink dw

P3

DR table chair K
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table
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(d)
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P1 P2

P3

P4

I

F

p_c>2

p_c>br_c

p_c<=2

p_c<=br_c

p_c>=2

p_c<2

Fig. 2. Selected productions from grammars G1 and G2 of the design system
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P3
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P2P1

BR bed ward
robe BR
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(d)

M=(p_c,space,br_c)

P1

FI

P2

space > 60

space <= 60

(e)

M=(p_c,space,br_c)

P1

P2

P3

P4I

F

space>80

p_c>4

space>70

(f)

M=(p_c,space,br_c)

P1

FI

P2

Fig. 3. Selected productions from grammars G3, G4 and G5 of the design system
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4 Conclusions

In this paper a new idea of intelligent, computer supported design by the use
of cooperating grammar systems was proposed. This method was illustrated by
a problem of house layout and furnishing designing. This example shows the
usefulness and feasibility of the approach.

As nearly all of the theoretical results available now are based on systems
with components being string grammars, it seems important to find whether
at least some of these results can be transferred into graph based systems. For
example the results concerning the ability of a (small) number of context-free
grammars to generate a language of identical or similar expressive power with
the one produced by non context-free grammar seems especially desirable. It has
already been proved for a special case of graph grammars [16] but an extension
for other types of grammars seems possible.

In this paper simple graphs and graph grammars were used. Yet it is visible
that in the case of the example used in this paper adding a hierarchical structure
to the graph would largely extend its understanding so we are currently work-
ing on formalizing extending this method to hierarchical graph and hierarchical
graph grammars.
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2. Csuhaj-Varjú, E., Dassow, J., Kelemen, J., Paun, G.: Grammar systems. A gram-
matical approach to distribution and cooperation. Topics in Computer Mathemat-
ics 8. Gordon and Breach Science Publishers, Yverdon (1994)
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7. Grabska, E., Strug, B., Ślusarczyk, G.z.: A multiagent distributed design system.
In: Demazeau, Y., Pavón, J., Corchado, J.M., Bajo, J. (eds.) 7th International
Conference on Practical Applications of Agents and Multi-Agent Systems (PAAMS
2009). AISC, vol. 55, pp. 364–373. Springer, Heidelberg (2009)

8. Kelemen, J.: Syntactical models of cooperating/distributed problem solving. Jour-
nal of Experimental and Theoretical AI 3(1), 1–10 (1991)

9. Kotulski, L., Strug, B.: Supporting communication and cooperation in distributed
representation for adaptive design. Advanced Engineering Informatics 27, 220–229
(2013)



Using Graph Grammar Systems with Memory in Computer Aided Design 759

10. Kotulski, L., Strug, B.: Distributed Adaptive Design with Hierarchical Autonomous
Graph Transformation Systems. In: Shi, Y., van Albada, G.D., Dongarra, J., Sloot,
P.M.A. (eds.) ICCS 2007, Part II. LNCS, vol. 4488, pp. 880–887. Springer, Heidel-
berg (2007)

11. Mart́ın-Vide, C., Mitrana, V.: Cooperation in contextual grammars. In:
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Abstract. Machine learning methods and algorithms can be combined
into ensembles to obtain better performance than a single base learner.
In the paper we present a framework for distributed system based on
Common Object Request Broker Architecture for creating ensembles of
learning systems. The systems are handled by the server which sends
and receives learning and testing data. They can be located on different
machines with various operating systems or hardware. The structures of
the base learners are described by XML files.

1 Introduction

Machine learning algorithms [18][19] can be used to develop learning systems that
can perform certain tasks after learning from data. The knowledge about the task
can be known or unknown. The systems can be used for control [8][12][17], face
recogition [1], medical classification [4], robotics [10] or even physics [23]. The
systems ranges from multi-layer neural networks, [20] support vector machines
[5], neuro-fuzzy systems [7][24], to multi-agent systems [2]. Despite a plethora
of learning systems, there is sometimes a need to decompose a complex prob-
lem into smaller tasks. Usually, there is used a finite number of subsystems,
trained by an additional meta-algorithm to achieve better accuracy than a sin-
gle learner. The most common techniques are bootstrap aggregating (bagging),
boosting, Bayesian model averaging or other, less sophisticated techniques. Im-
plementing new algorithms is a very time-consuming task and there is a high
demand in the scientific community for a flexible software systems to perform ex-
periments. There are many software systems for machine learning, e.g. [6][9][16].
In this paper we present a framework which can be used to create and train
in parallel modular structures of neural networks, neuro-fuzzy systems or any

c© Springer International Publishing Switzerland 2015
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other network structures. A method to describe network structures using the
XML language was shown in [11] along with the backpropagation learning. The
framework presented here uses this XML structure description and is meant to
create and learn ensembles of classifiers in a distributed object environment of
several learners and one server for task distribution. Bagging (Bootstrap AG-
GregatING) [13][22] is an algorithm for creating an ensemble that uses the same
dataset. Bagging produces replicates of the training set z and trains a classifier
Dk on each replicate Sk. Each classifier is applied to a test pattern x which is
classified on a majority vote basis, ties being resolved arbitrarily. We have a set
of labels Ω = {ω1, ω2, . . . , ωC}, where C is the number of possible classes, la-
beled ωi, i = 1, . . . , C. We consider the ensemble of classifiers D = [D1, . . . , DJ ],
where there are J base classifiers Dk, k = 1, . . . , J . We assume that the output
of classifier Dk is dk(x) = [dk,1(x), . . . , dk,C(x)]

T ∈ {0, 1}C , where dk,j = 1 if
Dk determines that x belong to class ωj , and dk,j = 0 otherwise. The majority
vote will result in an ensemble decision for class ωk if

J∑

i=1

di,k(x) = max
1≤j≤C

J∑

i=1

di,j(x). (1)

The Bagging algorithm consists of the following steps

1. Initialize the parameters
– the ensemble D = ∅
– the number of classifiers to train J

2. For k = 1, . . . , J repeat points 3-5
3. Take sample Sk from original dataset Z
4. Build a classifier Dk using Sk as the training set
5. Add the classifier to the current ensemble D = D ∪Dk

6. Return D as algorithm outcome
7. Run x on the input D1, . . . , DJ

8. The vector x is a member of class ωk, if condition (1) is fulfilled.

The next most popular ensembling method is the AdaBoost algorithm [3][15][21],
in its basic form designed for binary classification. Let us denote the l-th learning
vector by zl = [xl

1, ..., x
l
n, y

l] , l = 1...m is the number of a vector in the learning
sequence, n is the dimension of input vector xl, and yl is the learning class label.
Weights Dl assigned to learning vectors, have to fulfill the following conditions

(i) 0 < Dl < 1 ,

(ii)
m∑
l=1

Dl = 1 .
(2)

The weight Dl is the information how well classifiers were learned in consecutive
steps of an algorithm for a given input vector xl. Vector D for all input vectors
is initialized according to the following equation

Dl
t =

1

m
, for t = 0, ..., T , (3)
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where t is the number of a boosting iteration (and a number of a classifier in
the ensemble). Let {ht(x) : t = 1, ..., T } denotes a set of hypotheses obtained in
consecutive steps t of the algorithm being described. For simplicity we limit our
problem to a binary classification (dichotomy) i.e. y ∈ {−1, 1} or ht(x) = ±1 .
Similarly to learning vectors weights, we assign a weight ct for every hypothesis,
such that

(i)
T∑

t=1
ct = 1 ,

(ii) ct > 0 .
(4)

Now in the AdaBoost algorithm we repeat steps 1-4 for t = 1, . . . , T :
1. Create hypothesis ht and train it with a data set with respect to a distribution
dt for input vectors.
2. Compute the classification error εt of a trained classifier ht according to the
formula

εt =

m∑

l=1

Dl
t(z

l)I(ht(x
l) �= yl) , (5)

where I is the indicator function

I(a �= b) =

{
1 if a �= b
0 if a = b

. (6)

If εt = 0 or εt ≥ 0.5, stop the algorithm.
3. Compute the value

αt = 0.5 ln
1− εt
εt

. (7)

4. Modify weights for learning vectors according to the formula

Dt+1(z
l) =

Dt(z
l) exp{−αtI(ht(xl) = yl)}

Nt
, (8)

where Nt is a constant such that
m∑
l=1

Dt+1(z
l) = 1 . To compute the overall

output of the ensemble of classifiers trained by AdaBoost algorithm, the following
formula is used

f(x) =
T∑

t=1

ctht(x) , (9)

where
ct =

αt∑T
t=1 αt

(10)

is classifier importance for a given training set, ht(x) is the response of the
hypothesis t on the basis of feature vector x = [x1, ..., xn]. The coefficient ct
value is computed on the basis of the classifier error and can be interpreted
as the measure of classification accuracy of the given classifier. Moreover, the
assumption (2) should be met. As we see, the AdaBoost algorithm is a meta-
learning algorithm and does not determine the way of learning for classifiers in
the ensemble.
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2 System Architecture

To establish connections between the server and client applications we used the
CORBA (Common Object Request Broker Architecture) standard defined by
the Object Management Group (OMG). CORBA is developed for communica-
tion between various systems and is independent of operating system, platform,
programming language and hardware. It is based on object-oriented program-
ming as distributed model with encapsulation and reuse. Each of the objects in
a CORBA system has a unique address of the Interoperable Object Reference
(IOR). It stores the address of the computer with the type of the object, the ob-
ject number, the order of bits transmission, etc., in the form of several hundred
characters. Description of objects (for the exchange of information, more specif-
ically the ability to call their component functions) is performed with the use of
the Interface Definition Language (IDL). IDL is the language used to define the
interface for classes used in CORBA. A developer describes what methods can
be found on the individual objects, giving the program code to perform in them.
Thus, when we use the IDL language, we have to create both: method names
and the names and types of the input and return parameters. After we create
the class skeleton, it will be translated to a code for a programming language.
e.g. C#, Delphi, Java (their choice depends entirely on the developer) to create
the appropriate code program for the server and the client. Interfaces of classes
written in IDL can be divided into modules, and there is possibility to make the
inheritance between them. IDL language has its own data types (similar to Java
and C). The developer does not have to take care of the appropriate casting
these types to types of the used programming language as this is handled by
the IDL specification. The main benefit of using CORBA compared to .NET
Remoting or Java RMI is its universality. The final program codes (client and
server) can be created using any of common programming languages such as
C#, Java, etc. In the case of .NET platform we have three ways to our disposal:
open-source IIOP.NET project, J-Integra Espresso and VisiBroker for .NET (a
part of Borland’s VisiBroker CORBA). In case of Java-based solutions we have
Object Request Broker (ORB), the Java CORBA ORB and Internet InterORB
Protocol (IIOP).

Many meta-algorithms for creating ensembles can be designed to allow paral-
lel execution. The example can be bagging where all subsystems can be trained
independently. Of course, there are some constraints coming from large mem-
ory requirements of multiple learning structures what could be overcome by
distributing the load into multiple machines.

The proposed system has two types of modules: server (ServerMS) and clients
(ClientMS). Figure 1 shows the architecture of the system. In the process of
creating and training modular systems, only one application of ServerMS type
and many (according of used algorithm) client applications run. The main task
of the ServerMS is to coordinate the work of ClientMS instances. Generally, we
can distinguish two stages: the process of the construction of such a modular
systems and their testing. Testing process for most algorithms is very similar,
while creating a modular system is more varied depending on the meta learning
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Fig. 1. Architecture of the presented solution

algorithm. In the case of boosting, at the learning stage, ServerMS application
must submit to subsequent clients (modular system components) respectively
the modified learning set. There is some extra information added, e.g. weights
of samples. Boosting learning can be described as:

1. User loads a learning dataset to ServerMS program,
2. ServerMS assigns to each sample from the learning set a weight
3. The ClientMS communicates with the server application and receives its

learning set,
4. After the learning process, ClientMS updates weights of samples and such a

modified learning set is sent back to the ServerMS,
5. Then, the ClientMS is run and receives new samples to learn from the

ServerMS.

Steps 3 to 5 are repeated until a stop condition is met.
The situation is different in the case of the bagging algorithm. Now ServerMS

performs a simple task, i.e. it loads the entire learning set and then splits the
dataset at random to the predetermined number of clients. Each of the clients
establishes a communication with the ServerMS, and as a result receives from
it another training set with which the learner selects its parameters (weights in
the case of neural networks, fuzzy sets parameters in the case of neuro-fuzzy
systems). Testing process is very simple and is similar in both the bagging and
boosting algorithms. It can be summarized as follows:

1. ServerMS loads a testing dataset,
2. Each of the previously learned clients gets the testing dataset from the server

and generates its answer,
3. The server reads the responses from individual clients and depending on the

algorithm determines a definitive answer of the modular system.

Below we present an example of IDL script, used to create communication be-
tween the server and client programs.
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// Combine
typede f sequence<double> TmyArray ;
typede f sequence<TmyArray> TmyMatrix ;
i n t e r f a c e Combine {
TmyMatrix Give SamplesToCombine( in long ClientNo ,

in double Cl i entEror ) ;
void Send Answers ( in long ClientNo ,

in TmyMatrix Resu l tSet ) ; } ;

The above listing presents main components of an IDL file. Of course, developers
extend them to their needs. Because we were not able to find suitable data
type to declare two-dimensional array in IDL, we created our own type named
TmyMatrix. To do that, we used the special command typedef. After that there
is a declaration of the base interface for objects that will feature code methods
for communication. As in Java, C++, and c#, each block program begins with
{ and finishes with a }. In addition, each line of the code is terminated with a
semicolon. The name of the interface described by us is Combine. In its simplest
form it should implement two methods SamplesToCombine and SendAnswers.
Those methods are sufficient to create the communication between ServerMS
and ClientMS programs.

3 Experiments

We performed an experiment on the Glass Identification dataset [14]. The goal
is to classify window and non-window glass on the basis of nine features. As
we can see in Table 1, boosting procedure created five classifiers, each with two
fuzzy rules. The ensemble achieved 97.67% overall classification accuracy. Each
classifier had its own software instance with data handled by the server and was
learned by the backpropagation algorithm.

Table 1. Experiment results for Glass Identification dataset and boosting

Classifier 1 Classifier 2 Classifier 3 Classifier 4 Classifier 5

No of rules 2 2 2 2 2
No of epochs 20 30 50 100 40
coeff. ct 0.13024 0.00601 0.173716 0.345017 0.345017
Classification ac-
curacy %

88.37 76.74 90.6 97.67 97.67

4 Summary and Conclusions

We developed a software system for creating and learning various types of en-
sembles in a distributed, platform-independent environment. It allows to create,
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describe and save network machine learning structures in an XML form. The sys-
tem consists of the server and learner modules. Communication between them
is done by CORBA remote procedure calls. The server handles the data needed
to learn the ensemble subsystems and collects the data from them. The system
can operate on various platforms as the IDL language allows to exchange data
between them. Currently we implemented bagging, boosting and the backprop-
agation algorithm for any type of base learner structures.

Acknowledgments. This work was supported by the Polish National Science Centre
(NCN) within project number DEC-2011/01/D/ST6/06957.
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Abstract. Different types of graphs can be used to represent designs.
Such graphs can be generated by different methods, both automatic and
interactive, as a result producing a large number of possible designs that
have to be evaluated in some way. As in many real world design problems
good designs share similar elements in this paper a method for design
evaluation based on patterns’ co-occurrence is presented. It allows for
the designs to be evaluated at the level of its representation, and thus do
not require visualisation of designs. As a hypergraph-based representa-
tion is used for designs, patterns are selected by frequent graph mining
algorithm. An application of the proposed evaluation method is also pre-
sented. A floor layout design example is used to illustrate the approach.

Keywords: Computer aided design ·Hypergraph representation ·Graph
patterns

1 Introduction

Graphs are a proven way of representing many complex objects in different do-
mains of computer science [15] such as engineering, system modeling and testing,
bioinformatics, chemistry and other domains of science [2].

In this paper generalization of simple graphs known as hypergraphs is used
as a design object representation [9]. Designing new artifacts requires a method
of generating hypergraphs representing them. These methods researched include
those based on formal languages [15], graph based representation jointly with
graph grammars [2,8,14], and grammar systems [16,4,6,5], but also evolutionary
computations that were used in different domains of design [2,8,14].

As a result of a generative design a large database of hypergraphs - and at the
same time designs, is produced. Then, the basic problem is how to automatically
or semi-automatically evaluate the quality of the hypergraphs (where the quality
of a hypergraph is understood as the quality of the design it represents in respect
to a given design problem). In many cases the process of evaluation is solved by
the use of a human designer who selects best solution or assigns some numerical
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values to each design. The requirement of the presence of the human ”evaluator”
limits the number of possible solutions that can be analysed as all hypergraphs
have to be visualized, what in many design problems can be complex and time-
consuming.

While the total elimination of the need for a human evaluator is not the aim
of this research it would be useful to eliminate as many designs as possible on the
basis of their structural or spatial flaws or on incompatibility with the design task
being solved. Such problems could be found at the representation level without
the need of visualizing designs. One of the possible approaches of eliminating
the visualization step is to use the earlier designs, and their representations in
form of hypergraphs, for which a quality in respect to a given task is already
known, being defined by a human ”evaluator”. Such a set of previous designs
can be considered as corresponding to the ”prior knowledge” or ”experience”
factor used by the human designers.

It can be observed that designs getting high quality evaluations often are simi-
lar in some way, that is. they share some common elements. Thus exploring these
common elements by finding frequently recurring substructures in hypergraphs
is proposed in this paper.

2 Hypergraph Representation of Designs

The methods used in CAD problems, like boundary representations, sweep-
volume representation, surface representations or CSG (constructive solid ge-
ometry) [13,11], usually allow for the geometry of an object being designed to
be coded but do not take into account the inter-related structure of many design
objects i.e. the fact that parts of an object can be related to other parts in dif-
ferent ways. A representation taking relations into account is usually based on
some type of graphs. Different types of graphs have been researched and used in
this domain, for example composition graphs [7]. In this paper hypergraphs are
used.

Hypergraphs (HGs) consist of nodes and hyperedges. In simple graphs edges
always connect two nodes, hypergraphs, on the other hand, are composed of
nodes and hyperedges with different numbers of ordered tentacles, each of them
linked to a node. Hyperedges used in this paper can represent both design com-
ponents (component hyperedges) and relations among them (relational hyper-
edges).

Nodes and hyperedges in hypergraphs can be labelled and attributed. Labels
are assigned to nodes and hyperedges by means of node and hyperedge labelling
functions, respectively, and attributes - by node and hyperedge attributing func-
tions. Labels usually denote the type of the entity represented by a given atom
or geometrical primitive used. In case of the floor layout problem the labels de-
note type of the area (for component hyperedges) or the relation (for relational
hyperedges) Attributes, on the other hand, represent properties (for example
size, position, colour or material) of a component or relation represented by a
given hyperedge. An example of a floor layout and its hypergraph representa-
tion is depicted in Fig. 1a and 1b, respectively. As there is no standard way of
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drawing hyperedges in this figure they are drawn as rectangles (for component
hyperedges) and ellipsis (for relational hyperedges). Hyperedges are connected
with nodes, denoted by small filed circles, by tentacles depicted as continuous
line segments. Nodes are not labelled in the figure for the clarity reasons and
they represent walls of the flat.

a) b)

Fig. 1. Examples of a floor diagram and its hypergraph representation. Label B stands
for a bedroom, Bt - for a bathroom, H - for a hall and K - for a kitchem, double lines
in a flat diagram represent doors.

3 Frequent Pattern Mining in Design Evaluation

Frequent graph mining techniques are developed on the basis of a more gen-
eral frequent pattern mining. Frequent pattern mining was first proposed by
Agrawal et al. [1] for market basket analysis in the form of association rule
mining and later extended for various kinds of applications, from scalable data
mining methodologies, to handling a wide diversity of data types [12,10]. In
graph mining a subgraph is considered frequent if its support, i.e. the number
of graphs that contain this subgraph, is larger then some predefined threshold.
The support is usually expressed as a percentage of graphs containing a given
subgraph. In this paper two algorithms, FFSM and gSpan, are considered. Both
algorithms can work on undirected graphs with labelled nodes and edges [24,23].
They perform the analysis of graphs in a depth-first order and can only find
connected subgraphs. These algorithms are formulated for graphs. In case of hy-
pergraphs some modifications must be introduced. Firstly both the nodes and
hyperedges are treated in a way only nodes are treated in standard algorithm.
Moreover the tentacles (shown as ”links” joining visually hyperedges and nodes)
in a hypergraph are treated as edges in the algorithm.

The approach to evaluating designs used in this paper has been implemented
and tested on examples of a floor layout design. The process starts by coding
a database of floor layouts, consisting of hypergraphs of size of 20 to 50 atoms,
in GraphML format and importing to the GraphSearcher application [22]. Then
the set of frequent patterns is generated and finally these patterns are used to
evaluate new designs.

A number of experiments was carried out using different support values and
both FFSM and gSpan algorithms. As the gSpan algorithm consistently gener-
ates more frequent patterns it is used as a basis for further experiments. More
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a) b)

Fig. 2. Examples of frequent patterns representing design requirements and meaning-
less rules

Fig. 3. Hypergraph representing a new design

detailed results obtained with the use of the FFSM method were presented in
[17], and the results obtained with the use of the gSpan algorithm and a com-
parison of both results were presented in [18].
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Thus, let G = {G1, . . . , GNG} - be a set of hypergraphs, where NG is the
number of hypergraphs in a database. Let P = {P1, . . . , PNP } - be a set of
frequent subgraphs in set G found by the gSpan algorithm andNP be the number
of these patterns (subgraphs). Let FPEV (G) be the quality value for a graph
G, calculated as the proportion of frequent patterns that are a subgraphs of G.
Let P (G) = {Pi : Pi ⊂ G} be the set of frequent patterns found in G. Thus

FPEV (G) =
|P (G)|
NP

. (1)

Some of patterns Pi found are depicted in Fig. 2a and b. One of the hy-
pergraphs representing new design is presented in Fig. 3. In all figures object
hyperedges are depicted as squares and relational ones - as circles. For a hyper-
graph depicted in Fig. 3 the value FPEV (G) = 0.91

However, two problems can be observed for the FPEV quality measure.
Firstly, the number of frequent subgraphs, even for high support parameters,
is very large. For the support parameter set to 100% there were 1021 frequent
patterns found by gSpan, and much more for lower threshold values. As the eval-
uation of a hypergraph representing a new design consists in checking how many
of these frequent subgraphs are also subgraphs of the new hypergraph a huge
number of subgraph isomorphism checking operations is required. Although the
hypergraphs are labelled, what lowers the computational cost of these opera-
tions, it still is a time consuming process.

The second problem is the quality of rules represented by the frequent patterns
found. For example pattern depicted in Fig. 2a represents meaningful design
rules (accessibility of a room from an entrance). On the other hand the pattern
depicted in Fig. 2b is meaningless, it does not represent any real design require-
ments, but rather some coincidental collection of atoms. The existence of many
such nonrepresentative patterns can affect the reliability of the final evaluation -
a hypergraph containing many such patterns could get high quality value while
representing a bad design. Some improvement of the reliability can be achieved
by using negative patterns, i.e. a set of hypergraphs representing particulary bad
designs, which was artificially generated and consists of hypergraphs represent-
ing floor layouts which are either impractical or break some design rules or even
regulations. Then the negative set of frequent patterns is generated by running
the frequent pattern mining algorithm on this set.

For the reduction of the size of the set two methods were proposed in [19]
and in [20]. As for the second problem (i.e many meaningless patterns) a possi-
ble solution based on using negative patterns and frequency of occurrence was
presented in [21].

In this paper another approach is taken; rather then defining different mea-
sures or reducing the set of frequent patterns a co-occurrence of patterns is
analysed.
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3.1 Using Pattern Co-Occurrence

As it was mentioned above a number of frequent patterns does not represent
any meaningful design requirements. Moreover the fact that a given pattern
is present in many good designs and represents a real design requirement or
rule does not warrant it should positively contribute to the final evaluation of
another design. In many cases a given pattern should only contribute to the final
evaluation when it occurs alongside other pattern or group of patterns.

a) b)

Fig. 4. Examples of frequent patterns mostly useful when occurring together

a) b)

Fig. 5. Examples of patterns containing elements of co-occurring patterns

For example a frequent pattern depicted in Fig. 4a represent a design re-
quirement of a pantry being accessible from some other space and also being
adjacent to at least one other space. While this is a sensible requirement on
its own, actually the existence of pantry makes more sense when a kitchen is
also present in the same design. In typical design tasks the presence of a pantry
without a kitchen can even not be permitted, thus making the same pattern
depicted in Fig. 4a a negative one. As in many cases a pantry would be either
accessible from the kitchen or at least adjacent to it such a design requirement
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would be represented by one of patterns shown in Fig. 5a and b. Yet, this pat-
tern can not replace the co-occurring patterns from Fig. 4a and b, as the pantry
can be separated from the kitchen by a hall, passageway or other spaces with-
out it significantly lowering the evaluation for a given design. So this example
demonstrates that the same frequent pattern can represent positive or negative
rule depending on the context in which it occurs i.e. on other frequent patterns
present (or not) in a given hyper graph.

Thus the goal is to find frequent patterns and then group them into sets of
frequently co-occurring patterns that can be used as the basis for the quality
evaluation.

In theory any set of patterns could be used as a co-occurrence group, but
not all of them have the same discriminative power to correctly evaluate good
designs as such and at the same time give low values to bad designs. Thus
co-occurrence groups consisting of patterns which have high frequency in the
positive set of hypergraphs and a low frequency in the negative graph set are
searched for. To avoid an overfitting problem two additional parameters are used
in the algorithm generating the co-occurring groups. First of them, MinPos sets
the minimal percentage of hypergraphs from the positive set in which a patterns
must co-occur to be considered a co-occurring patterns set. The second one
MaxNeg is a maximal percentage of hypergraphs from negative set containing
the co-occurring group.

Finding such sets requires two steps. In the first one each frequent subgraph
found by the mining algorithm is assigned numbers of hypergraphs it is found
in (from both positive and negative sets). This step in practice is performed
at the same time as the mining for frequent patterns by small modification
of the mining algorithm. For each hypergraph in a set a list is maintained,
containing references to all frequent subgraphs it contains. Each time a new
frequent subgraph is determined and added to the set of frequent patterns, a
reference to it is added to the beginning of appropriate reference lists. Thus
this step does not increase the complexity of the algorithm, as it only involves
maintaining lists.

In the second step the set of groups of co-occurring patterns is determined.
Starting from the first frequent pattern a largest possible group of co-occuring
patterns and such that they co-occur in at least MinPos positive hypergraphs
and in no more then MaxNeg negative hypergraphs is searched for. Then the
patterns included in this group are discarded and subsequent groups are deter-
mined following the same rule. This process ends when no more frequent patterns
exist or no more group satisfying threshold values can be built.

Then the groups are used to evaluate new designs. Each design is given a
quality value which, similarly to using single frequent patterns, is the function
of the number of groups of co-occurring patterns it contains. Moreover a con-
tribution each group makes to the total quality value is based on its positive
discrimination factor - PosF , i.e. how likely it is that the co-occurring patterns
represent positive and not negative design rule. This rate is calculated as a dif-
ference between the frequency of the group in positive set and in negative set
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divided by 100. Thus, obviously PosF ∈ [(MinPos − MaxNeg)/100, 1] with
the value of 1 reached for groups of patterns co-occurring in all hypergraphs in
positive set and in none of the negative set. Then the quality value based on the
co-occurring patterns CoEV is calculated in the following way:

CoEV (G) =

∑|CG|
i=1 PosFi

MaxEV
, (2)

where G is a hypergraph being evaluated, CG is the number of co-occurring
groups contained in G, PosFi is the positive discrimination factor for the i− th
group.MaxEV is the maximum possible value of the evaluation i.e. MaxEV =∑NumG

i=1 PosFi (where NumG is the total number of groups of co-occuring pat-
terns found). Thus CoEV ∈ [0, 1].

The approach presented above was tested on a small set of new hypergraphs
representing designs not present in the positive and negative sets used to generate
groups of patterns. The set consisted of six hypergraphs, three of them repre-
sented good designs (denoted by G in table 1, two moderately good but still
acceptable (denoted by M) and one very bad (denoted by B). Table 1 contains
evaluation values calculated for all test hypergraphs with different threshold val-
ues (MinPos and MaxNeg) as well as the values obtained by the use of single
frequent patterns (equation 1).

It can be observed that increasing theMaxNeg threshold increases the quality
value, what most likely is caused by the higher number of negative patterns
allowed. Yet, the general ”ranking” of hypergraphs is preserved. In all caesa
good hypergraphs receive consistently higher values then medium or bad ones.
More importantly, the good hypergraphs get usually higher quality values then
those assigned by single patterns, and the bad ones get usually lower quality
values then when using only single patterns. Thus this approach seems better at
discriminating between good and bad designs.

Table 1. Experimental results for some of test hypergraphs

measure FPEV CoEV

MinPos 80 % 80 % 90 % 90 %

MaxNeg 10 % 5 % 10 % 5 %

G1 0.92 0.98 0.93 0.97 0.94

G2 0.83 0.89 0.86 0.90 0.85

G3 0.91 0.92 0.88 0.95 0.94

M1 0.55 0.53 0.45 0.49 0.47

M2 0.62 0.60 0.60 0.60 0.58

B1 0.24 0.19 0.17 0.20 0.22

4 Concluding Remarks and Future Work

In this paper the approach based on using groups of co-occurring patterns as a
tool to evaluate the quality of designs at the level of hypergraph representation.
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The results obtained suggest that this approach is better at discriminating be-
tween good and bad designs then using single frequent patterns. In the approach
presented in this paper neither the size of each group of frequent co-occurring
patterns nor the size of frequent patterns included in these groups is taken into
account. Yet, it is possible that a large pattern would bring more information
then a small one so some weighting of patterns is planned to be tested. Moreover
the groups are established by a greedy algorithm and use each frequent pattern
only once. Establishing the groups in different way, such that would maximizes
the number of hypergraphs that can be given the best (i.e. closest to a human
designer) evaluation is also planned.
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Abstract. The paper deals with parallel variants of optimization algo-
rithms dedicated to solve transportation optimization issues. The prob-
lem derives from practice of logistics and vehicle routes planning. We
propose parallelization method of the cost function determination dedi-
cated to be executed on GPU architecture. The method can be used in
metaheuristic algorithms as well as in exact approaches. 1

1 Introduction

Vehicle Routing Problem (VRP) is an NP-hard problem, which solution consti-
tutes a key element for effectiveness improvement in transportation. The prob-
lem, introduced by Dantzig and Ramser [8] in 1959, appears in many variants
with different level of complexity. From this time literature relating to it has
been expanded by thousands of items. The software used to solve VRP prob-
lems generates considerable savings of 5% – 30% for Companies which are using
it [10]. Up to now, the exact methods are not able to solve in a reasonable time
solutions for instances with more than 50 - 100 clients [10]. This is a very se-
rious limit if we take into account that customer lists of large companies may
contain thousands of items. Consequently, for such cases, it is necessary to use
approximate methods.

In Capacitated Vehicle Routing Problem (CVRP) we consider the following
scenario: we own a delivery business that sends goods to clients via vehicles.
Transport begins at the base station. The time needed to travel from base sta-
tion to every client (and from every client to every other client) is known. We
can look at this set-up as a full weighted graph with one highlighted vertex. The
goal is to deliver every package to clients in the smallest possible time according
to their demands. The capacity of each vehicles is fixed. The vehicles needs to
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go back to the base station to reload when empty. A general CVRP assume that
demand of every client, number of vehicles and their capacity are not bound by
any assertion. The vehicle routing problems have been attracting the interest of
combinatorial optimization experts for over 50 years. The motivation to study
this class of problems lies in its relevance to the real world as well as in its diffi-
culty. One of books that are worth mentioning is [17]. It is an overview of main
VRP variations (including CVRP). The authors show both exact and heuristic
methods of finding the solutions. Large portion of the book covers the main vari-
ations, like: VRP with time windows, backhauls, pickup and delivery. Parallel
Tabu Search for multi-criteria VRP problem was proposed in [11]. Other efficient
methods, for multi-criteria discrete problems, were proposed and tested. Among
them simulated annealing [13], genetic algorithm with local search method [15]
or GACO hybrid algorithm [16]. Our further research on the multi-criteria VRP
will certainly draw from the above mentioned work.

In our variation of the CVRP we assume that every client demands exactly
one package and we have only one delivery vehicle with fixed capacity. It is easy
to see that with these constraints our problem transforms into a permutation
problem. Furthermore, it is very similar to the classical Travelling Salesman
Problem (TSP) [7] with only difference being exclusion of the base station from
permutation. Therefore, only vertices that represent clients are being permu-
tated. Next, we can evenly partition the resulting permutation into sets of size
equal to the capacity of the vehicle. These sets represent paths the vehicle will
make with each round of deliveries.

The main goal of the research presented in this paper is to propose a new
methodology of parallelization of the cost function determination function ded-
icated to be executed on the GPGPU (General-Purpose computing on Graphics
Processing Units). The paper is organized as follows: firstly, we give a specifica-
tion of the CVRP variation we will be solving. Next, we introduce multi-GPU
algorithm. After that we show the results of the performed experiments. The
main goal is to show the scalability of the algorithm.

2 Problem Definition

We consider Capacity constrained VRP (CVRP) here, in which the main con-
straint is connected with capacity of a single vehicle. Assumptions of the CVRP
are:

– a fixed number of identical vehicles with specific capacity,
– a fixed number of customers with a specific orders of sizes and locations
– vehicles are able to perform client orders, but the total size handled by

vehicle orders cannot be larger than its carrying capacity,
– vehicles are located in a central base, in which they starts and finish its work,
– travel costs between the points are given,
– the goal of optimization is to minimize the cost of customers service.
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An instance of the CVRP can be described with using following notions:

C = {1, ..., n} – set of clients, (1)

G = (N,E) – graph, where (2)

N = {0} ∪ C – base with a set of clients (set of vertexes), (3)

E ⊆ N ×N – set of edges, (4)

D = {d1, ..., dn} – size of order of particular clients, (5)

q ≥ di, i ∈ {1, ..., n} – capacity of a single vehicle, (6)

V = {1, ...,K} – set of vehicles, (7)

[Aij ] – matrix of transport costs for

elements of the set N , i, j = 0, 1, 2, . . . , n. (8)

A solution of the CVRP consists of above elements and fulfills constraints pre-
sented below:

– K routes(single route for each vehicle),
– beginning and end of each routes in the same base,
– total size of all order on the route ≤ q,
– each client is served exactly one time,
– sum of costs of driving on the particular route the cost of this route,
– sum of routes costs is the cost of the solution.

The aim of the optimization can be formulated as:

Find a solution with the smallest cost.

An adequate formal description can be presented as:

minimalize
∑

k∈V

∑

i={0,1,...,n}
j={0,1,...,n}

Aijx
k
ij , (9)

where xk
ij =

{
1, if the vehicle k drives from i to j
0, otherwise.

3 Parallel Algorithm

The role of parallel algorithms which solves NP-hard problems significantly in-
creased in the last decade, in particular for vehicle routing problems.

Rego [14] proposed a parallel tabu search algorithm (see also [4,5,6]) for the
VRP which uses ejection chain type neighborhood; four slave processors were
used in the implementation. The SSMS (Single Starting point Multiple Strate-
gies) model was used, according to the classification Vo ss and cite Voss, i.e.
slave processors receive the same starting solution, but have used different search
strategies. Evaluation of the objective function also takes place concurrently.
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Alba and Dorronsoro [1] proposed parallel genetic algorithm for VRP (cellu-
lar version), wherein crossover and mutations operators used local search proce-
dures. The algorithm allowed oppearing if unfeasible solutions using the appro-
priately modified cost (penalty) function. The population is organized in mesh
structure with crossover limitation to four neighbors on the mesh (see [2]).

Multi-colonial ant colony optimization (ACO) algorithm for VRP was pro-
posed in the work of Doerner et al. [9]. Authors propose three different strategies
of master-slave type with using standard local search operators and focusing ex-
clusively on sequential algorithm speedup without improvement of the quality
of obtained solutions. Tests were performed on 32 processors. Computational
experiments show good scalability of the algorithm using up to 8 processors, for
the greater number of them, as a result of increase the role of communication in
parallel algorithm, the efficiency deteriorating.

On the other hand, for the problem of routing with time windows (VRP with
Time Windows, VRPTW) Bouthillier and Crainic [12] proposed an effective pro-
cedure of parallel optimization based on four metaheuristics (two based on the
tabu search method and two genetic-based approaches) and post-optimization
procedure which uses ejection chains technique as well as local search procedures.
The authors analyzed the profit resulting from co-operating nature of their algo-
rithm by comparing the quality of obtained solutions with the approach without
communication between processors.

4 Case Study

The huge computational complexity of the problem forces the use of more so-
phisticated techniques than a complete overview. No matter what technique will
be used common fragments which are specific for a problem will occur. For VRP
problems one of such parts is computing the cost of a solution. The following pa-
per provides a study of scalability for computing the solution cost by using GPU
units for three problems: VRP (without any limitations), Distance constrained
Vehicle Routing PRoblem (DVRP) and Distance and Capacity Constrained Ve-
hicle Routing Problem (DCVRP).

4.1 Generation of Test Data

Test data was generated in the initialization phase of the algorithm. In order to
generate the cost (distance) matrix a pseudo-random number generator (srand
function from gcc 4.4.3) was initialized with the constant value 7378342. Matrix
elements were calculated as follow:

– if the element is located on the main diagonal of the matrix it takes the
value 0,

– if the element is located above the main diagonal it is set to a random value
in the range from 1 to 30 (computed by using rand function from gcc 4.4.3),
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– if the element is located below the main diagonal then it will take the value
of an element obtained by swapping its indexes. Next a pseudo-random test
number is drawn. If it is even then the element value will increase by 0.20
and decrease by 0.20 otherwise.

In order to generate the capacity demands of each client a pseudo-random
number generator (srand function from gcc 4.4.3) was initialized with the con-
stant value 478 342. Each value was pseudo-randomly selected within the range
from 0 to 99 (computed by using rand function from gcc 4.4.3).

The solutions were constructed in two stages. In the first stage the length of
the route for a single vehicle was calculated by dividing the number of customers
by the number of available vehicles (1 was added to the length of the route for
the first R routes, where R is the rest of the division). Next the vehicle routes
were populated with rising client numbers. In the second stage the order of
solution elements was changed pseudo-randomly. For this purpose, a pseudo-
random number generator was initialized with the constant value 5625 (srand
function from gcc 4.4.3). Next two positions were picked pseudo-randomly and
their values were swapped. The action was repeated as many times as the solution
length.

4.2 Hardware

Studies were performed by using the following hardware:

– Intel R Core i7 CPU X 980 @ 3.33GHz (12 available cores),
– 24GB RAM memory,
– nVidia Tesla S2050 - 4 GPU units, each with 448 cores, 14 multiprocessors

and 3GB RAM memory (global).

Used GPU units are equipped with the following types of memory (OpenCL
names):

– global memory - the largest and slowest volume of available memory,
– constant memory - heavily buffered (an therefore much faster) read-only

global memory. For Tesla S2050 GPU units its volume is limited to 64KB,
– local memory - very fast on-chip memory. For Tesla S2050 GPU units its

volume is limited to 48KB per multiprocessor,
– private memory - this term usually refers to the registers.

Used GPU units provide a mechanism that can hide the global memory latency
by minimising memory transactions. Unfortunately random accesses which are
present in cost determination for the VRP problems make it impossible to take
advantage of it.

4.3 Solution Methods

The maximum number of threads used was calculated by multiplying the total
number of available cores with a multiplier. The resulting value is rounded up
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to the nearest multiple of the block size. Solutions are divided between the
available devices (GPU) and threads (not necessarily the maximum number).
While running the algorithm each threads calculates the costs for its set of
solutions.

For the VRP problem the cost (distance) matrix and appropriate solutions
were copied to the global memory of available devices. Additional global memory
area is reserved for returning the calculated total cost value for each solution. The
calculation is mostly associated with data reads of the first two global memory
areas.

For the DVRP problem no additional data was copied to the devices but
an additional global memory region was allocated for returning the maximum
vehicle distance for each solution. The algorithm was slightly more complex
due to the calculation of two costs but it does not involve additional reading
of global memory. Computational overhead associated with parallelism remains
unchanged, so the scalability of the problem DVRP should be slightly better
than the VRP problem.

For the DCVRP problem additional data containing the clients capacity de-
mands was copied to the devices. This data was read for calculating the maxi-
mum load of a single vehicle for each solution. Due to the necessity of additional
cost calculation the algorithm gained complexity again but it is associated with
additional global memory readings. In order to minimize the latency impact the
algorithm was developed in two versions. The first version holds the additional
DCVRP specific data in the global memory and the second in the constant mem-
ory. Computational overhead associated with parallelism is identical for both
versions, so the scalability for the version using constant memory should be bet-
ter. Fig. 1 contains the GPU code fragment which is responsible for calculating
the costs for the DCVRP problem with constant memory.

4.4 Computational Experiments

The study was focused on the analysis of the scalability of calculating solutions
costs for three problems (VRP, DVRP, DCVRP). The DCVRP problem was
tested in two variants. In total four problems were tested.

The maximum number of threads was determined by multiplying the number
of available cores by the multiplier. Each problem was tested with three different
multiplier values (1, 2, 3).

The figures Fig.1.A., Fig.1.B, Fig.1.C, Fig.1.D. present the speed up (code
executed on the GPU) for an increasing number of threads with respect to one
thread for all four problems, the multiplier value set to 3, the length of a single
solution set to 1099 and the total number of solutions set to 40000. The speedup
is increasing even when the number of threads exceeds the number of available
cores. This increase is relatively stable when the number of threads is less than
about 2400.

Maximal speedups obtained for a particular problem was:

– VRP: 1098.17,
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Fig. 1. GPU code
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– DVRP: 1419.27,
– DCVRP with global memory: 1395.84,
– DCVRP with constant memory: 1457.15.

The significant speedup improvement is very explicit between the DVRP and
VRP problems which confirms previous assumptions. Increased complexity of
the DCVRP algorithm was not enough to compensate the additional global
memory readings. Therefore the maximal speedup obtained for DCVRP with
global memory was lower than the maximal speedup for the DVRP problem.
The use of constant memory has significantly increased this value so that it was
even better than the speed up value obtained for the DVRP problem.

The figures Fig.2.A., Fig.2.B, Fig.2.C, Fig.2.D. present the change of the op-
timum block size with respect to the number of threads (block size was tested
in the range from 1 to 32). A relatively stable growth can be observed when
the number of threads is less than about 2400. Beyond this value the optimum
size of the block still does not fall below certain base levels. For example for
the DCVRP with constant memory the block size base level increases after the
number of threads exceeds 448, 904, 1368, 1808, 2340. The number of available
multiprocessors is 4x14=56 so the number of blocks is never greater than 8-9
per multiprocessor.

The figures Fig.3.A., Fig.3.B, Fig.3.C, Fig.3.D. present the obtained speedup
for different number of devices (in respect to one device) for all four problems.
For four devices the speed up was never less than 3.5 times.

The figure Fig.4. presents the execution time (GPU code) for the studied prob-
lems depending the number of solutions (the solution length is 1099). Explicit
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increase can be observed between the VRP, DVRP and DCVRP with global
memory problems. For the DCVRP with constant memory problem the time
has dropped so much that its chart practically overlaps with the time chart for
the DVRP problem.
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5 Conclusions

Vehicles routes determination constitutes a major challenge for modern optimiza-
tion algorithms. Most existing approaches are based on metaheuristic approach,
due to the possibility of (approximate) solving of large size examples. Recently,
the the role of parallel and distributed algorithms have been increasing, which
further expands the range of potential applications of parallel discrete optimiza-
tion methods in the field of logistics and management. Calculating the solution
cost is one on of the most computationally intensive part of a local optimiza-
tion algorithm of a VRP problem. In this paper we have checked the possibility
to move cost calculation to the GPU in order to take advantage of the larger
number of available cores. The method has been parallelized and tested against
several aspects of the GPU architecture like the usage of different memory pools,
different block sizes and number of threads in relation to the number of physical
cores and multiprocessors.
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Abstract. The one-commodity pickup-and-delivery travelling salesman
problem is a well known combinatorial optimization problem applied in
numerous practical situations. It consists of a set of customers dispersed
on a geographical area and a vehicle with a predefined capacity that
must not be exceeded. The vehicle starts from a depot, and should visit
each customer only once then end at at the depot. The objective is to
minimize the total length of the traveled path way. As the 1-PDTSP
is known to be NP-hard, meta-heuristics perform well when generating
solutions in a reasonable computation time. In this paper, we propose a
hybrid-meta-heuristic Iterated Local search with Variable Neighborhood
Descent (ILS-VND). In order to demonstrate the performance of the
proposed approach in term of solution quality, we apply it on benchmark
instances. Our approach is also applied in a real case on the city of
Jendouba in the north west of Tunisia. The results are then highlighted
in a cartographic format using Google Maps.

Keywords: Combinatorial optimization · Metaheuristics iterated local
search · Pickup-and-delivery travelling salesman problem

1 Introduction

The one-commodity pickup-and-delivery travelling salesman problem (1-PDTSP)
is a well-studied routing problem that belongs to the class NP-Hard combina-
torial problems. It was introduced in [1] by Hernandez-Perez then extensively
studied in the literature in various versions using alternative algorithmic ap-
proaches (see, e.g., [6], [5]) surveys was presented in [7], [8].

Problem Description. 1-PDTSP is a routing problem that generalizes the
classical TSP. Given a set of locations and the travel distances or costs. One
specific location (the starting point) is considered to be a vehicle depot, while the
remaining nodes are identified as clients. Customers are divided into two groups
in term of the required service. A single commodity has to be transported from
some customers to the others. Customers (deliveries/pickups) supply/demand
a given amount of this product. The commodity collected at pickup customers
can be supplied to delivery ones. Moreover, the vehicle has a known capacity
that must not be exceeded after visiting a pickup customer, must start and end

c© Springer International Publishing Switzerland 2015
L. Rutkowski et al. (Eds.): ICAISC 2015, Part II, LNAI 9120, pp. 789–798, 2015.
DOI: 10.1007/978-3-319-19369-4_70
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its route at the depot, and must visit each customer only once. The objective of
the the 1-PDTSP consists of finding a minimum length Hamiltonian route for
the vehicle that satisfies all customers’ requirements. However, it is not assumed
whether the vehicle leaves the depot empty or full loaded, and the initial load
of the vehicle has to be determined.

Since the 1-PDTSP is NP-hard, only small size instances are solved to opti-
mality using exact approaches. Heuristic approaches were used for solving large
sized instances while generating high quality solutions. The 1-PDTSP has sev-
eral real-world applications, mainely in routing a single commodity through a
circular network in a graph connecting different sources and destinations. In this
context we address a real case study in the city of Jendouba (Tunisia) studied
by Krichen et al [9].

Problem Statement and Notation. We now introduce the notation used
in this article. Let G = (V, E) be a complete and undirected graph. The set
V = 1, 2, ..., n is the vertex set and E is the edge set. Vertex 1 represents
the depot while the other vertices from 2 to n denote customers. Each vertex
is associated with demand qi. Note that we have only one vehicle, that starts
from the depot. The depot can be considered as a customer whose demand
q1 = −∑n

i=2 qi.
The quantity q1 can represents the initial load of the vehicle if q1 > 0,

otherwise it represents the final load after visiting all customers.
we assume that i is a pickup customer, if qi > 0, otherwise, it is a delivery
customer.

We denote the travel distance (or cost) between pair of locations i, j by cij .

Proposed Case Study. In this paper we apply the ILS approach to a com-
mercial firm that supplies food merchandises in the region of Jendouba located
in north west of Tunisia. The results of our framework is a tour, that the vehicle
should travel, is designed using a free plugin proposed by google earth: Tour
Builder, in order to simplify the obtained result to the decision maker of the
commercial company.

2 An ILS-VND Approach for the 1-PDTSP

2.1 Variable Neighborhood Descent

The Variable Neighborhood Descent (VND) was proposed by Hansen and Mlade-
novic (2003).

Basic Concepts. It performs as follows. Let N1, ...,Nn be the set of prede-
fined neighborhood structures, and Nk(s) be the set of solutions using the kth

neighborhood of s. The local optimum s′ of f regarding to Nk(s), is a feasible
solution, where no solution s ∈ Nk(s

′) such that f(s) < f(s′). The VND is
a metaheuristic that switches between neighborhoods N1, ...,Nn according to
a predefined order.

Starting with the first neighborhood N1, VND performs a local search until
no further improvements are available. Then, from local optimum, it continues
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the local search with neighborhood N2. If there is improvement in the current
solution, VND restart with N1 again; otherwise, it continues with N3, and so
forth.

If the last structure Nn has been performed and no additional improvements
are feasible, the solution corresponds to a local optimum with respect to all neigh-
borhoods. The performance of the VND depends significantly on the choice of
the neighborhoods at each iteration.[3].

2.2 Iterated Local Search

The fundamental idea of ILS [12] is to generate a sequence of solutions produced
by an embedded heuristic. Four basic procedures are applied to operate an ILS
algorithm:

– Generate Initial Solution : generate an initial solution.
– Local Search: replaces the current solution by a improvement neighbor so-

lution.
– Perturbation: a scheme of how to perturb a solution.
– Acceptance Criterion: decide from which solution the search is continued.

The effectiveness of the ILS strongly depends on the efficiency of the four
procedures so far detailed. As it is strongly influences the final solution qual-
ity ILS search procedure is the most important element [13]. Although, the
perturbations mechanism aim to effectively find a local optima, avoid the dis-
advantages of random generation. On the other hand, the acceptance criterion
and the perturbation mechanism, provides a balance among the intensification
and diversification of the search.

Our proposed ILS implementation starts with an initial solution, then per-
forms a VND implementation (in a predefined order). The perturbation mecha-
nism performed by applying local search heuristics in sequence. The acceptance
criterion is based on the improving of the incumbent solution.

2.3 Adaptive ILS-VND approach for 1-PDTSP

Initialization. For the initial solution we use a procedure from [2] since it gives
good results. This method starts by a random customer x2. From the set of
closest customers cl to the last inserted customer xi, we add the next customer
xi+1 to the current sub-tour T . Among these cl closest customers, we consider
only feasible sub-tours without violating the capacity constraints with respect to
the customer xi+1 to deliver or to collect the demand. Then we choose from the
customers not yet been visited, the customer who can be feasibly added at the
end of the tour T , and we select the customer with the greatest demand. Then
we choose from the customers not appeared in the sub-tour T , the customer
who can be feasibly added at the end of the tour T , and we select the customer
with the greatest demand. If such a customer does not exist, we search for all
customers not yet been visited.
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Algorithm 1. Hybrid heuristic ILS-VND for the 1-PDTSP
Input: cmd ← list of commands

C ← capacity
Matrix ← list of coordinates
List of neighborhoods Nk, k = 1, ....,Kmax

1: Find the initial solution x0 using a HeuristicInitSol()
2:
3: s = x0

4: k = 1
5: while k < Kmax do
6: Nk: List of neighborhoods= {Swap, Insert, Exchange, twoOpt, treeOpt, back-

Insert, backThreeOpt }
7: s′ = Nk(s)
8: if f(s′) < f(s) and Valid(s) then
9: s = s′

10: k = 1
11: else
12: k = k + 1
13: end if
14: end while
15: x∗ = s
16: while t < tmax do
17: x′ = RandubleBridge(x∗, h)
18: s = x′

19: k = 1
20: while k < Kmax do
21: s′ = Nk(s)
22: if f(s′) < f(s) and Valid(s) then
23: s = s′

24: k = 1
25: else
26: k = k + 1
27: end if
28: end while
29: x∗ = s
30: If f(x∗) <= f(x∗′)orf(x∗) <= B and Valid(s)
31: Accept x∗ = x∗′

32: Lower Boundary B = B − ΔB
33: end while
Output: Best found tour

Neighborhood Exploration and VND Order. In our VND we used the
following neighborhoods.

Neighborhoods

– Swap:The swap neighborhood leads to swapping a pairs of points location
(i, j). If thesizeof thepermutation isn, thesizeof thisneighborhoodis n(n−1)

2
.
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– Insert: The insert neighborhood consists of removing a point location from
position i and reinserting it in position j, where i �= j. The size of the
INSERT neighborhood is n(n − 1).

– Exchange: [10] A classical neighborhood in permutations, is the exchange
operator, where two elements (i, j), i �= j, are swapped. For permutation
of size n using the exchange operator, the cardinality of the search space is
n! and the maximum distance between two permutations is n − 1 [11].

– Back insert: This neighborhood works in a similar way as the forward in-
sertion, but the selected customer in the position i is moved to a position j
such that j < i.

– k-opt: Operators drop some k edges and adds knew edges in order to re-
construct a new tour. in our work we use the 2-opt, 3-opt and 3-opt with
change direction.

Local Search and Shaking. The shaking procedure was performed by using
a neighborhood specifically designed for solving TSP named double-bridge (is a
special case of 4-opt). We generate a random solution from the neighborhood by
performing k double-bridge moves. The double-bridge: is a special case of 4-opt.
it consist of partitioning a tour into 4 sub-tours and putting it back together in
a specific and jumbled ordering. The double-bridge moves are performed on the
incumbent solution, and we accept non-feasible solutions.

3 Experimentations

3.1 Experimental Design

The experiments were tried on the benchmark instances of 1-PDTSP published
by Hernandez-Perez in [4] available at
http://webpages.ull.es/users/hhperez/PDsite/#XM94.

The proposed benchmark instances are randomly generated in the follow-
ing way. The n-1 nodes are randomly spread in the square [−500, 500] X
[−500, 500]. Each customer has a demand qi(2 < i < n) randomly chosen
and it belong to thee interval [−10, 10]. The depot is located in the origin
(0, 0), it has a demand q1 = −∑n

i=2 qi.
The vehicle has a capacity value from the set 10, 20, 40. The randomly

generated instances are denoted by (A, B, B, C, D, E, F, G, H, and I).
In our experiments, we report the minimum values obtained on those 10 prob-

lem instances provided by the studied algorithms.

3.2 Computations

Tables 1, 2, and 3 report experimental results by applying ILS-VND heuristic
and compute the improvement where embedding the ILS with the VND heuristic.
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Table 1. Comparison of the results on the benchmark instances; n = 20 and Q = 10

Instance VND ILS-VND Improvement (%)
A 5141 4964 1.77

B 5238 4980 2.58

C 6523 6340 1.28

D 6557 6280 2.77

E 6600 6466 1.34

F 5150 4855 2.95

G 5395 5195 2

H 5785 5594 1.91

I 5341 5130 2.11

J 4560 4410 1.5

Table 2. Comparison of the results on the benchmark instances fol n = 20 and
Q = 20

Instance VND ILS-VND Improvement (%)
A 4107 3817 2.9

B 4394 4244 1.5

C 4797 4500 2.9

D 4820 4706 1.14

E 4750 4675 0.7

F 4250 4118 1.32

G 4473 4370 1.03

H 4230 4163 0.67

I 4218 4116 1.02

J 3820 3703 1.17
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Table 3. Comparison of the results on the benchmark instances for n = 20 and
Q = 40

Instance VND ILS-VND Improvement (%)
A 3905 3817 0.8

B 4102 3942 1.6

C 3980 3900 0.8

D 3877 3745 1.32

E 4450 4301 1.49

F 4315 4118 1.97

G 4345 4250 0.95

H 4217 4009 1.08

I 4215 4026 1.89

J 3865 3679 1.86

Table 4. Main steps of the DSS

Initialization Optimization Results Tour viewer

2 9 1 10 8 ...
costumer 1 2 3 4 5 ...
demand -9 8 3 1 1 ...

We can note from these results that the perturbation mechanism of the ILS
algorithm has a significant importance since it provides better results in term of
solution quality for corresponding problem. It appears that at the ILS algorithm
outperforms the VND approach in terms of solution quality among 70% for all
instances.

This can justify the importance of the perturbation of the local optimum
provided by the VND and the right parametrization of our approach with regard
to the problem instances.
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4 A DSS Design for a Transportation Firm in the City of
Jendouba: Tunisia

In order to test the proposed approach, we experiment it for a commercial firm
that supply merchandises in the region of Jendouba in the north west of Tunisia.

We consider a set of 30 customers’ within the addressed area, knowing that
the customers are divided into deliveries and pickups. We assume that the the
capacity of the vehicle is 30 and the proposed customers’ demands in the interval
[-9,9]. Table 4 reports the geographical coordinates of the considered case study.
The customers’ demands are given in table 4.

Table 5. Geographical coordinates n = 30

i Longitude Latitude i Longitude Latitude
Depot 36.493078 8.778076 16 36.501909 8.55011

1 36.540536 8.857727 17 36.487557 8.4375

2 36.602299 8.843994 18 36.507429 8.53363

3 36.574732 8.912659 19 36.546053 8.64624

4 36.677231 8.835754 20 36.512947 8.598862

5 36.612221 8.964844 21 36.620488 8.686066

6 36.520673 9.044495 22 36.660708 8.691559

7 36.475411 8.99231 23 36.673926 8.638

8 36.421282 8.927765 24 36.743836 8.681259

9 36.354951 8.956604 25 36.69375 8.618088

10 36.333934 8.784943 26 36.663462 8.690186

11 36.364904 8.692932 27 36.59403 8.744431

12 36.337253 8.578949 28 36.64308 8.831635

13 36.45995 8.633881 29 36.604504 8.769836

14 36.415757 8.567963 30 36.660157 8.55835

15 36.457741 8.467712
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Table 6. Customers’ demands

i di C i di C i di C

1 -9 D 11 1 P 21 -6 D

2 8 P 12 3 P 22 9 P

3 3 P 13 -3 D 23 7 P

4 1 P 14 -9 D 24 -9 D

5 1 P 15 -8 D 25 -6 D

6 5 P 16 5 P 26 8 P

7 8 P 17 -7 D 27 -6 D

8 9 P 18 -7 D 28 6 P

9 1 P 19 -1 D 29 1 P

10 0 P 20 -5 D 30 5 P

In this study we used Google Earth (plugin: Tour Builder). The tour to
be traveled by the vehicle, determined by our ILS, shown in figure below and
designd by Tour Builder.

5 Summary and Conclusions

We developed in this paper an efficient hybrid heuristic algorithm ILS-VND for
solving the one-commodity pickup-and-delivery travelling talesman problem (1-
PDTSP). A VND procedure with a set of neighborhood structures is integrated
in the ILS local search phase. The ILS-VND provided better results, in terms of
solution quality, than the VND results. Besides, our approach was applied on a
real application and it showed its effectiveness in generating promising results.
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Abstract. A core component of Sentiment Analysis is the generation
of sentiment lists. Label propagation is equivocally one of the most used
approaches for generating sentiment lists based on annotated seed words
in a manual manner. Words which are situated many hops away from the
seed words tend to get low sentiment values. Such inherent property of
the Label Propagation algorithm poses a controversial challenge in sen-
timent analysis. In this paper, we propose an iterative approach based
on the theory of Active Learning [1] that attempts to remedy to this
problem without any need for additional manual labeling. Our algorithm
is bootstrapped with a limited amount of seeds. Then, at each iteration,
a fixed number of “informative words” are selected as new seeds for la-
beling according to different criteria that we will elucidate in the paper.
Subsequently, the Label Propagation is retrained in the next iteration
with the additional labeled seeds. A major contribution of this article
is that, unlike the theory of Active Learning that prompts the user for
additional labeling, we generate the additional seeds with an Artificial
Oracle. This is radically different from the main stream of Active Learn-
ing Theory that resorts to a human (user) as oracle for labeling those
additional seeds. Consequently, we relieve the user from the cumbersome
task of manual annotation while still achieving a high performance. The
lexicons were evaluated by classifying product and movie reviews. Most
of the generated sentiment lexicons using Active learning perform better
than the Label Propagation algorithm.

Keywords: Sentiment analysis · Label propagation · Active learning

1 Introduction

With the increasing amount of unstructured textual information available on
the Internet, sentiment analysis and opinion mining have recently gained a
groundswell of interest from the research community as well as among practition-
ers. In general terms, sentiment analysis attempts to automate the classification
of text materials as either expressing positive sentiment or negative sentiment.
Such classification is particularity interesting for making sense of huge amount
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of text information and extracting the ”word of mouth” from product reviews,
and political discussions etc.

Possessing beforehand a sentiment lexicon is a key element in the task of ap-
plying sentimental analysis on a phrase or document level. A sentiment lexicon
is merely composed of sentiment words and sentiment phrases (idioms) charac-
terized by sentiment polarity, positive or negative, and by sentimental strength.
For example, the word ’excellent’ has positive polarity and high strength whereas
the word ’good’ is also positive but has a lower strength. Once a lexicon is built
and in place, a range of different approaches can be deployed to classify the
sentiment in a text as positive or negative. These approaches range from simply
computing the difference between the sum of the scores of the positive lexicon
and sum of the scores of the negative lexicon, and subsequently classifying the
sentiment in the text according to the sign of the difference.

In order to generate a sentiment lexicon, the most obvious and naive approach
involves manual generation. Nevertheless, the manual generation is tedious and
time consuming rendering it an impractical task.

Due to the difficulty of manual generation, a significant amount of research
has been dedicated to presenting approaches for automatically building senti-
ment lexicon. To alleviate the task of lexicon generation, the research commu-
nity has suggested a myriad of semi-automatic schemes that falls mainly under
two families: dictionary-based family and corpus-based family. Both families are
semi-automatic because the underlying idea is to bootstrap the generation from
a short list of words (seed words), however they differ in the methodology for
iteratively building the lexicon.

The majority of dictionary-based approaches form a graph of the words in a
dictionary, where the words correspond to nodes and where relations between
the words (e.g. in terms of synonyms, antonyms and/or hyponyms) may form
the edges. A limited number of seed words are manually assigned a positive or a
negative sentiment value (or label), and an algorithm, such as the Label Prop-
agation mechanism proposed in [2], is used to automatically assign sentiment
scores to the other non-seed words in the graph.

Label propagation is one of the most used semi-automatic methods for gener-
ating sentiment lists based on seed words. A major drawback of Label Propaga-
tion in these settings resides in the fact that words which are situated many hops
away from the seed words tend to get low sentiment values. Such phenomenon
poses a controversial challenge in sentiment analysis as words that have high
sentiment values can end up with a low score.

In this paper, we propose an iterative approach to Label Propagation that
is based on the principles of Active Learning theory. Our approach boosts the
propagation process and avoids having labels that get low scores only because
they merely are located many hops away from a seed word. Our work presents
a two-fold contribution. First, to the best of our knowledge, this is the first
reported work in lexicon generation that embraces the theory of Active Learning
as a tool for enhancing the Label Propagation process. Unlike Active Learning,
our approach does not require prompting the user to label some “informative
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examples”, but we will rather do it in an automatic manner using an Artificial
Oracle, thus alleviating the user from the burden of annotation. In fact, the
manual annotation of seeds is a cumbersome and time-consuming task that we
will attempt to minimize. Furthermore, different methods will be presented for
selection procedures of the seed words to be annotated.

Another latent motivation in this article is to investigate the potential of
generating lexicon in an automatic manner without any human intervention
or refinement. We try to achieve this by increasing the sources of information,
namely three different thesauruses, instead of solely relying on a single thesaurus
as commonly done in the literature. In fact, we suggest that by increasing the
number of thesauruses we can increase the quality of the generated lexicon.

Finally, while most of research in the field of sentiment analysis has been
centered on the English language, little work has been reported for smaller lan-
guages where there is a shortage of good sentiment lists. In this paper, we tackle
the problem of building sentiment lexicon for a smaller language, and use the
Norwegian language as an example.

1.1 Background Work

The underlying idea of a dictionary-based approach is to build the lexicon based
on a dictionary containing synonyms and antonyms, and possibly hyponyms. A
set of seed words is used to iteratively extend the list by resorting to the syn-
onym and antonym structure. A word-graph is formed where a word corresponds
to a node and a relationship between two words (e.g. a synonym relationship)
corresponds to an edge. The intuitive idea behind the approach is that polarity
of a sentiment word is preserved by a synonym relationship and inverted by an
antonym relationship.

Dictionary-based approaches were introduced by Hu and Liu in their seminal
work [3]. They stop the generation when no more words can be added to the
list. Mohammad, Dunne and Dorr [4] used a rather subtle and elegant enhance-
ment of Hu and Liu’s work [5,3] by exploiting the antonym-generating prefixes
and suffixes in order to include more words in the lexicon. In [6], the authors
constructed an undirected graph based on adjectives in WordNet [7] and define
distance between two words as the shortest path in WordNet. The polarity of
an adjective is then defined as the sign of the difference between its distance
from the word ”bad” and its distance from the word ”good”. While the strength
of the sentiment depends on the later quantity as well as the distance between
words ”bad” and ”good”.

Blair and his colleagues [8] employ a novel bootstrapping idea in order to
counter the effect of neutral words in lexicon generation and thus improve the
quality of the lexicon. The idea is to bootstrap the generation with neutral seed
in addition to a positive and a negative seed. The neutral seeds are used to
avoid positive and negative sentiment propagation through neutral words. The
latter work uses a modified version of the label propagation algorithm proposed
in [2]. The label propagation algorithms have an initial phase: where a score
+1 is assigned to positive seed words and a score −1 to negative seed words,
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and 0 to the rest of words obtained through bootstrapping, then the transfer of
score is performed from the seed to the rest of words using the simple idea that
the sentiment of a word is the average of its neighbor. Note that the scores are
updated in an iterative manner.

Rao and Ravichandran [9] used semi-supervised techniques based on two vari-
ants of the Mincut algorithm [10] in order to separate the positive words and
negative words in the graph generated by means of bootstrapping. In simple
words, Mincut algorithms [10] are used in graph theory in order to partition a
graph into two partitions minimizing the number of nodes possessing strong sim-
ilarity being placed in different partitions. Rao and Ravichandran [9] employed
only the synonym relationship as a similarity metric between two nodes in the
graph. The results are encouraging and show some advantages of using Mincut
over label propagation.

In [11], Hassan and Radev use elements from the theory of random walks of
lexicon generation. The distance between two words in the graph is defined based
on the notion of hitting time. The hitting time h(i|S)is the average number hops
it takes for a node i to reach a node in the set S. A word w is classified as positive
if h(w|S+) > h(w|S−) and vice versa, where S+ denotes the set of positive seed
words, and S− refers to the set of negative seed words.

Kim and Hovy [12] resorts to the Bayesian theory for assigning the most
probable label (here polarity) of a bootstrapped word.

In [13], a hybrid approach was proposed that combines both elements from
corpus based approaches and dictionary based approaches. In fact, the boot-
strapping is done based on a dictionary while the score assigning is based on
corpus.

It is worth mentioning that another research direction for building lexicon
for foreign language is based on exploiting the well-developed English sentiment
lexicon. A representative work of such approaches is reported in [14].

1.2 Active Learning Theory

The merit of Active Learning [1] manifests in situations where there is an abun-
dant amount of data to be labeled, while the amount of available labeled data
is scarce. Usually, in normal supervised learning situations, we have enough
labels in order to build a classifier that has good classification performance.
Thus, the theory of Active Learning attempts to solve this problem by propos-
ing ways to intelligently choose very few informative data points to label. Then
the user/human is prompted to return labels for these carefully chosen data
points. In this sense, Active Learning idea identifies some data points whose la-
beling can present a high value for the classification and then prompts the user
to label them. A lot of work in the field of Active Learning is concerned with
algorithms for devising schemes for selecting the data points to be annotated.
Without loss of generality, we claim that the closest Active Learning approach
to our work [1] is “Query by committee” where the labels that the committee
disagrees most are chosen for manual labeling.
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In Active Learning, a selection procedure is used in order to select the infor-
mative examples to be labeled, and then the user is actively asked for annotation.
Thus, the user plays the role of an oracle for labeling.

In this article, the oracle is not a human but rather an Artificial Oracle (i.e,
algorithm). Therefore, we relieve the human user from the manual task of an-
notation. We use the term Artificial Oracle for describing the oracle in order to
emphasize the difference between the user as oracle and an algorithm as ora-
cle. Despite that relying on the Artificial Oracle for annotating the informative
examples introduces some inaccuracy, we were still able to get good performance.

2 The Novel Approach

A major shortcoming of the Label Propagation algorithm [2] is that while the
seed values are propagated throughout the word graph of synonyms, the algo-
rithm does not take into account that for each edge between two synonyms,
there is an introduction of inaccuracy. The source of inaccuracy is primarily
that the meaning of two synonyms is typically not overlapping. A synonym of
a word might carry a different and skewed meaning and sentiment compared to
the meaning and sentiment of the word. Thus, the sentiment value of a word
is not a 100% trustworthy indicator of the value that should be propagated to
its synonyms. Problems are typically observed in the middle area between the
positive and the negative seed words, i.e. typically several hops away from any
seed word. While other works have introduced fixes to this problem (e.g. by in-
troducing neutral seed words as described above), we take a different approach
to the solution.

To account for this effect, we propose a novel approach that combines the
ideas from Label Propagation and the Active Learning, and that focuses on
the shortest path between a word and the seed words. This is described in the
following section.

2.1 Description of the Main Algorithm

Our Active Learning base algorithm consists of four phases, which are executed
iteratively for a fixed number of iterations:

– Running the label propagation
– Selecting the Top L lowest absolute values of the scores.
– Among the top Top L values, apply a Selection Algorithm in order to select

a subset of K informative words for automatic labeling
– Annotate the later subset of informative words using Annotation Based

Graph Voting Procedure

The formal algorithm, which puts all the pieces of this puzzle together, follows
in Algorithm 1.

The core elements of our algorithm are delineated in the following two sections.
In section 2.2, we will describe the Annotation Based Graph Voting (ABGV)
procedure and in section 2.3 the different variants of Selection Procedure.
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Algorithm 1. Main Algorithm

Input: G = (V,E), is the graph built from the dictionaries.
S = {s ∈ V such that s is seed}
W = {w ∈ V such that w is not a seed word}.
Finite number of iterations N .

Output: Score(S) = {score(w) such that w ∈ W}.
Method:

1: for iteration ≤ N do
2: Apply Label Propagation on G
3: Identify Z = {w ∈ W such that |score(w)| is among the Top L lowest values}.
4: Apply a Selection Procedure to select a subset Z ′ ⊂ Z.
5: for each w in Z ′ do
6: if Vp(w) ≥ VN (w) (Annotation Based Graph Voting Procedure) then
7: score(w) = +5
8: else
9: score(w) = −5
10: end if
11: end for
12: end for
End Main Algorithm

2.2 The Annotation Based Graph Voting Procedure

The Annotation Based Graph Voting (ABGC) Procedure is responsible for an-
notating a word w that is selected by the Selection Procedure.

For a given word selected by the Selection Procedure to be a seed word, the
oracle annotates it by considering what we define as positive and negative votes
from all the seed words. To vote focuses on the shortest path between a word
and a seed word and accounts for the number of antonyms along that path.

We shall now define what is meant by the term vote.
Let V(s → w) be the vote of seed s to a word w.

– V(s → w) = +1, i.e, positive vote from seed s to word w, if one of the
following two cases takes place:

• if score(s) > 0 and number of antonyms along the shortest path from s
to w in the graph G is even.

• or score(s) < 0 and number of antonyms along the shortest path is odd.

– V(s → w) = −1, i.e, negative vote from seed s to word w, if one of the
following two cases is valid:

• score(s) < 0 and number of antonyms along the shortest path is even.
• or score(s) > 0 and and number of antonyms along the shortest path is
odd.

We define VP (w) as the total number of positive votes to word w, or formally
as the cardinality of the set {s ∈ S such that V(s → w) = +1}. Similarly, we
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define VN (w) as the total number of negative votes to word w, or formally as
the cardinality of the set {s ∈ S such that V(s → w) = −1}.

Vp(w) =
∑

s∈S I(V(s → w) = −1)
Similarly, VN(w) =

∑
w∈S I(V(s → w) = +1)

Where I(·) is the indicator function.
The idea behind the voting procedure is that an even number of antonyms

along the shortest path from a seed to a word would preserves the sentiment
polarity since antonym of antonym is synonym. Similarly, an odd number of
antonyms along the shortest path from a seed to a word would invert the senti-
ment polarity.

Artificial Oracle: The informed reader should note that a crucial element of our
approach is that we do not prompt the user (human) to label the words returned
by the Selection Procedure, but we rather develop a simple and intuitive method
for automatically annotating these words without human intervention using an
Artificial Oracle. The motivation behind the automatic annotation is based on
the concept of voting.

2.3 The Selection Procedure

The Selection Procedure is responsible for choosing at each iteration a set of
informative words to be annotated. This is achieved using a set of approaches
or variants that we shall describe in this section.

At each iteration, the Selection Procedure selectsK words for automatic anno-
tation fromZ = {w ∈ W such that |score(w)| is among the Top L lowest values}.

However, it is difficult to judge whenever a word gets a score around 0, whether
it is neutral word or just far away from the seed. In order to counter this, we
develop range of different strategies to decide this, as outlined in the following.

Purity Based Selection. Low certainty is measured using the notion of Purity,
and captures the case where the number of positive votes is significantly larger
than the number negative votes or vice-versa. Let us define the entropy of a word
of w in the graph as:

H(w) = −(pP (w) log pP (w) + pN(w) log pN (w))

where pP (w) = VP (w)/(VP (w)+VN (w)) and pN (w) = VN (w)/(VP (w)+VN (w)).
The Purity is defined as P (w) = 1−H(w).

Centrality Based Approach. We select the Top K most central words for
automatic annotation from L lowest values based on two definition of centrality:

– High betweenness centrality: captures the fact that a node lies in the path of
a high number of shortest pathes in the whole graph. Betweeness centrality
can be useful for many algorithms in order to locate nodes that are important
for vehiculating some sort of information between the different nodes in the
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graph, where we suppose that this information flows through the shortest
path.

– High Closeness Centrality: captures the concept that a node might be im-
portant locally within its own cluster since it is connected to many nodes in
the cluster. Thus, a node that is near to the center of local clusters will have
high centrality.

Weighted Centrality and Purity Based Approach. We define a weighted
function that is a compromise between two of the aforementioned Selection Pro-
cedures, namely high closeness centrality and high purity. At each iteration, the
Selection Procedure selects K words for automatic annotation from the Top L
lowest absolute values of the scores that have the following highest score:

β1CC(w) + β2P (w) (1)

where CC(w) defines the closeness centrality while P (w) the purity, and β1, β2

are normalized weights . Intuitively, we try to find a balance between choosing
the locally central nodes, and the nodes that have high purity, which might
indicate a strong sentiment strength.

Other strategies. In addition to strategies above we also consider the following
two simple strategies

– We select the nodes which are closest to zero among the lowest L scores
around 0, thus the nodes with the lowest value in absolute value in the
whole graph.

– We sample randomly a subset from the pool of the lowest L scores around 0.

3 Linguistic Resources and Benchmark Lexicons for
Evaluation

3.1 Building a Word Graph From Thesauruses

We built a large undirected graph of synonym and antonym relations between
words from the three Norwegian thesauruses [15]. The words were nodes in the
graph and synonym and antonym relations were edges. The full graph consisted
of a total of 6036 nodes (words) and 16475 edges.

For all lexicons generated from the word graph, we started with a set of 109
seed words (51 positive and 57 negative). The words were manually selected
where all used frequently in the Norwegian language and spanned different di-
mensions of positive (’happy’, ’clever’, ’intelligent’, ’love’ etc.) and negative sen-
timent (’lazy’, ’aggressive’, ’hopeless’, ’chaotic’ etc.).
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3.2 Benchmark Lexicons

We generated sentiment lexicons from the word graph using the Label Propa-
gation algorithm [2] which is the most popular method to generate sentiment
lexicons.

As a complement to the graph-generated lexicons, we generated a bench-
mark sentiment lexicon by translating the well-known English sentiment lexicon
AFINN [16] to Norwegian using machine translation (Google translate). We also
generated a second lexicon by manually checking and correcting several different
errors from the machine translation.

3.3 Text Resources for Evaluation

We tested the quality of the created sentiment lexicons using 15118 product
reviews from the Norwegian online shopping sites www.komplett.no, mpx.no
and 4149 movie reviews from www.filmweb.no. Each product review contained
a rating from one to five, five being the best and the movie reviews a rating from
one to six, six being the best.

4 Evaluation of Novel Approach Against Benchmark
Lexicons

We generated a sentiment lexicon by applying our novel approach in Section 2
to the same word graph used for the Label Propagation benchmark lexicon, and
by using the same seed words.

For each lexicon, we computed the sentiment score of a review by simply
adding the score of each sentiment word in a sentiment lexicon together, which
is the most common way to do it [17]. If the sentiment shifter ’not’ (’ikke’) was
one or two words in front of a sentiment word, sentiment score was switched.
E.g. ’happy’ (’glad’) is given sentient score 0.8, while ’not happy’ (’ikke glad’)
is given score −0.8. Finally, the sum is divided by the number of words in the
review, giving us the final sentiment score for the review. We also considered
other sentiment shifter, e.g. ’never’ (’aldri’), and other distance between senti-
ment word and shifter, but our approach seems to be the best for such lexicon
approaches in Norwegian [18].

Classification performance. We evaluated the classification performance us-
ing average difference in absolute value between the true and predicted rating
based on sentiment lexicons. For details, see [15].

5 Results

This section presents the results of classification performance on product and
movie reviews for different sentiment lexicons. The results are shown in Tables 1
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Table 1. Classification performance for sentiment lexicons on komplett.no and mpx.no

product reviews. The number of words automatically annotated si 40. The columns
from left to right show the sentiment lexicon names, the number of words in the senti-
ment lexicons, the mean absolute error with standard deviation and the 95% confidence
intervals for mean absolute error.

N Mean (Stdev) 95% conf.int.

AFINN 6036 1.43 (1.41) (1.4, 1.47)
AFINN M 6036 1.47 (1.39) (1.44, 1.5)
ZERO 6036 1.49 (1.38) (1.46, 1.52)
BETWEENESS 6036 1.51 (1.42) (1.48, 1.54)
PC 0.5 0.5 6036 1.52 (1.4) (1.49, 1.55)
CLOSENESS 6036 1.53 (1.38) (1.5, 1.56)
PC 0.7 0.3 6036 1.56 (1.41) (1.53, 1.6)
PURITY 6036 1.57 (1.44) (1.54, 1.6)
SAMPLING 6036 1.58 (1.46) (1.55, 1.61)
PC 0.3 0.7 6036 1.61 (1.46) (1.58, 1.64)
LABEL 6036 1.69 (1.51) (1.66, 1.72)

and 2. AFINN and AFINN M refer to the translated and manually adjusted
AFINN sentiment lists. LABEL refers to the Label propagation algorithm. ZERO
refers to closest to zero, PC refers to the weighting between purity and centrality.
Further CLOSENESS and BETWEENESS, refer to closeness and betweenness
centrality and finally SAMPLING refers to random sampling of nodes to be
annotated. Training and test sets were created by randomly adding an equal
amount of reviews to both sets. All sentiment lexicons were trained and tested
on the same training and test sets, making comparisons easier. This procedure
were also repeated several times and every time the results were in practice
identical to the results in Tables 1 and 2, documenting that the results are
independent of which reviews that were added to the training and test sets.

For both review types we observe some variations in classification performance
ranging from 1.43 to 1.69 for product reviews and from 1.87 to 2.08 for movie
reviews. Comparing Tables 1 and 2, we see that the classification performance is
poorer for movie reviews than for product reviews. It is known from the literature
that sentiment analysis of movie reviews is normally harder than product reviews
[17]. E.g. movie reviews typically contain a summary of the plot of the movie
that could contain many negative sentiment words (sad movie), but still the
movie can get an excellent rating.

We see that most of the active learning strategies performs better than the
Label propagation algorithm. Among the active learning approaches, we see that
the ZERO strategy performs the best indicating that detecting nodes that are
close to zero is an effective strategy to build reliable sentiment lists. The PURITY
strategy seems to perform poorer than the BETWEENESS and CLOSENESS
centrality strategies. The automatically generated sentiment lexicons are also
competitive to the translated AFINN lists. We also considered cases where the
number of automatically annotated words was 30 and 50 and the results were
similar to the results above.
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Table 2. Classification performance for sentiment lexicons on filmweb.no movie re-
views. The number of words automatically annotated is 40. The columns from left to
right show the sentiment lexicon names, the number of words in the sentiment lexicons,
mean absolute error with standard deviation and 95% confidence intervals for mean
absolute error.

N Mean (Stdev) 95% conf.int.

ZERO 6036 1.87 (1.1) (1.82, 1.91)
PC 0.7 0.3 6036 1.88 (1.14) (1.84, 1.93)
SAMPLING 6036 1.94 (1.11) (1.89, 1.99)
PC 0.5 0.5 6036 1.95 (1.13) (1.9, 2)
CLOSENESS 6036 1.96 (1.1) (1.91, 2)
AFINN 6036 2.02 (1.12) (1.97, 2.07)
PC 0.3 0.7 6036 2.04 (1.1) (1.99, 2.08)
AFINN M 6036 2.04 (1.17) (1.99, 2.09)
LABEL 6036 2.05 (1.1) (2, 2.1)
BETWEENESS 6036 2.07 (1.12) (2.02, 2.11)
PURITY 6036 2.08 (1.11) (2.04, 2.13)

6 Conclusion

In this paper, we have shown that an approach inspired by Active Learning
theory offer a new promising alternative for overcoming the limitations of Label
Propagation. In fact, we propose different methods for intelligently selecting seed
words for labeling. In addition, we alleviate the user from manual annotation
of the selected seed words by introducing an Artificial Oracle. Comprehensive
simulation results demonstrate the feasibility of our approach. As a future work,
we would like to compare Active Learning based on human annotation with our
Artificial Oracle based approach.
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