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Abstract. Growing Self Organized Map (GSOM) algorithm is a well-
known unsupervised clustering algorithm which a definite advantage is
that both the map structure as well as the number of classes are auto-
matically adjusted depending on the training data. We propose a new
approach to apply it in the process of the image indexation and re-
trieval in a database. Unlike the classic bag-of-words (BoW) algorithm
with k-means clustering, it is completely unnecessary to predetermine
the number of classes (words). Thanks to that, the process of indexation
can be fully automated. What is more, numerous modifications of the
classic algorithm were added, and as a result, the retrieval process was
considerably improved. Results of the experiments as well as comparison
with BoW are presented at the end of the paper.

1 Introduction

Effective browsing and searching large image databases based on their content
is one of the most important challenges of computer science. It is required in
many various fields of life e.g. medicine, architecture, forensic, publishing, fash-
ion, archives and many others. The aim can be a retrieval of a similar image.
Retrieving mechanisms use image recognition methods. This is a sophisticated
process which requires the use of algorithms from many different areas such as
computational intelligence [21] in particularly fuzzy systems [5, 6, 13], rough
neuro-fuzzy systems [18, 19], evolutionary algorithms [7, 12, 16] and mathemat-
ics [22] and image processing [3, 17].

One of the most popular and widely spread algorithm used for indexation and
images retrieval is the bag-of-words model (BoW) [8, 14], known also as a bag
of features. This algorithm is based on a concept of text search methods within
collections of documents. Single words are stored in dictionaries with emphasis
on appearing in various documents. BoW in a similar way creates dictionaries of
characteristic features appearing in images. Additionally, classification process
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enables during the search to determine what type of image class we are dealing
with. In [14] we can find a detailed description of BoW and associated algorithms.

While working with the classic BoW algorithm we can easily notice its draw-
back as it is required to determine an initial number of classes for the k-means
clustering algorithm. Afterwards, a classifier is used (in most cases the Support
Vector Machine algorithm) which task is to provide an arbitrary class to which a
searched image belongs to [8]. In such model there is no possibility of returning
a list of similar images stored in a database. The method which we present in
contradiction to BoW does not require the knowledge of the number of classes
creating words in a dictionary. It allows to find the most similar images to the
examined one and the additional classifier is no longer required. One of mod-
ifications proposed in the paper is called neuronal activity thresholding and it
is used during creating images histograms. Once the threshold is applied, neu-
ron which is activated the least in the whole class is eliminated. The research
proved that this fact significantly improves the classification efficiency. Ultimate
decision concerning a class to which a given image belongs, is taken through the
majority voting.

The article is divided into several parts. In Section 2 we can find familiar
algorithms such as Speeded Up Robust Features (SURF) and GSOM. Those
are the ones which we use in our method. In the following section there is also
a description of our idea of an indexing images and creating new databases
algorithms with the use of GSOM algorithm. In the last section we present the
results of experiments as well as the summary of our work.

2 Algorithms Used in the Proposed Approach

The proposed method of image indexing and retrieval implements several al-
gorithms. In this section we present the GOSM algorithm which is used for
clustering and for the reduction of initial interest point number and the SURF
algorithm which task is to find and describe those points.

2.1 SURF

SURF (Speeded Up Robust Features) is a robust local feature detector, first pre-
sented in [2] by Herbert Bay in 2006. It is partly inspired by the SIFT descriptor
[15]. SURF gives description of the image by selecting characteristic keypoints.
This method combines selection of keypoints with calculating 64-element vec-
tor (a descriptor). In SURF, integral image and filter approximation of block
Hessian determinant is applied. To detect interesting points, a special Hessian-
matrix approximation is used. For features, orientation is based on information
from circular region around the pixel. Then, a square region aligned to selected
orientation is constructed and the SURF descriptor is extracted from it. It uses
the sum of the Haar wavelet responses around an interest point. The local feature
around the point is described by a 64-number vector.
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2.2 GSOM

GSOM algorithm (Growing Self-Organizing Map) was invented in 1995 [11]. In
fact it is a modification of SelfOrganizing Map (SOM) which additionally was
equipped in the ability of expansion. The number of neurons is adjusted to
data during learning. There are many papers where we can find a description
of the GSOM algorithm [23] or the Growing Hierarchical Self-Organizing Map
(GHSOM) [9, 20]. In this section we present our modified version of the original
GHSOM algorithm [11].

The network we consider consists of n ×m neurons Nj , where j = 1, ..., Nc,
Nc - number of neurons, Nc = n · m, n - number of rows and m - number of
columns. Initially, we create a network made of four neurons. They are placed on
every vertex of a square. Learning data are vectors xi = (xi1, xi2, ...xiK), where
i = 1, ...,M , M – number of vectors, K - vector dimension). Every neuron Nj

has a weight vector wj = (wj1, ...wjK). In our case, in order to allow parallel
algorithm operation we used a modified version of the SOM algorithm. Single
iteration of learning consists of six steps:

1. Set the vector of changes dxi so that dxjk = 0, j = 1, ...,K, k = 1, ..., Nc.
2. Repeat for every i = 1, ...,M steps 3-6.
3. Find such a neuron Ns that fulfils the inequality

‖ws − xi‖ ≤ ‖wj − xi‖. (1)

4. Modify changes vector dxs

dxs = dxs + (xs − xi). (2)

5. Increase the counter of winnings

τs = τs + 1. (3)

6. Modify weight of all neurons

wj = wj − α · dxj/tj , for tj �= 0. (4)

Afterwards, the expansion algorithm is used. Initially, a neuron Nq is found for
which inequality is as follows:

τq ≥ τj . (5)

If the number τq exceeds a fixed number τmax, what happens is the expansion of
a network in one of four directions. We assume that the neuron Nf is a neuron
which value τf is the highest of all neighbouring neurons Nq. Between neurons
Nq and Nf a new column (or row) is inserted. Weights of a new neuron Nq′ are
determined as follows:

w′
q = 0.5 · (wq +wf ). (6)

The number of columns m (or rows n) as well as the general number of neurons
Nc are increased. All counters of winnings are reset

τj = 0, i = 1, ..., Nc. (7)

After the predetermined number of generated iteration there are Nc groups with
the centres of clusters which coordinates are wj .
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3 Indexing and Retrieval Using GSOM Algorithm

The presented algorithm consists of several modules. Just as in the case of BoW,
we initially create a dictionary of words. Based on them we obtain histogram,
containing the presence of those words in each single image.

1. Consider images database Ii, where i = 1, ..., L, L number of images.
2. Find the characteristic points (for example with SURF algorithm) xij , i =

1, ..., L, j = 1, ..,K, K - the dimension of the vector describing characteristic
point (for SURF K = 64).

3. Group the points xij with the use of GSOM algorithm. Obtain group centres
wj , j = 1, ..., Nc.

4. Create histograms hi = [hi1, hi2, ..., hiN ], where

hij =

Nc∑

j=1

δji, (8)

δji =

{
1 if ‖wj − xk‖ ≤ ‖wk − xk‖ for xk ∈ Ii

0 otherwise
. (9)

Variable δji is an indicator if a neuron Nj is the closest vector (a winner)
for any sample from an image Ii.

A novel, active neurons thresholding method is used in the presented algorithm.
This approach is responsible for calculating the activity of neurons for every
class of image. After that, the element of histogram hij , which on account of
too weak activity of neuron Nj in a given class did not reach the threshold θ, is
reset. The algorithm consists of two steps:

1. For every class c calculate the activity of neurons αjc

αjc =

Nc∑

j=1

δji, Ii ⊂ c. (10)

2. If inequality
αjc < θ (11)

is satisfied, then
hji = 0, for Ii ⊂ c. (12)

Our experiments clearly confirm that removing inactive neurons boosts the clas-
sification efficiency. In the next chapter we depicted detailed results.

Image search It in the database consists in preparation of a histogram ht in
accordance with the algorithm described above. Next, we look for the closest
histograms calculating the L1 norm between them:

dfi =

K∑

j=1

|hfi − hji|, i = 1, ...,K. (13)

Ultimate decision concerning a class of an image It, is taken through the majority
voting. An image It belongs to the class c if in this particular class is the highest
number of sorted L/C images with regard to distance dfi.
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4 Experiments

We present two experiments to show the effectiveness of the algorithm. In the
first one we present to what extent applying the neuron activation threshold in
the histogram creation improves search and classification of images. The second
experiment shows the efficiency of the new algorithm in comparison to the BoW
algorithm implemented with the use of functions available in the OpenCV library
[4]. The research is performed on the Caltech 101 image database (collected by
L. Fei-Fei et al. [10]). Four categories of images were chosen: planes, cars, cats
and motorcycles. For every category images were divided into the learning part
(80% of the available number of images) and the testing part (20%).

Our algorithm was implemented in Java language with the use of parallel
computing (Concurrent library) as well as JavaCV [1] library function. JavaCV
is a library which adopts functions available in OpenCV for Java language needs.
We used this function in order to generate characteristic points with the use of
the SURF algorithm.

Tables 1 and 2 present effectiveness of images classification for various values
of neuron activity threshold. We can easily observe that adding this modification
considerably improved classification efficiency. Graphs of these dependencies are
presented in Fig. 2 and 3.

The algorithm was compared with the BoW algorithm which was implemented
with standard functions of OpenCV according to [8]. In this particular algorithm
points are grouped by the k-means clustering. Next, a classifier is learned by the
Support Vector Machine algorithm (SVM). The results of single groups as well as
comparison of all classes are presented in Table 3. The classification performed
with the use of our algorithm is more efficient than the BoW with k-means and
the classifier.

Table 1. Influence of neuronal activity thresholding on the effectiveness of classification
for τmax = 1000

treshold of
τmax neuron activity efficiency %

1000 0 85.59
1000 5 85.59
1000 7 86.44
1000 10 86.44
1000 12 87.29
1000 15 85.59
1000 20 83.90
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Fig. 1. Sample images from the Caltech 101 database for the four categories used in
the experiments

Table 2. Influence of neuronal activity thresholding on the effectiveness of classification
for τmax = 2000

treshold of
τmax activity neurons efficiency %

2000 0 86.44
2000 5 86.44
2000 10 86.44
2000 15 86.44
2000 20 86.44
2000 25 87.29
2000 30 87.29
2000 35 88.16
2000 40 86.44

Table 3. Comparison algorithm efficiencies for the test images

classic BoW our algorithm
image type efficiency efficiency

plane 88.37% 93.18%
cars 82.61% 91.66%

wild cats 70.83% 84.00%
motorbike 91.66% 80.00%

all 84.21% 88.16%
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Fig. 2. Influence of neuronal activity thresholding on the effectiveness of classification
for τmax = 1000

Fig. 3. Influence of neuronal activity thresholding on the effectiveness of classification
for τmax = 2000

5 Final Remarks

As we have presented in the paper, content-based image classification with the
GSOM algorithm, despite its clear and simple construction, has many advan-
tages. What is worth mentioning, the lack of a classifier at the output does not
cause any effectiveness loss. Moreover, the described thresholding method of in-
active neurons contributed to increase in efficacy of the algorithm. In future,
we would like to improve the effectiveness of the algorithm for greater number
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of classes. What is more, to modify inactive neuron handling in such a way
that their number will be adjusted to every class separately. Our ultimate goal
however is to implement this algorithm in a relational database (for example Mi-
crosoft SQL Server or MySQL) to expand its functionality with the possibility
of content-based images search and retrieval.
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