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Abstract. A parallel architecture of the Levenberg-Marquardt algo-
rithm for training a feedforward neural network is presented. The pro-
posed solution is based on completely new parallel structures to effec-
tively reduce high computational load of this algorithm. Detailed parallel
neural network structures are explicitely discussed.

1 Introduction

Feedforward neural networks have been investigated by many scientists e.g. [1],
[10], [19], [23], [26], [37], [39]. Gradient methods have been often used to train
feedforward networks, see e.g. [14], [24], [38]. In the traditional approach neural
networks learning algorithms, like other learning algorihms [25], [28], [29], [31],
[34], are implemented on a serial computer. Due to the computational complexity
of the learning algorithm, the serial implementation is very time consuming and
slow. The Levenberg Marquart algorithm [15], [22] is one of the most effective
learning methods, but requires particularly complex calculations. Unfortunately,
for very large networks the computational load of the Levenberg-Marquardt
algorithm makes it impractical. A suitable solution to this problem is the use of
high performance dedicated parallel structures, see eg. [2] - [9], [32], [33]. This
paper presents a new concept of parallel realisation of the Levenberg-Marquardt
learning algorithm. A single iteration of the parallel architecture requires much
fewer computation cycles than a serial implementation. The efficiency of this
new architecture is very satisfying and is explained in the last part of the paper.

A sample structure of the feedforward network is shown in Fig. 1. The network
has L layers, Nl neurons in each l − th layer and NL outputs. The input vector
contains N0 input signals. The equation (1) describes the recall phase of the
network
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Fig. 1. Feedforward neural network sample structure

Fig. 2. Pipelined version of recall phase of the feedforward network

Fig. 3. The structures of recall phase processing elements

The parallel realisation of the recall phase algorithm uses the architecture
which requires many simple processing elements. The pipelined version of the
parallel realisation of the feedforward network in recall phase (1) is depicted in
Fig. 2 and its processing elements (PE) in Fig. 3. Two main kinds of functional
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processing elements are used in the proposed solution. The aim of the processing
elements A is to create matrices which contain values of weights in all layers. The
input signals are entered parallelly into the rows of the elements, multiplied by
weights and finally the received results are summed in the columns. The activa-
tion function for each neuron in the l− th layer is calculated after determination

of product w
(l)
i x(l) in the processing element of type B. Additional processing

element C is used to delay transferred data. Thus the structure operates in a
pipeline flow and next results can be obtained after only one step. The outputs
of neurons in the previous layer act the same time as inputs to the next layer.
The output y(L) for the last layer is the output of the whole network.

The Levenberg-Marquard method [15], [22] is used to train the feedforward
network. The following goal criterion is minimized
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where ε
(L)
i is defined as

ε(L)
r (t) = ε(Lr)
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r (t)− d(L)

r (t) (3)

and d
(L)
r (t) is the r − th desired output in the t− th probe.

The Levenberg-Marquardt algorithm is a modification of the Newton method
and is based on the first three elements of the Taylor series expansion of the goal
function. In the classical case a change of weights is given by

Δ (w(n)) = −[∇2E (w(n))
]−1∇E (w(n)) (4)

this requires knowledge of the gradient vector

∇E (w(n)) = JT (w(n)) ε (w(n)) (5)

and the Hessian matrix

∇2E (w(n)) = JT (w(n))J (w(n)) + S (w(n)) (6)

where J (w(n)) in (5) and (6) is the Jacobian matrix
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The errors ε
(lr)
i in the hidden layers are calculated as follows

ε
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∧
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On this basis, the components of the Jacobian matrix for each weight can be
determined

∂ε
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ij
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(l)
j (t) . (10)

It should be noted that derivatives (10) are computed in a similar way it is done
in the classical backpropagation method, except that each time there is only one
error given to the output. In this algorithm, the weights of the entire network
are treated as a single vector and their derivatives form the Jacobian matrix J.

The S (w(n)) component (6) is given by the formula

S (w(n)) =
∑Q

t=1

∑NL

r=1
ε(L)
r (t)∇

2

ε(L)
r (t) . (11)

In the Gauss-Newton method it is assumed that S (w(n)) ≈ 0 and that equation
(4) takes the form

Δ (w(n)) = −[
JT (w(n))J (w(n))

]−1
JT (w(n)) ε (w(n)) . (12)

In the Levenberg-Marquardt method is is assumed that S (w(n)) = μI and that
equation (4) takes the form

Δ (w(n)) = −[
JT (w(n))J (w(n)) + μI

]−1
JT (w(n)) ε (w(n)) . (13)

By defining
A (n) = − [

JT (w(n))J (w(n)) + μI
]

h (n) = JT (w(n)) ε (w(n))
(14)

the equation (13) is as follows

Δ (w(n)) = A(n)
−1

h (n) . (15)

The equation (15) can be solved using the QR factorization

QT (n)A (n)Δ (w(n)) = QT (n)h (n) , (16)

R (n)Δ (w(n)) = QT (n)h (n) . (17)

This paper used the Householder reflection method for the QR factorization.
Operation of the Levenberg-Marquardt algorithm is described below. In practice,
the algorithm is implemented in 5 steps:
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1. The calculation of the network outputs for all input data, errors and the goal
criterion.

2. The calculation the Jacobianmatrix, by applying the backpropagationmethod
for each error individually.

3. The calculation of Δ (w(n)) by using the QR factorization.
4. The recalculation of the goal criterion (2) for w(n) +Δ (w(n)). If the goal

criterion is less than the one calculated in step 1, then μ should be reduced
β times, the new weight vector remains and the algorithm returns to Step 1.
Otherwise, the μ value should be increased β times and the algorithm goes
back to step 3.

5. The algorithm terminates when the gradient falls below a preset value or the
goal function falls below a preset value.

2 Parallel Realisation

First, the errors in all neurons using backpropagation are calculated assuming
that each time only one error is given to the output and than the Jacobian
matrix is determined. This is accomplished by the structure shown in Fig. 4. Its
processing elements are shown in Fig. 5. The A processing elements are used to

calculate the error ε
(L)
r (3) in the output layer. The B elements transfer the errors

to the linear part of neurons (9), and the D processing elements compute errors

Fig. 4. The structure showing how to propagate error back and compute the Jacobian
matrix elements
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Fig. 5. The processing elements for propagating error back and computing the Jaco-
bian matrix elements

ε
(lr)
i in the hidden layers (8). The E processing elements determine the elements
of the Jacobian matrix (10). It should be noted that at the same time all rows
of the Jacobian matrix for all output errors of a single sample are determined.
This is achieved by the use of L parallel layers. The structure shown in Fig. 4
starts operation immediately after the calculation of the outputs perfomed by
the structure in Fig 2 for the data of the first sample. The A (n) matrix (14)
is calculated based on the Jacobian matrix. These calculations are performed
by the structure shown in Fig. 6. In the same figure the internal structure of
the individual processing elements in this structure is also shown. At the same
time, the vector h (n) (14) is determined by the structure shown in Figure 7.

Fig. 6. The structure for computing the A matrix and its processing element
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Fig. 7. The structure for computing the h vector and its processing element

After calculating the A (n) matrix and the h (n) vector, the equation (15) is
solved. The equation (15) can be solved using the QR factorization . This will
be achieved by the use of the Hauseholder reflections. The parallel structure
calculating matrices R and QTh is shown in Fig. 8. Elements A2 transform

Fig. 8. The general structure for parallelization of the QR decomposition

Fig. 9. The processing elements of the QR decomposition
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the elements of the A matrix and elements H2 transform the elements of the
h vector. This step performs a sequence of the Householder reflection so as to
reset the elements below the main diagonal of the A matrix. First, the elements
in the first column are reset, then the second and so on, until the last but one.
The A matrix and the h vector are transformed. The vectors used to perform
reflections are based on the columns of the A matrix, except that it includes the
elements from the main diagonal to the end of the column. It should be noted
that the QR decomposition process requires the Nw − 1 matrix reflections. The
A2 and H2 processing elements will operate differently depending on the phase
(k) of the process (Fig. 9). The A2a and A2b elements determine the module of
the a subvector and, on this basis, calculate the value

ρk =

{‖ak‖2 for akk ≤ 0
−‖ak‖2 for akk > 0,

(18)

and the reflection vector

vk =

[
0
v̄k

]

. (19)

The v vector is transmitted to the elements A2c and A2d which in the next
columns calculate the values of the reflected vectors ā

ā = a− vβ (20)

where

β =
vTa

γ
(21)

γ = v1. (22)

The H2c and H2d elements operate in the same manner on the h vector. The
construction of all the processing elements is shown in Fig. 9. After determination
of the R matrix and the QTh vector the equation (17) is solved. This is realized
by the structure shown in Fig. 10. Its elements are also shown in this figure. The
A3a and A3b elements determine the value of Δ (w(n)), and the W elements
update the weights.

Fig. 10. The structure for computing the weight vector w and its processing element
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3 Conclusion

In this paper the parallel realisation of the Leveberg-Marquardt learning al-
gorithm for a feedforward neural network is proposed. It is assumed that all
multiplications and additions are performed within the same time unit. To make
the presentation of the results simple, graphs only for the neural network shown
in Fig. 1 with variable neuron number in the hidden layer are presented. We
can compare computational performance of the parallel implementation of the
Levenberg-Marquardt learning algorithm with a sequential solution for a two-
layer network with two inputs, one output, up to N = 100 neurons in the hidden
layer and up to Q = 100 samples of the learning data of a neural network. Com-
putational complexity of the serial Levenberg-Marquardt learning algorithm is of
order O(N3) and equals TS = 21 1

3N
3+72N2+48 2

3N +32N2Q+38NQ+10Q.
In the presented parallel architecture each epoch requires only TP = 16N2 +
53N + 2Q + 15 time units (see Fig. 11). Performance factor (PF = TS/TP )
of parallel realisation of the Levenberg-Marquardt learning algorithm achieves
nearly 330 for N = 100 neurons in the hidden layer, Q = 100 samples of the
learning data and it grows fast when these numbers grow, see Fig. 11. It has
been observed that the performance of the proposed solution is promising. An
analogous parallel approach can be used for other advanced learning algorithms
of feedforward neural networks, see eg. [1], [7]. In the future research we plan
to design parallel realisation of learning of other structures including probabilis-
tic neural networks [27] and various fuzzy [11], [17], [20], [35], [36], [40], and
neuro-fuzzy structures [12], [13], [16], [18], [21], [30].

Fig. 11. Number of times cycles in a) classical (serial), b) parallel implementation and
c) performance factor
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