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Foreword

The 10th International Federated Conference on Distributed Computing Techniques
(DisCoTec) took place in Montbonnot, near Grenoble, France, during June 2-5, 2015.
It was hosted and organized by Inria, the French National Research Institute in Com-
puter Science and Control. The DisCoTec series is one of the major events sponsored
by the International Federation for Information Processing (IFIP). It comprises three
conferences:

— COORDINATION, the IFIP WG6.1 International Conference on Coordination Mod-
els and Languages.

— DAIS, the IFIP WG6.1 International Conference on Distributed Applications and
Interoperable Systems.

— FORTE, the IFIP WG6.1 International Conference on Formal Techniques for Dis-
tributed Objects, Components and Systems.

Together, these conferences cover a broad spectrum of distributed computing sub-
jects, ranging from theoretical foundations and formal description techniques to systems
research issues.

Each day of the federated event began with a plenary keynote speaker nominated
by one of the conferences. The three invited speakers were Alois Ferscha (Johannes
Kepler Universitit, Linz, Austria), Leslie Lamport (Microsoft Research, USA), and
Willy Zwaenepoel (EPFL, Lausanne, Switzerland).

Associated with the federated event were also three satellite workshops, that took
place on June 5, 2015:

— The 2nd International Workshop on Formal Reasoning in Distributed Algorithms
(FRIDA), with a keynote speech by Leslie Lamport (Microsoft Research, USA).

— The 8th International Workshop on Interaction and Concurrency Experience (ICE),
with keynote lectures by Jade Alglave (University College London, UK) and Steve
Ross-Talbot (ZDLC, Cognizant Technology Solutions, London, UK).

— The 2nd International Workshop on Meta Models for Process Languages (MeMo).

Sincere thanks go to the chairs and members of the Program and Steering Com-
mittees of the involved conferences and workshops for their highly appreciated efforts.
Organizing DisCoTec was only possible thanks to the dedicated work of the Organizing
Committee from Inria Grenoble-Rhone-Alpes, including Sophie Azzaro, Vanessa Pere-
grin, Martine Consigney, Alain Kersaudy, Sophie Quinton, Jean-Bernard Stefani, and
the excellent support from Catherine Nuel and the people at Insight Outside. Finally,
many thanks go to IFIP WG6.1 for sponsoring this event, and to Inria Rhone-Alpes and
his director Patrick Gros for their support and sponsorship.

Alain Girault
DisCoTec 2015 General Chair
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Preface

This volume contains the papers presented at COORDINATION 2015: the 17th IFIP
WG 6.1 International Conference on Coordination Models and Languages held dur-
ing June 2—4, 2015 in Grenoble. The conference is the premier forum for publishing
research results and experience reports on software technologies for collaboration and
coordination in concurrent, distributed, and complex systems. The key focus of the
conference is the quest for high-level abstractions that can capture interaction patterns
and mechanisms occurring at all levels of the software architecture, up to the end-user
domain. COORDINATION called for high-quality contributions on the usage, study,
formal analysis, design, and implementation of languages, models, and techniques for
coordination in distributed, concurrent, pervasive, multi-agent, and multicore software
systems.

The Program Committee (PC) of COORDINATION 2015 consisted of 32 top re-
searchers from 12 different countries. We received 36 submissions out of which the PC
selected 14 full papers and 1 short paper for inclusion in the program. All submissions
were reviewed by three to four independent referees; papers were selected based on
their quality, originality, contribution, clarity of presentation, and relevance to the con-
ference topics. The review process included an in-depth discussion phase, during which
the merits of all papers were discussed by the PC. The process culminated in a shep-
herding phase whereby some of the authors received active guidance by one member
of the PC in order to produce a high-quality final version. The selected papers consti-
tuted a program covering a varied range of techniques for system coordination: tuple-
based coordination, multi-party and logic-based coordination of ensembles, constraints-
based coordination, agent-oriented techniques, and finally coordination based on shared
spaces. The program was further enhanced by an invited talk by Alois Ferscha from Jo-
hannes Kepler Universitit Linz (Austria).

The success of COORDINATION 2015 was due to the dedication of many people.
We thank the authors for submitting high-quality papers, the PC and their subreviewers,
for their careful reviews, and lively discussions during the final selection process, and
the Publicity Chair for helping us with advertisement of the CFP. We thank the providers
of the EasyChair conference management system, which was used to run the review
process and to facilitate the preparation of the proceedings. Finally, we thank the Inria
Grenoble—Rhone-Alpes Organizing Committee from Grenoble, led by Alain Girault,
for its contribution in making the logistic aspects of COORDINATION 2015 a success.

June 2015 Tom Holvoet
Mirko Viroli
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Replica-Based High-Performance
Tuple Space Computing

Marina Andri¢!, Rocco De Nicola!, and Alberto Lluch Lafuente?®)

1 IMT Institute for Advanced Studies Lucca, Lucca, Italy
2 DTU Compute, Technical University of Denmark, Kgs. Lyngby, Denmark
{marina.andric,rocco.denicola}@imtlucca.it, albl@dtu.dk

Abstract. We present the tuple-based coordination language RepliKlaim,
which enriches Klaim with primitives for replica-aware coordination. Our
overall goal is to offer suitable solutions to the challenging problems of data
distribution and locality in large-scale high performance computing. In par-
ticular, RepliKlaim allows the programmer to specify and coordinate the
replication of shared dataitems and the desired consistency properties. The
programmer can hence exploit such flexible mechanisms to adapt data dis-
tribution and locality to the needs of the application, so to improve
performance in terms of concurrency and data access. We investigate issues
related toreplica consistency, provide an operational semantics that guides
the implementation of the language, and discuss the main synchronization
mechanisms of our prototypical run-time framework. Finally, we provide a
performance analysis, which includes scenarios where replica-based speci-
fications and relaxed consistency provide significant performance gains.

1 Introduction

The scale of parallel and distributed computing systems is growing fast to meet
the computational needs of our society, ranging from (big) data-driven anal-
yses to massively distributed services. One of the key points in parallel and
distributed computing is the division and communication of data between com-
putational entities. Better performances are achieved with increased data local-
ity and minimized data communication. Increasing data locality can be easily
achieved by replicating data, but this comes of course at a high price in terms of
synchronization if replicated data need to be kept consistent. As a matter of fact
the trade-off between consistency and performance is one of the big dilemmas in
distributed and parallel computing.

The recent years have seen the advent of technologies that provide software
engineers and programmers with flexible mechanisms to conveniently specify
data locality, communication and consistency to the benefit of their applications.
A pragmatical example for large-scale distributed services is the GOOGLE CLOUD
STORAGE! service, that allows users to geographically specify data locality (to

Research supported by the European projects IP 257414 ASCENS and STReP
600708 QUANTICOL, and the Italian PRIN 2010LHT4KM CINA.
! https://cloud.google.com /storage/

© IFIP International Federation for Information Processing 2015
T. Holvoet and M. Viroli (Eds.): COORDINATION 2015, LNCS 9037, pp. 3—-18, 2015.
DOI: 10.1007/978-3-319-19282-6 1
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reduce cost and speed up access) and provides different consistency levels (e.g.
strong and eventual consistency) for different operations (e.g. single data and
list operations).

In the realm of parallel computing, one can find several high performance com-
puting languages that offer similar support for designing efficient applications.
De-facto standards such as OPENMP? (for shared memory multiprocessing) and
MPI? (for message-passing large-scale distributed computing) are being chal-
lenged by new languages and programming models that try to address concerns
such as the memory address to physical location problem. This is a general con-
cern that needs to be solved when programming scalable systems with a large
number of computational nodes. In languages X10*, UPC® and TITANIUM [19],
this problem is solved via the partitioned global address space (PGAS) model.
This model is a middle way approach between shared-memory (OPENMP) and
distributed-memory (MPI) programming models, as it combines performance
and data locality (partitioning) of distributed-memory and global address space
of a shared-memory model. In the PGAS model, variables and arrays are either
shared or local. Each processor has private memory for local data and shared
memory for globally shared data.

Summarizing, two key aspects in the design of distributed and parallel systems
and software are data locality and data consistency. A proper design of those as-
pects can bring significant performance advantages, e.g. in terms of minimization
of communication between computational entities.

Contribution. We believe that those two aspects cannot be hidden to the pro-
grammer of the high performance applications of the future. Instead, we believe
that programmers should be equipped with suitable primitives to deal with those
aspects in a natural and flexible way. This paper instantiates such philosophy in
the coordination language RepliKlaim, a variant of Klaim [12] with first-class fea-
tures to deal with data locality and consistency. In particular, the idea is to let
the programmer specify and coordinate data replicas and operate on them with
different levels of consistency. The programmer can hence exploit such flexible
mechanisms to adapt data distribution and locality to the needs of the applica-
tion, so to improve performance in terms of concurrency and data access. We
investigate issues related to replica consistency, provide an operational semantics
that guides the implementation of the language, and discuss the main synchro-
nisation mechanisms of our implementation. Finally, we provide a performance
evaluation study in our prototype run-time system. Our experiments include
scenarios where replica-based specifications and relaxed consistency provide sig-
nificant performance gains.

Structure of the Paper. This paper is organised as follows. Section 2 presents
RepliKlaim and discusses some examples that illustrate its semantics. Section 3

2 www.openmp.org/

3 http://www.open-mpi.org/
4 x10-lang.org

5 upc.lbl.gov
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N =0 |1l=:[K,P] | N|N (networks)

K == 0| (et;,L) | K,K (repositories)

P := il | AP | P+P | P|P (processes)

A = outs(t;)QL | ins(7,)@L | read(7,)@¢  (strong actions)
outw(t;)QL | iny(T,)@¢ | (weak actions)
iny(T,,L)Q¢ | outy(et;, L)QF (unsafe actions)

L:=¢€¢| ]| {¢| LeL (locations)

Fig. 1. Syntax of RepliKlaim

provides some details about our prototype implementation and presents a set of
performance experiments. Section 4 discusses related works. Section 5 concludes
the paper and identifies possible future works.

2 RepliKlaim: Klaim with Replicas

We present our language RepliKlaim in this section. We start with the definition
of the syntax in Section 2.1 and proceed then with the description of the oper-
ational semantics in Section 2.2. Section 2.3 discusses some examples aimed at
providing some insights on semantics, implementation and performance aspects,
later detailed in Section 3.

2.1 RepliKlaim: Syntax

The syntax of RepliKlaim is based on Klaim [12]. The main differences are the
absence of mobility features (i.e. the eval primitive and allocation environments)
and the extension of communication primitives to explicitly deal with replicas.

Definition 1 (RepliKlaim Syntax). The syntaz of RepliKlaim is defined by the
grammar of Fig. 1, where L is a set of locations (ranged over by €, 0',...), U
is a set of values (ranged over by w,v,...), V is a set of variables (ranged over
by x,y,...), 'V denotes the set binders over variables in V (i.e. lz,ly,...), T
is a set of tuple identifiers (ranged over by i,i',7,5'), T C (U UV)* is a set
of I-indexed tuples (ranged over by t;,t;,,...), ET C (U* is a set of I-indezed
evaluated tuples (ranged over by et;, etl,,...), and TT C (UUVUIV)* is a set
of templates (ranged over by T,,T/,,..., with € TU!V).

Networks. A RepliKlaim specification is a network N, i.e. a possibly empty set
of components or nodes.

Components. A component ¢ :: [K, P] has a locality name ¢ which is unique
(cf. well-formedness in Def. 2), a data repository K, and set of processes P.
Components may model a data-coherent unit in a large scale system, where each
unit has dedicated memory and computational resources, e.g. an SMP node in
a many-core machine.
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Repositories. A data repository K is a set of data items, which are pairs of
identifier-indexed tuples and their replication information. In particular a data
item is a pair (et;, L), where ¢; is a tuple, 7 is a unique identifier of the tuple,
and L is a list of localities where the tuple is replicated. For a data item (et;, L)
with |L| > 1 we say that t; is shared or replicated. We use indexed tuples in
place of ordinary anonymous tuples to better represent long-living data items
such as variables and objects that can be created and updated. We require the
replication information to be consistent (cf. well-formedness in Def. 2). This
property is preserved by our semantics, as we shall see.

It is worth to note that a locality £ in L can appear as £ or as £. The latter case
denotes a sort of ownership of the tuple. We require each replicated tuple to have
exactly one owner (cf. well-formedness in Def. 2). This is fundamental to avoid
inconsistencies due to concurrent weak (asynchronous) retrievals or updates of
a replicated tuple. This issue will be explained in detail later.

Processes. Processes are the main computational units and can be executed
concurrently either at the same locality or at different localities. Each process
is created from the nil process, using the constructs for action prefizing (A.P),
non-deterministic choice (P, + Py) and parallel execution (Py | Pz).

Actions and Targets. The actions of RepliKlaim are based on standard primitives
for tuple spaces, here extended to suitably enable replica-aware programming.
Some actions are exactly as in Klaim. For instance, read(t;)@Q¢ is the standard
non-destructive read of Klaim.

The standard output operation is enriched here to allow a list of localities
L as target. RepliKlaim features two variants of the output operation: a strong
(i.e. atomic) one and a weak (i.e. asynchronous) one. In particular, out, (t;)@L
is used to place the shared tuple ¢; at the data repositories located on sites [ € L
atomically or asynchronously (resp. for a = s, w). In this way the shared tuple is
replicated on the set of sites designated with L. In RepliKlaim output operations
are blocking: an operation out, (t;)@L cannot be enacted if an i-indexed tuple
exists at L. This is necessary to avoid inconsistent versions of the same data
item in the same location to co-exist. Hence, before placing a new version of a
data item, the previous one needs to be removed. However, we will see that weak
consistency operations still allow inconsistent versions of the same data item to
co-exist but in different locations.

As in the case of output operations, RepliKlaim features two variants of the
standard destructive operation in: a strong input ing and a weak input in,. A
strong input ing(7,)@Q/ retrieves a tuple et; matching 7, at £ and atomically re-
moves all replicas of et;. A weak input in,,(7,)@¢ tries to asynchronously remove
all replicas of a tuple et; matching 7, residing in ¢. This means that replicas are
not removed simultaneously. Replicas in the process of being removed are called
ghost replicas, since they are reminiscent of the ghost tuples of [25,14] (cf. the
discussion in Section 4).

RepliKlaim features two additional (possibly) unsafe operations: out,(et;, L)Q¢
puts a data item (et;, L) at all locations in L, while in, (7}, L)@ retrieves a tuple
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+(Q+R)=(P+Q)+R PIQ=QI|P
P+nil=P N|(M|W)=(N|M)|W
P+Q=Q+P N|0o=N

Pl QIR =(P|Q)|IR N|M=M|M
Plnil=P L [K, Pl =L [Konil] || £:: [0, P

Fig. 2. Structural congruence for RepliKlaim

et; matching T, at £ and does not remove the replicas of et;. These operations are
instrumental for the semantics and are not meant to appear in user specifications.

As we have seen, the syntax of RepliKlaim admits some terms that we would
like to rule out. We therefore define a simple notion of well-formed network.

Definition 2 (Well-formedness). Let N be a network. We say that N is well
formed if:

1. Localities are unique, i.e. no two distinct components £ :: [K, P], £ :: [K', P’
can occur in N;

2. Replication is consistent, i.e. for every occurrence of £ :: [(K, (et;, L)), P| in
a network N it holds that £ € L and for all (and only) localities ¢’ € L we
have that component ' is of the form ¢’ :: [(K', (et}, L)), P']. Note that t' is
not required to be t since we allow relaxed consistency of replicas.

3. Each replica has exactly one owner, i.e. every occurrence of L has at most
one owner location {.

4. Tuple identifiers are unique, i.e. there is no K containing two data items
(eti, L), (eti, L"). Note that this guarantees local uniqueness; global unique-
ness is implied by condition (2).

Well-formedness is preserved by the semantics, but as usual we admit some
intermediate bad-formed terms which ease the definition of the semantics.

We assume the standard notions of free and bound variables, respectively
denoted by fn(-) and bn(-), as well as the existence of a suitable operation for
matching tuples against templates, denoted match(T,,t;) which yields a substi-
tution for the bound variables of T,. Note that + may be a bound variable to
record the identifier of the tuple.

2.2 RepliKlaim: Semantics

RepliKlaim terms are to be intended up to the structural congruence induced
by the axioms in Fig 2 and closed under reflexivity, transitivity and symmetry.
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A ’ A /
A (AcTP) P_;‘P (CHOICE) P:)P (PAR)
A.P—P P+Q—P’ PlQ—P'|Q
outg(t;)QL
p——— P’ ve'eL.Fet! \ L' (et;, L") €K, (OuTs)
NHE::[K,P]HHWELZ’::[KZ,,PZ,] — NHE::[K,P’]HHZ,ELE’::[(KZ,,(eti,L)),le]
outw (t,)QL ’ 1,7 Y Y
P el Fet' L' (et ,L")EK 1 (OUTW)

NI &:[K,P]||€"::[Kyrr,Pyrr] — NI[€:[K, P/ €7 [(K s, (et L)), Pyrr \HZ/E(L\[//)outu(eti,L)@Z’]

outy (et;,L)@¢
: P’ Fet’ L' (et} , L") e K,

N|£:[K,P] — N|&:[(K,(et;,L)),P’] (Outl)

ins (T, )@e!’
p————p’ 0"er o=match(T,,et;)

N”Z::[Ksp]HHZ/GLZ/::[(KZ/’<€ti’L>)’PZ/] — NHZ::[K,P’O‘]HHZ/ELZ’::[KZ/,PZ/] (INS)

inw (T, )@e’’
R el VeL o=match(T,,et;)

N e [K P (K pr S etin L)), Por] = NG [K, P o] [1€3:1K g1, Pyr T prrr ¢ g7y o (et L)@] (INW)

iny(T,,L)ae’
p—— s p! o=match(T,,et;)

N [K,P)||€::[(Kpr,(ety, L)), Py —> N|£:[K,P'o]||£"::[Kyr,Pyr] (INU)

read (T, )@e’ ,
—P o=match(T,,et;)

NI|€::[ K, P||€/::[(K yr (et , L)), Py] — N|[€:[K,P'o]|[€"::[(Kyr,(eti L)), Pys] (READ)

Fig. 3. Operational semantics of RepliKlaim

As usual, besides axiomatising the essential structure of RepliKlaim systems, the
structural congruence allows us to provide a more compact and simple seman-
tics. The axioms of the structural congruence are standard. We just remark the
presence of a clone axiom (bottom right) which is similar to the one used in early
works on Klaim. In our case, this clone axiom allows us to avoid cumbersome
semantic rules for dealing with multiparty synchronisations where the subject
component is also an object of the synchronisation (e.g. when a component ¢
removes a shared tuple ¢; that has a replica in ¢ itself). The clone axiom allows a
component to participate in those interactions, by separating the processes (the
subject) from the repository (the object). It is worth to note that this axiom
does not preserve well-formedness (uniqueness of localities is violated).

The operational semantics in Fig. 3 mixes an SOS style for collecting the pro-
cess actions (cf. rules AcTP, CHOICE and PAR) and reductions for the evolution
of nets. The standard congruence rules are not included for simplicity.

It is worth to remark that the replicas located at the owner are used in some
of the rules as a sort of tokens to avoid undesirable race conditions. The role of
such tokens in inputs and outputs is dual: the replica must not exist for outputs
to be enacted, while the replica must exist for inputs to be enacted.
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_ N _ N _ Nu
[ ] [ ] [ ] [ ] [ ] [ ]
ing o ing o o iny

Fig. 4. Concurrent reads and inputs with no replicas (left), replicas and strong input
(center) and weak input (right)

Rule OUTS deals with a strong output out(et;)@L by putting the tuple et;
in all localities in L. However, the premise of the rule requires a version of data
item ¢ (i.e. a tuple et}) to not exist in the repository of the owner of et; (¢”). Rule
OUTW governs weak outputs of the form out(et;)@L by requiring the absence
of a version of data item ¢. The difference with respect to the strong output is
that the effect of the rule is that of creating a set of processes that will take
care of placing the replicas in parallel, through the unsafe output operation.
Such operation is handled by rule OuTU which is very much like a standard
Klaim rule for ordinary outputs, except that the operation is blocking to avoid
overwriting existing data items.

Rule INS deals with actions in(T,)@¢ by retrieving a tuple et; matching T, from
locality ¢, and from all localities containing a replica of it. Rule INW retrieves
a tuple et; from an owner £’ of a tuple that has a replica in the target £. As a
result, processes are installed at ¢/ that deal with the removal of the remaining
replicas in parallel (thus allowing the interleaving of read operations). As in the
case of weak outputs, weak inputs resort to unsafe inputs. Those are handled by
rule INU, which is like a standard input rule in Klaim.

Finally, rule READ is a standard rule for dealing with non-destructive reads.

2.3 RepliKlaim: Examples

We provide here a couple of illustrative examples aimed at providing insights on
semantics, implementation and performance aspects.

Concurrent Reads and Inputs. The following example illustrates three ways of
sharing and accessing a tuple and is meant to exemplify the benefit of replicas
and weak inputs. The example consists of the networks

N = 61 o [<€ti,€1>,in5(€t]‘)@€ﬂ || 52 o [@, read(etj)@£1]
Na = @1 o K(iti, {51,52}>, ina(etj)@ﬁl] || 52 o [<€ti, {£1,€2}>, read(etj)@ég}

with « € {s,w}. The idea is that in N a tuple has to be accessed by both ¢;
and /5 is shared in the traditional Klaim way: it is only stored in one location
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OL\Jts/ ou\tw/ ing
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\jd letw

outy
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Fig. 5. Transitions for M (concurrent read and strong output), M, (concurrent read
and weak output), Ws (concurrent strong input and strong output) and W, (concurrent
weak input and weak output)

(namely, ¢1) with no replicas. To the contrary, N, models the same scenario
with explicit replicas. The tuple et; is replicated at both £; and f5, possibly
after some process executed out(et;)@Q{¢y, {2}. Networks N5 and N,, differ in the
way the tuple et; is retrieved by ¢1: using strong or weak input, respectively.
Fig. 4 depicts the transition systems for the three networks, where the actual
description of the reachable states is not provided due to lack of space and due
to the simplicity of the example. The transition systems of N and Ny are similar
but differ in the way the transitions are computed. In IV, the input is local to ¢1,
but the read is remote (from ¢5 to ¢1), while in Ng the input is global (requires
a synchronization of ¢; and ¢ to atomically retrieve all replicas of et;), and the
read is local to #5. The main point in N,, is that the process in /5 can keep
reading the ghost replicas of et; even after ¢; started retrieving it.

Concurrent Reads and Outputs. The next example illustrates (see also Fig. 5)
the interplay of reads with strong and weak outputs.

M, =¥ [@,outa(eti)@{fl,fg}} || lo [@,read(etj)@ﬁl]

with « € {s,w}. The idea is that component ¢; can output a tuple with replicas
in /1 and /5 in a strong or weak manner, while /5 is trying to read the tuple
from /7. In the strong case, the read can happen only after all replicas have been
created. In the weak case, the read can be interleaved with the unsafe output.

Concurrent inputs and outputs. The last example (see also Fig. 5) illustrates the
update of a data item using strong and weak operations.

Wa = £1 o [@, ina(eti)@{fl,Zg}.outa(f(et)i)@{él,62}] H @2 o [@, ml]

with a € {s,w}. The idea is that component ¢; retrieves a tuple and then outputs
an updated version of it (after applying function f). Relaxing consistency from
s to w increases the number of interleavings.
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3 Performance Evaluation

We describe in this section our prototype implementation and present a set of
experiments aimed at showing that an explicit use of replicas in combination with
weakly consistent operations then provide significant performance advantages.

Implementing RepliKlaim in KLAVA. Our prototype run-time framework is based
on KLAVA, a Java package used for implementing distributed applications based
on Klaim. KLAVA is a suitable framework for testing our hypothesis as it pro-
vides a set of process executing engines (nodes) connected in a network via one
of the three communication protocols (TCP, UDP, local pipes). The current im-
plementation of RepliKlaim is based on an encoding of RepliKlaim into standard
Klaim primitives. We recall the main Klaim primitives we use in the encoding:
in(T)@¢ destructively retrieves a tuple matching 7' in location £. The operation
is blocking until a matching tuple is found; read(7T")@¢: non-destructive variant
of in; out(t)@¢: inserts a tuple ¢ into the tuple space located at ¢. The actual
encoding is based on the operational semantics presented in Fig. 3, which al-
ready uses some operations that are close to those of Klaim, namely the unsafe
operations in, and out,. The rest of the machinery (atomicity, etc.) is based on
standard synchronisation techniques.

Ezxperiments: Hypothesis. The main hypothesis of our experiments is that better
performances are achieved with improved data locality and data communication
minimized through the use of replicated tuples and weak operations. Indeed, min-
imizing data locality can be easily done by replicating data, however it comes at
a cost in terms of synchronization if replicated data need to be kept consistent
(e.g. when using strong inputs and outputs). As we shall see, our experimen-
tal results show how the ratio between the frequencies of read and update (i.e.
sequences of inputs and outputs on the same data item) operations affects the
performance of three different versions of a program: a traditional one that does
not use replicas, and two versions using replicas: one using strong (consistent)
operations and another one using weak (weak consistent) operations. We would
only like to remark that we had to deviate in one thing from the semantics:
while spawning parallel processes in rules INW and OUTW to deal with the
asynchronous/parallel actions on replicas seems very appealing, in practice per-
forming such operations in sequence showed to be more efficient. Of course in
general the choice between parallel and sequential composition of such actions
depends on several aspects, like the number of available processors, the num-
ber of processes already running in the system and the size of the data being
replicated.

Ezxperiments: Configuration of the Scenario.® The general idea of the scenario
we have tested is that multiple nodes are concurrently working (i.e. performing

5 The source code and Klava library are available online at http://sysma.imtlucca.it/
wp-content /uploads/2015/03/RepliKlaim-test-examples.rar
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inputs, reads and outputs) on a list whose elements can be scattered on various
nodes. A single element (i.e. the counter) is required to indicate the number of
the next element that can be added. In order to add an element to the list, the
counter is removed using an input, the value of the counter is increased and
the tuple is re-inserted, and then a new list element is inserted. We call such a
sequence of input and output operations on the same data item (i.e. the counter)
an update operation.

Each of the nodes is running processes that perform read or update operations.
Both reader and updater processes run in loops. We fix the number of updates to
10, but vary the number of read accesses (20, 30, 50, 100, 150, 200). We consider
two variants of the scenario. The first variant has 3 nodes: one node containing
just one reader process, another node containing just one updater process and
a last one containing both a reader and an updater process. The second variant
has 9 nodes, each containing process as in the previous case, i.e. this scenario is
just obtained by triplicating the nodes of the previous scenario. The main point
for considering these two variants is that we run the experiment in a dual core
machine, so that in the first case one would ideally have all processes running in
parallel, while this is not the case in the second variant.

Formally, the RepliKlaim nets IV we use in our experiments are specified as
follows

N = E[l {12 0,PUE] I iz = [0, P2(Ci2)] [ i = [0, Pa(tis) | Pa(tig)]}

where P; is an updater process and P, is a reader process, both parametric
with respect to the locality they reside on. P; is responsible for incrementing
the counter and adding a new list element, while P, only reads the current
number of list elements. For the scalability evaluation we compare results for
nets obtained when n = 1 and n = 3, meaning that corresponding nets have 3
and 9 nodes respectively. Our aim is to compare the following three alternative
implementations of processes P; and P, which offer the same functionality, but
exhibit different performances:

Program no — replicas: this implementation follows a standard approach that
does not make use of replica-based primitives. The idea here is that the
shared tuple is stored only in one location, with no replicas. The consistency
of such model is obviously strong, as there are no replicas. Local access to the
shared tuple is granted only to processes running on the specified location,
while other processes access remotely. In the begining we assume that one
of the sites has executed outs(counter,)@¢; which places the counter tuple
counter, at place £1, with a being a unique identifier. Then processes P; and
P, can be expressed as follows:

P1(self) = ins(counter, )@l .outs(f (counter ,))Ql; .outs(ltq,,,,.. ) Qself Py
P2 (self) = read(T,)@¢;.P,

where f(-) refers to the operation of incrementing the counter and It refers
to the new list element which is added locally after the shared counter had
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been incremented. Note that we use a as unique identifier for the counter
and acounter as unique identifier for the new elements being inserted.
Program strong — replicas: The difference between this model and the non-
replicated one is the presence of replicas on each node, while this model also
guarantees strong consistency. Concretely, each update of replicated data
items is done via operations ing and outs. The formalisation is presented
below, after the description of the weak variant of this implementation.
Program weak — replicas: In this variant, the replicas are present on each node,
but the level of consistency is weak. This means that interleavings of ac-
tions over replicas are allowed. However, to make this program closer to the
functionality offered by the above ones, we forbid the co-existence of differ-
ent versions of the same data item. Such co-existence is certainly allowed in
sequences of operations like iny, (¢;)@¢.out,, (¢;)@QL as we have seen in the ex-
amples of Section 2.3. To avoid such co-existence, but still allow concurrent
reads we use an additional tuple that the updaters used as sort of lock to en-
sure that outputs (reps. inputs) are only enacted once inputs (resp. outputs)
on the same data item are completed on all replicas. Of course, this makes
this program less efficient than it could be but it seems a more fair choice for
comparison and still our results show its superiority in terms of performance.

In the above two replication-based implementations we assume that the
counter is replicated on all nodes by executing out,, (counter,)@Q{¢1, la, {5}
with @ € {s,w}. In this case the processes are specified as:

P1(self) = ing(counter,)Qself.outy (f (counter,))@{¢y, o, l3}.
outs(acounter)@sel f.Pq
P2 (self) = read(T,)Qself.P,

where the strong and weak variants are obtained by letting o be s and w,
respectively.

Ezperiments: Data and Interpretation. The results of our experiments are de-
picted in Fig. 6 and 7. The x axis corresponds to the ratio of reads and updates
performed by all processes, while the y axis corresponds to the time needed
by the processes to complete their computation. We measure the relation be-
tween average running time and the ratio between access frequencies. Time is
expressed in seconds and presents the average of 15 executions, while the ratio
is a number (2, 3, 5, 10, 15, 20). The results obtained for programs no — replicas,
strong — replicas and weak — replicas are respectively depicted in blue, green and
red.

It can be easily observed that when increasing the ratio the weak — replicas
program is the most efficient. This program improves over program no — replicas
only after the ratio of reading operations reaches a certain level that varies from
the two variants used (3 and 9 nodes). The variant with 9 nodes requires a higher
ratio to show this improvement, mainly due to the fact that the 12 processes
of the scenario cannot run in parallel in the dual-core machine we used. Note
that strong — replicas offers the worst performance. Indeed, preserving strong
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consistency in presence of replicas is unfeasible in practice because it requires a
great deal of synchronization.

4 Related Works

Many authors have investigated issues related to the performance of tuple space
implementations and applications of tuple space coordination to large-scale dis-
tributed and concurrent systems (cloud computing, high-performance comput-
ing, services, etc.). We discuss here some representative approaches that are
closely related to our work and, in part, served as inspiration.

One of the first performance improvements for tuple-space implementations
was the ghost tuple technique, originally presented in [25] and later proven to
be correct in [14]. The technique applies to Linda-like languages used in a dis-
tributed setting where local tuple replicas are used to improve local operations.
Ghost tuple is a local replica of a tuple being destructively read (by a Linda in)
operation. The ghost tuple technique allows the non-destructive read of those
local replicas (by a Linda read operation). This technique is very similar to our
idea of relaxing consistency in tuple space operations. In particular, our local
replicas can be seen as ghost tuples as we have mentioned in several occasions
in the paper. As a matter of fact, the ghost tuple technique is one of our main
sources of inspiration.

Another seminal work considering performance issues in tuple space coordi-
nation was the introduction of asynchronous tuple space primitives in Bonita
(asynchronous Linda) [24]. This work provided a practical implementation and
an illustrative case study to show the performance advantages of asynchronous
variants of tuple space primitives for coordinating distributed agents. A thor-
ough theoretical study of possible variants of tuple space operations was later
presented in [8]. In particular, the authors study three variants for the output
operation: an instantaneous output (where an output can be considered as in-
stantaneous creation of the tuple), and ordered output (where a tuple is placed
in the tuple space as one atomic action) and an unordered output (where the tu-
ple is passed to the tuple space handler and the process will continue, the tuple
space handler will then place the tuple in the tuple space, not necessarily re-
specting order of outputs). A clear understanding of (true) concurrency of tuple
space operations was developed in [7], where the authors provide a contextual
P/T nets semantics of Linda. All these works have inspired the introduction of
the asynchronous weak operations in RepliKlaim.

Performance issues have been also considered in tuple space implementations.
Besides Klaim implementations [5,4], we mention GigaSpaces [1], a commercial
tuple space implementation, Blossom [15], a C++ high performance distributed
tuple space implementation, Lime [23], a tuple space implementation tailored
for ad-hoc networks, TOTA [22], a middleware for tuple-based coordination in
multi-agent systems, and PeerSpace [9] a P2P based tuple space implementa-
tion. Moreover, tuple space coordination has been applied and optimised for
a large variety of systems where large-scale distribution and concurrency are
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key aspects. Among other, we mention large-scale infrastructures [10], cluster
computing environments [2], cloud computing systems [17], grid computing sys-
tems [21], context-aware applications [3], multi-core Java programs [16], and
high performance computing systems [18]. As far as we know, none of the above
mentioned implementations treats replicas as first-class programming citizens.

Another set of works that are worth considering are recent technologies for
high performance computing. Among them we mention non-uniform cluster com-
puting systems, which are built out of multi-core SMP chips with non-uniform
memory hierarchies, and interconnected in horizontally scalable cluster configu-
rations such as blade servers. The programming language X10, currently under
development, is intended as object-oriented language for programing such sys-
tems. A recent formalization of some X10 features can be found in [11]. The
main concept of X10 is a notion of place which is a collection of threads (ac-
tivities) and data, and it maps to a data-coherent unit of a large system (e.g.
SMP node). In X10 the programmer makes the initial distribution of shared data
which is not changed throughout the program execution. Each piece of shared
data maps to a single place, and all remote accesses are achieved by spawning
(asynchronous) activities. In our language, such concept of place would corre-
spond to a single node. We believe that the concept of replicas introduced in
RepliKlaim, can be suitable for modeling high-performance programming using
X10-like programming languages.

5 Conclusion

We have presented the tuple-based coordination language RepliKlaim, which en-
riches Klaim with primitives for replica-aware coordination. RepliKlaim allows the
programmer to specify and coordinate the replication of shared data items and
the desired consistency properties so to obtain better performances in large-scale
high performance computing applications. We have provided an operational se-
mantics to formalise our proposal as well as to guide the implementation of
the language, which has been encoded into KLAVA [5], a Java-based implemen-
tation of Klaim. We have also discussed issues related to replica consistency
and the main synchronization mechanisms of our implementation. Finally, we
have provided a performance evaluation study in our prototype run-time sys-
tem. Our experiments include scenarios where replica-based specifications and
relaxed consistency provide significant performance gains.

We plan to enrich our performance evaluation to consider large-scale dis-
tributed systems since our focus so far has been on local concurrent systems.
Moreover, we would like to compare our implementation against existing tuple
space implementations (cf. the discussion in Section 4). We may also consider
other forms of consistency beyond strong and weak, as advocated e.g. in [26,6],
and to understand if there are automatic ways to help the programmer decide
when to use which form of consistency as done, e.g. in [20]. Another future
work we plan to pursue is to apply our approach to the SCEL language [13].
One characteristic difference between SCEL and Klaim is that the target of tu-
ple operations can be specified by a predicate on the attributes of components.
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This provides a great flexibility as it allows to use group-cast operations with-
out explicitly creating groups, called ensembles in SCEL. In many applications
creating replicas would be a convenient mechanism to share information among
groups. However, the dynamicity of ensembles, since components change at-
tributes at run-time and those join and leave ensembles arbitrarily, poses some
challenges on the semantics and implementation of shared data items that need
to be investigated.
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Abstract. Recently, there has been growing interest in nature-inspired
interaction paradigms for Collective Adaptive Systems, for modelling and
implementation of adaptive and context-aware coordination, among which
the promising pheromone-based interaction paradigm. System modelling
in the context of such a paradigm may be facilitated by the use of languages
in which adaptive interaction is decoupled in time and space through asyn-
chronous buffered communication, e.g. asynchronous, repository- or tuple-
based languages. In this paper we propose a differential semantics for such
languages. In particular, we consider an asynchronous, repository based
modelling kernel-language which is arestricted version of LINDA | extended
with stochastic information about action duration. We provide stochastic
formal semantics for both an agent-based view and a population-based view.
We then derive an ordinary differential equation semantics from the latter,
which provides a fluid-flow deterministic approximation for the mean be-
haviour of large populations. We show the application of the language and
the ODE analysis on a benchmark example of foraging ants.

Keywords: Asynchronous coordination languages - Stochastic process
algebras - Fluid-flow approximation - Continuous time markov chains

1 Introduction and Related Work

Collective Adaptive Systems (CAS) are systems typically composed of a large
number of heterogeneous agents with decentralised control and varying degrees of
complex autonomous behaviour. Agents may be competing for shared resources
and, at the same time, collaborate for reaching common goals. The pervasive
nature of CAS, together with the importance of the role they play, for instance
in the very core of the ICT support for smart cities, implies that a serious
a priori analysis—and, consequently modelling—of the design of any such a
system must be performed and that all critical aspects of its behaviour must be
carefully investigated before the system is deployed.
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Recently, there has been growing interest in nature-inspired interaction para-
digms for CAS, for enforcing adaptive and context-aware coordination. Among
these, those based on the metaphor of pheromones seem promising. System mod-
elling in the context of such a paradigm may be facilitated by the use of languages
in which adaptive interaction is decoupled in time and space through asyn-
chronous buffered communication, e.g. tuple-based languages, a la LINDA [5].
For systems of limited size, several languages have already been proposed in
the literature and have proven useful for modelling—as well as programming—
autonomic adaptive coordination. Examples include KLAIM [10], which extends
LINDA with, among others, a notion of space, the TOTA framework [21], which,
additionally, provides for explicit adaptive tuple propagation mechanisms and
a sort of force field view of tuples, and SCEL [8], where the basic interaction
paradigm is enriched with a flexible, predicate-based addressing mechanism, with
a framework for defining policies, and with a notion of tuple-space which is ex-
tended to a more general knowledge-space. Additionally, quantitative extensions
of both KLAIM and SCEL have been developed, namely StoKLAIM [11] and
StocS [20], where the quantity of interest is the duration of (the execution of)
process actions. Such durations are assumed to be continuous random variables
with negative exponential distributions, commonly used in stochastic process
algebra [17]. Consequently, each such random variable is fully characterised by
its rate, a positive real value that is equal to the inverse of the mean duration
of the execution of the action. This choice for action durations gives rise to a
Markovian semantics for the languages: the behaviour of each agent of a sys-
tem is modelled by a continuous time Markov chain (CTMC). The collective
behaviour of a system of agents is also modelled by a CTMC, of course obtained
as a suitable combination of those of the component agents.

Unfortunately, as soon as the size of the systems under consideration grows,
the infamous combinatorial state space explosion problem makes system mod-
elling and analysis essentially unfeasible. On the other hand, one of the key
features of CAS is the large size of their component populations. Consequently,
scalability of modelling—and, most of all, analysis—techniques and tools be-
comes a must in the context of CAS design and development. It is thus essential
to develop alternative approaches for modelling systems with large populations of
agents, possibly based on—and formally linked to—process algebra. In this way,
one can try to extend, to such alternative approaches, modelling and analysis
techniques which have proven effective for standard stochastic process algebra,
such as stochastic model-checking of probabilistic temporal logics. One way to
deal with large population systems is the so called fluid-flow approach, which
consists in computing a deterministic approximation of the mean behaviour of
the large population [2]. The first step is to abstract from agent identity and to
look only at the number of agents in a particular state, for each of the possible
states of the agents in the population and at any point in time. Then, a further
step is performed by approximating the average values of such numbers by means
of a deterministic, continuous function of time, which is obtained as the solution
of an initial value problem where the set of ordinary differential equations (ODE)
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is derived from the system model and the initial condition is the initial distri-
bution of the population over the set of local states of the agents. Prominent
examples of the fluid-flow approach are the differential (i.e. ODE-based) seman-
tics version of the Performance Analysis Process Algebra (PEPA) [23], which
we will call ODE-PEPA, Bio-PEPA [7] and, more recently, PALOMA [13]. The
advantage of a fluid-flow approach is that the transient average behaviour of the
system can be analysed orders of magnitude faster than by stochastic simula-
tion, where the mean of a usually large number of simulation traces must be
computed. The fluid-flow approach is independent of the size of the involved
populations, as long as this size is large enough to provide a good deterministic
approximation [2].

In this paper we explore the possibility for differential semantics for languages
with an asynchronous buffered communication interaction paradigm, e.g. data-
repository- /tuple- based ones. We present ODELINDA, a simple experimental
language, based on a LINDA-like, asynchronous paradigm, where processes in-
teract only via a data repository by means of out, in and read operations for
respectively inserting, withdrawing and reading data values to/from the reposi-
tory. In particular, we present a quantitative, Markovian language; the behaviour
of each agent is modelled by a Markov process.

In most stochastic process languages, each action is decorated with its rate,
which is typically a constant. In ODELINDA, instead, action rates are allowed to
depend on the global state of the complete system; thus they are functions from
global system states to positive real values, in a similar way as in Bio-PEPA. We
provide a formal definition of the Markovian semantics using State-to-Function
Labeled Transition Systems (FuTS) [9], an approach that provides for a simple
and concise treatment of transition multiplicities—an issue closely related to the
CTMC principle of race-condition—and a clean and compact definition of the
semantics.

We follow the fluid-flow approach for making the language scalable in order
to be able to deal with CAS. We define a population semantics for ODELINDA
from which a differential (ODE) semantics is derived, in a similar way as pro-
posed in [13] for PALOMA and in [23] for ODE-PEPA. The interaction paradigm
underlying ODELINDA is fundamentally different from those of ODE-PEPA, Bio-
PEPA and PALOMA. ODE-PEPA is based on the well-known PEPA process
interaction paradigm, with processes synchronising on common, specific activi-
ties, Bio-PEPA is based on the chemical-reaction paradigm, whereas PALOMA
agents use message multicasting. Additionally, both Bio-PEPA and PALOMA
provide some simple means for spatial modelling. Spatial information is currently
not incorporated in ODELINDA.

In tuple-based approaches, data repositories are typically multi-sets of values
and adding/withdrawing a value to/from the repository increases/decreases the
multiplicity of that value in the repository. In a “population”-oriented view, this
means that the total system population size may change during the computa-
tions, i.e. we are dealing with a birth-death type of systems. This is the case for
ODELINDA and constitutes another distinguishing feature when compared with
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e.g. ODE-PEPA. In this respect, our proposal is more similar to sCCP [3], al-
though, from a technical point of view, for the actual definition of the differential
semantics we followed the approach used in [23,13] rather than that presented
in [3]. Finally, our work is also related to PALPS [1] and MASSPA [15]. PALPS is
a language for ecological models. Only an individual-based semantics is available
for PALPS. The language is thus usable only in the specific domain of ecological
models and, furthermore, seriously suffers of lack of scalability. MASSPA [15]
shares some features with PALOMA, e.g. a multicast-like interaction paradigm;
it is lacking a Markovian, individual-based semantics.

It is worth noting that the language we present here is a minimal kernel lan-
guage; we intended to address only the basic issues which arise when defining a
differential semantics for tuple-based asynchronous languages. For this reason,
operations on data, and in particular templates and pattern-matching are not
considered, so that in and read operations result into pure synchronisation ac-
tions (with or without value consumption, respectively). The unconstrained use
of templates and pattern-matching, as well as the use of general operations on
data types, could result in an unbounded number of distinct values in a model,
which, in turn, would require an unbounded number of differential equations
in the differential semantics. Consequently, only ground terms are allowed in
model specifications. It is worth noting that this does not imply that we allow
only finite computations or that there are bounds on the multiplicity of each
piece of data or on the resulting state spaces. In fact, the number of copies of
any given value which can be stored in a repository by means of repeated execu-
tions of out actions in a computation, by one or more processes, is unbounded
(and may be infinite for infinite computations). Anyway, one should also keep
in mind that ODELINDA is intended to be a process modelling, rather than a
programming, language and that differently from most process modelling lan-
guages, that, typically, do not provide any feature for dealing with data, offers
some means, although primitive, for data storage, withdrawal and retrieval. For
the sake of simplicity, we also refrain from considering process spawning, al-
though this would not cause particular problems given that the semantic model
we use deals with dynamic population sizes in a natural way. The objective of
the present paper is to show that the basic notion of ODE semantics for asyn-
chronous, shared-repository based languages is well founded. Additionally, by
revisiting the benchmark example of Foraging Ants, we show that even in the
restricted form we present in this paper, ODELINDA can be useful for actual
system modelling and analysis.

The present paper is organised as follows: the syntax and Markovian, indi-
vidual-based semantics of ODELINDA are presented in Section 2; the differential
semantics of the language are presented in Section 3. An example of model spec-
ification as well as ODE analysis is given in Section 4. Finally, some conclusions
and considerations for future work are discussed in Section 5.
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2 Syntax and Markovian Semantics of OdeLinda

We recall that the main purpose of this paper is to show the basic principles for
the definition of a differential semantics of asynchronous repository-based lan-
guages rather than the definition of a complete, high-level, ready-to-use process
language. Consequently, the language we present here is a very minimal one, al-
though, as we pointed out in Section 1 it can be used for the effective modelling
of typical CAS systems like foraging ants, as we will show in Section 4.

2.1 Syntax

Let D be a denumerable non-empty set of data values, ranged over by d,d’, d1, . . .,
A be set of actions with A = A, UA; UA,, where A, = {out(d) | d € D}, A; =
{in(d) | d € D}, A, = {read(d) | d € D}, ranged over by «,’, ..., P be a denu-
merable non-empty set of state constants (or states), ranged over by C,C’, C1, ...

A system model is the result of the parallel composition of agents, i.e. pro-
cesses, which are finite state machines. Thus the language has the following two
level grammar for the sets AGENTS of agents and PROC of processes:

A = (R,out(d)).C| (R,in(d)).C | (R,read(d)).C|A+A Pu=C|P|P

where for each used constant C there is a definition of the form C := A, which, in
the sequel, will be written as C := ZjeJ(Rj, a;).Cj, for some finite index set J,
with obvious meaning. In action prefix, (R, ). , R is the name of a rate function
under the scope of a suitable definition R := F; FE is a numerical expression
where the special operator #C' can be used which, for state name C, yields the
number of agents which are in state C in the current global system state. We
will refrain from giving further details on the syntax of expressions F.

A process definition is the collection of definitions for the states of the process.
A system state is a pair (P, D) where the set REPS of data repositories D is
defined according to the following grammar:

Du= O [ (@ | DID

The language of expressions F for rate function definitions is extended with
#d, for values d € D, with the obvious meaning. A system (model) specification
is composed of the set of definitions for its processes, the set of definitions for the
rate functions used therein, and an initial global state (FPy, Dg). It is required
that for each state in the system specification there is exactly one definition.
For the sake of simplicity, in the present paper we require that for all i € T
and z € {o,i,r}, if a;; € A, for some j € J;, then oy, € A, for all h € J;
(no mixed choice) and that for C' # C', if C =}, ;(Rj,;).C; and " :=
ZjeJ’ (R}, a}).C% are both state definitions appearing in the system definition
then {a;}jesN{a)}jer # 0 implies {a;};es = {}je (in order not to incur in
the possibility of circular definitions in the ODE). In the sequel we let S denote
the set of global system states.
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Agents:

Reader = (RA, in(a)).Comp + (RB, in(b)).Comp
Comp = (RR, read(r)).Reader
AWriter = (WA, out(a)).AWriter
BWriter = (WB, out(b)).AWriter
Rate Functions:

RA = 10 - #Reader - #a

RB = 5. #Reader - #b

RR =10 - #Comp - #r

WA = 9. #AWriter

WB = 4 - #BWriter

Fig. 1. A simple model of Readers and Writers

As a simple running example we consider the specification of a readers/writ-
ers model given in Figure 1, where two kinds of writers are considered—those
writing messages of type a and those writing messages of type b—and readers
perform some computation using some resources r before reading the next item,
modelled by synchronisation on r—with the following initial state!

(Reader[10000] | AW riter[5000] | BW riter[5000], (a)[5000]|(6)[5000])|r)[1000)).

2.2 Stochastic Semantics

The stochastic semantics are given in Figure 2 using the FuTS framework [9],
that is an alternative to the classical approach, based on Labelled Transition
Systems (LTS). In LTS, a transition is a triple (s, o, s’) where s and « are the
source state and the label of the transition, respectively, while s’ is the target
state reached from s via a transition labeled with «. In FuTS, a transition is
a triple of the form (s, a,.%#). The first and second component are the source
state and the label of the transition, as in LTS, while the third component
Z is a continuation function (or simply a continuation in the sequel), which
associates a value from an appropriate semiring with each state s’. In the case
of Markovian process algebra, the relevant semiring is that of non-negative real
numbers. If .% maps s’ to 0, then state s’ cannot be reached from s via this
transition. A positive value for state s’ represents the rate for the jump of the
system from s to s’. Any FuTS over R>( uniquely defines a CTMC, which can
obviously be built by successive application of the continuations to the set of
states. Below we recall the main notions on FuTS. The reader interested in
further details is referred to [9].

Given a denumerable non-empty set V', we let FS(V,R>¢) denote the class
of finitely supported? functions from V to R>g. For vy,...,v, in set V' and

! We use the standard notational convention that P[n] means n instances of P in
parallel: P | P | ... | P. We extend it to tuples in the obvious way.

2 A function f : V — Rxo has finite support if and only if the set {v € V | fv # 0} is
finite. In this paper we often use Currying in function application.
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C=3"5c s (Rj,05).C;

PA: R,a DI: in(d)
C— Z{heJ,ah:a/\Rh:R}[ChHH <d> — [<>'_>1}
DR: DNy: o DNy: ag{m(d)’iead(d)}
read(@ 01 ()=
(d) — [{d)—1]
R, R, « o
Py — (@1 Py — (@2 D1>—’91 D2>_’92
PP: R,ox DP: o
Py| Py = P1|(X P2)+(X P1)| P D1|Da—Z1|(X D2)+(X D1)| %2
PR,out(d)@
OUT: o
out(d)
(P,D) — Ro(P,D,7,X(D|(d)),R)
in(d) R,in(d) _ read(d) R,read(d)
D— 9P — & D — "9 P — 2
IN: in(d) READ: read(d)
(P,D) — Ri(P,D,2,2,R) (P,D) — R-(P,D,?,9,R)

Fig.2. FuTS semantics of the process language with tuple creation

T1,...,"n € Rxp, we let [v1 — 71,...,v, — 7] in FS(V,R>¢) denote the
function mapping v; to r;, for ¢ = 1,...n, and any other v € V' \ {v1,...,v,}
to 0; the degenerate case [| denotes the constant function yielding 0 everywhere.
For v € V, X v denotes the function [v — 1]. For functions %1, %5 € FS(V,R>()
we let (F1 + Z2) € FS(V,R>() be defined as (%1 + F2)v = (F1v) + (F2v)
and we extend (#1 + F2) to the n-ary version ), ;.%;, in the obvious way,
for finite index set J. For r € R we let .#/r € FS(V,R>¢) be the defined
as (Z/r)v = (Fov)/rif r # 0 and (F/r)v = 0 otherwise. We let @.% be
defined as ©.7 = ) .y, (F v); note that ©.F is finite, and thus well-defined, for
F € FS(V,R>(). We recall standard structural congruence = on REPS, with
D‘<> = D,D1|D2 = D2|D1,(D1|D2)‘D3 = D1|(D2‘D3) In the sequel, when
dealing with data repositories, we will implicitly assume them modulo =. For
the sake of notational simplicity we will keep D, D’... in the notation (but
actually the representatives of their equivalence classes are intended). A similar
structural congruence = is assumed for processes, with Py | Po = P | P1, (P1 |
Py) | Ps=P, | (P2 | Ps), as well as similar conventions concerning notation.

For function & in FS(PROC /=, R>¢) and Z in FS(REPS =, R>() the notation
(Z,2) defines a function in FS(S,=,R>) as follows: for system state (P, D) €
S)=, we have (#,2)(P,D) = (£ P) - (2 D), where - denotes product in Rx.
For each rate function definition R = E, we consider the function R : §/= —
R>¢ defined in the following. For all (P,D) € S)= R(P, D) = [E]p,p), where
[E](p,p) denotes the value of expression E in the current global state (P, D).
Obviously [#C]c,p) = 1 and [#C](p|p,,0) = [#Cl(p,,p) + [#C](p,,0)- The
definition for [#d]p, p) is similar.

The continuation summation in Rule (PA) takes care of multiple alterna-
tives with the same action and rate function. Different choices for functions
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Ry, Ri, R in rules (IN), (OUT) and (READ) give rise to different interac-
tion policies. For instance, for a TIPP-like synchronisation policy, assuming
each rate function definition be of the form R := kg, for kr € R.q, one can
let R,(P,D,#,2,R) = Ri(P,D,%,%,R) = R.(P,D,?,9,R) = R(P,D) -
(Z,2). Similarly, for a PEPA-like interaction paradigm, assuming again each
rate function be a constant, we get Ro(P, D, #,9,R) = R(P,D) - (¥, 2), and
Ri(P,D,?,9,R) =R.(P,D,?,9,R) = R(P,D) - mlg%g%(@ 2). In this
paper we choose R, = R; = R, = R where

P 9

P,D = R(P,D)-
R( ) ?‘@?@?R) R( ) ) (@y?@@

).

The idea is that the rate of the action is the full responsibility of the modeller,
being equal to R(P,D); in fact (@@, @@)(Pl D’) is equal to 1 if (P',D’) is
reachable in one transition from (P, D) and 0, if it is not.

3 Differential Semantics of OdeLinda

In this section we define the differential semantics for the language introduced
in Sect. 2. We follow a similar approach as in [13,23]: we first define a population
semantics for the language and then we define the differential semantics by means
of deriving, from the population semantics, suitable ODEs for the mean-field
model.

3.1 Population Semantics

Assume we are given a system specification where {Cy,...C,} is the set of all
states of all processes and {dj,...d;} is the set of all data values textually
occurring in the specification. Given a global system state (P, D) we consider
the corresponding vector X = (x1,...,2,) of counting variables such that, for
i =1,...,8 x; records the number of agents in P which are in (local) state
s, and for i =s4+1,...,m = s+ t, x; records the number of instances of
d;—s in D. Clearly, every transition at the single agent level corresponds to a
change in the value of X, i.e. a population-based transition. In order to formalise
how single agent transitions induce population-based transitions, let (P, D’)
and (P”,D") be two global system states with P = Cy | ... | C., P" =
¢l ... ¢, D =dy...|d,, and D" = df|...|d}, and, with reference to
the given system specification, define the update vector & in the usual way>:
o((P",D"),(P',D")) = (1,...,0m) with

Y WO =Ciy =30 H{C; =Ci}, fori=1,...,s

j=1

YU U =di) - Y =d}, fori=s+1,....m

j=1

3 1{C = '} is equal to 1 if C = C’ and to 0 otherwise.
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With the definition of the update vector in place we can easily define the
population-based transitions using the following rule:

(P,D)5 (2,9) r(P,D)=(2,2)(P',D')>0
X "GP X 4 6((P, D). (P.D))

Using the above procedure, for any system specification we can derive a
population-based CTMC (PCTMC) [2]. Such a PCTMC is defined as the tuple
(X,Z™,T,%q), where, :

— X = (x1,...,2m) is the state vector, where, for i = 1,...,s element z; is
the count of agents in state C; and, for i = s+1,...,m = s+t it counts the
number of instances of d;_;

- T(X) = {r1,...,7n} is the set of population-based transitions enabled in
state X. Each transition 7 is associated with a update vector d, and a rate
rr(X) = S{r | X & X + 4, for some a};

— X € Z™ is the initial state of the PCTMC.

3.2 Mean-Field Model

The dynamics of the above PCTMC is as follows: if the PCTMC is currently in
state X, then, every 1/r,(X) time units, on average, a change in the population
level of some agents and data items &, occurs. We can approximate such a
discrete change in a continuous way so that for small finite time interval At the
change in the population level is

X(t+ At) = X(1) + 1, (X(t)) - At - 8,

from which, for At — 0, we get the ODE d);gt) = r;(X(t)) - ;. Taking all
enabled transitions into account the ODE describing the approximated transient
evolution of the complete population-level system dynamics is given by the initial
value problem:

dX(t) & . 3
4 = ;rm (X(t)) -85, withX(0) = xo

for large populations and under suitable scalability assumptions (on the rate
functions); the interested reader is referred to [2] for the technical details.

With reference to our running example of Figure 1 we get the equations of
Figure 3. Note that there is no dynamics for the writer processes in this example,
since each of these agents has just a single state (and a self-loop). Similarly for
the resource r.
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dReader(t) — 10 r(t) - Comp(t) — (10 - a(t) + 5 - b(t)) - Reader(t)
dcogzp(t) = (10-a(t) + 5 - b(t)) - Reader(t) — 10 - r(¢) - Comp(%)
dzgt) = 9. AWriter(t) — 10 - a(¢) - Reader(t)

d];it) = 4 - BWriter(t) — 5 - a(t) - Reader(t)

Fig.3. ODE for the simple model of Readers and Writers of Figure 1

4 Example - Foraging Ants

As an example, we revisit a somewhat simplified model of a colony of foraging
ants inspired by earlier work in the literature [14,12,22]. The ants initially reside
at a Nest and will move between the Nest and a Food site. There are two, bidi-
rectional, paths connecting the Nest to the Food site (and vice-versa), the Fast
path and the Slow path. Each path is composed by a finite sequence of (path)
stages: the number ¢ of stages of the Fast path is smaller than the number £g
of stages of the Slow path. The average time it takes an ant to traverse a stage
is the same for each stage, regardless of whether it is situated on the Slow or
the Fast path; such traversal times are modelled by exponentially distributed
random variables. The situation is depicted in Fig. 4 where FP; stands for the
Jj-th of the ¢r stages of the Fust path and SP; stands for the j-th of the £g
stages of the Slow path, for {r < £g. A model for foraging ants is specified in
Fig. 5. The set of data values occurring in the model specification is the finite set
(U;=, {Phe@FP;}) U (U;Z,{Phe@SP;}) where tuple (PheGFP;) ((Phe@SP;),
respectively) represents a unit of pheromone in stage j of the Fast path (Slow
path, respectively). There are two process types, one modelling an ant and one
modelling the expiration, i.e. decay, of pheromones; the (finite) set of states is
as follows:

{Ant@Nest, Ant@Food} U
(U5, {AntToFood@FP; }) U (U, { Ant ToFood @SP; }) U

(Ufil{AntToNest@FPj}) U (Uﬁil{AHtTONeSt@SPj}) U
(U2, {ExpPhe@FP; }) U (U= {ExpPhe@SP }).

SP, SP; SPys
Slow Path
Nest Food
Fast Path
FP, FP, FPy

Fig. 4. Schematic of a Fast Path and a Slow Path for ants; F'P; represents stage j of
the Fast Path and SP; represents stage j of the Slow Path; {r < {5 is assumed
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Ant@Nest = (NFF, read(Phe@QFP,)).AntToFood@QFP; +

(NFS, read(Phe@SP;)).AntToFood@QSP;
AntToFoodQFP; = (NFF;, out(Phe@QFP;)).AntToFoodQFP; j=1...4Fr—1
AntToFood@FP,,, = (NFF,,, out(PheQFP,.)).AntQFood
AntToFood@SP; = (NFS;, out(Phe@SP;)).AntToFoodQSP ;1 j=1...4s—1
AntToFood@SP,, = (NFS,,, out(Phe@SP,)).Ant@Food
Ant@Food = (FNFy, ,read(PheQFP, . )).AntToNestQFP,, +

(FNS¢g read(Phe@SP,)).AntToNest@SP,
AntToNest@QFP,, _; = (FNF@F,j,out(Phe@FPgF,j)).AntToNest@FPzF,(jJrl) j=1..4p—1

AntToNestQFP, = (FNF1,out(Phe@QFP;)).Ant@Nest

AntToNest@SP,g_; = (FNS;g_;, out(Phe@SP, . _;)).AntToNest@SP, _(j41)
j=1...05—1

AntToNest@QSP, = (FNS1, out(Phe@SP;)).Ant@Nest

ExpPheQFP; = (PHF, in(Phe@QFP;)).ExpPheQFP; j=1...4F
ExpPhe@SP; = (PHS, in(Phe@SP;)).ExpPhe@QSP; j=1...4s

Fig. 5. ODELINDA model for foraging ants

State Ant@Nest (Ant@Food, respectively) represents an ant at the Nest (at
the Food site, respectively). State AntToFood@FP; (AntToFood@SP;, respec-
tively) represents an ant in stage j of the Fast (Slow, respectively) path, when
travelling from the Nest to the Food. State AntToNestQFP; (AntToNest@SP;,
respectively) represents an ant in stage j of the Fast (Slow, respectively) path,
when travelling from the Food to the Nest. For the sake of simplicity, in this
model, once an ant leaves the Nest, it can only proceed to the Food and then
come back to the Nest (i.e. an ant cannot change its mind half-way a path or
get stuck there). This is common in foraging ants models (see [22] and refer-
ences therein). Finally, processes ExpPhe@FP; and ExpPhe@SP; are used for
modelling pheromone decay. The definitions of rate functions NFF, NFS, NFF;,
NFS;, PHF, and PHS are given below, where parameters k,m and p will be
discussed later on in this section:

_ (k+#PheQFP;)?
NFE = (| 4Phe@FD, )2+ (kt#Pheasp,)? * #ANTANest
NFS = e, - #Ant@QNest

(k+#Phe@FP; )2+ (k+#Phe@SP; )2
NFF; = m - #AntToFoodQFP;

NFS; = m - #AntToFoodQSP;
PHF = p- #ExpPheQFP,
PHS = p- #ExpPheQSP;

The expressions for the definitions of NFF and NFS are written in accordance
with results from experimental studies on colonies of Argentine ants, as discussed
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in [14,12,22]. The definition of functions FNF, FNS, FNF;, and FNS; are similar
to those of NFF,NFS,NFF; and NFS; due to the symmetry of the model.

In the following we present some analysis results for two specific instantiations
of the model and its parameters. We consider a model where the Fast path is
composed of two stages while the Slow path is seven stages long, i.e. {p = 2 and
lsg=T1.

We first assume that pheromones do not decay: they accumulate in the path
stages so that their total amount grows larger and larger. This is achieved by
setting the decay rate p to zero. The value chosen for & is 10, while the ants rate
of movement m from one path stage to the next one is set to 0.1. Fig. 6 shows
the solution of the equations for the first 500 time units for an initial number
of 1000 ants in the Nest, while no ants are assumed present in any other path
stage, neither at the Food site, initially. One unit of pheromone is assumed to
be present at time 0 at the stages of the Slow and the Fast paths closest to the
Nest. Fig. 6 (left) shows that there is a quick drop in the number of ants at
the Nest and that for a brief time frame of about 50 time units the cumulative
number of ants on the Slow path is actually higher than that on the Fast path.
This situation changes rapidly when ants start to return from the Food to the
Nest providing implicitly feedback to the system by reinforcing the pheromone
trace on the Fast path. This leads to a rather quick convergence of ants on the
Fast path. The cumulative amount of pheromones on the Fast and the Slow path
is shown in Fig. 6 (right).
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Fig. 6. Evolution over the first 500 time units of the number of ants in the Nest, at
the Food and on the Fast and the Slow path (left) and the amounts of pheromones on
the start of the short (PF1) and long (PS1) path (right)

Fig. 7 shows the results for a variant of the model where pheromone decays
with constant rate p = 0.03. The evolution of both the cumulative number of
ants in various locations and the amount of pheromone on the paths is shown
over a time interval of 500 time units. Also in this case the ants converge on
the Fuast path and they are doing so in shorter time than in the case without
decay of pheromones. Fig. 7 (left) has been obtained using Octave* for solving

* See for information on Octave http://www.octave.org. Version 3.4.0 was used.
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the ODE for the model specification. Fig. 7 (right) shows the results obtained
via stochastic simulation for the same model with 1000 ants taking the average
over 100 runs®.

Population size
Population size

Fig.7. Evolution over the first 500 time units of the system allowing decay of
pheromones with rate 0.03. Solution of the differential equations (left) and stochas-
tic simulation average over 100 runs for a model with 1000 ants (right)

We close this section showing the application of the mean field model-checker
FlyFast [19] on the foraging ants example. Fluid model-checking techniques have
recently been proposed as scalable techniques for the verification of properties
of one (or a few) agents in the context of large populations [4]. These techniques
are based on differential semantics, or on difference equations, when considering
their discrete time counterparts, as is the case for FlyFast. The input language
of the model-checker does not support the specification of models with dynamic
population size, but if we can assume sufficiently large upper bounds on the
sizes of the data sub-populations for the time horizon of interest®, it is rather
straightforward to translate the model of foraging ants shown in Fig. 5 into such
a language, modelling data by two-state (i.e. “present” and “absent”) processes
and using an appropriate scaling of rates to turn the stochastic model into an
equivalent probabilistic one [18]. We briefly illustrate the results for two prop-
erties for the ants model in Fig. 8. Property A shows how the probability of
an ant in the nest to move to the short path within 30 time units changes over
time due to the pheromones left behind by other ants. Property B shows the
probability to reach a system state within t time units, where t ranges from 0
to 500, in which an ant in the nest moves to the short path within 30 time units
with a probability of more than 0.95. Both properties can be expressed using
the standard PCTL logic, a probabilistic extension of CTL [16]. Model-checking
times for property A is 10 ms, whereas that of property B is 41,047 ms.

The purpose of the foraging ants example is to illustrate the ODELINDA lan-
guage and mean field analysis approach for asynchronous, tuple based languages.

® Experiments were conducted with a 1.8 GHz Core i7 Intel processor and 4 GB RAM
running Mac OS X 10.7.5.
5 This can be checked using the result of an ODE analysis or simulation.
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Fig. 8. Mean field model-checking results for properties A and B

Results better matching those of the original experiments in [14,12] can be ob-
tained by a somewhat more complicated model in which ants leave the nest at
a constant rate and in which the length of the paths and the constant traver-
sal times are more accurately modelled by adding further path stages on each
path implicitly using an Erlang distribution with more stages to approximate
the constant traversal times. We omitted this here for the sake of simplicity.

5 Conclusions and Future Work

In this paper we have provided a differential semantics for languages with an asyn-
chronous buffered communication interaction paradigm, e.g. data-repository-/
tuple-based ones. In particular, we have defined an individual-based Markovian
as well as population based differential semantics for ODELINDA, a simple data-
repository-based language. As example of use of the language we have shown a
benchmark model of Foraging Ants and some results of its ODE-based analysis.
There are several lines of research we plan to follow for moving from a simple ex-
perimental kernel language like ODELINDA to a complete, full fledged population
modelling language. One line of research focuses of the introduction of an appro-
priate notion of space. One possibility is to take StoKLAIM [11] as a starting point,
thus using a simple, locality based approach. Another, perhaps more interesting
possibility, instead, is to use a richer, predicate based, addressing mechanism, like
(apossibly restricted version of ) the addressing mechanism of StocS [20], where the
location is just one of the agents’ attributes and its values are instances of an ap-
propriate data type, namely space. This can take different forms, from topological
spaces—including bi- or tri-dimensional continuous space—to more general closure
spaces—including generic graphs—as in [6]. Another issue is the inclusion of richer
data and operations including templates and pattern-matching. This implies the
definition of syntactical restrictions, or static analysis techniques, for guaranteeing
that in all computations of a model specification the set of distinct data values is
bounded, while the multiplicity of each item can of course be unbounded. This also
holds for the inclusion of process spawning and processes to be stored/retrieved
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to/from repositories. Finally, we plan to adapt fluid model-checking techniques to
tuple-based languages.

References

1.

10.

11.

12.

13.

14.

15.

Antonaki, M., Philippou, A.: A process calculus for spatially-explicit ecological
models. In: Ciobanu, G. (ed.) Proceedings 6th Workshop on Membrane Computing
and Biologically Inspired Process Calculi, MeCBIC 2012, Newcastle, UK, vol. 100,
pp. 14-28. EPTCS (September 8, 2012), http://dx.doi.org/10.4204/EPTCS.100.2
Bortolussi, L., Hillston, J., Latella, D., Massink, M.: Continuous approximation of
collective systems behaviour: A Tutorial. Performance Evaluation - An Interna-
tional Journal 70, 317-349 (2013), doi:10.1016/j.peva.2013.01.001

Bortolussi, L., Policriti, A.: Dynamical systems and stochastic programming: To
ordinary differential equations and back. T. Comp. Sys. Biology 11, 216-267 (2009),
doi:10.1007/978-3-642-04186-0 11

Bortolussi, L., Hillston, J.: Fluid model checking. In: Koutny, M., Ulidowski, I.
(eds.) CONCUR 2012. LNCS, vol. 7454, pp. 333-347. Springer, Heidelberg (2012),
http://dx.doi.org/10.1007/978-3-642-32940-1 24

Carriero, N., Gelernter, D., Mattson, T.G., Sherman, A.H.: The linda®) alter-
native to message-passing systems. Parallel Computing 20(4), 633-655 (1994),
http://dx.doi.org/10.1016/0167-8191(94)90032-9

Ciancia, V., Latella, D., Loreti, M., Massink, M.: Specifying and verifying prop-
erties of space. In: Diaz, J., Lanese, I., Sangiorgi, D. (eds.) TCS 2014. LNCS,
vol. 8705, pp. 222-235. Springer, Heidelberg (2014), http://dx.doi.org/10.1007/978-
3-662-44602-7 18

Ciocchetta, F., Hillston, J.: Bio-pepa: A framework for the modelling and anal-
ysis of biological systems. Theor. Comput. Sci. 410(33-34), 3065-3084 (2009),
http://dx.doi.org/10.1016/j.tcs.2009.02.037

De Nicola, R., et al.: The SCEL Language: Design, Implementation, Verification.
In: Wirsing, M., Holzl, M., Koch, N., Mayer, P. (eds.) Collective Autonomic Sys-
tems. LNCS, vol. 8998, pp. 3-71. Springer, Heidelberg (2015)

De Nicola, R., Latella, D., Loreti, M., Massink, M.: A Uniform Definition of
Stochastic Process Calculi. ACM Computing Surveys 46(1), 5:1-5:35 (2013),
doi:10.1145/2522968.2522973

De Nicola, R., Ferrari, G.L., Pugliese, R.: KLAIM: A kernel language for agents
interaction and mobility. IEEE Trans. Software Eng. 24(5), 315-330 (1998),
http://doi.ieeecomputersociety.org/10.1109/32.685256

De Nicola, R., Katoen, J., Latella, D., Loreti, M., Massink, M.: Model
checking mobile stochastic logic. Theor. Comput. Sci. 382(1), 42-70 (2007),
http://dx.doi.org/10.1016/j.tcs.2007.05.008

Deneubourg, J.L., Aron, S., Goss, S., Pasteels, J.M.: The self-organizing ex-
ploratory pattern of the argentine ant. Journal of Insects Behaviour 3(2) (1990)
Feng, C., Hillston, J.: PALOMA: A Process Algebra for Located Markovian Agents.
In: Norman, G., Sanders, W. (eds.) QEST 2014. LNCS, vol. 8657, pp. 265-280.
Springer, Heidelberg (2014)

Goss, S., Aron, S., Deneubourg, J.L., Pasteels, J.M.: Self-organized shortcuts in
the Argentine Ant. Naturwissenschaften 76, 579-581 (1989)

Guenther, M.C., Bradley, J.T.: Higher moment analysis of a spatial stochastic
process algebra. In: Thomas, N. (ed.) EPEW 2011. LNCS, vol. 6977, pp. 87-101.
Springer, Heidelberg (2011), http://dx.doi.org/10.1007/978-3-642-24749-1 8


http://dx.doi.org/10.4204/EPTCS.100.2
http://dx.doi.org/10.1007/978-3-642-32940-1_24
http://dx.doi.org/10.1016/0167-8191(94)90032-9
http://dx.doi.org/10.1016/j.tcs.2009.02.037
http://doi.ieeecomputersociety.org/10.1109/32.685256
http://dx.doi.org/10.1016/j.tcs.2007.05.008
http://dx.doi.org/10.1007/978-3-642-24749-1_8

34

16.

17.

18.

19.

20.

21.

22.

23.

D. Latella et al.

Hansson, H., Jonsson, B.: A logic for reasoning about time and reliability. Formal
Aspects of Computing. The International Journal of Formal Methods 6(5), 512-535
(1994)

Hermanns, H., Herzog, U., Katoen, J.: Process algebra for performance evaluation.
Theor. Comput. Sci. 274(1-2), 43-87 (2002),
http://dx.doi.org/10.1016/S0304-3975(00)00305-4

Latella, D., Loreti, M., Massink, M.: On-the-fly Fluid Model Checking via Discrete
Time Population Models. Extended Version. Technical Report TR-QC-08-2014,
QUANTICOL (2014)

Latella, D., Loreti, M., Massink, M.: On-the-fly fast mean-field model-checking. In:
Abadi, M., Lluch Lafuente, A. (eds.) TGC 2013. LNCS, vol. 8358, pp. 297-314.
Springer, Heidelberg (2014), http://dx.doi.org/10.1007/978-3-319-05119-2 17
Latella, D., Loreti, M., Massink, M., Senni, V.: Stochastically timed predicate-
based communication primitives for autonomic computing. In: Bertrand,
N., Bortolussi, L. (eds.) Proceedings Twelfth International Workshop on
Quantitative Aspects of Programming Languages and Systems, QAPL
2014, Grenoble, France, April 12-13, vol. 154, pp. 1-16. EPTCS (2014),
http://dx.doi.org/10.4204/EPTCS.154.1

Mamei, M., Zambonelli, F.: Programming pervasive and mobile computing appli-
cations: The TOTA approach. ACM Trans. Softw. Eng. Methodol. 18(4) (2009),
http://doi.acm.org/10.1145/1538942.1538945

Massink, M., Latella, D.: Fluid analysis of foraging ants. In: Sirjani, M. (ed.) CO-
ORDINATION 2012. LNCS, vol. 7274, pp. 152-165. Springer, Heidelberg (2012),
http://dx.doi.org/10.1007/978-3-642-30829-1 11

Tribastone, M., Gilmore, S., Hillston, J.: Scalable differential analysis of process
algebra models. IEEE Transactions on Software Engineering. IEEE CS 38(1), 205—
219 (2012)


http://dx.doi.org/10.1016/S0304-3975(00)00305-4
http://dx.doi.org/10.1007/978-3-319-05119-2_17
http://dx.doi.org/10.4204/EPTCS.154.1
http://doi.acm.org/10.1145/1538942.1538945
http://dx.doi.org/10.1007/978-3-642-30829-1_11

Logic Fragments: A Coordination Model
Based on Logic Inference

Francesco Luca De Angelis®™) and Giovanna Di Marzo Serugendo

Institute of Information Services Science, University of Geneva, Switzerland
{francesco.deangelis,giovanna.dimarzo}Qunige.ch

Abstract. Chemical-based coordination models have proven useful to
engineer self-organising and self-adaptive systems. Formal assessment of
emergent global behaviours in self-organising systems is still an issue,
most of the time emergent properties are being analysed through ex-
tensive simulations. This paper aims at integrating logic programs into
a chemical-based coordination model in order to engineer self-organising
systems as well as assess their emergent properties. Our model is gen-
eric and accommodates various logics. By tuning the internal logic lan-
guage we can tackle and solve coordination problems in a rigorous way,
without renouncing to important engineering properties such as com-
pactness, modularity and reusability of code. This paper discusses our
logic-based coordination model and shows how to engineer and verify a
simple pattern detection example and a gradient-chemotaxis example.

1 Introduction

Coordination models have been proven useful for designing and implement-
ing distributed systems. They are particularly appealing for developing self-
organising systems, since the shared tuple space on which they are based is a
powerful paradigm to implement self-organising mechanisms, particularly those
requiring indirect communication (e.g. stigmergy) [16]. Chemical-based coordin-
ation models are a category of coordination models that use the chemical reaction
metaphor and have proven useful to implement several types of self-organising
mechanisms [18]. A well-known difficulty in the design of self-organising systems
stems from the analysis, validation and verification (at design-time or run-time)
of so-called emergent properties - i.e. properties that can be observed at a global
level but that none of the interacting entities exhibit on its own. Few coordina-
tion models integrate features supporting the validation of emergent properties,
none of them relying on the chemical metaphor.

In this paper, we propose to enrich a chemical-based coordination model with
the notion of Logic Fragments (i.e. a combination of logic programs). Our logic-
based coordination model allows agents to inject Logic Fragments into the shared
space. Those fragments actually define on-the-fly ad hoc chemical reactions that
apply on matching data tuples present in the system, removing tuples and pro-
ducing new tuples, possibly producing also new Logic Fragments. Our model
is defined independently of the logic language used to define the syntax of the
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Logic Fragment, an actual instantiation and implementation of the model can
use its own logic(s). The advent of new families of logic languages (e.g. [17])
has enriched the paradigm of logic programming, allowing, among other things,
practical formalisation and manipulation of data inconsistency, knowledge rep-
resentation of partial information and constraints satisfaction. By combining
those logics with a chemical-based coordination model, we argue that global
properties can be verified at design time.

Section 2 discusses related works, section 3 presents our logic-based coordin-
ation model. Section 4 shows two case studies: a simple pattern recognition
example and another one with the gradient and chemotaxis patterns. Finally,
section 5 concludes the paper.

2 Related Works

2.1 Chemical-Based Coordination Models

An important class of coordination models is represented by so-called chemical-
based coordination models, where “chemical” stands for the process of imitating
the behaviours of chemical compounds in chemical systems.

Gamma (General Abstract Model for Multiset mAnipulation) [2] and its
evolutions historically represents an important chemical-inspired coordination
model. The core of the model is based on the concept of virtual chemical reac-
tions expressed through condition-action rewriting pairs. Virtual chemical reac-
tions are applied on input multisets which satisfy a condition statement and they
produce as output multisets where elements are modified according to the corres-
ponding action (like for chemical compounds); the execution of virtual chemical
reactions satisfying a condition pair is nondeterministic. Gamma presents two
remarkable properties: (i) the constructs of the model implicitly support the
definition of parallel programs; (ii) the language was proposed in the context
of systematic program derivation and correctness as well as termination of pro-
grams is easy to prove ([8]). Its major drawback is represented by the complexity
of modeling real large applications.

The SAPERE model [4] (Figure 1a) is a coordination model for multiagent
pervasive systems inspired by chemical reactions. It is based on four main con-
cepts: Live Semantic Annotations (LSAs), LSA Tuple Space, agents and eco-
laws. LSAs are tuples of types (name,value) used to store applications data.
For example, a tuple of type (date,04/04/1988) can be used to define a hy-
pothetical date. LSAs belonging to a computing node are stored in a shared
container named LSA Tuple Space. Each LSA is associated with an agent, an
external entity that implements some domain-specific logic program. For ex-
ample, agents can represent sensors, services or general applications that want
to interact with the LSA space - injecting or retrieving LSAs from the LSA space.
Inside the shared container, tuples react in a virtual chemical way by using a
predefined set of coordination rules named eco-laws, which can: (i) instantiate
relationships among LSAs (Bonding eco-law); (ii) aggregate them (Aggregate
eco-law); (iii) delete them (Decay eco-law) and (iv) spread them across remote
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LSA Tuples Spaces (Spreading eco-law). Spontaneous executions of eco-laws can
be fired when specific commands (named operators) are present in tuple values.
When a tuple is modified by an eco-law, its corresponding agent is notified: in
this way, agents react to virtual chemical reactions according to the program
they implement. The implementation of the SAPERE model, named SAPERE
middleware, has been proven to be powerful enough and robust to permit the
development of several kinds of real distributed self-adaptive and self-organising
applications, as reported in [18]. Nevertheless, the model does not aim at proving
correctness or emergence of global properties programs built on it: this means
that proving correctness of applications may turn to be a complex task.

2.2 Formal Approaches for Tuple Based Coordination Models

Coordination models based on tuple spaces are amenable to several kinds of
analytical formalisation.

PoliS [5] is a coordination model based on multiset rewriting in which co-
ordination rules consume and produce multisets of tuples; rules are expressed
in a Chemical Abstract Machine style [3]. In PoliS, properties can be proved by
using the PoliS Temporal Logic and the PoliMC model checker.

Tuples centres [15] allow the use of a specification language (named RespecT)
to define computations performed in the tuple space. Computations are asso-
ciated with events triggered internally because of reactions previously fired or
during the execution of traditional input/output operations by agents. RespecT
is based on first-order logic and unification of unitary clauses (tuple templates)
and ground atoms (tuples) represent the basic tuple matching mechanism.

In the ACLT model [7], the tuple space is treated as a container of logic
theories, which can be accessed by logic agents to perform deduction processes.
Again, the first-order logic and unification of unitary clauses and ground atoms
is used as matching mechanism; the model offers specific input-output primitives
tailored to provide different meaning for unification by allowing a certain control
in selecting the set of unitary clauses to be treated as facts in case of backtracks
or temporary missing information in the deduction process.

In our model we do not express coordination in terms of rewriting rules;
moreover, the logic layer is enhanced by considering several types of logic lan-
guages.

3 Logic- and Chemical-Based Coordination Model

3.1 Definition of the Model

The chemical-based coordination model we present in this paper is designed to
exploit several important features of the models cited above in the context of
self-organising and self-adaptive applications; our goal is to define a coordina-
tion model with the following characteristics: (i) coordination algorithms can
be described in an sufficiently abstract way starting from high-level specifica-
tions; (ii) the constructs used to express coordination algorithms are amenable
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to formal analysis of their correctness, they incentivize the decoupling of logic
from implementation and they meet software engineering properties such as mod-
ularity, reusability and compactness. The rationale leading the definition of our
coordination model can be synthesized as the adoption of Kowalski’s termino-
logy [12]: algorithm = logic + control. This formulation promotes the dichotomy
of algorithms in: (i) logic components (formulae) that determine the meaning of
the algorithm, the knowledge used to solve a problem (i.e. what has to be done)
and (ii) control components, which specify the manner the knowledge is used
(i.e. how it has to be done).
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Fig. 1. The generalization of the SAPERE Model

The coordination model we define (Figure 1b) is a generalization of the
SAPERE model with two additional features: (i) LSAs can store not only data
tuples but actual logic programs (Section 3.2); (ii) the bonding eco-law is re-
placed by a new one named Logic eco-law, which is in charge of executing logic
programs and performing the bonding actions. The remaining components of
the model are exactly the same as the ones of the SAPERE model. The virtual
chemical reactions among tuples taking place in the shared container are now
driven by logic inferences processes, which produce either data tuples or new lo-
gic programs during the “execution” of logic programs (Figure 1c). This process
brings the idea promulgated by [12] in the context of chemical-based coordina-
tion models: the logic components of an algorithm are expressed in terms of logic
programs, here embedded in LSAs, which can react among each other in a chem-
ical fashion. Similarly, agents implement the control components (written in a
programming language such as Java), and they perform computations according
to the knowledge inferred by logic programs. This approach to separation and
mapping of concepts helps designing coordination algorithms from an abstract
point of view. On the one hand, algorithms are thought as interactions of atomic
logic entities which define the meaning (in Kowalski’s terminology) of subparts of
the original algorithm. On the other hand, once logic entities have been defined,
a specific problem-solving strategy can be chosen to be implemented for each
subpart of the original problem. The intuition of using logic programs is two-
fold: (i) tuples exchanges represent the basic mechanism to carry out indirect
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communication among agents, thus the state and the evolution of a coordination
process can be defined by analysing the set of tuples in the containers; (ii) tuples
are used as inputs (facts) and produced as outputs of logic programs (models
and formulae obtained by resolution rules). By considering points (i) and (ii), lo-
gic programs provide a natural formal tool to express coordination, allowing for
inferred formulae to state relationships among entities of the system, depicting
the evolution of coordination processes and proving system properties.

3.2 Logic Programs

Logic programs [14] are sets of logic formulae and are expressed in a logic lan-
guage (e.g. first-order logic). Executing a logic program means either: (i) provid-
ing queries to the program and testing whether they logically follow from the
program by using a proof engine (logic inference) or (ii) inferring all sentences
that logically follow from the program (logic semantics). An interpretation of a
formal language is an interpretation (see [14]) of constants, predicate and func-
tions of the language over a given domain. The truth-value of a logic sentence is
determined by the interpretation of the logic connectives. Given a logic program
P, amodel is an interpretation M such that every formula in P is true (depicted
as M = P). Here we are interested in Herbrand interpretations ([14]): (i) the
implicit domain is the Herbrand Universe, the closure of the set of constants
under all the functions symbols of the language; (i) constants are interpreted
as themselves and every function symbol as the function it refers to. In classical
2-valued logic programs, Herbrand interpretation can be defined through sets of
atoms implicitly interpreted as true.

Ezample: P = (C(x) < A(x), B(x); A(c) «+ 0;B(c) < ;) is a definite logic
program [14]. Clauses are implicitly universally quantified. This is a definite logic
program (i.e. containing Horn clauses): z is a variable, ¢ is a constant and here
they range over an (implicitly) defined domain. The first rule is composed of the
head C(X) and the body A(X), B(X) and it can be read as “C(X) is true if
both A(X) and B(X) are true”. Rules with empty bodies () are named facts
and they state sentences whose heads must be considered satisfied; in this case
A(c) and B(c) hold. M = {A(c), B(c),C(c)} is a model for the program in the
example, because it satisfies all the rules.

3.3 Logic Languages

In our model, logic programs are executed by the Logic eco-law. An import-
ant point in our approach is the generality of the coordination model w.r.t.
the logic. We consider only logic languages that support Herbrand’s interpret-
ations, whereas we do not put any constraint on the inference methods or the
semantics. Both inference methods and semantics are treated as parameters as-
sociated with logic programs. From the practical point of view, for each logic
language we require the implementation of a dedicated Logic eco-law that ex-
ecutes the corresponding logic programs. This feature makes possible to use,
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possibly simultaneously: (i) several types of logic programs (e.g. definite, gen-
eral logic programs, several types DATALOG or DATALOG-inspired programs)
associated with two-valued, multi-valued (e.g. Belnap’s logic) or paraconsistent
logics; (ii) several inference procedures (e.g. SLD, SLDNF') and semantics (e.g.
Apt-van Emden-Kowalski, Kripke-Kleen, stable,well-founded model semantics)
[11,13,1,9,17].

3.4 Logic Fragments

In our model, logic programs are embedded in logic units named Logic Frag-
ments. The following set of definitions will be used to clarify the concept. We
assume that Prop, Const and Var are finite mutually disjoint sets of relation
symbols, constants and variables respectively. We will identify variables with
letters x,y, ... and constants with letters a,b, .. ..

Definition 1 (Literals, Ground Literals). A literal Pisan expression of type
P(Xy,...,X,) or =P(Xy,...,X,) where P € Prop and X; € (ConstUVar)
fori = 1,...,n. A ground literal is a literal without variables. The set of all
ground literals w.r.t. a set Const is denoted G(Const). The power set of G(Const)
is depicted P(G).

Definition 2 (Valuations). A valuation w is a function from Var to Const
that assigns a constant ¢; to each variable x;. The set of all possible valuations
is depicted as W = {w|w : Var — Const}.

Definition 3 (Instances of Literal). If P is a literal and w is a valuation, with
P, we identify the ground literal where every variable of P has been replaced
by a constant according to the definition of w. P, is named an instance of P.
We denote Ip = {Pylw € W} C G(Const).

Definition 4 (Logic Programs). A logic program is a set of logic formulae
written in a logic language using: (i) literals P, ..., P,, defined over Prop, Const,
Var and (ii) logic operators.

Definition 5 (A-generator). Given a literal P(Xy,...,X,,), an A-generator
w.r.t. a function U : Const™ — {T, F'} is the finite set:
PU(Xl, . ,Xn) = {P(Cl, ey Cn) S IP(Xl,.“,X,,,)|U(Cla ey Cn) = T}

Ezample: AY(X) = {A(X)|X € {a,b,c}} = {A(a), A(b), A(c)}, with U(a) =
Ub)=U(c)=T.

Definition 6 (I-generator). Given a literal P(Xy,...,X,), an I-generator
w.r.t a function V : P(G) — P(G) and a finite set H C P(G) is the set:
PH’V()(l7 A ,Xn) = {P(Cl, - 7Cn) € IP(Xl X,) N V(H)}
If V is omitted, we assume that V(H) = (1dentity function).

(

Ezample: if N = {2,3,4} and V(N) = {Even(z)lx € N A x is even}, then
Even™V (X) = {Even(2), Even(4)}.
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The rationale of such definitions is to provide the program with a set of facts
built from conditions holding on tuples stored in the container. The unfolding of
these generators produces new facts for the interpretation of the logic program.

By LF we identify the algebraic structure of Logic Fragments, recursively
defined as follows:

Definition 7. (Logic Fragments LF)

I AeLF

(I1) (Grouping) If e € LF then (e) € LF

(ITT) (Parallel-and) If eq,eo € LF then e; Mey € LF

(IV) (Parallel-or) If e1,e2 € LF then e Ley € LF

(V) (Composition) If P is a logic program, M an execution modality, S a set of
A TI-generators, ¢ : P(G) — {T,F'} and e, € LF then (P, M,ep, S, ¢) € LF.

A is a special symbol used only in Logic Fragments to depict all the tuples
in the container (both LSAs and Logic Fragments). M is the identifier of the
way P is “executed” (we will use M = A for the Apt-van Emden-Kowalski and
M = K for the Kripke-Kleen semantics). ep is named constituent of the Logic
Fragment and it is interpreted as a set of tuples used as support to generate the
facts for the program. S is a set of A,I-generators used to derive new facts from
P. The function ¢ : P(G) — {T, F'} returns T if the tuples represented by the
constituent e, satisfy some constraints; the logic program is executed if and only
p(ep) = T (Def. 8). @r is constant and equal to T. For style reason, we will
write PM(ep, S, ¢) instead of (P, M, ep, S, p).

Every Logic Fragment is executed by the Logic eco-law; its semantics is defined
by using the function vy,.

Definition 8 (Semantic function). vy : LF — P(G) U {<} associates the
fragment with the set of tuples inferred by the logic program (consequent) or
with 1, which stands for undefined interpretation. L denotes the set of actual
tuples in the container before executing a Logic Fragment. Operators are ordered
w.r.t. these priorities: grouping (highest priority), composition, M and U (lowest
priority). vy, is recursively defined as follows:

Do (A) 2L

1) vi((e)) £ vi(e)

II) vg, (61 M... 7 en)n>2 e

N if Hie{l,...,n}.vL(ei) =pq
U, vL(e;) otherwise
s [Uiezvr(e) if T={eilvr(e) #,0 <i <n} #0

IV) v, (61 U..u e”)nz2 I otherwise

V) ’UL(PM(ePaSaSD)) £ Q

Q is the consequent of PM and it is defined as follows: if M is
not compatible with the logic program P or if vgp(e,) = b or if
¢(vr(ep)) = F then @ = . ¢ “blocks” the execution of the program
as long as a certain condition over e, is not satisfied. Otherwise, based
on S = {PyY(Xo1, s Xotg)s eoes PE V" (Xt ooy Xt )y By (You, s Yoso ), o

P, (Y1, .., Yz, )}, the Logic eco-law produces the set of facts Fs =
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U, PUL )\Vi (Xt Xi) UUL Pi(Yit, - - ., Yis, ). Al-generators are then
used to define sets of ground literals for the logic program which satisfy specific
constraints; during the evaluation, for every set H; we have either H; = e, or
H; = A. Q is finally defined as the set of atoms inferred by applying M on the
new logic program P’ = PU{l < 0|l € F's}, enriched by all the facts contained
in F's. Note that there may be no need to explicitly calculate all the literals of
A I-generators beforehand: the membership of literals to generators sets may be
tested one literal at a time or skipped because of the short-circuit evaluation.

Lemma 1 (Properties of Operators). Given a,b € LF with a = b we
state that vy (a) = vy (b) for every set of literals L. Then for any a,b,c € LF:

I) ala=a (Idempotence of LI)
II) alb=bUa (Commutativity of L)
IIT) ald®Uec)=(aUb)Uc (Associativity of L)
V) alla=a (Idempotence of 1)
V) aflNb=bMNa (Commutativity of M)
VI) afl(bne)=(aMb)Me (Associativity of M)

VII) an(bUe)=(aMnb)U(aMe) = (bUc)Ma (Distrib. of M over L)

Intuitively, composing two Logic Fragments means calculating the inner one
first and considering it as constituent for the computation of the second one.
Parallel-and (M) means executing all the Logic Fragments them in a row or none,
whereas Parallel-or (U) means executing only those ones that can be executed
at a given time.

3.5 Update of the Container

In our model, all the Logic Fragments are carried on a snapshot image of the
container, i.e. given a Logic Fragment e in the container, if v, (e) #, then it is
evaluated as an atomic operation (every symbol A in the sub Logic Fragments
which composes e is always translated with the same set of actual tuples). Mul-
tiple Logic Fragments ready to be evaluated are computed in a non-deterministic
order. The tuples inferred by the logic programs (with all used facts) are inserted
in the container only when the evaluation of the whole logic program termin-
ates. At that point, the Logic eco-law injects the inferred tuples in the container
and notifies the end of inference process to the agent. The Logic Fragment is
subject to a new evaluation process as soon as the set F's changes due to up-
dates of the shared container, but there are no concurrent parallel evaluations of
the same Logic Fragment at a given time (unless it appears twice); this aspect
can potentially hide tuples updates in the evaluation process (Section 5). The
representation of the functions associated with A,I-generators depends on the
implementation.

4 Case Studies

By using Logic Fragments we can easily tackle interesting coordination problems
and properties. Additional examples are reported in [6].



Logic Fragments: A Coordination Model Based on Logic Inference 43

4.1 Palindrome Recognition

As a first example we show an easy pattern recognition scenario. Assuming that
an agent A inserts positive integers into the container, we want to discover which
ones are palindromic numbers (i.e. numbers that can be read in the same way
from left to right and from right to left). We assume that these integers are repres-
ented by tuples of type N(a), where a is a number, e.g. N (3) represents the num-
ber 3. Agent A inserts the Logic Fragment LF), : P;‘(A, {N® TestPalin}, ¢p).

ep(A) =T & Jw: N(X)w € A

TestPalin(z) = {TestPalin(a)|a is a positive palindromic number less than dpmaz }

Logic code 1.1 Definite logic program P,
Palin(z) < N(z),TestPalin(x)

P, is the logic program in Code 1.1, evaluated with the Apt-van Embden
Kowalski semantics (A). The set S of A I-generators is composed of two ele-
ments: N contains all literals N(a) (numbers) existing in the container (A);
TestPalin(x) contains all the literals of type TestPalin(a), where a is a posit-
ive palindromic number less then d,,q,. These two sets of literals are treated as
facts for P,. According to ¢, P, is executed as soon as a number N (a) is inserted
into the container. The rule of the logic program P, states that a number a is a
palindromic number (Palin(a)) if a is a number (N (a)) and a passes the test for
being palindromic (T'estPalin(a)). We consider the tuple space shown in Figure
2a and 2b. At the beginning, agent A injects LF,, (Figure 2a). At a later stage
A injects N(22) and the Logic Fragment is then executed. In this case, N is
evaluated as {IV(22)}. Moreover, TestPalin(a) will contain Test Palin(22), be-
cause it is palindromic. This means the consequent Q) of LF,, contains Palin(22),
along with all the facts generated by the A, I-generators used in the logic pro-
gram. If now agent A injects N(12), the Logic Fragment is re-executed and N
is evaluated as {N(22), N(12)}. This second number does not satisfy the palin-
dromic test (N(12) ¢ TestPalin(z)), so the 12 will not be considered as palin-
dromic. Finally A injects N(414) and during the re-execution of LF),, we obtain:
N% = {N(22),N(12), N(414)} and N(414) € TestPalin(z), so the consequent
Q@ will contain Palin(22) and Palin(414) (Figure 2b). Note that if numbers were
injected by agents different from A (like a sensor), the same reactions would take
place.

Property 1. A palindromic integer a > 0 exists in the container if and only if
Palin(a) exists in the least Herbrand model of P, (the extension of P, with all
the facts created by A,I-generators).

Proof Sketch. The property above states that by using the Logic Fragment LF,
we are able to correctly find out all the palindromic integers. Thanks to the logic
programs and the semantic of Logic Fragments, we can easily verify that if such
integers exist in the container then their literals are inferred in Herbrand model
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Fig. 2. Evolution of the container for the example of Section 4.1

of P,. Moreover, given that such literals are only generated by LF,, if such literals
exist in the model then there must be the associated palindromic integers in the
shared space.

4.2 Gradient and Chemotaxis Patterns - General Programs

In this second example we use Logic Fragments to implement the gradient and
chemotaxis design patterns ([10]), which are two bio-inspired mechanisms used
to build and follow shortest paths among nodes in a network. The chemotaxis is
based on the gradient pattern. A gradient is a message spread from one source
to all the nodes in the network, carrying a notion of distance from the source
(hop-counter). Gradient messages can also carry user-information. Once a node
receives a gradient from a known source whose hop-counter is less than the local
one (i.e. a new local shortest-path has been found), the node updates its local
copy of the hop-counter (aggregation) and spreads it towards the remaining
neighbours with a hop-counter incremented by one unit. In these terms, the
gradient algorithm is similar to the distance-vector algorithm. The chemotaxis
pattern resorts to gradient shortest-paths to route messages towards the source
of the gradient. We can implement the gradient and chemotaxis patterns by
using an agent A,. associated with the Logic Fragment:

LFy. : PgA (P;‘(A r P’V}LC(A7S'TL7()0’TL)7SO«7<IDT)7Sg?@T> U P(;;‘L(A:Sch:@ch)

Logic code 1.2 Program P, - Next hop initialization
GPath(x,dmaz,null) < —existsGPath(x)

Logic code 1.3 Program P, - Aggregation

cmpGradient(z1, 2, Y1, Y2, 2) < Gmsg(z1, z2,y1, 2), GPath(z1, y2, w)
updateGPath(z1,y1, x2, z) < cmpGradient(z1, z2, Y1, y2, 2), less(y1, y2)
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Logic code 1.4 Program P, - Spreading
spreadGradient(z1, local, z,y, z2) + updateGPath(z1,y, z2, 2)

Logic code 1.5 Program P, - Chemotaxis

sendChemo(m, z, w) < Cmsg(m, z), GPath(z,y, w)

pn(A) =T & Jw: Gmsg(x1,22,Y,2)w € L, @en(D) =T < Jw : Cmsg(z,y)w € A
S.n={Cmsg”,GPath™} S, = {updateGPath"s} S, = {existsGPath™" Gmsg™}
Sa = {GmsgFe  GPathFe less} less(x,y) = {less(a,b)la < b, a,b € {1,...,dmaz}}
e:m'stsGPath(x)A’V = {—existsGPath(a) € I-cpistsGPath(z) NV (L)}

V(A) = {—existsGPath(a)|3w : Gmsg(a, x,y, 2)w € A A —-IGPath(a,y, w)w € A}

Gradients are represented by tuples Gmsg(a, b, ¢, d) where a is the ID of the
source, b is the ID of the last sender of the gradient, ¢ is the hop-counter and d
is the content of the message. Values null, d,,q; and local are considered con-
stants. Local hop-counter are stored in tuples of type GPath(a,c,e), where a
and ¢ are as above and e is the previous node in the path, this will be used
to route the chemotaxis message downhill towards the source. LF,. is com-
posed of several Logic Fragments; the parallel-or operator makes the agent Ag.
to react simultaneously to chemotaxis and gradients messages. The innermost
fragment ep, = A M PN(A,S,, ¢n) is executed when a gradient message is
received from a neighbour (A can be executed directly but the parallel-and op-
erator blocks the execution of outer fragments until PX(A,S,,, ¢, ) finishes);
it initializes the GPath tuple for the source of the gradient. By using the
composition operator, the literals inferred in the model of P/, along with all
the tuples in the container (fragment A) are then treated as constituent for
the fragment ep, = P(ep,,Sa4, 1), i-e. they are used to generate facts for
the program P/. This one is used to aggregate the hop-counter for the source
with the one stored in the local container. ep, is finally treated as constitu-
ent for the fragment ep, = P;‘(epa,Sg,cpT). Note that aggregation happens
before spreading, imposing an order on the reactions. P;‘ is used to verify
whether the gradient message must be spread to the neighbours. If so, a lit-
eral spreadGradient(a,local,d,c,b) is inferred during the computation of its
semantics, where local is translated with the name of the current node. Simultan-
eously, the Logic Fragment Pg;‘L(A, Schs ©en) is executed as soon as a chemotaxis
message is received (described as Cmsg(f, g), with f content of the message and
g ID of the receiver). That Logic Fragment uses the local copy of the hop-counter
to infer which is the next hop to which the chemotaxis message must be sent
to (relay node). If the local hop-counter exists, a literal sendChemo(f,g,h) is
generated in the model of P/, , with h representing the ID of the next receiver of
the chemotaxis message. Otherwise, the message remains in the container until
such a literal is finally inferred. All the literals contained in the consequent Q
of LFy. are used by the agent A, to manage the control part of the algorithm,
described in the following code.
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Control code 1.6 Behaviour of agent A,
if spreadGradient(a,local,d,c,b) € Q then
send Gmsg(a,local,c+ 1,d) to all neighbours but b
remove container.Gmsg(a,x,y, z)w for any w
if updateGPath(a,c,b,d) € Q then
update container.GPath(a,z,y)w = GPath(a,c,b) for any w
if sendChemo(f,g,h) € Q then
send Cmsg(f,g) to node h
remove container.Cmsg(f,g)

We consider the network of Figure 3; the Logic Fragment can be used to
provide the gradient and chemotaxis functionalities as services to other agents
running on the same nodes. Assuming that agent Ag,, on node A wants to send
a query message m1 to all the nodes of the network, it creates and injects the
gradient message Gmsg(A, A,0,m1). At this point a reaction with LF,. takes
place, generating in the consequent @ of LF,. literals GPath(A,0, A) (semantics
of P}) and spreadGradient(A, A,my,0, A) (semantics of P)). The second literal
causes the spreading of the gradient message to nodes B and C'. Similar reac-
tions take place in the remaining nodes. If we assume that the gradient passed
by node D is the first one to reach E then GPath(A,3,D) is inferred in the
consequent @ on node F. When the gradient message coming from B reaches
E, updateGPath(A, 1, B,m) is inferred in the semantics of program P/, so the
hop-counter tuple is updated in GPath(A, 2, B). Now assuming that agent Acy,
on node F wants to send a reply-message ms to node A, it creates and injects
a chemotaxis message Cmsg(ma, A). On the basis of the tuple GPath(A,2,C),
the literal sendChemo(maz, A, C) is inferred in the model of Pj, so the message
is sent to node B. Similar reactions take place on node B, which finally sends
the chemotaxis message to node A.
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Fig.3. Network of 5 nodes

Property 2. Let N be a network with no disconnected hosts. If we assume
that: (i) nodes do not move; (ii) every node has a Logic Fragment of type LF;
(iii) every information sent from one node to another one arrives at destination
in a finite time (eventually due to multiple spreading); (iv) a gradient message
is created by an agent Ag,, on one node S of N, then there exists a finite time
t* for which the following statement holds: if an agent A¢,,, on node R creates a
chemotaxis message for A at time ¢ > t*, then the chemotaxis message reaches
the destination S following a shortest-path between R and S.
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Proof Sketch. The rationale behind the proof consists in proving two categor-
ies of properties: (i) a local property which states that the number of gradient
messages sent by each node is finite, due to the decrements of the hop-counter
caused by the applications of the aggregation-function; (ii) global properties, based
on the local property holding in each node (e.g. we prove the creation of the
shortest-path). The details are reported in [6]. Additional studies focusing on the
integration of spatial-temporal logics in Logic Fragment are needed to prove the
analogous statement when considering mobile nodes.

5 Conclusion and Future Works

In this paper we have presented a chemical-based coordination model based on
a logic framework. Virtual chemical reactions are lead by logic deductions, imple-
mented in terms of combination of logic programs. This approach combines the be-
nefits of using a chemical-based coordination model along with the expressiveness
of several distinct types of logic languages to formalise coordination logically. Intu-
itively, even though no formal verification or validation methods were presented,
the rationale behind the proof of the correctness of coordination algorithm follows
from a formalisation of the system properties to be proved in terms of logical for-
mulae. This paves the way for at least two formal analysis: (i) what-if assessment
- coordination events can be modeled in terms of injected /removed tuples and de-
ducted literals can be used to test the satisfaction of the system properties formu-
lae. This first kind of verification can be done at design time, to assess properties
of the whole system under certain conditions (events) and partially at run-time, to
infer how the system will evolve assuming a knowledge restricted to a certain sub-
set of locally perceived events; (ii) the second type of design time analysis starts
from the literals that satisfy the properties formulae and proceeds backwards, to
derive what are the events that lead the system to that given state. Future works
will focus on such aspects, to derive formal procedures for correctness verification
of algorithm built on top of Logic Fragments.

Several kinds of logics present interesting features to model and validate co-
ordination primitives: (i) paraconsistent logics (e.g. [17]) and (ii) spatial-temporal
logics, to assert properties depending on location and time parameters of system
components. We plan also to realise an implementation of the model, including
several semantics for Logic Fragments taking inspiration from the coordination
primitives presented in [7].
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Abstract. Comingle is a logic programming framework aimed at simplifying the
development of applications distributed over multiple mobile devices. Applica-
tions are written as a single declarative program (in a system-centric way) rather
than in the traditional node-centric manner, where separate communicating code
is written for each participating node. Comingle is based on committed-choice
multiset rewriting and is founded on linear logic. We describe a prototype target-
ing the Android operating system and illustrate how Comingle is used to program
distributed mobile applications. As a proof of concept, we discuss several such
applications orchestrated using Comingle.

1 Introduction

Distributed computing, the coordination of independent computations to achieve a de-
sired objective, has become one of the defining technologies of modern society. We rely
on it every time we use a search engine like Google, every time we make a purchase on
Amazon, in fact every time we use the Internet. In recent years, mobile distributed com-
puting has taken off thanks to advances in mobile technologies, from inexpensive sen-
sors and low-energy wireless links to the very smartphones we carry around: apps talk
to each other both within a phone and across phones, connected devices work together
to make our homes safer and more comfortable, and personal health monitors combine
sensor data into a picture of our well-being. Each such system constitutes a decentral-
ized mobile application which orchestrates the computations of its various constituent
nodes. As such applications gain in sophistication, it becomes harder to ensure that they
correctly and reliably deliver the desired behavior using traditional programming mod-
els. Specifically, writing separate communicating programs for each participating node
becomes more costly and error-prone as the need for node-to-node coordination grows.

In this paper, we introduce Comingle, a framework aimed at simplifying the devel-
opment of distributed applications over a decentralized ensemble of mobile devices.
Comingle supports a system-centric style of programming, where the distributed be-
havior of an application is expressed as a single program, rather than the traditional
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node-centric style mentioned above. This system-centric view underlies popular frame-
works such as Google Web Toolkit [7] (for client-server web development) and Map
Reduce [4] (for parallel distributed algorithms on large-scale computing clusters). In
earlier work [9,10], we generalized this approach to a much broader class of distributed
computations by relying on a form of logic programming to orchestrate interactive dis-
tributed computations [9,10]. Comingle specializes this work to distributed applications
running on mobile devices. Comingle is based on committed-choice multiset rewriting
extended with explicit locality [9] and multiset comprehension patterns [10]. This pro-
vides declarative and concise means of implementing distributed computations, thus
allowing the programmer to focus on what computations to synchronize rather than
how to synchronize them. The present work extends [9] by introducing friggers and
actuators to integrate the Comingle multiset rewriting runtime with traditional code
from mainstream mobile development frameworks (specifically Java and the Android
SDK). This allows a developer to marry the best of both programming paradigms, us-
ing Comingle to orchestrate distributed computations among devices and traditional
native code for computations within a device (e.g., user interface functionalities, local
computations). The main contributions of this paper are as follows:

— We detail the semantics of Comingle, in particular the use of triggers and actuators
as an abstract interface between Comingle and a device’s application runtime.

— We describe a prototype implementation of Comingle, a runtime system imple-
mented in Java and integrated with the Android SDK.

— As a proof of concept, we show three case-studies of distributed applications or-
chestrated by Comingle on the Android SDK.

The rest of the paper is organized as follows: we illustrate Comingle by means of an
example in Section 2. In Section 3, we introduce its abstract syntax and its semantics,
while Section 4 outlines our compiler and runtime system for the Android SDK. In
Section 5, we examine three case-study applications implemented in Comingle. We
discuss related works in Section 6 and make some concluding remarks in Section 7.
Further details can be found in a companion technical report [12].

2 A Motivating Example

Figure 1 shows a simple Comingle program that lets two generic devices swap data
that they each possess on the basis of a pivot value P and displays on each of them
the number of items swapped, all in one atomic step. This program gives a bird eye’s
view of the exchanges that need to take place — it is system-centric. Our prototype will
then compile it into the node-centric code that needs to run at each device to realize this
behavior. The high-level Comingle program in Figure 1 relies on a few functionalities
expressed using the devices’ native programming support (Java and the Android SDK
in our case). Specifically, these functionalities are the two local functions, size and
format, imported in lines 1-4, and the code associated with triggers and actuators
(see below). This low-level code (not shown) implements purely local computations.
In Comingle, devices are identified by means of a location and a piece of informa-
tion held at location ¢ is represented as a located fact of the form [{] p(f) where p is
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i module comingle.lib.ExtLib import {

size :: A -> int,
3 format :: (string,A) —-> string
“ )
5
¢ predicate swap :: (loc,int) —-> trigger.
7  predicate item :: int -> fact.
s predicate display :: string —> actuator.
9
10 rule pSwap :: [X]swap(Y,P),
1 { [X]item(I) | I -> Is. I <=P },
12 { [Ylitem(J) | J -> Js. J >= P }
13 --o [X]display ( format ("Received %s items from %s", (size(Js),Y)) ),
14 [Y]display ( format ("Received %s items from %s", (size(Is),X)) ),
15 { [X]item(J) | J <= Js }, { [Y]item(I) | I <- Is }.

Fig. 1. Pivot Swap, orchestrated by Comingle

a predicate name and ¢ are terms. The program in Figure 1 mentions two generic lo-
cations, X and Y, and uses the three predicates declared on lines 6-8. A located fact
of the form [¢] swap(¢', P) represents £’s intent to swap data with device ¢’ based on
the pivot value P, fact [¢]item(]) indicates that value I is held at location ¢, while
[/1display(S) represents a message S to be shown on £’s screen. From a system-
centric perspective, the set of all located facts defines the rewriting state of the system.
The rewriting state evolves through the application of Comingle rules and indirectly by
the effect of the local computation of each device.

Lines 10-15 in Figure 1 define a Comingle rule called pSwap. We call the comma-
separated expressions before “--0” the rule heads, while the expressions after it are
collectively called its body. Informally, applying a Comingle rule to the current state
rewrites an instance of its head into the corresponding instance of its body. Rule heads
and body can contain parametric facts such as [X]swap (Y, P), where X, Y and P
are variables, and comprehension patterns which stand for a multiset of facts in the
rewriting state. In our example, the comprehension pattern { [X]item(I) | I ->
Is. I <= P} identifies all of X’s items I such that T <= P. Similarly, all of ¥’s
items J such that J >= P are identified by {[Y]item(J) | J -> Js. J »>=
P}. The instances of I and J matched by each comprehension pattern are accumulated
in the variables Is and Js, respectively. Finally, these collected bindings are used in
the rule body to complete the rewriting by redistributing all of X’s selected data to Y and
vice versa, as well as invoking the appropriate display messages on X’s and Y’s screen.

Facts such as i tem(/) are meaningful only at the rewriting level. Facts are also used
as an interface to a device’s local computations. Specifically, facts like [¢] swap(¢', P)
are entered into the rewriting state by a local program running at ¢ and used to trigger
rule applications. These trigger facts, which we underline as [¢] swap(¢’, P) for em-
phasis, are only allowed in the heads of a rule. Dually, facts like [¢]display(S) are
generated by the rewriting process for the purpose of starting a local computation at £,
here displaying a message on £’s screen. This is an actuator fact, which we underline
sociated with a local function which is invoked when the rewriting engine deposits an
instance in the state (actuators can appear only in a rule body). For example, actuators
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Locations: £ Terms: ¢ Guards: g Standard / trigger / actuator predicates: ps, Pt, Pa

Standard facts Fi == [£] ps(%) Triggers Fy == [£1p.(t) Actuators F, = [£]pa(t)
Facts f, F :=Fs | Fy | Fu

Head atoms hu=Fs | F; Body atoms bu=Fs | Fa
Head expressions H ::= h | (h | gfzet Body expressions B ::=b | b | gfze:
Cominglerule R:=H\H|g— B Comingle program P ::= R

Local state: [{]y
Rewriting state St ::= F' Application state ¥ ::= [{]y) Comingle state @ ::= (St; ¥)

Fig. 2. Abstract Syntax and Runtime Artifacts of Comingle

ation (not shown here) that calls the Android SDK’s toast pop-up notification library
to display the message S on £’s screen. This callback is invoked at ¢ every time the

By being system-centric, the code in Figure 1 lets the developer think in terms of
overall behavior rather than reason from the point of view of each device, delegating to
the compiler to deal with communication and synchronization, two particularly error-
prone aspects of distributed computing. This also enable global type-checking and other
forms of static validation, which are harder to achieve when writing separate programs.
This code is also declarative, which simplifies reasoning about its correctness and secu-
rity. Finally, this code is concise: just 15 lines. A native implementation of this example,
while not difficult, is much longer.

3 Abstract Syntax and Semantics

In this section, we describe the abstract semantics of Comingle. We begin by first intro-
ducing the notations used throughout this section. We write o for a multiset of syntactic
objects 0. We denote the extension of a multiset o with an object o as “o, 0”, with &
indicating the empty multiset. We also write “o1, 02 for the union of multisets o; and
02. We write & for a tuple of o’s and [t/Z]o for the simultaneous replacement within
object o of all occurrences of variable x; in & with the corresponding term ¢; in £. When
traversing a binding construct (e.g., a comprehension pattern), substitution implicitly
a-renames variables as needed to avoid capture. It will be convenient to assume that
terms get normalized during substitution.

3.1 Abstract Syntax

The top part of Figure 2 defines the abstract syntax of Comingle. The concrete syntax
used in the various examples in this paper maps to this abstract syntax. Locations { are
names that uniquely identify computing nodes, and the set of all nodes participating in a
Comingle computation is called an ensemble. At the Comingle level, computation hap-
pens by rewriting located facts F' of the form [{] p(f) We categorize predicate names
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p into standard, trigger and actuator, indicating them with pg, p,. and p,, respectively.
This induces a classification of facts into standard, trigger and actuator facts, denoted
F,, F; and F,, respectively. Facts also carry a tuple ¢ of ferms. The abstract semantics
of Comingle is largely agnostic to the specific language of terms.

Computation in Comingle happens by applying rules of the form H, \ Hs | g — B.
We refer to H,, and H as the preserved and the consumed head of the rule, to g as its
guard and to B as its body. The heads and the body of a rule consist of atoms f and of
comprehension patterns of the form | f | g{ze;. An atom f is a located fact [£]p(f)
that may contain variables in the terms £ or even as the location £. Atoms in rule heads
are either standard or trigger facts (Fs or F}), while atoms in a rule body are standard
or actuator facts (F or F}). Guards in rules and comprehensions are Boolean-valued
expressions constructed from terms and are used to constrain the values that the vari-
ables in a rule can assume. Just like for terms we keep guards abstract, writing |= g to
express that ground guard g is satisfiable. A comprehension pattern | f | ¢fzc: repre-
sents a multiset of facts that match the atom f and satisfy guard g under the bindings of
variables Z that range over ¢, a multiset of tuples called the comprehension range. The
scope of Z is the atom f and the guard g. We implicitly c-rename bound variables to
avoid capture. Abstractly, a Comingle program is a collection of rules.

The concrete syntax of Comingle is significantly more liberal than what we just de-
scribed. In particular, components [, and g can be omitted if empty. We concretely
write a comprehension pattern | f | gfzer as {f | & -> t. g} in rule heads and
{f | & <- t. g} inarulebody, where the direction of the arrow acts as a reminder
of the flow of information. Terms in the current prototype include standard base types
such as integers and strings, locations, term-level multisets, and lists. Its guards are re-
lations over such terms (e.g., equality and z < y) and can contain effect-free operations
imported from the local application (e.g., size and format in Figure 1).

3.2 Abstract Semantics

We will describe the computation of a Comingle system by means of a small-step tran-
sition semantics. Its basic judgment will have the form P > © — O’ where P is a
program, © is a state and @’ is a state that can be reached in one (abstract) step of
computation. A state © has the form (St; ¥). The first component S? is a collection of
ground located facts [£] p(#) and is called the rewriting state of the system. Comingle
rules operate exclusively on the rewriting state. The second component, the application
state ¥, is the collection of the local states [¢]1) of each computing node ¢ and captures
the notion of state of the underlying computation model (the Java virtual machine in
our Android-based prototype) — it typically has nothing to do with facts. As we will
see, a local computation step transforms the application state ¥ but can also consume
triggers from the rewriting state and add actuators into it. These run-time artifacts are
formally defined at the bottom of Figure 2.

We will now describe the two types of state transitions P > © — ©’ in Comingle:
the application of a rule and a local step — see Figure 5 for a preview.

Rewriting Steps. The application of a Comingle rule H,, \ Hs | ¢ — B involves
two main operations: identifying fragments of the rewriting state St that match the
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Matching: H 2,6 St H 2,6 St

H 24 St H 2, St
lhs Ihs (Imset-1) (mset-2) (fact)

H,H £, St, St/ D Bins @ F&n F

[{/Z)f 2ms F E[6/Z]g 1f | 95scs Zins St

lcomp-1) (lcomp-2)

U | 9Szeris Sins St F Uf | 9Szco Sms @

Residual Non-matching: ~ H £y, St H £ St

H24,. St H2j, St
S (- . (Faet-2) . (act)
Ha :Fhs St %] :Fhs St :Fhs St

F Ws 1f | g§zers U | glzers Sihs St

(comp-1) (comp-2)

zf | gSC?EtS él_‘hs St7F Zf | ggfets é1_‘hs 15}

—

Subsumption: F' Cins {f | gfzess iff F=0f and = 6g forsome 0 = [t/Z]

Fig. 3. Matching a Rule Head

rule heads H, and H , and replacing H ; in the rewriting state with the corresponding
instance of the body B. We now review how these operations are formalized in the
presence of comprehension patterns and then describe how they are combined during a
rewriting step (taking the guard g into account). Further details can be found in [10].

Matching Rule Heads. Let H be a (preserved or consumed) rule head without free
variables — we will deal with the more general case momentarily. Intuitively, matching
H against a store St means splitting St into two parts, St™ and St~, and checking
that H matches St completely. The latter is achieved by the judgment H £, St™
defined in the top part of Figure 3. Rules |,,5c;_« partition St* into fragments to be
matched by each atom in H': plain facts F' must occur identically (rule lz,.;) while for
comprehension atoms | f | g{zc,, the state fragment must contain a distinct instance
of f for every element of the comprehension range ts that satisfies the comprehension
guard g (rules lcomp-s).

In Comingle, comprehension patterns must match maximal fragments of the rewrit-
ing state. Therefore, no comprehension pattern should match any fact in St™. This
check is captured by the judgment H éfhs St~ in the bottom part of Figure 3. Rules
I tests each individual atom and rule I}, , ignore facts. Rules I deal with

comp-x*
comprehensions | f | g{zc,,: they check that no fact in St~ matches any instance of f
while satisfying g — note that the comprehension range ts is not taken into account.

-
mset—*

Processing Rule Bodies. Applying a Comingle rule involves extending the rewriting
state with the facts corresponding to its body. This operation is specified in Figure 4 for a
closed body B. Rules r,,s¢¢-« go through B. Atomic facts F' are added immediately (rule
lfact). Instead, comprehension atoms | f | g zc,, need to be unfolded (rules rcomp-+):
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Unfolding Rule Body: B >>.hs St B >>»phs St

B > St B S>> hs St
('msepl ) ('mset—.?)

(Ffact)
B, B 3>,pe St, St/ D SSyne @ F>>ms FO

= [F/f]g [t/Z]b>>rns F' 1b | gfzcts S>rns St (r N
comp-1
1| 9Szeris >>rms F, St '

% [f/f}g zb | 9Sfem >>>rhs St
(reomp-2) (rcomp-3)

zb | gj‘x—ef,ts >>rhs St zb | gj‘fEZ >>rhs D

Fig. 4. Processing a Rule Body

—

for every item £ in ts that satisfies the guard g, the corresponding instance [£/Z]f is
added to the rewriting state; instances that do not satisfy g are discarded.

Rule Application. Rule rw ens in Figure 5 brings these ingredients together and de-
scribes a step of computation that applies a rule H, \ H; | g — B. This involves
identifying a closed instance of the rule obtained by means of a substitution 6. The
instantiated guard must be satisfiable (= 6g) and we must be able to partition the
rewriting state into three parts St,, St, and St. The instances of the preserved and
consumed heads must match fragments St,, and St respectively (0H, L Sty and
O0H, £1s Sts), while the remaining fragment St must be free of residual matchings
(O(H,, Hs) 2y, St). The rule body instance 6B is then unfolded (0B >>yns Stp)
into St, which replaces St in the rewriting state.

Rule rw ens embodies a system-centric abstraction of the rewriting semantics of
Comingle as it atomically accesses facts at arbitrary locations. Indeed, it views the facts
of all participating locations in the ensemble as one virtual collection. Our prototype,
discussed in Section 4, is instead based on a concurrent, node-centric model of compu-
tation, where each node manipulates its local facts and exchanges message with other
nodes. We achieve this by compiling Comingle rules into the code that runs at each
participating node [9].

Local Steps. Global rewriting steps can be interleaved by local computations at any
node ¢. From the point of view of Comingle, such local computations are viewed as
an abstract transition (A; ) —; (¢0"; T) that consumes some actuators A located at ¢,
modifies £’s internal application state v into v’, and produces some triggers 7. Note
that an abstract transition of this kind can (and generally will) correspond to a large
number of steps of the underlying model of computation of node ¢. Rule rw loc in
Figure 5 incorporate local computation into the abstract semantics of Comingle. Here,
we write [¢(].A for a portion of the actuators located at £ in the current rewriting state —
there may be others. We similarly write [¢]7 for the action of locating each trigger in 7~
at {.

Rule rw loc enforces locality by drawing actuators strictly from ¢ and putting back
triggers at £. In particular, local computations at a node cannot interact with other nodes.
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Local transitions: (A; ) =1 (T3 ")
Comingle transitions: P > (St; ¥) — (St; ¥)
(Hp\Hs | g—B)eP  |=0g

er élhs Stp eHe élhs Sts Q(HIHHS) é1_‘hs St 0B >>rhs Stb
P> (Sty, Sts, St: W) v (St,, Sty, St; V)

(A )y = (T5") o 100)
P o> (St, [[]A; W, [l]) — (St, [I|T; @, [1]y')

(rw ens)

Fig. 5. Abstract Semantics of Comingle

Hence, communication and orchestration can only occur through rewriting steps, de-
fined by rule rw ens. Note also that, since local transitions are kept abstract and are
parametrized by a location, rule rw loc accommodates ensembles that comprise devices
based on different underlying models of computation.

4 Implementation

We now describe our Comingle prototype. In Section 4.1, we highlight the compilation
phase, while Section 4.2 discusses the runtime system. Source code and examples are
available for download at https://github.com/sllam/comingle.

4.1 Compilation

The Comingle front-end compiler consists of a typical lexer and parser, type-checker, an
intermediate language preprocessor and a code generator, all implemented in Python.
The type-checker enforces basic static typing of Comingle programs via a constraint
solving approach adapted from [14] that allows for concise syntax highlight of type er-
ror sites. This is achieved by having the type-checker generate typing constraints with
additional bookkeeping data to pinpoint the syntax fragments responsible for each er-
ror. Satisfiability of these typing constraints are determined by an SMT solver library
built on top of Microsoft’s Z3 [3]. Our SMT solver library includes an extension to
reason about set comprehensions [11] which we use for optimizations involving com-
prehension patterns. An example is the selection of the indexing structures used by
the Comingle runtime to carry out multiset matching with the best possible asymp-
totic time complexity [10]. Once a program has been statically checked, the compiler
first applies a high-level source-to-source transformation [9] that converts a class of
system-centric Comingle programs into node-centric rules. In addition to preserving
soundness, the resulting node-centric program explicitly implements the communica-
tions and synchronizations that are required to correctly orchestrate the distributed ex-
ecution of multi-party Comingle rules among a group of participating devices. Details
of this choreographic transformation are out of the scope of this paper, but can be found
in [9]. Finally, the code generator produces Java code that implements multiset match-
ing as specified by the node-centric encodings. This generated matching code uses a
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Fig. 6. Runtime System of a Distributed Comingle Mobile Application

compilation scheme formalized in [10] that first compiles node-centric code into a se-
quence of procedural operations, each of which implements a part of the matching and
unfolding operations described in Section 3.2.

4.2 Runtime System

Figure 6 illustrates the organization of a running Comingle ensemble. Within each mo-
bile device, the Comingle runtime has three components: a rewriting runtime that exe-
cutes compiled rewrite rules, an application runtime that performs all local operations
on the mobile device, and a network middleware that provides the basic communica-
tion primitives between the mobile devices. In the rest of this section, we highlight the
important features of each of these components.

Rewriting Runtime. The rewriting runtime implements an operational semantics [10]
which is sound with respect to the abstract semantics highlighted in Section 3. This op-
erational semantics implements rule rw ens on the node-centric rewriting rules resulting
from the compilation process. In particular, it performs matching by incrementally pro-
cessing atoms in a rule head on the basis of newly added facts. This execution model is
highly compatible with our setup, where multiset rewriting is driven by external triggers
generated by the local application runtime. Facts are matched to rule heads in top-down,
left-to-right order, while facts in a rule body are processed left to right. The actions as-
sociated with actuators are executed in order of rule application. Each instance of the
rewriting runtime is single-threaded, which entails that actuations invoked on the same
device are guaranteed to be sequentially consistent with respect to the local ordering of
rule application.

The rewriting runtime is implemented as a set of Java libraries. During compila-
tion, the code generator produces Java code sprinkled with calls to functions from these
libraries. Matching, for instance, is realized through various library functions that ma-
nipulate the data structures that implement the rewriting state St, supporting multi-
index storage for efficiently querying facts. Communication is realized by other library
calls that interface with the network middleware to send and receive facts to and from
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other participating instances of Comingle. Other library functions allows the rewrit-
ing runtime to call actuators that affects the local application runtime. Furthermore,
the rewriting runtime exposes interface functions to the local application to carry out
administrative commands (e.g., start or stop rewriting) as well as interfaces to add user-
defined triggering facts to the rewriting runtime. These interface functions, called by the
rewriting runtime, are engineered to be abstract and they make no assumptions about
the local application calling them, and hence can be customized for various platforms.

Application Runtime. The application runtime is the Android application that im-
plements rule rw loc, performing all the local operations on the mobile device, from
screen rendering to managing callback routines invoked by user input (e.g., keystrokes,
taps on the display). It is implemented in Java with the Android SDK, but also uses
a library (distributed as part of Comingle) that concretizes the interface functions that
the rewriting runtime invokes. Its purpose is to allow the application developer to in-
tegrate locally-defined functions into Comingle rewriting rules (as shown in Figure 1).
Specifically, it includes a set of predefined actuation callback methods for the Android
SDK. The current prototype only supports three built-in primitive actuators (display a
toast message, cause a delay in milliseconds, play a note), but interfaces to the Comin-
gle runtime allow the application developer to implement his/her own domain-specific
actuators. The application runtime also include libraries that implement boilerplate rou-
tines that help the developer integrate the Comingle rewriting runtime to an Activity
of the Android SDK.

Network Middleware. As shown in Figure 6, the network middleware provides the
underlying communication support between devices running Comingle. We have im-
plemented a concrete instance that utilizes Android’s WiFi-direct network protocol to
establish connections and send and receive facts between mobile devices. It includes li-
braries that implement an asynchronous first-in-first-out message sending and receiving
service on top of basic network sockets, and libraries that maintains, on each participat-
ing location, an active IP address directory of the local ad-hoc network. This allows a
group of mobile devices to setup an ad-hoc WiFi-direct network, and supports peer-to-
peer communication between any two devices of the group.

5 Case Studies

In this section, we describe three mobile applications we have implemented using the
Comingle framework on the Android SDK. Two are multi-player games and one is a
networking service. In all three, the overall distributed behavior is orchestrated by the
Comingle runtime, while the user interfaces are implemented locally using traditional
Android SDK libraries. For brevity, we omit all predicate declarations. These declara-
tions, the code implementing local operations, and the details of the integration with
Java and the Android SDK are discussed at length in [12].

Drag Racing. Drag Racing is a simple multi-player game inspired by a Google Chrome
experiment called Chrome Racer [6]. A number of players compete to reach the finish
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i rule init :: [I]initRace(Ls)

2 --o {[Alnext (B) | (A,B)<-Cs}, [E]last(),

3 {[Ilhas (P), [Plall(Ps), [Plat(I), [P]renderTrack (Ls) | P<-Ps}

4 where (Cs,E) = makeChain(I,Ls), Ps = listZmset(Ls).

¢ rule start :: [X]all(Ps) \ [X]startRace() —-o {[P]release () |P<-Ps}.

B

s rule tap :: [X]at(Y) \ [X]sendTap() --o [Y]recvTap (X).

9

0 rule trans :: [X]next(Z) \ [X]exiting(Y),[Ylat(X) --o [Z]has (Y), [Y]at(Z).
11

2 rule win :: [X]last()\[X]all(Ps), [X]exiting(Y) --o {[P]decWinner (Y) |P<-Ps}.

Fig. 7. Drag Racing, a racing game inspired by Chrome Racer

line of a linear racing track. The device of each player shows a distinct segment of the
track, and the players advance their car by tapping on their screen. The initial configu-
ration for a three-player instance is shown in Figure 7." In Chrome Racer, the devices
interact via a dedicated server. By contrast, the devices in our Drag Racing game commu-
nicate with each other directly, without the need of a third party to manage coordination.

An initial configuration such as the one in Figure 7 is generated when rule init is
executed. Its head is the trigger fact [I] initRace (Ls), where node I will hold the
initial segment of the track and L lists all locations participating in the game (including
I). Several actions need to take place at initialization time, all implemented by the
body of init. First, the participating locations need to be arranged into a linear chain
starting at I. This is achieved by the local function makeChainin the guard (Cs, E)
= makeChain(I,Ls) where Cs is instantiated to a multiset of logically adjacent
pairs of locations and E to the end of the chain. The guard Ps = Iist2mset(Ls)
converts the list s into a multiset Ps. Second, each node other than E needs to be
informed of which location holds the segment of the track after it, while E needs to be
told that it has the finishing segment: this is achieved by the atoms { [A]lnext (B) |
(A,B) <- Cs}and [E]last (), respectively. Third, each location (P<-Ps) needs
to be informed of who the players are ([P]all (Ps)) and of the fact that its car is
currentlyat T ([P]at (I)),and it needs to be instructed to render the lane of all players

! In Chrome Racer, the track loops around so that each device shows two segments. While we
could easily achieve this effect, our linear “drag” racing variant suffices to demonstrate Comin-
gle’s ability to orchestrate distributed computations.
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rule init :: [I]initGame (Ships,Ps)
-—o [Ilturn(), [IlnotifyTurn (), {[Alnext(B) | (A,B)<-Cs},
{[Plall(Ps), [P]randomFleet (Ships) | P <- Ps}

where Cs = makeRRchain (Ps) .

L Y I S v

rule shoot :: [A]lnext (B) \ [Alturn(), [A]lfireAt (D,X,Y)
-—o [DlblastAt (A,X,Y), [Blturn(), [B]lnotifyTurn ().
rule miss :: [Dlempty(X,Y) \ [DlblastAt (A,X,Y)

——0 [D],m,j-,s,s,e,d,- (A/ Dr X/ Y) r [A],m,j-,s,s,e,d,- (AI D/ X/ Y) .
10 rule goodHit :: [DlblastAt(A,X,Y), [Dlhull(S,X,Y)
N -—o [D]damaged(S,X,Y), [Dlhit (A,D,X,Y), [A 1h77t7(A,D,X,Y).
2 rule dmgHit :: [D]damaged(S,X,Y) \ [D]blastAt(A,X,Y)
s -—o0 [D]hit (A,D,X,Y), [A]hit (A,D,X,Y).
14
15 rule sunk :: [D]all(Ps) \
I6 [D]damaged (S, X, Y), {[D]damaged(S,X’,Y’)\(X’,Y’)—>Ds’}
17 {[Dlhull (S,W,V) | (W,V)->Hs} | size(Hs)=0
18 --o {[P]sunk (D,S,Ds) |P<-Ps}, [D]checkFleet ()
19 where Ds = insert((X,Y), Ds’).
20
2 rule deadFleet :: [D]all(Ps), [D]checkFleet(), {[D]checkFleet ()},
» {[D]hull(S,W,V)|(S,W,V)->Hs} | size(Hs)=0
2 --o {[P]notifyDead (D), [P]dead(D) | P<-Ps}.
24
55 rule winner :: [D]all(Ps), {[D]dead(0) | 0->Os}
26 | Ps=insert(D,0s) —--o {[P]notinyinner(D) | P<—Ps}.

Fig. 8. Multi-way Battleship

since they cause a local computation in the form of screen display. Because the instances
of the last four predicate forms are determined by the same multiset (Ps), Comingle
allows combining them into a single comprehension pattern.

At this point the game has been initialized, but it has not started yet. The race starts
the first time a player X taps his/her screen. This has the effect of depositing the trigger
[X]startRace () in the rewriting state, which enables rule start. Its body broad-
P’s local runtime that subsequent taps will cause its car to move forward. This behavior
is achieved by rule tap, which is triggered at any node X by the fact [X] sendTap (),
generated by the application runtime every time X’s player taps his/her screen. The trig-
ger [X]exiting(Y) is generated when the car of player Y reaches the right-hand
side of the track segment on X’s device. If the track continues on player Z’s screen
([X]Inext (Z)), rule trans hands Y’s car over to Z by ordering Z to draw it on
his/her screen ([Z] has (Y)) and by informing X of the new location of his/her car
([Ylat (Z)).Notice that, because fact [Y]at (X) isin the simplified head of the rule,
it gets consumed. If instead X holds the final segment of the track ([X]last ()) when
the trigger [X]exiting (Y) materializes, Y’s victory is broadcast to all participat-
ing locations ({ [P] decWinner (Y) | P <- Ps}). Besides displaying a banner, it
disables moving one’s car by tapping the screen.
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Multi-way Battleship. Multi-way Battleship extends the classic battleship game with
support for more than just two players. Each player begins with an equal assortment of
battleships of varying sizes, randomly placed on a two-dimensional grid of cells. The
players then take turns selecting an opponent’s cell and firing at it. A battleship is sunk
when each cell it resides in is hit at least once. The winner of the game is the last player
with at least one unsunk ship.

Figure 8 shows a Comingle program that orchestrates this game. Rule init ini-
tializes an instance of the game. Its head is the trigger [I]initGame (Ships, Ps),
where node I is the player who will fire the first shot, Ships lists the number of ships
of each kind, and Ps is the multiset of device locations playing the game. Its body
informs I that it is its turn to play by means of the fact [I]turn () and inserts the
actuator [I]notifyTurn () which posts a notification on I’s display and enables
touchscreen input. The body of init also constructs a round robin sequence of facts
[Alnext (B),distributes the location of all participants ([P]1all (Ps) ), and deposits
P will service this actuator by generating a random placement of the fleet in Ships
at node P and by installing triggers [P]empty (X,Y) and [P1hull(S,X,Y) to
indicate that cell (X, Y) is empty or contains a portion of ship S, respectively.

The trigger [A] fireAt (D, X,Y) is added to the rewriting state when player A
fires at cell (X,Y) of player D. It enables rule shoot, but only if it is A’s turn. This
results in the fact [D]blast (A, X,Y) added at D’s. This rule also passes the turn
to the next player ([A]lnext (B)) by asserting the fact [B] turn () and causing a
notification on B’s display ([B] notifyTurn ()).

The next three rules implement the possible outcomes of such a shot. Specifically,
if cell (X,Y) is empty, rule miss renders an appropriate animation on A’s and B’s dis-
goodHit replaces the fact [D]hull (S, X, Y))with [D]damage (S, X, Y) and in-
forms A and D of this event via the actuator hit (A, D, X, Y).If a damaged hull is hit
again, rule dmgHi t generates the hit (A, D, X, Y) actuators once more.

Rule sunk handles the sinking of a ship S. It is enabled if there is at least one fact
[D]ldamaged (S, X, Y) in the rewriting state. It then checks that S has no intact frag-
ment ({ [D]hull (S,W,V) | (W,V)->Hs} | size(Hs)=0), collects the coordi-
nates of the other hit fragments ({ [D] damaged (S,X’,Y’) | (X',Y’)->Ds'}),
fact [D]checkFleet () to check if the game is over for D. The function insert
inserts an element in a multiset.

If at least one [D]checkFleet () fact is present, rule deadFleat similarly
checks that no ship fragment is intact ({ [D]hull(S,W,V) | (S,W,V)->Hs} |
size(Hs)=0) and if this is the case it informs all players of D’s annihilation with
{[P]notifyDead (D), [P]dead(D) | P<-Ps}. Finally, rule winner is ex-
ecuted by the winning player D when it can ascertain that all other players are dead
([Dlall(Ps) {[Dldead(0) | 0->0s} where Ps=insert (D, 0s)).

WiFi-Direct Directory. WiFi-Direct Directory is an implementation of a networking
service built on top of the Android SDK WiFi-direct library. In the WiFi-direct protocol,
one device is designated as the owner of a newly established group. The owner can
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1 rule owner :: [O]startOwner (C) —--o0 [O]owner (C), [O]joined(O).
> rule member :: [M]startMember (C) —--o [M]member (C) .

3 rule connect :: [Mlmember (C) \ [M]connect (N)

4 —--o0 [0O]joinRequest (C,N,M) where O = ownerLoc() .

5

¢ rule join :: [OJowner(C), {[O]joined(M’) |M’'->Ms},

7 \ [0]joinRequest (C,N,M) | notIn(M,Ms)

8 --o {[M’]added (D) |M'<-Ms}, {[M]added (D) |D’<-Ds},

9 [M] added (D), [O]Jjoined (M), [M]connected ()

10 where IP = lookupIP(M), D = (M,IP,N), Ds = retrieveDir().
11

2 rule quitO :: [OJowner (C), [Olquit(), {[0]joined (M) |M->Ms}

13 --o {[M] ownerQuit () |[M<-Ms}

15 rule quitM :: {[O]Jjoined(M’) |M’->Ms.not (M’ = M)}
16 \ [M]member (C), [M]lquit (), [O]joined (M)
7 -—o {[M’]zremoved (M) M’ <-Ms}, [M]deleteDir ().

Fig. 9. WiFi-Direct Directory

obtain the IP address of each device in the group from its network middleware, but
the other members only know the owner’s IP address and location. This means that,
initially, the group owner can communicate with all members but the members can
only communicate with the owner. WiFi-Direct Directory disseminates and maintains
an IP address table on each node of the group in order to enable peer-to-peer IP socket
communication.

Figure 9 shows the Comingle program that orchestrates this service. Once the group
has been established, the triggers [O] startOwner (C) and [M] startMember (C)
are entered in the rewriting state of the owner and of each other member M, respectively.
The argument C identifies the application this group is for (e.g., one of the two games
seen earlier) — the WiFi-direct protocols allows a node to be part of at most one group
at any time. Rule owner initializes the owner by adding the facts [O] owner (C) that
sets O’s role as the owner of the group for application C and [O] joined (O) that
identifies it as having joined the group. Rule member simply sets M’s role as a group
member ([M]member (C)).

The runtime of a member M also periodically generates triggers [M] connect (N)
where N is the device’s screen name — this is to protect against message losses while the
group owner bootstraps. Rule connect turn this trigger into the request [0] join-
Request (C,N, M) to be sent to the owner O — the library function ownerLoc
retrieves the owner of the current group, which is initially available to all members.
This request is processed in rule join: the owner O checks that a join request by
the same member has not been serviced already ([0] joinRequest (C,N,M) |
notIn(M,Ms)), it then records M as having joined the group ([O]joined (M)),
sends its location, IP address and screen name (D = (M, IP,N)) to the active mem-
bers ({[M’' ] added (D) |M’'<-Ms}). This same data is sent toM( M] added (D)) as
well as information about each active member ({ ] @ddgd | D’<-Ds}). The
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The last two rules handle a member M leaving the group, which is initiated by trigger
[Mlqguit (). If this member is the owner, rule quitO dismantles the group and send
the actuator ownerQuit () to each active member. If M is a regular member, rule

6 Related Work

To the best of our knowledge, Comingle is the first framework to introduce the logic
programming paradigm to the development of applications on modern mobile devices.
However, it draws from work on distributed and parallel programming languages for
decentralized micro-systems, which we now review.

Comingle is greatly influenced by Meld [1], a logic programming language initially
designed for programming distributed ensembles of communicating robots. It used the
Blinky Blocks platform [8] as a proof of concept to demonstrate simple ensemble pro-
gramming behaviors. Meld was based on a variant of Datalog extended with sensing
and action facts. Recent refinements [2] extended Meld with comprehension patterns
and linearity, but refocused it on distributed programming of multicore architectures.

Sifteo [13] is an interactive system that runs an array of puzzle games on Lego-like
cubes. Each cube is equipped with a small LCD screen and various means of interaction
with the user (e.g., tilting, shaking) and is capable of sensing alignments with neighbor-
ing cubes. Developers can implement new games in C/C++ via the Sifteo SDK. Sifteo’s
decentralized and interactive setup makes it a suitable target platform for Comingle.

The Comingle language is a descendant of CHR [5], a logic programming language
targeting traditional constraint solving problems. Comingle extends it with multiset
comprehension, explicit locations, triggers and actuators.

7 Future Developments and Conclusions

In this paper, we introduced Comingle, a distributed logic programming language for
orchestrating decentralized ensembles. It is designed to simplify the development of
interactive applications and to provide a high-level programming abstraction for coor-
dinating distributed computations. As proof of concept, we described three distributed
applications orchestrated by Comingle and running on Android mobile devices — two
are multi-player games and one is a networking service. By segregating all communi-
cation and coordination events in a few rules, it promotes a system-centric, declarative
style of programming a distributed application, which simplifies detecting errors and
ensuring correctness.

In the immediate future, we intend to expand the language capabilities to capture
recurrent synchronization patterns and enrich the programming primitives available at
the Comingle level. We will also extend the library support for developing applications
that integrate with the Comingle rewriting runtime.
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Abstract. Programming distributed applications free from communi-
cation deadlocks and races is complex. Preserving these properties when
applications are updated at runtime is even harder.

We present DIOC, a language for programming distributed applica-
tions that are free from deadlocks and races by construction. A DIOC
program describes a whole distributed application as a unique entity
(choreography). DIOC allows the programmer to specify which parts of
the application can be updated. At runtime, these parts may be replaced
by new DIOC fragments from outside the application. DIOC programs are
compiled, generating code for each site, in a lower-level language called
DPOC. We formalise both DIOC and DPOC semantics as labelled tran-
sition systems and prove the correctness of the compilation as a trace
equivalence result. As corollaries, DPOC applications are free from com-
munication deadlocks and races, even in presence of runtime updates.

1 Introduction

Programming distributed applications is an error-prone activity. Participants
send and receive messages and, if the application is badly programmed, par-
ticipants may get stuck waiting for messages that never arrive (communication
deadlock), or they may receive messages in an unexpected order, depending on
the speed of the other participants and of the network (races).

Recently, language-based approaches have been proposed to tackle the com-
plexity of programming concurrent and distributed applications. Languages such
as Rust [21] or SCOOP [19] provide higher-level primitives to program concur-
rent applications which avoid by construction some of the risks of concurrent
programming. Indeed, in these settings most of the work needed to ensure a
correct behaviour is done by the language compiler and runtime support. Us-
ing these languages requires a conceptual shift from traditional ones, but reduces
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times and costs of development, testing, and maintenance by avoiding some of
the most common programming errors.

Here, we propose an approach based on choreographic programming [4,5,15,22]
following a similar philosophy, tailored for distributed applications. In choreo-
graphic programming, a whole distributed application is described as a unique
entity, by specifying the expected interactions and their order. For instance, a
price request from a buyer to a seller is written as priceReq: buyer( b_prod )
— seller( s_prod ). It specifies that the buyer sends along channel priceReq
the name of the desired product b_prod to the seller, which stores it in its
local variable s_prod. Since in choreographic languages sends and receives are
always paired, the coupling of exactly one receive with each send and vice versa
makes communication deadlocks or races impossible to write. Given a choreog-
raphy, a main challenge is to produce low-level distributed code which correctly
implements the desired behaviour.

We take this challenge one step forward: we consider updatable applications,
whose code can change while the application is running, dynamically integrating
code from the outside. Such a feature, tricky in a sequential setting and even more
in a distributed one, has countless uses: deal with emergency requirements, cope
with rules and requirements which depend on contextual properties, improve and
specialize the application to user preferences, and so on. We propose a general
mechanism, which consists in delimiting inside the application blocks of code,
called scopes, that may be dynamically replaced with new code, called update.
The details of the behaviour of the updates do not need to be foreseen, updates
may even be written while the application is running.

Runtime code replacement performed using languages not providing dedicated
support is extremely error-prone. For instance, considering the price request
example above, assume that we want to update the system allowing the buyer
to send to the seller also its fidelity card ID to get access to some special offer.
If the buyer is updated first and it starts the interaction before the seller has
been updated, the seller is not expecting the card ID, which may be sent and
lost, or received later on, when some different message is expected, thus breaking
the correctness of the application. Vice versa, if the seller is updated first, (s)he
will wait for the card ID, which the buyer will not send, leading the application
to a deadlock. In our setting, the available updates may change at any time,
posing an additional challenge. Extra precautions are needed to ensure that all
the participants agree on which code is used for a given update. For instance,
in the example above, suppose that the buyer finds the update that allows the
sending of the card ID, and applies this update before the seller does. If the
update is no more available when the seller looks for it, then the application
ends up in an inconsistent state, where the update is only partially applied, and
the seller will receive an unexpected message containing the card ID.

If both the original application and the updates are programmed using a chore-
ographic language, these problems cannot arise. In fact, at the choreographic
level, the update is applied atomically to all the involved participants. Again,
the tricky part is to compile the choreographic code to low-level distributed code
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ensuring correct behaviour. In particular, at low-level, the different participants
have to coordinate their updates avoiding inconsistencies. The present paper
proposes a solution to this problem. In particular:

— we define a choreographic language, called DIOC, to program distributed
applications and supporting code update (§ 2);

— we define a low-level language, called DPOC, based on standard send and
receive primitives (§ 3);

— we define a behaviour-preserving projection function compiling DIOCs into
DPOCs (§ 3.1);

— we give a formal proof of the correctness of the projection function (§ 4).
Correctness is guaranteed even in a scenario where the new code used for
updates dynamically changes at any moment and without notice.

The contribution outlined above is essentially theoretical, but it has already
been applied in practice, resulting in AIOCJ, an adaptation framework described
in [9]. The theoretical underpinning of AIOCJ is a specific instantiation of the
results presented here. Indeed, AIOCJ further specifies how to manage the up-
dates, e.g., how to decide when updates should be applied and which ones to
choose if many of them apply. For more details on the implementation and more
examples we refer the interested reader to the website [1]. Note that the user
of AIOCJ does not need to master all the technicalities we discuss here, since
they are embedded within AIOCJ. In particular, DPOCs and the projection are
automatically handled and hidden from the user.

Proofs, additional details, and examples are available in the companion tech-
nical report [8].

2 Dynamic Interaction-Oriented Choreography (DIOC)

This section defines the syntax and semantics of the DIOC language.

The languages that we propose rely on a set Roles, ranged over by 7,s,...,
whose elements identify the participants in the choreography. Roles exchange
messages over channels, also called operations: public operations, ranged over by
o, and private operations, ranged over by o*. We use o’ to range over both public
and private operations. Public operations represent relevant communications
inside the application. We ensure that both the DIOC and the corresponding
DPOC perform the same public operations, in the same order. Vice versa, private
communications are used when moving from the DIOC level to the DPOC level, for
synchronisation purposes. We denote with Fxpr the set of expressions, ranged
over by e. We deliberately do not give a formal definition of expressions and
of their typing, since our results do not depend on it. We only require that
expressions include at least values, belonging to a set Val ranged over by v, and
variables, belonging to a set Var ranged over by z,y,.... We also assume a set
of boolean expressions ranged over by b.
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The syntax of DIOC processes, ranged over by Z,7’, ..., is defined as follows:

T::=0":ri(e) = ro(x) | ;T | Z|T |20r = |10 |
if ber {Z} else {Z'} | while ber {Z} | scope @r {Z}

Interaction o’ : 71(e) — r2(z) means that role r; sends a message on operation
0’ to role 7y (we require r; # 73). The sent value is obtained by evaluating
expression e in the local state of r; and it is then stored in variable z in 7.
Processes Z;Z' and Z|Z' denote sequential and parallel composition. Assignment
x@r = e assigns the evaluation of expression e in the local state of r to its
local variable x. The empty process 1 defines a DIOC that can only terminate. O
represents a terminated DIOC. It is needed for the definition of the operational
semantics and it is not intended to be used by the programmer. We call initial
a DIOC process where 0 never occurs. Conditional if ber {Z} else {Z'} and
iteration while ber {Z} are guarded by the evaluation of boolean expression b in
the local state of r. The construct scope @ {Z} delimits a subterm Z of the DIOC
process that may be updated in the future. In scope @r {Z}, role r coordinates
the updating procedure by interacting with the other roles involved in the scope.

DIOC processes do not execute in isolation: they are equipped with a global
state X and a set of (available) updates I. A global state X' is a map that defines
the value v of each variable x in a given role r, namely X' : Rolesx Var — Val. The
local state of role r is X, : Var — Val and it verifies Vo € Var : X(r,z) = X, (z).
Expressions are always evaluated by a given role r: we denote the evaluation of
expression e in local state X, as [e]s,.. We assume [e] s, is always defined (e.g.,
an error value is given as a result if evaluation is not possible) and that for each
boolean expression b, [b] s, is either true or false. I denotes a set of updates,
i.e., DIOCs that may replace a scope. I may change at runtime.

Listing 1.1 gives a realistic example of DIOC process where a buyer orders a
product from a seller, paying via a bank.

1 price_ok@buyer = false; continue@buyer = true;

2 while ( !price_ok and continue )@buyer {

3 b_prod@buyer = getInput();

4 priceReq : buyer( b_prod ) — seller( s_prod );

5 scope @seller {

6 s_price@seller = getPrice( s_prod );

7 offer : seller( s_price ) — buyer( b_price )

8 };

9 price_ok@buyer = getInput();

10 if ( !price_ok )@buyer {

11 continue@buyer = getInput ()} 1};

12 if ( price_ok )@buyer {

13  payReq : seller( payDesc( s_price ) ) — bank( desc );
14 scope @bank {

15 payment_ok@bank = true;

16 pay : buyer( payAuth( b_price ) ) — bank( auth );
17 // code for the payment

18 1}
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19 if ( payment_ok )@bank {

20 confirm : bank( null ) — seller( _ ) |

21 confirm : bank( null ) — buyer( _ )

22 } else { abort : bank( null ) — buyer( _ ) } }

Listing 1.1. DIOC process for Buying Scenario

Before starting the application by iteratively asking the price of some goods
to the seller, the buyer at Line 1 initializes its local variables price_ok and
continue. Then, by using function getInput (Line 3) (s)he reads from the local
console the name of the product to buy and, at Line 4, engages in a communi-
cation via operation priceReq with the seller. The seller computes the price
of the product calling the function getPrice (Line 6) and, via operation offer,
it sends the price to the buyer (Line 7), that stores it in a local variable b_price.
These last two operations are performed within a scope, allowing this code to
be updated in the future to deal with changing business rules. If the offer is ac-
cepted, the seller sends to the bank the payment details (Line 13). The buyer
then authorises the payment via operation pay. We omit the details of the local
execution of the payment at the bank. Since the payment may be critical for
security reasons, the related communication is enclosed in a scope (Lines 14-18),
thus allowing the introduction of a more refined procedure later on. After the
scope successfully terminates, the application ends with the bank acknowledging
the payment to the seller and the buyer in parallel (Lines 20-21). If the pay-
ment is not successful, the failure is notified to the buyer only. Note that at Line
1, the annotation @buyer means that the variables belong to the buyer. Similarly,
at Line 2, the annotation @buyer means that the guard of the while is evaluated
by buyer. The term @seller in Line 5 instead, being part of the scope construct,
indicates the participant that coordinates the code update.

Assume now that the seller direction decides to define new business rules. For
instance, the seller may distribute a fidelity card to buyers, allowing them to get
a 10% discount on their purchases. This business need can be faced by adding
the DIOC below to the set of available updates, so that it can be used to replace
the scope at Lines 5-8 in Listing 1.1.

1 cardReq : seller( null ) — buyer( _ );
card_id@buyer = getInput ();
cardRes : buyer( card_id ) — seller( buyer_id );
if isValid( buyer_id )@seller {

s_price@seller = getPrice( s_prod ) * 0.9
} else { s_price@seller = getPrice( s_prod ) };
offer : seller( s_price ) — buyer( b_price )

Listing 1.2. Fidelity Card Update

~N OO WN

When this code executes, the seller asks the card ID to the buyer. The buyer
inputs the ID, stores it into the variable card id and sends this information to
the seller. If the card ID is valid then the discount is applied, otherwise the
standard price is computed.
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Table 1. Auxiliary functions transl and transF

transl(o” : 71(e) = ra(x)) = transF (o : 71(e) = ro(x)) = {r1 — ra}

transl(z@r = e) = transF(z@r = ¢) = {r —r}

transl(1) = transl(0) = transF(1) = transF(0) = 0

transl(Z|Z') = transl(Z) U transl(Z") transF(Z|Z") = transF(Z) U transF(Z )
( transF(Z) if transF(Z') =

transF(Z') otherwise

transl(Z') if transl(Z) =0
transl(Z) otherwise
transl(if b@r {Z} else {I'}) = transl(while ber {Z}) = {r — r}

{r—=r} if transF(Z) U transF(Z') = 0
transF(Z) U transF(Z') otherwise

{r —r} if transF(Z) =0

transF(Z) otherwise

transl(scope @r {Z}) = {r — r}

{r—r} if roles(Z) C {r}
transF(scope @r {Z}) = {U {+' =} otherwise
r’eroles(z)~{r}

transl(Z;Z') = transF(Z;7') = {

transF(if ber {Z} else {Z'}) =

transF(while bor {Z}) =

2.1 Connectedness

In order to prove our main result, we require the DIOC code of the updates
and of the starting programs to satisfy a well-formedness syntactic condition
called connectedness. This condition is composed by connectedness for sequence
and connectedness for parallel. Intuitively, connectedness for sequence ensures
that the DPOC network obtained by projecting a sequence Z;Z’ executes first
the actions in Z and then those in Z’, thus respecting the intended semantics
of sequential composition. Connectedness for parallel prevents interferences be-
tween parallel interactions. To formally define connectedness we introduce, in
Table 1, the auxiliary functions transl and transF that, given a DIOC process,
compute sets of pairs representing senders and receivers of possible initial and
final interactions in its execution. We represent one such pair as r;y — r9. Ac-
tions located at r are represented as r — r. For instance, given an interaction
o’ : ri(e) — ra2(x) both its transl and transF are {r; — 75}. For conditional,
transl(if ber {Z} else {Z'}) = {r — r} since the first action executed is the eval-
uation of the guard by role r. The set transF(if ber {Z} else {Z'}) is normally
transF(Z) U transF(Z'), since the execution terminates with an action from one
of the branches. If instead the branches are both empty then transF is {r — r},
representing guard evaluation.

We assume a function roles(Z) that computes the roles of a DIOC process Z. We
also assume a function sig that given a DIOC process returns the set of signatures
of its interactions, where the signature of interaction o’ : r1(e) — ro(z) is o’ :
r1 — ro. For a formal definition of the functions roles and sig we refer the reader
to the companion technical report [8].

Definition 1 (Connectedness). A DIOC process T is connected if it satisfies:

— connectedness for sequence: cach subterm of the form I';T" satisfies
Vry =1y € transF( ) Vs1 — 89 € transl( ) {7“1,T2} n {81782} 7é @

— connectedness for parallel: each subterm of the form Z'|I" satisfies
sig(Z') Nsig(Z") = 0.
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Requiring connectedness does not hamper programmability, since it naturally
holds in most of the cases (see, e.g., [1,9]), and it can always be enforced au-
tomatically restructuring the DIOC while preserving its behaviour, following the
lines of [16]. Also, connectedness can be checked efficiently.

Theorem 1 (Connectedness-check Complexity)
The connectedness of a DIOC process I can be checked in time O(n?log(n)),
where n is the number of nodes in the abstract syntax tree of T.

Note that we allow only connected updates. Indeed, replacing a scope with a
connected update always results in a deadlock- and race-free DIOC. Thus, there
is no need to perform expensive runtime checks to ensure connectedness of the
application after an arbitrary sequence of updates has been applied.

2.2 DIOC Semantics
We can now define DIOC systems and their semantics.

Definition 2 (DIOC Systems). A DIOC system is a triple (X,1,Z) denoting a
DIOC process T equipped with a global state X and a set of updates 1.

Definition 3 (DIOC Systems Semantics). The semantics of DIOC systems is
defined as the smallest labelled transition system (LTS) closed under the rules
in Table 6 in the companion technical report [8] (excerpt in Table 2), where
symmetric rules for parallel composition have been omitted.

The rules in Table 2 describe the behaviour of a DIOC system by induction on
the structure of its DIOC process. We use u to range over labels. Also, we use A
as an abbreviation for X, I. We comment below on the main rules.

Rule [[NTERACTION] executes a communication from 71 to ro on operation o,
where r; sends to ro the value v of an expression e. The value v is then stored

Table 2. DIOC system semantics (excerpt)

[INTERACTION] [SEQUENCE]
(el = (AT) 25 (T pt

(4,07 i ri(e) = o)) S22 D g ey =0y (ATT) 2 (AL T5)
[AssIGN] [SEQ-END]

lels, = (A1) 5 (AT)(4,9) 5 (4.7
(X1, z0r = e) = (X[v/z,7],1,1) (AT, 7) 2 (A, 7'
[Up]
roles(Z’) C roles(Z) I’ €I T’ connected [NoUr]

(A, scope @r {Z}) houp, (A,T)

(A, scope @r {Z}) z, (A, T")
[END] [CHA.\IGE—UP/DATES]

(4,1) % (A, 0) =L % (o 1,1)
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in & by 2. Rule [ASSIGN] evaluates the expression e in the local state X, and
stores the resulting value v in the local variable x in role r ([v/x,r] represents
the substitution). The rules [UpP] and [NOUP| deal with the code replacement
and thus the application of an update. Rule [UP| models the application of the
update Z’ to the scope scope @ {Z} which, as a result, is replaced by the DIOC
process Z’. This rule requires the update to be connected. Rule [NOUP] removes
the scope boundaries and starts the execution of the body of the scope. Rule
[CHANGE-UPDATES] allows the set I of available updates to change. This rule is
always enabled since its execution can happen at any time and the application
cannot forbid it.

In our theory, whether to update a scope or not, and which update to apply
if many are available, is completely non-deterministic. We have adopted this
view to maximize generality. However, for practical applications, one needs rules
and conditions which define when an update has to be performed. Refining the
semantics to introduce rules for decreasing (or eliminating) the non-determinism
would not affect the correctness of our approach. One such refinement has been
explored in [9].

We define DIOC traces, where all the performed actions are observed, and weak
DIOC traces, where interactions on private operations and silent actions 7 are
not visible.

Definition 4 (DIOC Traces). A (strong) trace of a DIOC system (¥1,11,Z) is
a sequence (finite or infinite) of labels p1, pa, ... such that there is a sequence of
DIOC system transitions (X1,11,77) , (X2,1a,To) LN

A weak trace of a DIOC system (X1,11,71) is a sequence of labels py, pa,. ..
obtained by removing all the labels corresponding to private communications,

i.e., of the form o* : r1(v) — ra(x), and the silent labels T from a trace of
<21aIlaII>'

3 Dynamic Process-Oriented Choreography (DPOC)

This section describes the syntax and operational semantics of DPOCs. DPOCs
include processes, ranged over by P, P’, ..., describing the behaviour of par-
ticipants. (P, I"), denotes a DPOC role named r, executing process P in a local
state I". Networks, ranged over by N, N/, ..., are parallel compositions of DPOC
roles with different names. DPOC systems, ranged over by S, are DPOC networks
equipped with a set of updates I, namely pairs (I, N).

P::=0":zfronr |0’ :etor|o*: Xtor|P;P'| P|P' |z =e|whileb {P}
| if b {P} else {P'} | n : scope @ {P} roles {S}|n:scopeer {P}|1]|0

X::=no|P N:o=P D) |N|N S::=(LN)

. . . ? . . ? .

Processes include receive action o' : x from r on a specific operation o° (ei-

ther public or private) of a message from role r to be stored in variable z, send
. ? . .

action o’ : e to r of an expression e to be sent to role r, and higher-order send
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action 0 : X to r of the higher-order argument X to be sent to role r. Here
X may be either a DPOC process P, which is the new code for a scope in r,
or a token no, notifying that no update is needed. P; P’ and P|P’ denote the
sequential and parallel composition of P and P’, respectively. Processes also fea-
ture assignment x = e of expression e to variable x, the process 1, that can only
successfully terminate, and the terminated process 0. We also have conditionals
if b {P} else {P’'} and loops while b {P}. Finally, we have two constructs
for scopes. Scope n : scope @r {P} roles {S} may occur only inside role r and
acts as coordinator to apply (or not apply) the update. The shorter version
n : scope @ {P} is used instead when the role is not the coordinator of the
scope. In fact, only the coordinator needs to know the set S of involved roles to
communicate which update to apply. Note that scopes are prefixed by an index
n. Indexes are unique in each role and are used to avoid interference between
different scopes in the same role.

3.1 Projection

Before defining the semantics of DPOCs, we define the projection of a DIOC
process onto DPOC processes. This is needed to define the semantics of updates at
the DPOC level. The projection exploits auxiliary communications to coordinate
the different roles, e.g., ensuring that in a conditional they all select the same
branch. To define these auxiliary communications and avoid interference, it is
convenient to annotate DIOC main constructs with unique indexes.

Definition 5 (Well-annotated DIOC). Annotated DIOC processes are obtained
by indexing every interaction, assignment, scope, and if and while constructs in
a DIOC process with a natural number n € N, resulting in the following grammar:

T:i=n:0":r(e) = ra(x) | ;T |Z|T' |1]0 | n:zer=e
| n:while ber {Z} | n: if ber {Z} else {Z'} | n : scope @r {Z}

A DIOC process is well-annotated if all its indexes are distinct.

Note that we can always annotate a DIOC process to make it well-annotated.
We now define the process-projection function that derives DPOC processes
from DIOC processes. Given an annotated DIOC process Z and a role s, the
projected DPOC process 7(Z, s) is defined by structural induction on Z in Table 3.
Here, with a little abuse of notation, we write roles(Z,Z") for roles(Z) U roles(Z").
We assume that operations o;, and variables z,, are never used in the projected
DIOC and we use them for auxiliary synchronisations. In most of the cases the
projection is trivial. For instance, the projection of an interaction is an output
on the sender role, an input on the receiver, and 1 on any other role. For a
conditional n : if ber {Z} else {Z'}, role r locally evaluates the guard and then
sends its value to the other roles using auxiliary communications. Similarly, in
a loop n : while ber {Z} role r communicates the evaluation of the guard to the
other roles. Also, after an iteration has terminated, role r waits for the other
roles to terminate and then starts a new iteration. In both the conditional and
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Table 3. Process-projection function 7

m(l,s) =1 m(0,s) =0
m(L;Z',s) =n(Z,s);m(Z';s) w(n:z@r=e,s) :{x:e ifs=r

1 otherwise

7(Z|Z',s) ==(Z,s) | (T, s)
o’ retors ifs=mr
a(n:o’ iri(e) = r2(x),s) =4 o :xfromr if s =1y
1 otherwise

m(n: if bor {Z} else {I'},s) =

if b {(II true tor'); m(Z,s)}

X
reroles(z,z/)\{r} On

else {(Hr'eroles(z I\ [r} oy : false tor'); w(Z',s)} ifs=r
oy Ty from 7 if my {7(Z, s)} else {w(Z',s)} if r € roles(Z,7') \ {s}
1 otherwise

m(n : while ber {Z},s) =

while b {(II,, roles(z)\{r} on
I

reroles(z)\{r} op
L /
H’r"EroleS(I)\{T} o0y, : false tor

s true to r'); (T, s);
from r'}; if s =

oy : xp, from r; )
while z,, {n(Z,s); o}, : ok to r;o}, : T, fromr} if s € roles(Z) \ {r}

1 otherwise
n : scope @r {n(Z,s)} roles {roles(Z)}if s — r
7(n: scope r {T},s) = { n: scope & {x(Z,s)} ifs € roles(Z)\ {1}

1 otherwise

the loop, indexes are used to choose names for auxiliary operations: the choice
is coherent among the different roles and interference between different loops or
conditionals is avoided.

There is a trade-off between efficiency and ease of programming that
concerns how to ensure that all the roles are aware of the evolution of the
computation. Indeed, this can be done in three ways: by using auxiliary com-
munications generated either ¢) by the projection (e.g., as for if and while con-
structs above) or if) by the semantics (as we will show for scopes) or ) by
restricting the class of allowed DIOCs (as done for sequential composition us-
ing connectedness for sequence). For instance, auxiliary communications for the
if ber {Z} else {2’} construct are needed unless one requires that r € {ry,r}
for each 11 — 7o € transl(Z) U transl(Z’). The use of auxiliary communications is
possibly less efficient, while stricter connectedness conditions leave more burden
on the shoulders of the programmer.

We now define the projection proj(Z, X'), based on the process-projection 7, to
derive a DPOC network from a DIOC process Z and a global state 2. We denote
with ||;er N; the parallel composition of networks N; for each i € I.
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Table 4. DPOC role semantics (excerpt)

[AssIGN]
lelr =v

(x=¢€1I)r N (1, 'v/z])r

[ONE] v [OuT-Up] e
(1,I)r — (0,1), (0?:Xt07"/,F)TM>(1,F)T

[OuT]
(IN] . o lelr =v
(07 1z from v/, I'); 2 (oew) B (z=v,1)r o7 (1) @11
(0" :etor’, Iy ——— (1,1,
[SEQUENCE] [SEQ-END]
(P,1), 2 (P T7), 54 (P.0)r s (P 1) Q1) 5 (@)
(PiQ. 1) 2 (P5Q.I7), (PiQ,1)r 2 Q' I):

[LEAD-UP]
T’ = freshindex(Z,n) roles(Z’) C S

(n: scope @r {P} roles {S},I'), EN
(I, es\{ry05, : T(T', i) to ry;m(T',7); Hpyes\{ry05, ¢ fromr, I')y

[LEAD-NoOUP]
(n: scope @r {P} roles {S},I'),
(Iy,e5\{ry0y, 1m0 tO 13; P; I c5\{ry05, : fromr;, I'),

no-up
Sy

(UP]

5 (—PHOr
(n: scope @' {P},I), M

(P';0f :oktor/,IN),

n

[NoUpr]
(n : scope @' {P},I'),

ok (+n0)@r’ ,
———— (P; 0}, :okto 7', I'),

Definition 6 (Projection). The projection of a DIOC process T with global
state X is the DPOC network defined by proj(Z, X) =||s¢roles(z) (T(Z,5), Xs)s

The technical report [8] shows the DPOC processes obtained by projecting the
DIOC for the Buying scenario in Listing 1.1 on buyer, seller, and bank.

3.2 DPOC Semantics

Definition 7 (DPOC Systems Semantics). The semantics of DPOC systems
is defined as the smallest LTS closed under the rules in Table 5 here and Table 7
in the companion technical report [8] (excerpt in Table /). Symmetric rules for
parallel composition have been omitted.

We use d to range over labels. The semantics in the early style. We comment
below on the main rules.

Rule [IN] receives a value v from role r" and assigns it to local variable x of .
Rules [OuT] and [OUT-UP] execute send and higher-order send actions, respec-
tively. The send evaluates expression e in the local state I'. In rule [ASSIGN],
[v/z] represents the substitution of value v for variable x.
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Table 5. DPOC system Semantics

(LiFT] [LiFr-Up]
N J N §+4T N z N T ted Tel [CHANGE—}JPDATES]
— ) # — Cznnece (I,N}I—><I',N>
(LN) = (LN (LN) = (LN")
[Sy~cH]

<I N> 07 (v)@rg:ry <I N,> <I N,,) o?(x<—u)@r1:r2 <I ‘/\/-,,,>
<I,NH N//> 0717‘1(“)—”“2(90) <I,Nl HN///>

[Syncu-UP]

<I,N> 07 (X)@ro:ry 0 (+X)Qry:rg

<I,Nl> <I,NH> <I,NH/>

o ir(X)=ra()
— Ty

(LN N7) (LN [|N™)

[EXT-PARALLEL] [EXT-PAR-END]

LAY B (LN p#y LAY L @AY (LN s (1N
(LN [IN") & (LN | N LN [N 5 (LN || N

Rule [LEAD-UP]| concerns the role r coordinating the update of a scope. Role
r decides which update to use. It is important that this decision is taken by the
unique coordinator r for two reasons. First, r ensures that all involved roles agree
on whether to update or not. Second, since the set of updates may change at any
time, the choice of the update inside I needs to be atomic, and this is guaranteed
using a unique coordinator. Role r transforms the DIOC Z into Z’ using function
freshindex(Z, n), which produces a copy Z’' of Z. In Z' the indexes of scopes are
fresh, which avoids clashes with indexes already present in the target DPOC.
Moreover, to avoid that interactions in the update interfere with (parallel) in-
teractions in the context, freshindex(Z,n) renames all the operations inside Z by
adding to them the index n. To this end we extend the set of operations without
changing the semantics. For each operation o’ we define extended operations of
the form n - o’. The coordinator r also generates the processes to be executed
by the roles in .S using the process-projection function 7. The processes are sent
via higher-order communications only to the roles that have to execute them.
Then, r starts its own updated code 7(Z’,r). Finally, auxiliary communications
are used to synchronise the end of the execution of the replaced process (here
denotes a fresh variable to store the synchronisation message ok). The auxiliary
communications are needed to ensure that the update is performed in a coordi-
nated way, i.e., the roles agree on when the scope starts and terminates and on
whether the update is performed or not.

Rule [LEAD-NOUP] instead defines the behaviour when the coordinator r
decides to not update. In this case, r sends a token no to each other involved
role, notifying them that no update is applied. End of scope synchronisation is
as above. Rules [UpP] and [NoUP] define the behaviour of the scopes for the other
roles involved in the update. The scope waits for a message from the coordinator.
If the content of the message is no, the body of the scope is executed. Otherwise,
it is a process P’ which is executed instead of the body of the scope.
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Table 5 defines the semantics of DPOC systems. We use 1 to range over DPOC
systems labels. Rule [LIFT] and [L1FT-UP] lift roles transitions to the system
level. [LIFT-UP]| also checks that the update Z is connected and in the set of
currently available updates I. Rule [SYNCH] synchronises a send with the cor-
responding receive, producing an interaction. Rule [SYNCH-UP] is similar, but
it deals with higher-order interactions. The labels of these transitions store the
information on the occurred communication: label o’ : r1(v) — 72() denotes an
interaction on operation o’ from role r; to role 7o where the value v is sent by
r1 and then stored by 7y in variable z. Label o7 : r1(X) — r2() denotes a similar
interaction, but concerning a higher-order value X. No receiver variable is spec-
ified, since the received value becomes part of the code of the receiving process.
Rule [EXT-PARALLEL] allows a network inside a parallel composition to com-
pute. Rule [EXT-PAR-END] synchronises the termination of parallel networks.
Finally, rule [CHANGE-UPDATES]| allows the set of updates to change arbitrarily.

We can now define DPOC traces.

Definition 8 (DPOC Traces). A (strong) trace of a DPOC system (I3, N7) is
a sequence (finite or infinite) of labels n1,ma,... with n; € {1,0° : r1(v) —
ro(x),0* 1 r(X) = 12(), v/, Z,no-up, I} such that there is a sequence of transi-
tions <I1,N1> n, <IQ,N2> By

A weak trace of a DPOC system (I, N1) is a sequence of labels 11,12, ... obtained
by removing all the labels corresponding to private communications, i.e. of the
form o* : ri(v) = ro(x) or o* : ri(X) — r2(), and the silent labels T, from a
trace of (I1,N1). Furthermore, all the extended operations of the form n - o’ are
replaced by o”.

Note that DPOC traces do not include send and receive actions. We do this
since these actions have no correspondence at the DIOC level, where only whole
interactions are allowed.

In the companion technical report [8] one can find a sample execution of the
DPOC obtained by projecting the DIOC for the Buying scenario in Listing 1.1.

4 Correctness

In the previous sections we have presented DIOCs, DPOCs, and described how
to derive a DPOC from a given DIOC. This section presents the main technical
result of the paper, namely the correctness of the projection. Correctness here
means that the weak traces of a connected DIOC coincide with the weak traces
of the projected DPOC.

Definition 9 (Trace Equivalence). A DIOC system (X, 1,Z) and a DPOC sys-
tem (I, N) are (weak) trace equivalent iff their sets of (weak) traces coincide.

Theorem 2 (Correctness). For each initial, connected DIOC process I, each
state X, each set of updates I, the DIOC system (X, 1,T) and the DPOC system
(I, proj(Z, X)) are weak trace equivalent.

Trace-based properties of the DIOC are inherited by the DPOC. Examples
include termination (see the technical report [8]) and deadlock-freedom.
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Definition 10 (Deadlock-freedom). An internal DIOC (resp. DPOC) trace is
obtained by removing transitions labelled I from a DIOC (resp. DPOC) trace. A
DIOC (resp. DPOC) system is deadlock-free if all its mazimal finite internal traces
have +/ as label of the last transition.

Intuitively, internal traces are needed since labels I do not correspond to activi-
ties of the application and may be executed also after application termination.
By construction initial DIOCs are deadlock-free. Hence:

Corollary 1 (Deadlock-freedom). For each initial, connected DIOC Z, state
XY, and set of updates I the DPOC system (I, proj(Z, X)) is deadlock-free.

Moreover, our DIOCs and DPOCs are free from races and orphan messages.
A race occurs when the same receive (resp. send) may interact with different
sends (resp. receives). In our setting, an orphan message is an enabled send
that is never consumed by a receive. Orphan messages are more relevant in
asynchronous systems, where a message may be sent, and stay forever in the
network, since the corresponding receive operation may never become enabled.
However, even in synchronous systems orphan messages should be avoided: the
message is not communicated since the receive is not available, hence a desired
behaviour of the application never takes place due to synchronization problems.

Trivially, DIOCs avoid races and orphan messages since send and receive are
bound together in the same construct. Differently, at the DPOC level, since all
receive of the form o’ : x from r1 in role 79 may interact with the sends of the
form o’ : e to 1y in role r1, races may happen. However, thanks to the correctness
of the projection, race-freedom holds also for the projected DPOCs.

Corollary 2 (Race-freedom). For each initial, connected DIOC Z, state X,
and set of updates I, if (I, proj(Z, X)) X5 .. £ (I, N), then in N two sends
(resp. receives) cannot interact with the same receive (resp. send).

As far as orphan messages are concerned, they may appear in infinite DPOC
computations since a receive may not become enabled due to an infinite loop.
However, as a corollary of trace equivalence, we have that terminating DPOCs
are orphan message-free.

Corollary 3 (Orphan Message-freedom). For each initial, connected DIOC

T, state X, and set of updates I, if (I,proj(Z, %)) X5 ... Y, (I',N), then N
contains no sends.

5 Related Works and Discussion

This paper presents an approach for the dynamic update of distributed ap-
plications. It guarantees the absence of communication deadlocks and races by
construction for the running distributed application, even in presence of updates
that were unknown when the application was started. More generally, the DPOC
is compliant with the DIOC description, and inherits its properties.
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The two approaches closest to ours we are aware of are in the area of mul-
tiparty session types [4-6,13], and deal with dynamic software updates [2] and
with monitoring of self-adaptive systems [7]. The main difference between [2]
and our approach is that [2] targets concurrent applications which are not dis-
tributed. Indeed, it relies on a check on the global state of the application to
ensure that the update is safe. Such a check cannot be done by a single role,
thus is impractical in a distributed setting. Furthermore, the language in [2] is
much more constrained than ours, e.g., requiring each pair of participants to
interact on a dedicated pair of channels, and assuming that all the roles not
involved in a choice behave the same in the two branches. The approach in [7] is
very different from ours, too. In particular, in [7] all the possible behaviours are
available since the very beginning, both at the level of types and of processes,
and a fixed adaptation function is used to switch between them. This difference
derives from the distinction between self-adaptive applications, as they discuss,
and applications updated from the outside, as in our case.

We also recall [10], which uses types to ensure safe adaptation. However, [10]
allows updates only when no session is active, while we change the behaviour of
running DIOCs. Our work shares with [18] the interest in choreographies compo-
sition. However, [18] uses multiparty session types and only allows static parallel
composition, while we replace a term inside an arbitrary context at runtime.

In principle, our update mechanism can be used to inject guarantees of free-
dom from deadlocks and races into existing approaches to adaptation, e.g., the
ones in the surveys [11,17]. However, this task is cumbersome, due to the huge
number and heterogeneity of those approaches, and since for each of them the in-
tegration with our techniques is far from trivial. Nevertheless, we already started
it. Indeed, in [9], we apply our technique to the adaptation mechanism described
in [14]. While applications in [14] are not distributed and there are no guarantees
on the correctness of the application after adaptation, applications in [9], based
on the same adaptation mechanisms, are distributed and free from deadlocks
and races by construction.

Furthermore, on the website [1], we give examples of how to integrate our
approach with distributed [20] and dynamic [23] Aspect-Oriented Programming
(AOP) and with Context-Oriented Programming (COP) [12]. In general, we
can deal with cross-cutting concerns like logging and authentication, typical of
AQOP, viewing pointcuts as empty scopes and advices as updates. Layers, typical
of COP, can instead be defined by updates which can fire according to contextual
conditions. We are also planning to apply our techniques to multiparty session
types [4-6,13]. The main challenge here is to deal with multiple interleaved
sessions. An initial analysis of the problem is presented in [3].
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Abstract. We define complete type reconstruction algorithms for two type sys-
tems ensuring deadlock and lock freedom of linear m-calculus processes. Our
work automates the verification of deadlock/lock freedom for a non-trivial class
of processes that includes interleaved binary sessions and, to great extent, multi-
party sessions as well. A Haskell implementation of the algorithms is available.

1 Introduction

Type systems help finding potential errors during the early phases of software devel-
opment. In the context of communicating processes, typical errors are: making invalid
assumptions about the nature of a received message; using a communication channel
beyond its nominal capabilities. Some type systems are able to warn against subtler
errors, and sometimes can even guarantee liveness properties as well. For instance, the
type systems presented in [18] for the linear m-calculus [14] ensure well-typed pro-
cesses to be deadlock and lock free. Such stronger guarantees come at the cost of a
richer type structure, hence of a greater programming effort, when programmers are
supposed to explicitly annotate programs with types. In this respect, type reconstruc-
tion becomes a most wanted tool in the programmer’s toolkit: type reconstruction is the
procedure that automatically synthesizes, whenever possible, the types of the entities
used by a program; in particular, the types of the channels used by a communicating
process. In the present work, we describe type reconstruction algorithms for the type
systems presented in [18], thereby automating the static deadlock and lock freedom
analysis for a non-trivial class of communicating processes.

A deadlock is a configuration with pending communications that cannot complete.
A paradigmatic example of deadlock modeled in the 7-calculus is illustrated below

(va,b) Ca?(x).b'x | b?(y) .a'y) (1.1)

where the input on a blocks the output on b, and the input on b blocks the output on a.
The key idea used in [18] for detecting deadlocks, which is related to earlier works by
Kobayashi [11,13], is to associate each channel with a number — called level — specify-
ing the relative order in which different channels should be used. In (1.1), this mech-
anism requires a to have smaller level than b in the left subprocess, and greater level
than b in the right one. Since no level assignment can simultaneously satisfy both re-
quirements, (1.1) is flagged as ill typed. This mechanism does not prevent locks, namely
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configurations where some communication remains pending although the process as a
whole can make progress. A deadlock-free configuration that is not lock free is

(va) (xc?(x).c'x | cla | a'42) (1.2)

where the communication pending on a cannot complete. There are no interleaved com-
munications on different channels in (1.2), therefore the level-based mechanism spots
no apparent issue. The idea put forward in [18] to reject (1.2) is to also associate each
channel with another number — called ticket — specifying the maximum number of times
the channel can travel in a message. With this mechanism in place, (1.2) is ill typed be-
cause a would need an infinite number of tickets to travel infinitely many times on c.

Finding appropriate level and tickets for the channels used by a process can be diffi-
cult. We remedy to such difficulty with three contributions. First, we develop complete
type reconstruction algorithms for the type systems in [18] so that appropriate level and
tickets are synthesized automatically, whenever possible. The linear -calculus [14], for
which the type systems are defined, can model a variety of communicating systems with
both static and dynamic network topologies. In particular, binary sessions [5] and, to a
large extent, also multiparty sessions [18, technical report], can be encoded in it. Sec-
ond, we purposely use a variant of the linear r-calculus with pairs instead of a polyadic
calculus. While this choice has a cost in terms of technical machinery, it allows us to
discuss how to deal with structured data types, which are of primary importance in con-
crete languages but whose integration in linear type systems requires some care [19].
We give evidence that our algorithms scale easily to other data types, including dis-
joint sums and polymorphic variants. Third, we present the algorithms assuming the
existence of type reconstruction for the linear 7-calculus [9,19]. This approach has two
positive upshots: (1) we focus on the aspects of the algorithms concerning deadlock
and lock freedom, thereby simplifying their presentation and the formal study of their
properties; (2) we show how to combine in a modular way increasingly refined type
reconstruction stages and how to address some of the issues that may arise in doing so.

In what follows we review the linear m-calculus with pairs (Section 2) and the type
systems for deadlock and lock freedom of [18] (Section 3). Such type systems are un-
suitable to be used as the basis for type reconstruction algorithms. So, we reformulate
them to obtain reconstruction algorithms that are both correct and complete (Section 4).
Then, we sketch an algorithm for solving the constraints generated by the reconstruction
algorithms (Section 5) We conclude presenting a few benchmarks, further connections
with related work, and directions of future research (Section 6).

The algorithms have been implemented and integrated in a tool for the static anal-
ysis of m-calculus processes. The archive with the source code of the tool, available at
the page http://di.unito.it/hypha, includes a wide range of examples, of which we can
discuss only one in the paper because of space constraints.

2 The Simply-Typed Linear 7-calculus with Pairs

The process language we work with is the asynchronous m-calculus extended in two
ways: (1) we generalize names to expressions to account for pairs and other data types;
(2) we assume that names are explicitly annotated with simple types possibly inferred in
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a previous reconstruction phase (“simple” means without level/ticket decorations). We
annotate free names instead of bound names because, in a behavioral type system, each
occurrence of a name may be used according to a different type. Typically, two distinct
occurrences of the same linear channel are used for complementary I/O actions. We use

m, n, ... to range over integer numbers; we use sets of variables x, y, ... and channels
a, b, ...; names u, v, ... are either channels or variables; we let polarities p, q, ...
range over subsets of {?,!}; we abbreviate {7} with 7, {!} with !, and {7, !} with #.
Processes P, Q, ..., expressions e, f, ..., and simple typest, s, ... are defined below:
Process PQ == 0| e?).P |e!f | PIQ | (Va)P | *P
Expression e,f == n|u | (e, | £st(e) | snd(e)
Simple type t,s == int | plel | plr]™ | txs

Expressions include integer constants, names, pairs, and the two pair projection oper-
ators st and snd. Simple types are the regular, possibly infinite terms built using the
rightmost productions in grammar above and include the type int of integers, the type
p[#] of linear channels to be used according to the polarity p and carrying messages
of type t, the type p[¢]1* of unlimited channels to be used according to the polarity p
and carrying messages of type ¢, and the type ¢ X s of pairs whose components have re-
spectively type f and s. Recall that linear channels are meant to be used for one commu-
nication, whereas unlimited channels can be used any number of communications. We
require every infinite branch of a type to contain infinitely many occurrences of channel
constructors. For example, the term ¢ satisfying the equation t = 7 [¢] is a valid type
while the one satisfying the equation ¢ = ¢ X int is not. We impose this requirement to
simplify the formal development, but it can be lifted (for example, the implementation
supports ordinary recursive types such as lists and trees).

Since we are only concerned with type reconstruction, we do not give an operational
semantics of the calculus. The interested reader may refer to [14,19] for generic prop-
erties of the linear m-calculus and to [18] for the formalization of (dead)lock freedom.
We conclude this section with a comprehensive example that is representative of a class
of processes for which our type systems are able to prove deadlock and lock freedom.

Example 2.1 (full duplex communication). The term
*c?7(x) . (va) (fst)la | sndX)?7() .ct(a,y) ) | ctle,f) | c!(f,e)

(where we have omitted simple type annotations) models a system composed of two
neighbor processes connected by channels e and f. The process spawned by c! (e, f)
uses e for sending a message to the neighbor. Simultaneously, it waits on f for a mes-
sage from the neighbor. The process spawned by ¢! (f,e) does the opposite. Each ex-
changed message consists of a payload (omitted) and a continuation channel on which
subsequent messages are exchanged. Above, each process sends and receives a fresh
continuation a. Once the two communications have been performed, each process iter-
ates with a new pair of corresponding continuations. |

3 Type Systems for Deadlock and Lock Freedom

In this section we review the type systems ensuring deadlock and lock freedom [18] for
which we want to define corresponding reconstruction algorithms. Both type systems
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rely on refined linear channel types of the form p [t]), where the decorations n and m
are respectively the level and the tickets of a channel with this type. Intuitively, levels are
used for imposing an ordering on the input/output operations performed on channels:
channels with lower level must be used before channels with higher level; tickets limit
the number of “travels” for channels: a channel with m tickets can be sent at most m
times in a message. From now on, we use T, S, ... to range over types, which have
the same structure and constructors as simple types, but where linear channel types are
decorated with levels and tickets. We write | T'| for the stripping of T, namely for the
simple type obtained by removing all level and ticket decorations from 7. For example,
|?[int X ! [int]” 1" | =7 [int x ! [int]]". Note that | -] is a non-injective function.

We need some auxiliary operators. First, we extend the notion of level from channel
types to arbitrary types. The level of a type T, written |T|, is an element of the set
ZU{L, T} ordered in the obvious way and formally defined thus:

1 ifT=plS1*and?€p

e n. %fT:p[S]ﬁ, and p # 0 3.1
m1n{|T1\,|T2|} lfT:Tl XT2
T otherwise

As an example, we have |int x ?[![int]}])| = min{|int|,|?7[! [int] 1|}
= min{T,0} = 0. Intuitively, the level of T measures the inverse urgency for using
values of type T in order to ensure (dead)lock freedom: the lowest level (and highest
urgency) L is given to unlimited channels with input polarity, for which we want to
guarantee input receptiveness; finite levels are reserved for linear channels; the highest
level (and lowest urgency) T is given to values such as numbers or channels with empty
polarity whose use is not critical as far as (dead)lock is concerned. Note that |T'| is well
defined because every infinite branch of 7' has infinitely many channel constructors.

We also need an operator to shift the topmost levels and tickets in types. We define

_[ps2 ik if 7= plS1)
$Z,T = ($lrln T]) X ($lrln T2) if T = T] X T2 (32)
T otherwise

so that, for example, we have $% (int x ?[! [int] (1)] 8) =int x ?[! [int] (1)] %

Next, we define an operator for combining the types of different occurrences of the
same object. If an object is used according to type T in one part of a process and
according to type S in another part, then it is used according to the type T + S overall,
where T + S is inductively defined thus:

int if T=8=int
(i +81)x (T +82) ifT=T xTyandS=S, xS,

T+S=S (pUq)lT1],, if T =pl[T1}andS=¢q[T1} and png=10
(puq)[T1* if T=plT]"and S =q[T]"

undefined otherwise
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Table 1. Typing rules for the deadlock-free (k = 0) and lock-free (k = 1) linear m-calculus

Typing rules for expressions Fe:t
[T-INT] [T-NAME]
r r
['-n:int un(T) F,u:TI—uLTJ:Tun()
[T-PAIR] . [T-FST] [T-SND]
F,-l—e,-:T,-(’:LD le:TxS l-e:T xS
un(S un(T)
N+NLE(er,e):T1 xTh N-fst(e): T 'k snd(e) : S
Typing rules for processes I P
[T-IN] [T-oUT]
Nte:?2[T1} D, x:$0T i P Nte: [T} DEf$T
: ARG | 1Y : mo 2
I"]Jrl"z}—ke?(x),P F1+l"2}—ke!f
[T-IN*] [T-0UT*]
MbEe:?[T1* D,x: Tk P ket [T]* DEf$T
: 2 T un(n) : 2 <
F]+F2}—k*e?(x).P F]+F2}—ke!f
[T-PAR] [T-NEW] [T-NEW*]
[T-IDLE] ( I }_k P 3 }_k 0 l",a c#[T] Zl }_k P l",a C#[T] * '_k P
n
reo M+ PO I (va)P I (va) P

Type combination is partial and is only defined when the combined types have the
same structure. In particular, channel types can be combined only if they have equal
message types; linear channel types can be combined only if they have disjoint polarities
and equal level. Also, the combination of two channel types has the union of their
polarities and, in the case of linear channels, the sum of their tickets. For example, a
channel that is used both with type ?[int]? and with type ! [int]9 is used overall
according to the type ? [int]{ + ! [int]) = #[int]}.

Lastly, we define type environments T, ... as finite maps from names to types written
uy:Th,...,uy : Ty As usual, dom(T") is the domain of " and I'}, T, is the union of 'y and
I when dom(T;) Ndom(T,) = 0. We extend type combination to type environments:

M+ EN,D if dom(T'y) Ndom(L) = 0
(Mu:T)+(Tu:S) = (M +N),u:T+S

We let |T'| = min{|T'(u)| | u € dom(I")} be the level of a type environment, we write
un(T") if [T| = T and un(T") if un(T") and T" has no top-level linear channel types. Note
that un(T") is strictly stronger than un(T"). For example, if I' = x : int x @[int]] we
have un(T") but not un(T") because I'(x) has a top-level linear channel type.

The type systems for deadlock and lock freedom are defined by the rules in Table 1
deriving judgments I' - e : T for expressions and I" F; P for processes. The type system
for deadlock freedom is obtained by taking k = 0, whereas the type system for lock
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freedom is obtained by taking k = 1 and restricting all levels in linear channel types to
be non negative. We illustrate the typing rules as we work through the typing deriva-
tion of the replicated process in Example 2.1. The interested reader may refer to the
implementation or [18] for more examples and detailed descriptions of the rules.

Let T and S be the types defined by the equations 7 = ! [S]8 x? [S]8 and § =7 [S] %
We build the derivation bottom up, from the judgment stating that the whole process is
well typed. Since the process is a replicated input, we apply [rin#] thus:

c:?2[T1* " Fc:2[T]1* c: ' [T, x: Tk (va) (fst(x) 'a | snd(x)?(y).c' (a,y))
c:#[T1" Fy *c?(x).(va) (fst (x) 'a | snd(x)?(¥).c! (a,y))

In applying this rule we have I'; = ¢ : ! [T]1" so the side condition un(T3) of i+
is satisfied: since a replicated input process is permanently available, its body cannot
contain any free linear channel except those possibly received through the unlimited
channel. The side condition un(I), which is stronger than simply un(I;), makes sure
that a replicated input process does not contain linear channels and therefore is level
polymorphic. We will see a use of this feature at the very end of the derivation. The
continuation of the process gains visibility of the message x with type T and is a re-
striction of a linear channel a. Hence, the next step is an obvious application of [t-NEw]:

c:'[T1*x:T,a: #[S]_% Fifst)talsnd()? () .c! (a,y)

c: ' [T1*,x: T+ (va) (fst(x)'a | snd(x)? () .c! (a,y)) (3-3)

We guess level 1 and 3 tickets for a. The rationale is that a is a continuation channel
that will be used after the channels in x, which have level 0, so a must have strictly
positive level. Also, in Example 2.1 the channel a travels three times. At this point the
typing derivation forks, for we deal with the parallel composition of two processes.
This means that we have to split the type environment in two parts, each describing the
resources used by the corresponding subprocess in (3.3). We have I' =T} + I, where

= x: 1 [S1Gx 00810, a: 7[S1)

FEc: [T1*,x:T,a: #[S1}
‘ FEERS e T, 1 00819 % 20810, a ;1 [S]]

Observe that T" is split in such a way that: ¢ only occurs in I';, because it is only used
in the right subprocess in (3.3); in each subprocess, the unused linear channel in the
pair x is given empty polarity; the type of the continuation a has input polarity (and 2
tickets) in '] and output polarity (and 1 ticket) in ;. The type of @ in T is the same as
$‘1) S, and we use the latter form from now on. We complete the typing derivation for the
left subprocess in (3.3) using I'} and applying [r-out]:

x:VIS1O X OLSI)F £5t() : 1 [S1)  a:$0Ska:$)s

0<|$)S|=1
X1 IS19%x00810,a: $0S - £5t(x) ta %151

The side condition 0 < 1 ensures that the message has higher level than the channel
on which it travels, according to the intuition that the message can only be used after
the communication has occurred and the message has been received. In this case, the
level of £st(x) is O that is smaller than the level of @, which is 1. Shifting the tickets
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from the type of a consumes one of its tickets, meaning that after this communication a
gets closer to the point where it must be the subject of a communication.
Concerning the right subprocess in (3.3), we use I above and apply (- to obtain

x:0[S1) x ?[S1)Fsnd(x) : 2081 c: ' [T1%a: ' [S1),y: Sk c!(a,y) 0

¢ VITT*,x: 00819 x 2[819,a: 1 [S1] Fy snd(x) 7 (y).c! (a,y) <1

The side condition 0 < 1 checks that the level of the linear channel used for input is

smaller than the level of any other channel occurring free in the continuation of the pro-

cess. In this case, ¢ has level T because it is an unlimited channel with output polarity,

whereas a has level 1. To close the derivation we must type the recursive invocation of
c. We do so with an application of [r-our+]:

¢V [T1*Fe: ' [T1*  a: ![S]%,y:SI—(a,y):$}TL<1
c:'[T1*,a:'[S1],y: Sk c! (a,y)

The side condition L < 1 ensures that no unlimited channel with input polarity is
sent in the message. This is necessary to guarantee input receptiveness on unlimited
channels. There is a mismatch between the actual type ${ T and the expected type T of
the message. The shifting on the tickets is due, once again, to the fact that 1 ticket is
required and consumed for the channels to travel. The shifting on the levels realizes a
form of level polymorphism whereby we are allowed to send on c a pair of channels with
level 1 even if ¢ expects a pair of channels with level 0. This is safe because we know,
from the side condition of [-1n#], that the receiver of the message does not own any linear
channel except those possibly contained in the message itself. Therefore, the exact level
of the channels in the message is irrelevant, as long as it is obtained by shifting of the
expected message type. Level polymorphism is a key distinguishing feature of our type
systems that makes it possible to deal with non-trivial recursive processes.

4 Type Reconstruction

We now face the problem of defining a type reconstruction algorithm for the type sys-
tem presented in the previous section. The input of the algorithm is a process P where
names are explicitly annotated with simple types, possibly resulting from a previous
reconstruction stage [9,19]. Notwithstanding such explicit annotations, the typing rules
in Table 1 rely on guesses concerning (i) the splitting of type environments, (ii) lev-
els and tickets that decorate linear channel types, and (iii) how tickets are distributed
in combined types. We address these issues using standard strategies. Concerning (i),
we synthesize type environments for expressions and processes by looking at the free
names occurring in them. Concerning (ii) and (iii), we proceed in two steps: first, we
transform each simple type ¢ in P into a type expression T that has the same structure
as t, but where we use fresh level and ticket variables in every slot where a level or
a ticket is expected; we call this transformation dressing. Then, we accumulate (rather
than check) the constraints that these level and ticket variables should satisfy, as by the
side conditions of the typing rules (Table 1). Finally, we look for a solution of these
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constraints. It turns out that the accumulated constraints can always be expressed as an
integer programming problem for which there exist dedicated solvers.

There is still a subtle source of ambiguity in the procedure outlined so far. We have
remarked that stripping is a non-injective function, meaning that different types may be
stripped to the same simple type. For example, if we take T = 7 [T] % and S ="7[T1] 8 we
have |T | = | S| = s where s = 7 [s]. Now, if we were to reconstruct either 7 or S from
s, we would have to dress s with level and ticket variables in every slot where a level
or a ticket is expected. But since s is infinite, such dressing is not unique. For example,
T=7[T]) and S =7[T] ZZZ are just two of the infinitely many possible dressings of
s with level and ticket variables: in T we have used two distinct variables 1; and 6,
one for each slot; in S we have used four. The problem is that from the dressing T we
can only reconstruct 7', by taking 17y = 8; = 1, whereas from the dressing S we can
reconstruct both 7' (by assigning all variables to 1) as well as S, by taking n; = 6; =1
and 1, = 6, = 0. This means that the choice of the number of integer variables we
use in dressing (infinite) simple types constrains the types that we can reconstruct from
them, which is a risk for the completeness of the type reconstruction algorithms. To
cope with this issue, we dress simple types lazily, only to their topmost linear channel
constructors, and we put fresh type variables in place of message types, leaving them
undressed. It is only when the message is used that we (lazily) dress its type as well.
The introduction of fresh type variables for message types means that we redo part of
the work already carried out for reconstructing simple types [19]. This appears to be
an inevitable price to pay to have completeness of the type reconstruction algorithms,
when they build on top of (instead of being performed together with) previous stages.

To formalize the algorithms, we introduce countable sets of type variables o, B and
of integer variables 1, 0; type expressions and integer expressions are defined below:

Type expression T,S == int | o | p[T]’T1 | p[T1* | TxS
Integer expression Ae,t = n|n|ete|e—¢

Type expressions differ from types in three ways: they are always finite, they have
integer expressions in place of levels and tickets, and they include type variables o
denoting unknown types awaiting to be lazily dressed. Integer expressions are linear
polynomials of integer variables.

We say that T is proper, written prop(T), if all the type variables in T are guarded by
a channel constructor. For example, both int and p [o]* are proper (all type variables
occur within channel types), but ¢ and int x o are not. Since the level and tickets
of a type expression are solely determined by its top-level linear channel constructors,
properness characterizes those type expressions that are “sufficiently dressed” so that it
is possible to extract their level and to combine them with other type expressions, even
if these type expressions contain type variables.

We now revisit and adapt all the auxiliary operators and notions defined for types to
type expressions. Recall that the level of T is the minimum level of any topmost linear
channel type in T, or L if T has a topmost unlimited channel type with input polar-
ity. Since a type expression T may contain unevaluated level expressions, we cannot
compute a minimum level in general. However, a quick inspection of Table 1 reveals
that minima of levels always occur on the right hand side of inequalities, and an in-
equality like n < min{m; | i € I'} can equivalently be expressed as a set of inequalities
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{n < mj; | i € I'}. Following this observation, we define the level |T| of a proper type
expression T as the set of level expressions that decorate the topmost linear channel
types in T, and possibly the element L. Formally:

{1} ifT=p[S]1*and?€p

T {2} if T=p[S1%* and p #0 @
[T |U[T,] fT=T;xT,
0 otherwise

We write un(T) if |T| = 0, in which case T denotes an unlimited type. Shifting for
proper type expressions is defined just like for types, except that we symbolically record
the sum of level/ticket expressions instead of computing it:

[ Teps
SPTES ST X($2Ty) ifT=T;xT, (4.2)
T otherwise

Because type expressions may contain type and integer variables, we cannot deter-
mine a priori whether the combination of two type expressions is possible. For instance,
the combination of 7 [T] %11 and ! [S] /}22 is possible only if T and S denote the same type
and if 4, and A, evaluate to the same level. We cannot check these conditions right away,
when T, S and the level expressions contain variables. Instead, we record these condi-
tions into a constraint. Constraints ¢, ... are conjunctions of type constraints T =S
(equality relations between type expressions) and integer constraints € < €' (inequality
relations between integer expressions). Formally, their syntax is defined by

Constraint Q@ == true | T=T | e<e | oA@

We write € < & in place of e +1 < € and € = € in place of € < ' A€ < g, if
& = {&}ics is a finite set of integer expressions, we write € < & for the constraint
Nier € < &; finally, we write dom(¢) for the set of type expressions occurring in ¢.

The combination operator T US for type expressions returns a pair R; ¢ made of the
resulting type expression R and the constraint ¢ that must be satisfied for the combina-
tion to be possible. The definition of L mimics exactly that of + in Section 3, except
that all non-checkable conditions accumulate in constraints:

int ; true if T=intand S = int
(pUQITIE s T'=S'AA=2" if T=p[T1}andS=q[S1%
_ and pNg=0
TUS= (pug) [Tl ;T =9 if T=p[T'1"and S =¢q[S']"
Ry x Ry I WAN )] ifT=T;xTrandS=S5; xS,
and T;US; = R;i; ¢
undefined otherwise

Like type combination, also LI is a partial operator: T US is undefined if T and S
are structurally incompatible (e.g., if T = int and S = p[int]*) orif T and S are not
proper. When T LS is defined, though, the resulting type expression is always proper.
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We use A, ... to range over type expression environments (or just environments,
for short), namely finite maps from names to type expressions, and we inherit all the
notation introduced for type environments. We let |A| = Usedom(a) [A(u)| and write
un(A) if |A| = 0 and A has no top-level linear channel type in its range. By now, the
extension of LI to environments is easy to imagine: when defined, A} U A, is a pair
A; @ made of the resulting environment A and of a constraint ¢ that results from the

combination of the type expressions in A and A,. More precisely:

A UAY = ApLA; ; true if dom(A;) Ndom(A;) =0
(A, u:T)U(Apu:S) = Au:R;oNQ ifAjUA=A;0and TUS =R; ¢’

The last notion we need to formalize, before introducing the reconstruction algo-
rithms, is that of dressing. Dressing a simple type r means placing fresh integer vari-
ables in the level/ticket slots of t. Formally, we say that T is a dressing of t if t T T is
inductively derivable by the following rules which pick globally fresh variables:

o fresh o, 1, 6 fresh T, =12

int 1 int N N
plt1* 1 plod pltl tpled] nxntTixTy

Note that the decoration of # with fresh integer variables stops at the topmost channel
types in ¢ and that message types are left undecorated. By definition, the dressing of a
simple type is always a proper type expression.

We can now present the type reconstruction algorithms, defined by the rules in
Table 2. The rules in the upper part of the table derive judgments of the forme: T »
A; @, stating that e has type T in the environment A if the constraint ¢ is satisfied. The
expression e is the only “input” of the judgment, while T, A, and ¢ are synthesized
from it. There is a close correspondence between these rules and those for expressions
in Table 1. Observe the use of LI where + was used in Table 1, the accumulation of con-
straints from the premises to the conclusion of each rule and, most notably, the dressing
of the simple type that annotates « in [1-~ame]. Type expressions synthesized by the rules
are always proper, so the side conditions in [i-rst] and [1-snp] can be safely checked.

The rules in the lower part of the table derive judgments of the form P »; A; @,
stating that P is well typed in the environment A if the constraint ¢ is satisfied. The
parameter k plays the same role as in the type system (Table 1). The process P and the
parameter k are the only “inputs” of the judgments, and A and ¢ are synthesized from
them. All rules except [1-weak] have a corresponding one in Table 1. Like for expressions,
environments are combined through L and constraints accumulate from premises to
conclusions. We focus on the differences with respect to the typing rules.

In rule [r-v1, the side condition verifies that the level of the channel e on which an
input is performed is smaller than the level of any channel used for typing the con-
tinuation process P. This condition can be decomposed in two parts: (1) no unlimited
channel with input polarity must be in P; this condition is necessary to ensure input
receptiveness on unlimited channels in the original type system [18] and is expressed
in (v as the side condition L ¢ |A,|, which can be checked on type expressions en-
vironments directly; (2) the level of e must satisfy the ordering with respect to all the
linear channels in P; this is expressed in [1-iv] as the constraint A < |A;|, where A is the
level of e. The same side condition and constraint are found in -our].
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Table 2. Type reconstruction rules for expressions and processes

Reconstruction rules for expressions e:TrAQ
[1-INT] [1-PAIR] . |
e Tiw Ay =12
1 1 1 (pl A] qu _ A’ q03
n:int » 0;true (e1,€) : Ti xTo > A; Aj<i<3 @i
[I-NAME] [1-FST] [1-SND]
e: TxSpA; e: TxSpA,;
, 1T ? uns) ? un(m
u' T wu:T;true fst(e) : Tr» A snd(e) :S» A
Reconstruction rules for processes Py Ao
[I-WEAK] [I-IDLE] [1-PAR] )
Py Aje un(T) Pivy Ay =12)

AUA; = A
PriAu:Tip pop(T)  OmOitrue PPy ANz 2 P

[1-IN]
e:?2[T12 Ay Py D0,x:S;; L&A
e?(xX).P oy AZ/\]gigafpi/\T:$6AS/\l <|A;] ALUAy = A3

[1-oUT] [I-NEW]

e:![T]%bAl;(pl f:Se Ay L &|As PbkA,a:#[T]%;(p
e A\ cics AT =871 SAL < [Ag] B1UB2 =413 (va)Pwy As @
[1-IN*]

e ?[TI" > Azt P y,x:Si¢0 un(Ay)
*e? (X) P As\j<ic3 iNT =S ArUA; = A3

[-OUT*] A [1-NEW*]
T M AL F:SwAsioy Xi‘Aﬂ Ao PriAa:#[T1%0
_ 1 2 = 4]
e AN icia AT =8S  pech (Va) Py Ao

In (171, [T-out], and [r-out#], shifting is used for updating message levels, consuming
tickets, and realizing level polymorphism. In rules [i-iv], [1-out], and p-our*], analogous
shiftings are performed on type expressions, except that they are inverted and recorded
in constraints. For example, when typing the continuation P of a process e? (x).P us-
ing [tv], if e has type ? [T}, then the type of x is required to be $;7. In the recon-
struction algorithm, we record this requirement as the constraint T = § A S, where S
is the type synthesized for x in P. We invert the shifting because shifting is defined
only on proper type expressions, and in p-in] (and the other rules mentioned) only S is
guaranteed to be proper, while T in general is not.

Finally, note that [-weak] has no correspondent rule in Table 1. This rule is neces-
sary because the premises of [1-in], [-iv#], [1-New], and [-new+] assume that bound names
occur in their scope. Since type environments are generated by the algorithm as it
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works through an expression or a process, this assumption may not hold if a bound
name is never used in its scope. Naturally, the type T of an unused name must be
unlimited, whence the constraint un(T). We also require T to be proper, to preserve the
invariant that all environments synthesized by the algorithms have proper types. In prin-
ciple, n-weak] makes the rule set in Table 2 not syntax directed, which is a problem if we
want to consider this as an algorithm. In practice, the places where 1-weak] may be nec-
essary are easy to spot (in the premises of all the aforementioned rules for the binding
constructs). What we gain with [1-weak] is a simpler presentation of the rules.

To state the properties of the reconstruction algorithm, we need a notion of con-
straint satisfiability. A variable assignment ¢ is a map from type/integer variables to
types/integers. We say that o covers X if o provides assignments to all the type/integer
variables occurring in X, where X may be a constraint, a type/integer expression, or an
environment. When o covers X, the application of ¢ to X, written X, substitutes all
type/integer variables according to ¢ and evaluates all integer expressions in X. When
o covers ¢, we say that o satisfies ¢ if ¢ F ¢ is derivable by the rules:

!/

o F true oFET=S oT=05 oFe<¢ o€ = ot CEQIAP

Whenever we apply an assignment o to a set of type expressions in reference to a
derivation that is parametric on k, we will implicitly assume that all integer expressions
in ticket slots evaluate to non-negative integers and that, if k = 1, all integer expres-
sions in level slots evaluate to non-negative integers. The value of k and the set of type
expressions will always be clear from the context.

The reconstruction algorithm is correct, namely each derivation obtained through the
algorithm such that the resulting constraint is satisfiable corresponds to a derivation in
the type system:

Theorem 4.1 (Correctness). If P »; A; ¢ and 6 = ¢ and o covers A, then cA & P.

The algorithm is also complete, meaning that if there exists a typing derivation for the
judgment I" -, P, then the algorithm is capable of synthesizing an environment A from
which I" can be obtained by means of a suitable variable assignment:

Theorem 4.2 (Completeness). If " |-, P, then P »; A; @ for some A, @, and ¢ such
that 6 E @ and T’ = oA.

Note that the above results do not give any information about how to verify whether
there exists a ¢ such that o = ¢ and, in this case, how to find such o. These problems
will be addressed in Section 5. We conclude this section showing the reconstruction
algorithm at work on the replicated process in Example 2.1.

Example 4.1. Below is the replicated process in Example 2.1, where we have numbered
and named the relevant rules used by the algorithm as it visits the process bottom-up,
left-to-right:

(4) [1-PAR]
*c?(x) . (va) (fst(x) 'a | snd(x)?(y) .c! (a,y))

[ —

N
(5) [1-1N*] (1) [1-ourt] (3) [1-1N] (2) [1-out*]
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Table 3. Type environment and constraints generated for the process in Example 2.1

i c X a y Constraint

(1) loylg x0Lonl ?los]g) o =7Lo] g Am <

(2) ' [oul* 'osly 7loel g ou=Los]y ) x 7 Lol g M

3) 0Ly x 7 Lol o = 7Lagl g ™ Amg <15

) lonly g x 7Lonl o #los1g) o 0 =07 N0y = 0g\03 = 05
AM=MAM=NgAN3 =15

(5) #[aw] * o9 =! [(Xl]gll+97 x ?[on] g:2+9x
N0y = 0y

Table 4. Constraint entailment rules

[S-LEVEL] [S-TICKET]

0r10< A p[T1% € dom(p) oh0< 7 p[T1% € dom(p)
[S-CONJ] [S-SYMM] [S-TRANS]
ie 1,2} ok, T=S o T=R oHR=S
AP pES=T o T=S
[s-CHAN] [S-CHAN*] [S-PAIR]
@i p[T1H = p[S12 @ p[TI*=pIS1*  oH TixT2 =5 xS,
O T=SAL =hAT =1 o, T=S o TI=S1AT,=5;

Each subprocess triggers one rule of the reconstruction algorithm which synthesizes
a type environment and possibly generates some constraints. Table 3 summarizes the
parts of the environments and the constraints produced at each step of the reconstruction
algorithm with parameter k. We have omitted the step concerning the restriction on a,
which just removes a from the environment and introduces no constraints. |

5 Constraint Solving

We sketch an algorithm that determines whether a constraint ¢ is satisfiable and, in
this case, computes an assignment that satisfies it. The presentation is somewhat less
formal since the key steps of the algorithm are instances of well-known techniques.
The algorithm is structured in three phases, saturation, verification, and synthesis.

The constraint ¢ produced by the reconstruction algorithm does not necessarily men-
tion all the relations that must hold between integer variables. For example, the con-
straint N3 — 11 = Ng — Ng A\ 63 — k = 6 is implied by those in Table 3, but it appears
nowhere. Finding all the integer constraints entailed by a given @, regardless of whether
such constraints are implicit or explicit, is essential because we use an external solver
for solving them. The aim of the saturation phase is to find all such integer constraints.
Table 4 defines an inference system for deriving entailments @ b, ¢’. The parameter k
plays the same role as in the type system. Rules [s-Lever] and [s-ricker] introduce non-
negativity constraints for integer expressions that occur in level and ticket slots; level
expressions are required to be non-negative only for lock freedom analysis, when k = 1;
rule [s-cons] decomposes conjunctions; rules [s-symm] and [s-Trans] compute the symmet-
ric and transitive closure of type equality; finally, [s-cuan], [s-cnan#], and [s-paIr] State
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expected congruence rules. We let ¢ = Norror ¢'. Clearly ¢ can be computed in finite
time and is satisfiable by the same assignments as (i.e., it is equivalent to) ¢.

The verification phase checks whether @ is satisfiable and, in this case, computes an
assignment oy, that satisfies the integer constraints in it. In ¢ all the integer constraints
are explicit. These are typical constraints of an integer programming problem, for which
it is possible to use dedicated (complete) solvers that find a o;,, when it exists (our
tool supports GLPK! and 1psolve?). When this is the case, the type constraints in @
are satisfiable if, for each type constraint of the form T =S, either T or S are type
variables, or T and S have the same topmost constructor, i.e. they are either both int,
or both unlimited/linear channel types with the same polarity, or both product types.

The synthesis phase computes an assignment that satisfies ¢. This is found by ap-
plying oy to all the type constraints in @, by choosing a canonical constraint of the
form oo = T where T is proper for each o € dom((), and then by solving the resulting
system {o; = T;} of equations. By [4, Theorem 4.2.1], this system has exactly one so-
lution Gype and now Gy U Opype = @. There may be type variables o for which there is
no o = T constraint with T proper. These type variables denote values not used by the
process, like a message that is received from one channel and just forwarded on another
one. These variables are assigned a type that can be computed canonically.

Example 5.1. The constraints shown in Table 3 entail 0 < 83 —k and 0 < 05 — k and
0 < 05 —knamely k < 65 and k < 05 and k < 6 must hold. When k = 0, these constraints
can be trivially satisfied by assigning O to all ticket variables. When k = 1, from the type
of a at step (4) of the reconstruction algorithm we deduce that a must have at least 2
tickets. Indeed, a is sent in two messages. It is only considering the remaining processes
c! (e, f) andc! (f,e) that we learn that y is instantiated with a. Then, a needs one more
ticket, to account for the further and last travel in the recursive invocation ¢! (a,y). W

6 Concluding Remarks

A key distinguishing feature of the type systems in [18] is the use of polymorphic recur-
sion. Type reconstruction in presence of polymorphic recursion is notoriously undecid-
able [10,7]. In our case, polymorphism solely concerns levels and reconstruction turns
out to be doable. A similar situation is known for effect systems [1], where polymorphic
recursion restricted to effects does not prevent complete type reconstruction [2].

We have conducted some benchmarks on generalizations of Example 2.1 to N-
dimensional hypercubes of processes using full-duplex communication. The table be-
low reports the reconstruction times for the analysis of an hypercube of side 5 and
N varying from 1 to 4. The table details the dimension, the number of processes and
channels, and the times (in seconds) spent for linearity analysis [19], constraint genera-
tion (Section 4) and saturation, solution of level and ticket constraints (Section 5). The
solver used for level and ticket constraints is GLPK 4.48 and times were measured on a
13” MacBook Air running a 1.8 GHz Intel Core i5 with 4 GB of 1600MHz DDR3.

! http://www.gnu.org/software/glpk/
2 http://sourceforge.net/projects/lpsolve/
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N Processes Channels Linearity Gen.+Sat. Levels Tickets Overall

1 5 8 0.021 0.006 0.002 0.003 0.032
2 25 80 0.128 0.051 0.009 0.012 0.200
3 125 600 1.439 0.844 0.069 0.124 2477
4 625 4000  33.803 26.422 1.116 3.913 65.254

Reconstruction times scale almost linearly in the number of channels as long as there
is enough free main memory. With N = 4, however, the used memory exceeds 10GB
causing severe memory (de)compression and swapping. The running time inflates con-
sequently. We have not determined yet the precise causes of such disproportionate con-
sumption of memory, which the algorithms do not seem to imply. We suspect that they
are linked to our naive implementation of the algorithms in a lazy language (Haskell),
but a more rigorous profiling analysis is left for future investigation. Integer program-
ming problems are NP-hard in general, but the time used for integer constraint resolu-
tion appears negligible compared to the other phases. As suggested by one reviewer,
the particular nature of such constraints indicates that there might be more clever way
of solving them, for example by using SMT solvers.

Our work has been inspired by previous type systems ensuring (dead)lock freedom
for generic m-calculus processes [11,13] and corresponding type reconstruction algo-
rithms [12]. These type systems and ours are incomparable: [11,13] use sophisticated
behavioral types that provide better accuracy with respect to unlimited channels as used
for modeling mutual exclusion and concurrent objects. On the other hand, our type sys-
tems exploit level polymorphism for dealing with recursive processes in cyclic topolo-
gies, often arising in the modeling of parallel algorithms and sessions. Whether and how
the strengths of both approaches can be combined together is left for future research. A
more thorough comparison between these works can be found in [18].

There is a substantial methodological difference between our approach and those ad-
dressing sessions, particularly multiparty sessions [8,6]. Session-based approaches are
top down and type driven: types/protocols come first, and are used as a guidance for de-
veloping programs that follow them. These approaches guarantee by design a number
of properties, among which (dead)lock freedom when different sessions are not inter-
leaved. Our approach is bottom up and program driven: programs come first, and are
used for inferring types/protocols. The two approaches can integrate and complement
each other. For example, type reconstruction may assist in the verification of legacy or
third-party code (for which no type information is available) or for checking the impact
of code changes due to refactoring and/or debugging. Also, some protocols are hard to
describe a priori. For example, describing the essence of full-duplex communications
(Example 2.1) is far from trivial [6]. In general, processes making use of channel mo-
bility (delegation) and session interleaving, or dynamic network topologies with vari-
able number of processes, are supported by our approach (within the limits imposed
by the type systems), but are challenging to handle in top-down approaches. Inference
of progress properties akin to lock freedom for session-based calculi has been studied
in [17,3], although only finite types are considered in these works.

The reconstruction of global protocol descriptions from local session types has been
studied in [15,16]. In this respect, our work fills the remaining gap and provides a re-
construction tool from processes to local session types. We plan to investigate the inte-
gration with [15,16] in future work.
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Abstract. Coordination is essential for dynamic distributed systems
exhibiting autonomous behaviors. Spatially distributed, locally interact-
ing, propagating computational fields are particularly appealing for al-
lowing components to join and leave with little or no overhead. In our
approach, the space topology is represented by a graph-shaped field,
namely a network with attributes on both nodes and arcs, where arcs
represent interaction capabilities between nodes. We propose a calculus
where computation is strictly synchronous and corresponds to sequential
computations of fixpoints in the graph-shaped field. Under some condi-
tions, those fixpoints can be computed by synchronised iterations, where
in each iteration the attributes of a node is updated based on the at-
tributes of the neighbours in the previous iteration. Basic constructs are
reminiscent of the semiring p-calculus, a semiring-valued generalisation
of the modal p-calculus, which provides a flexible mechanism to spec-
ify the neighbourhood range (according to path formulae) and the way
attributes should be combined (through semiring operators). Additional
control-flow constructs allow one to conveniently structure the fixpoint
computations. We illustrate our approach with a case study based on a
disaster recovery scenario, implemented in a prototype simulator that we
use to evaluate the performance of a disaster recovery strategy.

1 Introduction

Coordination is essential in all the activities where an ensemble of agents inter-
acts within a distributed system. Particularly interesting is the situation where
the ensemble is dynamic, with agents entering and exiting, and when the en-
semble must adapt to new situations and must have in general an autonomic
behavior. Several models of coordination have been proposed and developed in
the last years. Following the classification of [10] we mention (i) direct coor-
dination, (ii) connector-based coordination, (iii) shared data space, (iv) shared
deductive knowledge base, and (v) spatially distributed, locally interacting, prop-
agating computational fields. Among them, computational fields are particularly
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appealing for their ability of allowing new interactions with little or no need of
communication protocols for initialization. Computational fields are analogous
to fields in physics: classical fields are scalars, vectors or tensors, which are
functions defined by partial differential equations with initial and/or boundary
conditions. Analogously, computational fields consist of suitable space dependent
data structures where interaction is possible only between neighbors.
Computational fields have been proposed as models for several coordination
applications, like amorphous computing, routing in mobile ad hoc and sensor
networks, situated multi agent ecologies, like swarms, and finally for robotics ap-
plications, like coordination of teams of modular robots. Physical fields, though,
have the advantage of a regular structure of space, e.g. the one defined by Eu-
clidean geometry, while computational fields are sometimes based on some (log-
ical) network of connections. The topology of such a network may have little to
do with Euclidean distance, in the sense that a node can be directly connected
with nodes which are far away, e.g. for achieving a logarithmic number of hops
in distributed hash tables. However, for several robotics applications, and also
for swarms and ad hoc networking, one can reasonably assume that an agent
can interact only with peers located within a limited radius. Thus locality of
interaction and propagation of effects become reasonable assumptions.

Contributions. The main contribution of the paper is the Soft Mu-calculus for
Computational fields (SMuUC) calculus, where computation is strictly
synchronous and corresponds to sequential computations of fixpoints in a graph-
shaped field that represents the space topology. Our graph-based fields are es-
sentially networks with attributes on both nodes and arcs, where arcs represent
interaction capabilities between nodes. In particular, fixpoints can be computed
by synchronised iterations under reasonable conditions, where in each iteration
the attribute of a node is updated based on the attributes of the neighbours in the
previous iteration. Basic constructs are reminiscent of the semiring p-calculus [8],
a semiring-valued generalisation of the modal p-calculus, which provides a flexi-
ble mechanism to specify the neighbourhood range (according to path formulae)
and the way attributes should be combined (through semiring operators). Ad-
ditional control-flow constructs allow one to conveniently structure the fixpoint
computations.

An additional contribution is a novel disaster recovery coordination strategy
that we use here as a case study. The goal of the coordination strategy is to
direct several rescuers present in the network to help a number of victims, where
each victim may need more than one rescuer. While an optimal solution is not
required, each victim should be reached by its closest rescuers, so to minimise
intervention time. Our proposed approach may need several iterations of a se-
quence of three propagations: the first to determine the distance of each rescuer
from its closest victim, the second to associate to every victim v the list of res-
cuers having v as their closest victim, so to select the best k& of them, if k£ helpers
are needed for v; finally, the third propagation is required for notifying each
selected rescuer to reach its specific victim.
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We have also developed a prototype tool for our language, equipped with a
graphical interface that provides useful visual feedback to users of the language.
We use indeed those visual features to illustrate the application of our approach
to the aforementioned case study.

Last, we discuss several aspects related to possible distributed implementation
of our calculus. In particular, we sketch a simple endpoint projection that would
automatically generate distributed code to be deployed on the agents of the
network and we discuss the possibility of using spanning tree based techniques
to efficiently implement some of the global synchronisations involved in such
endpoint projection.

Structure of the Paper. The rest of the paper is structured as follows. Sect. 2
presents the SMUC calculus. Sect. 3 presents the SMUC specification of our
disaster recovery case study, which is illustrated with figures obtained with our
prototypical tool. Sect. 4 discusses several performance and synchronisation is-
sues related to distributed implementations of the calculus. Sect. 5 discusses
related works. Sect. 6 concludes the paper, describes our current work and iden-
tifies opportunities for future research.

2 SMuC: A Soft p-calculus for Computations Fields

Our computational fields are essentially networks of inter-connected agents,
where both agents and their connections have attributes. One key point in our
proposal is that the domain of attributes and their operations have the alge-
braic structure of a class of semirings usually known as absorptive semirings or
constraint semirings. Such class of semirings has been shown to be very flexible,
expressive and convenient for a wide range of problems, in particular for opti-
misation and solving in problems with soft constraints and multiple criteria [4].

Definition 1 (Semiring). An absorptive semiring is a set A with two operators
+, X and two constants L, T such that

— 4 :24 = A is an associative, commutative, idempotent operator to “choose”
among values;

— X : Ax A — A is an associative, commutative operator to “combine” values;

— X distributes over +;

—TH+a=a, L+a=1,1Lxa=a, Txa=T foralla€A;

— <, which is defined as a < b iff a + b = b, provides a lattice of preferences
with top T and bottom 1 ;

We will use the term semiring to refer to absorptive semirings. Typical exam-
ples are the Boolean semiring ({true, false}, V, A, false, true), the tropical semir-
ing (RTU{+oc0}, min, +, +00,0), and the fuzzy semiring ([0, 1], maz, min,0,1). A
useful property of semirings is that Cartesian products and power constructions
yield semirings, which allows one for instance to lift techniques for single criteria
to multiple criteria.
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We are now ready to provide our notion of field, which is essentially a graph
equipped with semiring-valued node and edge labels. The idea is that nodes play
the role of agents, and (directed) edges play the role of (directional) connections.
The node labels will be used as attributes of the agents, while the node labels
correspond to functions associated to the connections, e.g. representing how
attribute values are transformed when traversing a connection.

Definition 2 (Field). A field is a tuple (N,E, AL = LyWLg,I =InWIg)
formed by

— a set N of nodes;

— a relation E C N x N of edges;

— a set L of node labels Ly and edge labels Lg;

— a semiring A;

— an interpretation function Iy : Ly — N — A associating a function from
nodes to values to every node label in Ly ;

— an interpretation function Igp : Ly - E — A — A associating a function
from edges to functions from values to values to every edge label in P;

where node, edge, and label sets are drawn from a corresponding universe, i.e.
NCN,ECE LNCL, LgC /L.

As usual, we may refer to the components of a field F' using subscripted
symbols (i.e. Np, Ep, ...). We will denote the set of all fields by F.

It is worth to remark that while standard notions of computational fields
tend to be restricted to nodes (labels) and their mapping to values, our notion
of field includes the topology of the network and the mapping of edge (labels) to
functions. As a matter of fact, the topology plays a fundamental role in our field
computations as it defines how agents are connected and how their attributes
are combined when communicated. On the other hand, in our approach the role
of node and edge labels is different. In fact, some node labels are computed
as the result of a fixpoint approximation which corresponds to a propagation
procedure. They thus represent the genuine computational fields. Edge labels,
instead, are assigned directly in terms of the data of the problem (e.g. distances)
or in terms of the results of previous propagations. They thus represent more
properly equation coefficients and boundary conditions as one can have in partial
differential equations in physical fields.

SMuC (Soft pu-calculus for Computations fields) is meant to specify global
computations on fields. One key aspect of our calculus are atomic computations
denoted with expressions reminiscent of the semiring modal u-calculus proposed
in [8], a semiring-valued generalisation of the modal u-calculus, used to reason
about quantitative properties of graph-based structures (e.g. transition systems,
network topologies, etc.). In SMUC similar expressions will be used to specify
the functions being calculated by global computations, to be recorded by updat-
ing the interpretation functions of the nodes. Such atomic computations can be
embedded in any language. To ease the presentation we present a global calcu-
lus where atomic computations are embedded in a simple imperative language
reminiscent of WHILE [12].
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Table 1. Rules of the operational semantics

1" =f Ir=1rl'/i]

STEP ,
v ) (i < W, F) — (skip, F['F /1,.])
(P,F) — (P, F")
(SEQ1) (P;Q,F) — (P;Q, F")
<P,F> — <P/,F/>
(eez) (skip; P, F') — (P', F")
(IFT) [7]§ = An.a for some a € Ap
(if - agree - on ¥ then P else Q, F) — (P, F)
(IFF) [[W]]g # An.a for some a € Ap
(if - agree - on ¥ then P else Q, F) — (Q, F)
(UNTILF) [Z]§ # An.a for some a € Ap
(until - agree - on ¥ do P, F) — {(P ; until - agree -on ¥ do P), F)
(UNTILT) [[g/]]g = An.a for some a € Ar

(until - agree - on ¥ do P, F) — (skip , F')

Definition 3 (SMuC Syntax). The syntaz of SMUC is given by the following
grammar

P,Q =:=skip|i« W | P; P |if-agree-on ¥ then P else Q)
| until - agree-on ¥ do P

where 1 € L, ¥ is a SMUC formula (cf. Def 4).

We remark that the main difference with respect to the while language are
the agree - on variants of the traditional control flow constructs. We explicitly
use a different syntax in order to remark the characteristic semantics of those
constructs, where the global control flow depends on the existence of agreements
among all agents in the field.

The semantics of the calculus is straightforward, along the lines of WHILE [12]
with fields (and their interpretation functions) playing the role of memory stores.
In addition we have that the right-hand side of assignments are SMUC formulas
that we will introduce next.

Given a semiring A, a function N' — A is called a node valuation. Given a
set Z of variables, a set M of function symbols, an environment is a function
p:Z—=>N— A
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Definition 4 (Syntax of SMuC Formulas). The syntaz of SMUC formulas
1s as follows:

=il 2| @) | W | (a0 | () | (a0 | gt | va
withie L,ae L', fe Mandze Z.

We remark that the set of functions symbols may include, among others, the
semiring operator symbols + and x and possibly some additional ones, for which
an interpretation on the semiring of interest can be given.

Definition 5 (Semantics of SMuC Formulas). Let F be a field. The se-
mantics of SMUC formulas is given by the interpretation function [[]]5 U=
Np — Ap defined by

[i];, = Ir(i)
[[Z]]F = p(2)
[f (@, ..., n)]]p [lar (M7, - 120017

[alZ1E = Xn. L ion iy cny L (@), ) ([ZTE ()
[K@-WM = An. Z{n"(n,'n’)EEF} Tr(a)(n, n’)([[W]]f(n’))
lall@ly = An. Tl 0 myepey Le (@)@, n)([2]5 (n')

[({a)@]; = An. Z{n/@/,n)e%} Ip(a)(n',n)([#]5 (n"))

[MZW]]E =lfp )\d[[gp]]p a/.]
[vz@]5 = gfp Ad.[[@]]p[d/z]

where Ifp and gfp stand for the least and greatest fizpoint, respectively.

As usual, the semantics is well defined if so are all fixpoints. A sufficient condi-
tion for fixpoints to be well-defined is for functions Ad. [[y'/]]f[d /. to be continuous
and monotone (cf. Tarski’s theorem). This implies, for instance, that if a nega-
tion operation is part of the function symbols f used in a formula, as reasonable
with some but not all semiring instances, then we should ensure that all fixpoint
variables have positive polarity. Another desirable property is for functions to be
computable by iteration. This requires the ﬁxpoint to be equal to U™ for n € N,
where ¥t! = [[!I/]]FW/ | and ¥° = [[LP]] , with @ = L if we are computing a

least fixpoint and @ = T if we are computmg a greatest fixpoint. The formulae
we use in our case study satisfy the above mentioned properties.

The semantics of our calculus is a transition system whose states are pairs of
calculus terms and fields and whose transitions —C (P x F)? are defined by the
rules of Table 1. Most rules are standard. Rule IFT and IFT are similar to the
usual rules for conditional branching. However, the condition is not a Boolean
value but the existence of an agreement on the same value a to be assigned on
each agent n in the field F. If such agreement exists, the then branch is taken,
otherwise the else branch is followed. Similarly for the until - agree - on operator
(cf. rules Until T and UNTILF'). States of the form (skip, I') represent termination.
Initial states must have all node and edge labels interpreted.
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finish < false; /* Semiring types of labels */
until - agree - on finish do
/* 1st Stage: */ source,D : N — T X1 N<

/* Establishing the distance to victims */

. N ini N 2T><N*
D <+ pZ.minq(source, (dist) Z); init, rescuers -

choose, engaged : N — oN*

/* 2nd Stage: */ dist:E~>T><1N§N~>T><1N§N
/* Computing the rescuers paths */ grad : B — 2TXN" _, 9T XN
rescuers < pZ.init U ({grad)) Z; cograd : E — 2N" 5 oN”

/* 3rd Stage: Engaging rescuers */

finish < false;

/* engaging the rescuers */

engaged < pZ.choose U (cograd) Z;

/* updating victims and available rescuers */
victim’ < victim;

victim < victim A —saved;

rescuer < rescuer A engaged # 0;

/* determining termination */

finish < (victim’ == victim);

/* 4th Stage: Checking success */
if - agree - on —wictim

/* ended with success */
else

/* ended with failure */

Fig. 1. Robot Rescue SMUC Program

3 SMuC at Work: Rescuing Victims

The left side of Fig. 2 depicts a simple instance of the considered scenario. There,
victims are rendered as black circles while landmarks and rescuers are depicted
via grey and black rectangles respectively. The length of an edge in the graph is
proportional to the distance between the two connected nodes. The main goal is
to assign rescuers to victims, where each victim may need more than one rescuer
and we want to minimise the distance that rescuers need to cover to reach their
assigned victims. We assume that all relevant information of the victim rescue
scenario is suitably represented in field F'. More details on this will follow, but
for now it suffices to assume that nodes represent rescuers, victims or landmarks
and edges represent some sort of direct proximity (e.g. based on visibility w.r.t.
to some sensor).

It is worth to remark that in practice it is convenient to define A as a Cartesian
product of semirings, e.g. for differently-valued node and edge labels. This is
indeed the case of our case study. However, in order to avoid explicitly dealing
with these situations (e.g. by resorting to projection functions, etc.) which would
introduce a cumbersome notation, we assume that the corresponding semiring is
implicit (e.g. by type/semiring inference) and that the interpretation of functions
and labels are suitably specialised. For this purpose we decorate the specification
in Fig. 1 with the types of all labels.

We now describe the coordination strategy specified in the algorithm of Fig. 1.
The algorithm consists of a loop that is repeated until an iteration does not
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0@ SMuC at work... 0@ SMuC at work...
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Fig. 2. Execution of Robot Rescue SMUC Program (part 1)

produce any additional matching of rescuers to victims. The body of the loop
consist of different stages, each characterised by a fixpoint computation.

1st Stage: Establishing the distance to victims. In the first stage of the algorithm
the robots try to establish their closest victim. Such information is saved in to D,
which is valued over the total ordering semiring obtained by the lexicographical
construction applied to the tropical semiring 7" and to the semiring N<,, given by
some total ordering on the nodes N. We denote such construction by N — T x
N<, . In order to compute D some information is needed on nodes and arrows of
the field, in particular the decorations are source and dist whose interpretation
is defined as follows:

— I(source)(n) = if n € victim then (0,n) else (+00,n), i.e. victims point to
themselves with no cost, while the rest of the nodes point to themselves with
infinite cost;

— I(dist)(n,n') = A(v,m).(distance(n,n’) +v,n") where distance(n,n’) is the
weight of (n,n’). Intuitively, dist provides a function to add the cost asso-
ciated to the transition. The second component of the value encodes the
direction to go for the shortest path, while the total ordering on nodes is
used for solving ties.

The desired information is then computed as D < pZ.ming(source, (dist)Z).
This fix point calculation is very similar to the standard ones used to calculate
reachability or shortest paths. Here min; is the additive operation of semiring
N — T x1 N<,, specifically for a set B C (RU {40o0}) x N the function min;
is defined as miny(B) = (a,n) € B such that V(a’,n') € B:a < a' and if a = o
then n <n'.

At the end of this stage, D associates each element with the distance to its
closest victim. In the right side of Fig. 2 each node of our example is labeled
with the computed distance. We do not include the second component of D (i.e.
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the identity of the closest neighbour) to provide a readable figure. In any case,
the closest victim is easy to infer from the depicted graph: the closest victim
of the rescuer in the top-left corner of the inner box formed by the rescuers is
the victim at the top-left corner of the figure, and respectively for the top-right,
bottom-left and bottom-right corners.

2nd Stage: Computing the rescuers paths to the victims. In this second stage of
the algorithm, the robots try to compute, for every victim v, which are the paths
from every rescuer u to v — but only for those u for which v is the closest victim
— and the corresponding costs, as established by D in the previous stage. Here
we use the semiring 27*N” with union as additive operator, i.e. <2TXN* LU, My T
N*, (). We use here decorations init and grad whose interpretation is defined as

— I(init)n = if n € rescuer then {(D(n),€)} else O
— I(grad)(n,n’) = AC. if D(n) = (u,n’) then n; C else ), where operation ; is
defined as n; C' = {(cost, n; path) | (cost,path) € C}.

The idea of label rescuers is to compute, for every node n, the set of rescuers
whose path to their closest victim passes through n (typically a landmark).
However, the name of a rescuer is meaningless outside its neighbourhood, thus a
path leading to it is constructed instead. In addition, each rescuer is decorated
with its distance to its closest victim. Function init associates to a rescuer its
name and its distance, the empty set to all the other nodes. Function grad checks
if an arc (n,n’) is on the optimal path out of n. In the positive case, the rescuers
in n are considered as rescuers also for n’/, but with an updated path; in the
negative case they are discarded.

In left side of Fig. 3 the result of this stage is presented. There, the edges that
are part of path from one rescuer to a victim are now marked. We can notice
that some victims can be reached by more than one rescuer.

3rd Stage: Engaging the rescuers. The idea of the third stage of the algorithm
is that each victim n, which needs k rescuers, will choose the k closest rescuers,
if there are enough, among those that have selected n as target victim. For this
computation we use the decorations choose and cograd.

— I(choose)(n) =if n € victim and saved(n) then opt(rescuer(n), howMany(n))
else (), where:
e saved(n) = |rescuers(n)| < howMany(n) and howMany(n),n € victim
returns the number of rescuers n needs;
o opt(C, k) = {path | (cost, path) € C and
|{(cost’, path') | (cost’, path’) < (cost, path)}| < k}
where (cost, path) < (cost’,path’) if cost < cost’ or cost = cost’ and

path < path’, and paths are totally ordered lexicographically;
— I(cograd(n,n’) = AC.{path | n; path € C'}.

Intuitively, choose allows a victim n that has enough rescuers to choose and
to record the paths leading to them. The annotation cograd associates to each
edge (n,n’) a function to select in a set C' of paths those of the form n; path.
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Fig. 3. Execution of Robot Rescue SMUC Program (part 2)

The computation in this step is engaged < pZ.choose U (cograd)Z, which
computes the desired information: in each node n we will have the set of rescuer-
to-victim paths that pass through n and that have been chosen by a victim.

The result of this stage is presented in the right side of Fig. 3. Each rescuer
has a route, that is presented in the figure with black edges, that can be followed
to reach the assigned victim. Again, for simplicity we just depict some relevant
information to provide an appealing and intuitive representation.

Notice that this phase, and the algorithm, may fail even if there are enough
rescuers to save some additional victims. For instance if there are two victims,
each requiring two rescuers, and two rescuers, the algorithm fails if each rescuer
is closer to a different victim.

These three stages are repeated until there is agreement on whether to finish.
The termination criteria is that an iteration did not update the set of victims.
In that case the loop terminates and the algorithm proceeds to the last stage.

4th Stage: Checking succes. The algorithm terminates with success when victim’
= () and with failure when victim’ is not empty. In Fig. 4 we present the result of
the computation of program of Fig. 1 on a randomly generated graph composed
by 1000 landmarks, 5 victims and 10 rescuers. We can notice that, each victim
can be reached by more than one rescuer and that the closer one is selected.

4 On Distributing SMuC Computations

We discuss in this section some aspects of a distributed implementation of SMuUC
computations. Needless to say, an obvious implementation would be based on
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e0e SMuC at work.

Fig. 4. Execution of Robot Rescue SMUC Program on a random graph

a centralised algorithm. In particular, the nodes could initially send all their
information to a centralised coordinator that would construct the field, compute
the SMUC computations, and distribute the results back to the nodes. This
solution is easy to realise and could be based on our prototype which indeed
performs a centralised, global computation, as a sequential program acting on
the field. However, such a solution has several obvious drawbacks: first, it creates
a bottleneck in the coordinator. Second, there are many applications in which
the idea of constructing the whole field is not feasible and each agent needs to
evolve independently. We discuss here some possible alternatives.

A Naive Distributed Implementation. We start with a naive distributed imple-
mentation based on an endpoint projection of SMUC computations on local
programs on the nodes. Such projection is sketched informally in Fig. 5 where a
projection function -[ maps SMUC programs and formulas into local code to be
executed on agents. We neglect the formal presentation of the local programming
language and rely on the intuition of the reader since the main goal is to make
explicit the (high) amount of synchronisation points in such an approach. Those
synchronisation points are marked by underlining the corresponding statements.

Note that every occurrence of a sequential composition, every control flow
construct and every fixpoint iteration involves a global synchronisation like a
global barrier (e.g. sync) or a global commit (e.g. global - agree-on). Indeed,
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Plr = |lnenp n: Pla
skip[n, = skip
zewn = self.i « V[,

Pl ; sync; P,
if - agree - on ¥ then P else Ql» = v global z;
self.z «+ U,;
if - global - agree - on z then P[, else Q.
until - agree - on ¥ do P|,, = v global z;
self.z «+ U,;
until - global - agree - on z do

3

I
|
Py
|

Pln;
self.z «+ U,;
iln = selfd
zln = self.z
fW@, . Um)ln = [(Wln,...,¥mln)
[al¥]n = H{n'\(mn’)eEF}'[F(a)(nvn/)(n/'w[;z)
(a)Pn = {n,‘(n’n,)eEF}.Ip(a)(n,n')(n/wr;)
[la]]¥ln = {n'|(n,n')EER} Ir(a)(n',n)(n" W1,)
{(a)) ¥In = {n/|(n’ ,;nn)EER} Ir(a)(n,n') (0" P13,)
1z¥], = v global z;

self.z + a(v);

until - global - fixpoint(z) do
self.z < Uly;
sync;

where ¢ € {p, v} and a(p) =T, a(p) = L.

Fig. 5. Nailve end point projection of SMUC computations

each agent has to locally check if a step of the computation has been completely
computed or if other iterations are needed to compute the correct value. This
holds, in particular, when fixpoints formulas are considered. In what follows we
discuss opportunities to optimise and relax those synchronisation points.

Spanning-tree Based Synchronisations. We describe now a technique that, by re-
lying on a specific structure, can be used to perform SMuC computations in an
improved way. The corner stone of the proposed algorithm is a tree-based infras-
tructure that spans the complete field. In this infrastructure each node/agent,
that is identified by a unique identifier, is responsible for the coordination of the
computations occurring in its sub-tree. In the rest of this section we assume that
this spanning tree is computed in a set-up phase executed when the system is
deployed. We also assume that each agent only interacts with its neighbours and
that it knows their identities.

It should be clear from the endpoint projection in Figure 5 that when a SMuC
program consists of a sequence of assignments vy < ¥y...v, < ¥, a global
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barrier needs to be used to ensure that all processes proceed synchronously to
guarantee that the computation of v;4; is started only when the computation
of v; has been globally completed. We now discuss a technique that uses a tree
infrastructure to implement such global barrier in an efficient way. The optimi-
sation regards also the possible local iterations due to the necessity to compute
fixpoints.

As sketched in Fig. 5 each agent sends to (and receives from) its neighbours
local values computed in ¥; (cf. the use of n'.... in the projection of modal
operators). Since each ¥; may contain several fixpoints, these values have to be
computed iteratively.

An alternative to the projection in Fig. 5 would be as follows. Each value
within an iteration could be sent together with the index k of the computational
step and with the actual iteration. Following this approach each agent would be
able to compute the values at some iteration when all the values corresponding
to the previous iteration have been collected from its neighbours. When a local
fixpoint is reached (i.e. its value did not change with respect to the previous
iteration) an agent would reach a local stability point. An agent becomes stable
when it is locally stable and all its children in the spanning tree are stable (for
the leaves of the spanning tree, local stability and stability coincides). Note that
an agent can be stable at a given iteration and unstable in the next one. This
happens when an update of local values is propagated in the field.

The node devoted to check the global stability in the field is the root of the
spanning tree. We can observe that each update in the field is propagated to the
root in a number of steps that equates the height of the spanning tree. For this
reason, when the root of the spanning tree is stable for a number of iterations
that is greater than the height of the spanning tree, a global stability can be
assured. After that the root informs all the nodes in the spanning tree that
computation of step i is terminated and the index of the current step is updated
accordingly. Each node starts the computation of step i+ 1 just after the commit
for the step i has been received.

5 Related Works

In recent years, spatial computing has emerged as a promising approach to model
and control systems consisting of a large number of cooperating agents that are
distributed over a physical or logical space [3]. This computational model starts
from the assumption that, when the density of involved computational agents
increases, the underlying network topology is strongly related to the geometry
of the space through which computational agents are distributed. Goals are
generally defined in terms of the system’s spatial structure. A main advantage
of these approaches is that their computations can be seen both as working on
a single node, and as computations on the distributed data structures emerging
in the network (the so-called “computational fields”).

One of the main examples in this area is Proto [1,2]. This language aims at
providing links between local and global computations and permits the specifi-
cation of the individual behaviour of a node, typically in a sensor-like network,
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via specific space-time operators to situate computation in the physical world.
In [15] a minimal core calculus has been introduced to capture the key ingredi-
ents of languages that make use of computational fields. In [14] a typed variant of
the core calculus of [15] is presented. The new proposed calculus is also equipped
with a type-system ensuring self-stabilisation of any well-typed program.

The calculus proposed in this paper starts from a different perspective with
respect to the ones mentioned above. In these calculi, computational fields result
from (recursive) functional composition. These functions are typically used to
compute a single field, which may consists of a tuple of different values. In our
approach, at each step of a SMUC program a different field can be computed
and then used in the rest of the computation. This is possible because in SMuC
only monotone continuous functions over the appropriate semirings are consid-
ered. This guarantees the existence of fixpoints and the possibility to identify a
global stability in the field computation. This is not possible in other approaches.
Of course, monotonicity and continuity do not guarantee computability of the
fixpoints by iteration. Other methods may be needed. Further investigations are
needed to compare the expressive power of SMUC with respect to the languages
and calculi previously proposed in literature.

Different middleware/platforms have been proposed to support coordination
of distributed agents via computational fields [9,13,11]. In [9] the framework
TOTA (Tuples On The Air), is introduced to provide spatial abstractions for a
novel approach to distributed systems development and management, and is suit-
able to tackle the complexity of modern distributed computing scenarios, and
promotes self-organisation and self-adaptation. In [13] a similar approach has
been extended to obtain a chemical-inspired model. This extends tuple spaces
with the ability of evolving tuples mimicking chemical systems and provides
the machinery enabling agents coordination via spatial computing patterns of
competition and gradient-based interaction. Finally, in [11] a framework for dis-
tributed agent coordination via eco-laws has been proposed. This kind of laws
generalise the chemical-inspired ones [13] in a framework where self-organisation
can be injected in pervasive service ecosystems in terms of spatial structures and
algorithms for supporting the design of context-aware applications. The proposed
calculus considers computational fields at a more higher level of abstraction with
respect to the above mentioned frameworks. However, these frameworks could
provide the means for developing a distributed implementation of SMuC.

6 Conclusion

We have presented a simple calculus, named SMUC, that can be used to pro-
gram and coordinate the activities of distributed agents via computational fields.
In SMuUC a computation consists of a sequence of fixpoints computed in a graph-
shaped field that represents the space topology modelling the underlying net-
work. Our graph-based fields have attributes on both nodes and arcs, where the
latter represent interaction capabilities between nodes. Under reasonable condi-
tions, fixpoints can computed via synchronised iterations. At each iteration the
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attributes of a node are updated based according to the values of neighbours in
the previous iteration. SMUC is also equipped with a set of control-flow con-
structs allow one to conveniently structure the fixpoint computations. We have
also developed a prototype tool for our language, equipped with a graphical
interface that provides useful visual feedback to users of the language. We use
indeed those visual features to illustrate the application of our approach to a
robot rescue case study, for which we provide a novel rescue coordination strat-
egy, specified in SMuC.

The general aspects related to possible distributed implementation of our cal-
culus have been also discussed. We have sketched a naive (overly synchronised)
distributed implementation and an improvement based on a spanning tree struc-
ture aimed at minimising communication and accelerating the detection of fix-
points. We are currently investigating further distribution techniques. The first
one is to perform the updates in the fixpoint iterations sequentially but respect-
ing fairness. The stable result should be the same, but efficiency should be sig-
nificantly improved if causality of iteration updates is traced, e.g. using a queue
as in Dijkstra’s shortest path algorithm. The second idea is to update variables
looking at one neighbour at a time. Under suitable conditions again the result
should be the same, but the amount of asynchrony, and thus efficiency, should
increase remarkably. Of course, particular instances of the fixpoint iterations
(e.g. when considering associative, commutative, idempotent operations) would
allow more drastic improvements by allowing agents to proceed asynchronously,
synchronising to ensure a barrier between to sequential programs.

Acknowledgments. The authors wish to thank Carlo Pinciroli for interesting discus-
sions in preliminary stages of the work.
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Abstract. Constraint automata (CA) are a coordination model based
on finite automata on infinite words. Although originally introduced for
compositional modeling of coordinators, an interesting new application
of CA is actually implementing coordinators (i.e., compiling CA to exe-
cutable code). Such an approach guarantees correctness-by-construction
and can even yield code that outperforms hand-crafted code. The extent
to which these two potential advantages arise depends on the smartness
of CA-compilers and the existence of proofs of their correctness.

We present and prove the correctness of a critical optimization for
CA-compilers: a sound and complete translation from declarative con-
straints in transition labels to imperative commands in a sequential lan-
guage. This optimization avoids expensive calls to a constraint solver at
run-time, otherwise performed each time a transition fires, and thereby
significantly improves the performance of generated coordination code.

1 Introduction

Context. A promising application domain for coordination languages is pro-
gramming protocols among threads in multicore applications. One reason for
this is a classical software engineering advantage: coordination languages typ-
ically provide high-level constructs and abstractions that more easily compose
into correct—with respect to programmers’ intentions—protocol specifications
than do conventional lower-level synchronization mechanisms (e.g., locks or sem-
aphores). However, not only do coordination languages simplify programming
protocols, but their high-level constructs and abstractions also leave more room
for compilers to perform optimizations that conventional language compilers
cannot apply. Eventually, sufficiently smart compilers for coordination languages
should be capable of generating code (e.g., in Java or in C) that can compete
with carefully hand-crafted code. Preliminary evidence for feasibility of this goal
appears elsewhere [1,2]. A crucial step toward adoption of coordination languages
for multicore programming, then, is the development of such compilers.

To study the performance advantages of using coordination languages for mul-
ticore programming, in ongoing work, we are developing compilation technology
for constraint automata (CA) [3]. Constraint automata are a general coordination
model based on finite automata on infinite words. Every cA models the behav-
ior of a single coordinator; a product operator on CA models the synchronous
composition of such coordinators (useful to construct complex coordinators out
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{z1é;w2)}7
{z153} T1;;T2, T3 F(day
{z15522}, 4,/ ~d., {dm’z’ %7dm1}) {z1, 225523}, Adyy R dgy

day X dey

{;; =2}, )8
duy = dy

{z15;}, 7R(dzy)
Sync(z1;;x2) Fifoly](xi;x2) Repl(z1;;2z2,23) BinOpys(x1,z2;;2s) Filterr(zi;; x2)

(a) Abstract/parametric primitives

{A,B;C,D;E,F}, Al:dm%dB/\.dClde/\dQ%dB
dc ~ add(da,dg) Adp = dc {A;;}, d, ~da A Mandarin(dc) A dp1 &~ da
Adg & dc A 0dd(dp) A dp = df A Spanish(dc2) A dp2 &~ dc2
A2 i dm A~ ds Adcy &~ dp Ader & dg
A Mandarin(dc;) A dpi & dci
A —Spanish(dca)
A3 :dm A~ ds Adc &~ dp Adcr & dg
A —Mandarin(dc;)
A Spanish(dc2) A dp2 & dca
A1 dm A~ dg Ade ~ dg Ade ~ dg
A —Mandarin(dci) A —Spanish(dca)

{A,B;C,D;E},
dc A~ add(da,dg) A dp & dc
A dg &~ dc A —0dd(dp)

Example Languages2

(b) Concrete/instantiated composites

Fig. 1. Example CA. Semicolons separate input/internal/output ports.

of simpler ones). Structurally, a CA consists of a finite set of states, a finite set
of transitions, a set of directed ports, and a set of local memory cells. Ports rep-
resent the boundary /interface between a coordinator and its coordinated agents
(e.g., computation threads). Such agents can perform blocking 1/0-operations
on ports: a coordinator’s input ports admit put operations, while its output
ports admit get operations. Memory cells represent internal buffers in which a
coordinator can temporarily store data items. Different from classical automata,
transition labels of CA consist of two elements: a set of ports, called a synchro-
nization constraint, and a logical formula over ports and memory cells, called a
data constraint. A synchronization constraint specifies which ports need an 1/0-
operation for its transition to fire (i.e., those ports synchronize in that transition
and their pending 1/0-operations complete), while a data constraint specifies
which particular data items those 1/0-operations may involve. Figure 1 already
shows some examples; details follow shortly. Essentially, a CA constrains when
1/0-operations may complete on which ports. As such, CA quite literally mate-
rialize Wegner’s definition of coordination as “constrained interaction” [4].
Given a library of “small” cA, each of which models a primitive coordina-
tor with its own local behavior, programmers can compositionally construct
“big” CA, each of which models a composite coordinator with arbitrarily com-
plex global behavior, fully tailored to the needs of these programmers and their
programs. Our current CA-compilers can subsequently generate Java/C code.
Afterward, these compilers either automatically blend their generated code into
programs’ computation code or provide programmers the opportunity to do
this manually. At run-time, the code generated for a big cA (i.e., a composite
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] Iog ] : :

Sync(x1;;x2) Fifoly](z1;x2) Repl(x1;;x2,x3) BinOpy(x1,x2;;23) Filterr(zi;;x2)

(a) Abstract/parametric primitives (cf. Figure 1a)

A
C1 D1
D .

Mandarin

Spanish

Cc2 D2
OF

Example (in black) and Fibonacci (in black+gray) Languages?
(b) Concrete/instantiated composites (cf. Figure 1b)

Fig. 2. Reo syntax for the cA in Figure 1. White vertices represent input/output ports;
black vertices represent internal ports.

coordinator) executes a state machine that simulates that CA, repeatedly firing
transitions as computation threads perform 1/0-operations. Straightforward as
this may seem, one needs to overcome a number of serious issues before this
approach can yield practically useful code. Most significantly, these issues in-
clude exponential explosion of the number of states or transitions of CA, and
oversequentialization or overparallelization of generated code. We have already
reported our work on these issues along with promising results elsewhere [5,6,1,7].

Instead of programming with CA directly, one can adopt a more programmer-
friendly syntax for which CA serve as semantics. In our work, for instance, we
adopted the syntax of Reo [8,9], a graphical calculus of channels. Figure 2 already
shows some examples; details follow shortly. (Other CA syntaxes beside Reo exist
though [10,11,12,13], which may be at least as programmer-friendly.)

Problem. To fire a transition at run-time, code generated for a CA must evaluate
the data constraint of that transition: it must ensure that the data involved in
blocking 1/0-operations pending on the transition’s ports satisfy that constraint.
A straightforward evaluation of data constraints requires expensive calls to a
constraint solver. Such calls cause high run-time overhead. In particular, because
transitions fire sequentially, avoiding constraint solving to reduce this sequential
bottleneck is crucial in getting good performance for the whole program.

Contribution and Organization. In this paper, we introduce a technique for
statically translating a data constraint, off-line at compile-time, into a data com-
mand: an imperative implementation (in a sequential language with assignment
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and guarded failure) of a data constraint that avoids expensive calls to a con-
straint solver at run-time. As with our previous optimization techniques [5,1,7],
we prove that the translation in this paper is sound and complete. Such correct-
ness proofs are important, because they ensure that our compilation approach
guarantees correctness-by-construction (e.g., model-checking results obtained for
pre-optimized CA also hold for their generated, optimized implementations). We
also give preliminary performance results to show our optimization’s potential.

In Section 2, we discuss data constraints and CA. In Sections 3 and 4, we
discuss our translation algorithm. In Section 5, we give preliminary performance
results. Section 6 concludes this paper. Some relatively lengthy formal definitions
and detailed proofs of Theorems 1 and 2 appear in a technical report [14].

2 Preliminaries: Data Constraints, Constraint Automata

Data constraints. Let D denote the finite set of all data items, typically ranged
over by d. Let nil ¢ D denote a special object for the empty data item. Let P
denote the finite set of all places where data items can reside, typically ranged
over by x or y; every place models either a port or a memory cells. We model
atomic coordination steps—the letters in the alphabet of cA—with elements
from the partial function space DISTR = P — D U {nil}, called distributions,
typically ranged over by ¢. Informally, a distribution § associates every place x
involved in the step modeled by ¢ with the data item d(x) observable in z.

Let F = U{D* - D | £ > 0} and R = J{p(D*) | £ > 0} denote the sets
of all data functions and data relations of finite arity. Let DATA, FUN, and REL
denote the sets of all data item symbols, data function symbols and data relation
symbols, typically ranged over by d, f, and R. Let arity : FUNUREL — N, denote
a function that associates every data function/relation symbol with its positive
arity. Let Z : DATA UFUNUREL — D UF UR denote a bijection that associates
every data item/function/relation symbol with its interpretation. A data term
is a word t generated by the following grammar:

t o= dp | nil | d | f(t1, ..., tx) if arity(f) =k

Let TERM denote the set of all data terms. Let eval : DISTR x TERM — D U
{nil} denote a function that evaluates every data term ¢ to a data item evals(t)
under distribution §. For instance, evals(d,) = d(z)—if 0 is defined for z—and
evals(d) = Z(d). If a data term ¢ contains nil or d, for some z ¢ Dom(d), we
have evals(t) = nil. This ensures that eval is a total function, even though the
deltas in DISTR are partial functions. See also [14, Definition 7]. We call a term
of the form d, a free variable. Intuitively, d, represents the data item residing
in place x. Let Free : TERM — p(TERM) denote a function that maps every data
term ¢ to its set of free variables.
A data constraint is a word ¢ generated by the following grammar:

a

¢

LT |t=t|té#nil | R(t1, ..., &) if arity(R) =k
al-¢|oVve|ond



Take Command of Your Constraints! 121

Let DC denote the set of all data constraints. We often call ¢; ~ to atoms
equalities. We define the semantics of data constraints over distributions. Let
¢ C DISTR x DC denote the satisfaction relation on data constraints. Its defini-
tion is standard for L (contradiction), T (tautology), - (negation), V (disjunc-
tion), and A (conjunction). For other atoms, we have the following:

1) g tl ~ tg iff eva|5(t1) = eval(;(tg) 7& nil
J [t #nil iff evals(t) # nil (i.e., notation for § |t ~t)
S R(ty, ..., t) iff Z(R)(evals(t1), ..., evals(ty))

In the second rule, if a t; evaluates to nil, the right-hand side is undefined—hence
false—because the domain of data relation Z(R) excludes nil. If § = ¢, we call
d a solution for ¢. Let [-] : DC — o(DISTR) denote a function that associates
every data constraint ¢ with its meaning [¢] = {6 | 6 == #}. We write ¢ = ¢/ iff
[¢] € [¢']- We also extend function Free from data terms to data constraints.

Constraint Automata. A constraint automaton (CA) is a tuple (Q, X', Y, —,
1) with @ a set of states, X C P a set of ports, Y C P a set of memory cells,
— C QX (p(X)xDC) x @ a transition relation labeled with pairs (X , ¢), and
1 € @ an initial state. For every label (X, ¢), no ports outside X may occur in
¢. Set X consists of three disjoint subsets of input ports Xy, internal ports Xy,
and output ports X,.;. We call a cA for which Xy = (0 a primitive; otherwise,
we call it a composite.

Although generally important, we skip the definition of the product opera-
tor on CA, because it does not matter in this paper. Every CA accepts infinite
sequences of distributions [3]: (Q, X', Y, —, 2) accepts dpd1- -+ if an infinite
sequence of states goqi- - - exists such that go = 2 and for all ¢ > 0, a transition
(¢, (X, @), qis1) exists such that Dom(d;) = X and §; [£ ¢.

Without loss of generality, we assume that all data constraints occur in dis-
junctive normal form. Moreover, because replacing a transition (¢, (X, ¢1Ve2),
q') with two transitions (¢, (X, ¢1), ¢') and (¢, (X, ¢2), ¢’) preserves behav-
ioral congruence on CA [3], without loss of generality, we assume that the data
constraint in every label is a conjunction of literals, typically ranged over by /.

Figure 1a shows example primitives; Figure 2a shows their Reo syntax. Sync
models a synchronous channel from an input z; to an output x,. Fifo models
an asynchronous channel with a 1-capacity buffer y from z; to x2. Repl models
a coordinator that, in each of its atomic coordination steps, replicates the data
item on z; to both x5 and z3. BinOp models a coordinator that, in each of its
atomic coordination steps, applies operation f to the data items on 7 and zo
and passes the result to x3. Filter models a lossy synchronous channel from x;
to xo; data items pass this channel only if they satisfy predicate R.

Figure 1b shows example composites; Figure 2b shows their Reo syntax.
Example—our running example in this paper—consists of instantiated primi-
tives BinOpaaa(A, B;; C), Repl(C;; D, E), and Filtergga(D;; F), where add and 0dd
have the obvious interpretation. In each of its atomic coordination steps, if
the sum of the data items (supposedly integers) on its inputs A and B is odd,
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Example passes this sum to its outputs E and F. Otherwise, if the sum is even,
Example passes this value only to E. Figure 2b shows that Example constitutes
Fibonacci. Fibonacci coordinates two consumers by generating the Fibonacci se-
quence. Whenever Fibonacci generates an even number, it passes that number to
only one consumer; whenever it generates an odd number, it passes that num-
ber to both consumers. Finally, Languages2 consists of instantiated primitives
Fifo[m](A;; B), Repl(B;; C1, C2), Filteryangarin(C1;; D1), and Filtergng11sn(C2;; D2).
Languages2 coordinates a producer and two consumers. If the producer puts
a Mandarin (resp. English) data item on input A, Languages2 asynchronously
passes this data item only to the consumer on output D1 (resp. D2). Languages?
easily generalizes to Languagesi, for i different languages; we do so in Section 5.

3 From Data Constraints to Data Commands

At run-time, compiler-generated code executes in one or more CA-threads, each of
which runs a state machine that simulates a CA. (We addressed the challenge of
deciding the number of CA-threads elsewhere [5,6,7].) The context of a CA-thread
is the collection of put/get operations on implementations of its input/output
ports, performed by computation threads. Every time the context of a CA-thread
changes, that cA-thread examines whether this change enables a transition in
its current state ¢: for each transition (¢, (X, ¢), ¢'), it checks whether every
port x € X has a pending 1/0-operation and if so, whether the data items
involved in the pending put operations and the current content of memory cells
can constitute a solution for ¢. For the latter, the CA-thread calls a constraint
solver, which searches for a distribution ¢ such that 6 | ¢ and i, € 6, where:

dinit = {x — d | the put pending on input port z involves data item d} (1)
U {y — d | memory cell y contains data item d}

Constraint solving over a finite discrete domain (e.g., D) is NP-complete [15].
Despite carefully and cleverly optimized backtracking searches, using general-
purpose constraint solving techniques for solving a data constraint ¢ inflicts not
only overhead proportional to ¢’s size but also a constant overhead for prepar-
ing, making, and processing the result of the call itself. Although we generally
cannot escape using conventional constraint solving techniques, a practically rel-
evant class of data constraints exists for which we can: the data constraints of
many CA in practice are in fact declarative specifications of sequences of im-
perative instructions (including those in Figure 1). In this section, we therefore
develop a technique for statically translating such a data constraint ¢, off-line at
compile-time, into a data command: a little imperative program that computes
a distribution ¢ such that § Id:C ¢ and it C 0, without conventional constraint
solving hassle. Essentially, we formalize and automate what a programmer would
do if he/she were to write an imperative implementation of a declarative spec-
ification expressed as a data constraint. By the end of Section 4, we make the
class of data constraints supported by our translation precise.
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3.1 Data Commands
A data command is a word P generated by the following grammar:
P = skip | x:=t | if¢->Pfi | P;P

(We often write “value of =" instead of “the data item assigned to x”.)

We adopt the following operational semantics of Apt et al. [16]. True to the
idea that data commands compute solutions for data constraints, the state that
a data command executes in is either a function from places to data items—a
distribution!—or the distinguished symbol fail, which represents abnormal ter-
mination. A configuration is a pair of a data command and a state to execute
that data command in. Let ¢ denote the empty data command, and equate € ; P
with P. Let [z := evals(t)] denote an update of § as usual. The following rules
define the transition relation on configurations, denoted by =

(skip, 0) = (¢, 0) (z:=t,0) = (e, d[z := evals(t)])

IF ¢ S
(if ¢ > P fi, )= (P,d) (if¢->Pfi,d) = (e, fail)

(P,d) = (P, )
(P; PV, 6) = (P'; PV, &)

Note that if ¢ -=> P fi commands are failure statements rather than conditional
statements: if the current state violates the guard ¢, execution abnormally ter-
minates. The partial correctness semantics, which ignores abnormal termination,
of a data command P in a state § is the set of final states M(P, {§}) = {0’ |
(P, ) =* (e, ¢")}; its total correctness semantics is the set consisting of fail
or its final states Mot (P, {0}) = {fail | (P, {§}) =" (e, fail)} UM(P, {6}).

Shortly, to prove the correctness of our translation from data constraints to
data commands, we use Hoare logic [17], where triples {¢} P {¢'} play a central
role. In such triples, ¢ characterizes the set of input states, P denotes the data
command to execute in those states, and ¢’ characterizes the set of output states.
A triple {¢} P {¢'} holds in the sense of partial (resp. total) correctness, if M(P,
[9]) C [¢] (resp. Mot (P, [¢]) C [¢']). To prove properties of data commands,
we use the following sound proof systems for partial (resp. total) correctness,
represented by F (resp. Fiot) and adopted from Apt et al. [16].

_ F{¢'} P {¢"}
F{¢} skip {¢} and ¢ = ¢/ F{o} P {¢'}
and ¢// :> ¢/// and '_ {(b/} Pl {¢//}

F{¢ld. =t} 2=t {¢} FA{o} P{¢"} F{¢} P; P {¢"}
F{d A g}t P {¢'} ¢ = ¢g and o {0} P {¢'}
F{¢} if ¢y —> P i {¢'} Frot {¢} 1f ¢g —> P £i {¢/}

The first four rules apply not only to - but also to k.. We use - to prove the
soundness of our upcoming translation; we use k¢ to prove its completeness.
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3.2 Precedence

Recall the following typical data constraint over ports A, B, C, D, and E, where
A and B are inputs, from Example in Figure 1b (its lower transition):

¢ = dc ~ add(da, dg) A dp ~ dc A dg ~ dc A —0dd(dp) (2)

To translate data constraints to data commands, the idea is to enforce equalities,
many of which occur in practice, with assignments and to check all remaining
literals with failure statements. In the case of ¢, for instance, we first assign
the data items involved in their pending put operations to A and B, whose
symbols are denoted by Z! (§init(A)) and Z™! (Ginic(B)), with dini¢ as defined in
(1), page 122. Next, we assign the evaluation of add(da, dg) to C. The order in
which we subsequently assign the value of C to D and E does not matter. After
the assignment to D, we check —0dd(dp) with a failure statement. The following
data command corresponds to one possible order of the last three steps.

P=A:=T'(0init(A)) ; B :=Z (6init(B)) ; C :=add(da, dg) ;
D :=dc; if -0dd(dp) -> skip fi; E :=dc

If execution of P in an empty initial state successfully terminates, the resulting
final state d should satisfy ¢ (soundness). Moreover, if a §' exists such that §' | ¢
and dinit C ¢, execution of P should successfully terminate (completeness).

Soundness and completeness crucially depend on the order in which assign-
ments and failure statements occur in P. For instance, changing the order of
D :=dc and if —0dd(dp) -> skip fi yields a data command whose execu-
tion always fails (because D does not have a value yet on evaluating the guard
of the failure statement). Such a data command is trivially sound but incom-
plete. Another complication is that not every equality can become an assign-
ment. In a first class of cases, no operand matches d,. An example is add(da ,
dg) &~ mult(da, dg): this equality should become a failure statement, because
neither of its two operands can be assigned to the other. In a second class of
cases, multiple equality literals have an operand that matches d,. An example
is C ~ add(da, dg) A C &~ mult(da, dg): only one of these equalities should be-
come an assignment, while the other should become a failure statement, to avoid
conflicting assignments to C.

To deal with these complications, we define a precedence relation on literals
that formalizes their dependencies. Recall that the data constraint in every tran-
sition label (X, ¢) is a conjunction of literals. Let Ly denote the set of literals in
¢, and let Xj, C X denote the set of input places (i.e., input ports and memory
cells) involved in the transition. From Ly and Xj,, we construct a set of literals
L to account for (i) symmetry of ~ and (ii) the initial values of input places.

L= L¢ U {tz ~ 1 | t1 =ty € L¢} ] {dx ~ T ((5init(x)) | S Xin} (3)
Obviously, § £ A L implies § [ ¢ for all § (i.e., extending Ly to L is sound).
Now, let <7, denote the precedence relation on L defined by the following rules:

d; =t, ¢ €L and d, € Free({) {1 <p ls <1 ¢35 and ¥ ¢ {{1, {5} @
dg =t <l £y <1 03
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da ~ I‘l(dimt(A)) dc ~ dp vz dp ~ dc

\) de ~ adg(dA, dg) \) —0dd(dp)
/7

)

dg ~ I‘l(dinit(B)) dc ~ dg \_/): de ~ dc

Fig. 3. Fragment of a digraph for an example precedence relation < (e.g., without
loops and without add(da, dg) & dc, for simplicity). An arc (¢, ') corresponds to
¢ <1 ¢'. Bold arcs represent a strict partial order extracted from <.

Informally, d, =~ t <, ¢ means that assignment z :=¢ must precede ¢ (i.e., ¢
depends on ). Note also that the first rule deals with the first class of equali-
ties-that-cannot-become-assignments; shortly, we comment on the second class.

For the sake of argument—generally, this is not the case—suppose that <y, is
a strict partial order on L. In that case, we can linearize <y, to a total order <
on L (i.e., embedding <, into < such that <; C <) with a topological sort on
the digraph (L, <) [18,19]. Intuitively, such a linearization gives us an order in
which we can translate literals in L to data commands in a sound and complete
way. In Section 3.3, we give an algorithm for doing so and indeed prove its
correctness. Problematically, however, <, is generally not a strict partial order
on L: it is generally neither asymmetric nor irreflexive (i.e., graph-theoretically,
it contains cycles). For instance, Figure 3 shows a fragment of the digraph (L,
=<r) for ¢ in (2), page 124, which contains cycles. For now, we defer this issue
to Section 4, because it forms a concern orthogonal to our translation algorithm
and its correctness. Until then, we simply assume the existence of a procedure for
extracting a strict partial order from <, represented by bold arcs in Figure 3.

Henceforth, we assume that every d,, ~ t; literal precedes all differently
shaped literals in a linearization of <. Although this assumption is conceptually
unnecessary, it simplifies some of our notation and proofs. Formally, we can
enforce it by adding a third rule to the definition of <p:

d; ~t, (e L and [{ #dy ~t forall o', ]
d, ~t=<p /¢

()

Proposition 1. The rule in (5) introduces no cycles.

(A proof appears in the technical report [14].)

3.3 Algorithm

We start by stating the precondition of our translation algorithm. Suppose that
L as defined in (3), page 124, contains n d,, ~ t literals and m differently shaped
literals. Let <7, denote a strict partial order on L such that for every d, ~t € L
and for every d, € Free(t), a d, ~ t’ literal precedes d, ~ t according to <r.
Then, let 61 < -+ < £y, < lpy1 < -++ < Lpym denote a linearization of <,
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where ¢; = d,, =~ t; for all 1 <4 < n. The three rules of <, in Section 3.2 induce
precedence relations for which all previous conditions hold, except that <, does
not necessarily denote a strict partial order; we address this issue in the next
section. The previous conditions aside, we also assume {d,, , ..., ds, } = U{
Free(¢;) | 1 <14 < n+ m}. This extra condition means that for every free vari-
able dg, in every literal in L, a d,, ~ t; literal exists in the linearization. If this
condition fails, some places can get a value only through search—exactly what
we try to avoid—and not through assignment. In such cases, the data constraint
is underspecified, and our translation algorithm is fundamentally inapplicable.
Finally, we trivially assume that nil does not occur syntactically in any lit-
eral. A formal definition of this precondition appears in the technical report
[14, Figure 10].
Figure 4 shows our algorithm. It first

. P < skip
loops over the first n (according to <) i1
d, ~ t literals. If an assignment for z while i < n do
e if d,, € {ds, | 1 < j <3} th

already exists in data command P, the ifds, € {do; | 17 <i} then

. . P{—P;lfdmi%ti—>sk1pf1
algorithm translates d, =~ t to a failure else
statement; if not, it translates d, =~ t ,(_R :IP”“ =t

. . K3 K3
to an assignment. This approach resolves while i < n+m do
issues with the second class of equali- PP | if £; -> skip fi
i it

ties-that-cannot-become-assignments. Af-
ter the first loop, the algorithm uses a
second loop to translate the remaining m
differently shaped literals to failure state-
ments. The algorithm runs in time linear in n + m, and it clearly terminates.
The desired postcondition of the algorithm consists of its soundness and com-
pleteness. We define soundness as - {T} P {{1 A--+ A lptm }: after running the
algorithm, execution of data command P yields a state that satisfies all literals
in L on successful termination. We define completeness as H(S’ )d:C LN Nlpam
implies Fyo {T} P {T}] for all §]: after running the algorithm, if a dis-
tribution ¢’ exists that satisfies all literals in L, data command P successfully
terminated. Although soundness subsequently guarantees that the final state 0
satisfies all literals in L, generally, 0 # §’. We use a different proof system for
soundness (partial correctness, F) than for completeness (total correctness, Fot).

Fig.4. Algorithm to translate data
constraints to data commands

Theorem 1 ([14, Theorem 3]). The algorithm is sound and complete.

(A proof appears in the technical report [14].)

4 Handling Cycles

Our algorithm assumes that a precedence relation <, as defined in Section 3.2
is a strict partial order. However, this is generally not the case. In this section,
we describe a procedure for extracting a strict partial order from <y without
losing essential dependencies. We start by adding a distinguished symbol % to
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k—\
1nlt(A)) dD - dp =
/ >_> " add dA7 dB) \ —|0dd dD
h
dB ~ I (Ginie( dc ~ dE de ~ dc

Fig. 5. Fragment of the B-graph corresponding to the digraph in Figure 3 (e.g., without
looping B-arcs and without add(da , dg) = dc, for simplicity). Bold B-arcs represent an
arborescence.

the domain of <, and we extend the definition of <, with the following rules:

teL and Free({) =0 d,~tec L and Free(t) =0
* < /¢ * <5 dy ~t

These rules state that literals without free variables (e.g., d; ~ Z™! (dinit(2))) do
not depend on other literals. Now, <, is a strict partial order if the digraph (LU
{*}, <r)is a k-arborescence: a digraph consisting of n—1 arcs such that each of
its n vertices is reachable from s [20]. Equivalently, in a ¥-arborescence, % has
no incoming arcs, every other vertex has exactly one incoming arc, and the arcs
form no cycles [20]. The first formulation is perhaps most intuitive here: every
path from % to some literal £ represents an order in which our algorithm should
translate the literals on that path to ensure the correctness of the translation of
£. The second formulation simplifies observing that arborescences correspond to
strict partial orders (by their cycle-freeness).

A naive approach to extract a strict partial order from <y, is to compute a
*-arborescence of the digraph (LU {%}, <1). Unfortunately, however, this ap-
proach generally fails for d, = t literals where ¢ has more than one free variable.
For instance, by definition, every arborescence of the digraph in Figure 3 has
only one incoming arc for dc ~ add(da, dg), even though assignments to both A
and B must precede an assignment to C. Because these dependencies exist as two
separate arcs, no arborescence of a digraph can capture them. To solve this, we
should somehow represent the dependencies of d¢c &~ add(da, dg) with a single
incoming arc. We can do so by allowing arcs to have multiple tails (i.e., one for
every free variable). In that case, we can replace the two separate incoming arcs
of dc =~ add(da, dg) with a single two-tailed incoming arc as in Figure 5. The
two tails make explicit that to evaluate an add-term, we need values for both its
arguments: multiple tails represent a conjunction of dependencies of a literal.

By replacing single-tail-single-head arcs with multiple-tails-single-head arcs,
we effectively transform the digraphs considered so far into B-graphs , a special
kind of hypergraph with only B-arcs (i.e., backward hyperarcs, i.e., hyperarcs
with exactly one head) [21]. Deriving a B-graph over literals from a precedence
relation as defined in Section 3.2 is generally impossible though: their richer
structure makes B-graphs more expressive—they give more information—than
digraphs. In contrast, one can easily transform a B-graph to a precedence relation
by splitting B-arcs into single-tailed arcs in the obvious way. Deriving precedence

(6)
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relations from more expressive B-graphs is therefore a correct way of obtaining
strict partial orders that satisfy the precondition of our algorithm. Doing so just
eliminates information that this algorithm does not care about anyway.

Thus, we propose the following. Instead of formalizing dependencies among
literals in a set L U {9} directly as a precedence relation, we first formalize
those dependencies as a B-graph. If the resulting B-graph is a v-arborescence,
we can directly extract a precedence relation <. Otherwise, we compute a
Y-arborescence of the resulting B-graph and extract a precedence relation <p,
afterward. Either way, because <, is extracted from a J-arborescence, it is a
strict partial order whose linearization satisfies the precondition of our algorithm.

Let <4, denote a set of B-arcs on LU {%} defined by the following rules, plus
the straightforward B-arcs adaptation of the rules in (6), page 127:

el d, ~telL

and Free(V) ={ds,, ..., ds,} and Free(t) ={ds, , ..., du, }

and d,, =11, ...,ds, =t €L and d,, =~t;,...,d,, =t €L )
{dm1%t13~-~>dzk%tk}‘L€ {dzlmt1,~-~,dmk%tk}‘Ldz%t

The first rule generalizes the first rule in (4), page 124, by joining sets of depen-
dencies of a literal in a single B-arc. The second rule states that d, = ¢ literals do
not necessarily depend on d, (as implied by the first rule) but only on the free
variables in ¢: intuitively, a value for x can be derived from values of the free vari-
ables in ¢ (cf. assignments). Note that literals can have multiple incoming B-arcs.
Such multiple incoming B-arcs represent a disjunction of conjunctions of depen-
dencies. Importantly, as long as all dependencies represented by one incoming
B-arc are satisfied, the other incoming B-arcs do not matter. An arborescence,
which contains one incoming B-arc for every literal, therefore preserves enough
dependencies. Shortly, Theorem 2 makes this more precise. Figure 5 shows a
fragment of the B-graph for data constraint ¢ in (2), page 124.

One can straightforwardly compute an arborescence of a B-graph (L U {5},
«;,) with a graph exploration algorithm reminiscent of breadth-first search. Let
<> C <, denote the aborescence under computation, and let Lgone C L denote
the set of vertices (i.e., literals in L) that have already been explored; initially,
<°= () and Lgone = {*k}. Now, given some Lgone, compute a set of vertices
Lyext that are connected only to vertices in Lgone by a B-arc in «y. Then, for
every vertex in Lyext, add an incoming B-arc to <irb.1 Afterward, add Lyex to
Lgone- Repeat this process until Lyeyt becomes empty. Once that happens, either
<3L”rb contains an arborescence (if Lgone = L) or no arborescence exists. This
computation runs in linear time, in the size of the B-graph. See also Footnote 1.

L If a vertex £ in Lnext has multiple incoming B-arcs, the choice among them matters
not: the choice is local, because every B-arc has only one head (i.e., adding an ¢-
headed B-arc to €3 cannot cause another vertex to get multiple incoming B-arcs,
which would invalidate the arborescence). General hypergraphs, whose hyperarcs
can have multiple heads, violate this property (i.e., the choice of which hyperarc
to add is global instead of local). Computing arborescences of such hypergraphs is

NP-complete [22], whereas one can compute aborescences of B-graphs in linear time.
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Given €%, the following rules yield a cycle-free precedence relation on LU {%}:

{51,...,£k}<irb£ and 1<i<k {; < ¥ ‘<L€3 and £2¢{€1,€3}
l; <p £ 0 <1 03

®)

Theorem 2 ([14, Theorem 4]). <, as defined by the rules in (5)(8), pages 125
and 129, is a strict partial order and a large enough subset of < as defined by
the rules in (4)(5)(6), pages 124, 125, and 127, to satisfy the precondition of our
translation algorithm in Section 3.5.

(A proof appears in the technical report [14].) For instance, the bold arcs in
Figure 3 represent the precedence relation for the arborescence in Figure 5.

If a ¥-arborescence of (L U {¥}, 4z) does not exist, every |L|-cardinality
subset of <7, has at least one vertex ¢ that is unreachable from . In that case,
by the rules in (6), page 127, ¢ depends on at least one free variable (otherwise,
{*} <41 {). Because no B-graph equivalent of a path [23] exists from % to ¢, the
other literals in L fail to resolve at least one of ¢’s dependencies. This occurs, for
instance, when ¢ depends on d,, while L contains no d, ~ t literal. Another ex-
ample is a recursive literal d,, & ¢ with d, € Free(t): unless another literal d, ~ ¢’
with ¢ # t/ exists, all its incoming B-arcs contain loops to itself, meaning that no
arborescence exists. In practice, such cases inherently require constraint solving
techniques to find a value for d,. Nonexistence of a Y-arborescence thus signals
a fundamental boundary to the applicability of our translation algorithm (al-
though more advanced techniques of translating some parts of a data constraint
to a data command and leaving other parts to a constraint solver are imaginable
and left for future work). Thus, the set of data constraints to which our trans-
lation algorithm is applicable contains exactly those (i) whose B-graph has a
*-arborescence, which guarantees linearizability of the induced precedence, and
(ii) that satisfy also the rest of the precondition of our algorithm in Section 3.3.

5 Preliminary Performance Results

In the work that we presented in this paper, we focused on the formal definition
of our translation and its proof of correctness. A comprehensive quantitative
evaluation remains future work. Indeed, constructing a set of representative ex-
amples, identifying independent variables that may influence the outcome (e.g.,
number of cores, memory architecture, etc.), setting up and performing the cor-
responding experiments, processing/analyzing the measurements, and eventually
presenting the results is a whole other challenge. Still, presenting an optimization
technique and not shedding any light on its performance may leave the reader
with an unsatisfactory feeling. Therefore, in this section, we provide preliminary
performance results to give a rough indication of our translation’s merits.

We extended our most recent CA-to-Java compiler and used this compiler to
generate both constraint-based coordination code (i.e., generated without our
translation) and command-based coordination code (i.e., generated with our
translation) for ten coordinators modeled as CA: three elementary primitives
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Constr. Comm. X Constr. Comm. X
Sync 33119333 39800986  1.20 Language2 17278247 24646838  1.43
Fifo 33050122 41398084 1.25 Language4 4423326 11512506 2.60

Replicator 17961129 21803913  1.21 Languageb 1062306 5294838  4.98
Example 10573857 12687767  1.20 Language8 194374 1746440  8.98
Fibonacci 1818671 88947751 48.91 Languagel0 25649 362050 14.12

Fig. 6. Preliminary performance results for ten coordinators. Column “Constr.” shows
results for constraint-based implementations (in number of coordination steps com-
pleted in four minutes); column “Comm.” shows restults for command-based imple-
mentations; column “x” shows the ratio of the second over the first.

from Figures la and 2a (to see how our optimization affects such basic cases)
and seven more complex composites, including those in Figures 1b and 2b. See
Section 2 for a discussion of these coordinators’ behavior. The constraint-based
implementations use a custom constraint solver with constraint propagation [24],
tailored to our setting of data constraints. The data commands in the generated
command-based implementations are imperative Java code, very similar to what
programmers would hand-craft (modulo style).

In total, thus, we generated twenty coordinators in Java. We ran each of
those implementations ten times on a quadcore machine at 2.4 GHz (no Hyper-
Threading; no Turbo Boost) and averaged our measurements. In every run, we
warmed up the JvM for thirty seconds before starting to measure the number
of coordination steps that an implementation could finish in the subsequent
four minutes. Figure 6 shows our results. The command-based implementations
outperform their constraint-based versions in all cases. The Languagei coordi-
nators furthermore show that the speed-up achieved by their command-based
implementations increases as i increases. This may suggest that our optimiza-
tion becomes relatively more effective as the size/complexity of a coordinator
increases, as also witnessed by Fibonacci. Figure 6 shows first evidence for the
effectiveness of our translation in practice, although further study is necessary.

6 Discussion

In constraint programming, it is well-known that “if domain specific methods are
available they should be applied instead [sic] of the general methods” [24, page 2].
The work presented in this paper takes this guideline to an extreme: essentially,
every data command generated for a data constraint ¢ by our translation algo-
rithm is a little constraint solver capable of solving only ¢, with good perfor-
mance. This good performance comes from the fact that the order of performing
assignments and failure statements has already been determined at compile-time.
Moreover, this precomputed order guarantees that backtracking is unnecessary:
the data constraint for ¢ finds a solution if one exists without search (i.e., The-
orem 1). In contrast, general constraint solvers need to do this work, which our
approach does at compile-time, as part of the solving process at run-time.
Execution of data commands bears similarities with constraint propagation
techniques [24], in particular with forward checking [25,26]. Generally, in
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constraint propagation, the idea is to reduce the search space of a given con-
straint satisfaction problem (CSP) by transforming it into an equivalent “sim-
pler” csp, where variables have smaller domains, or where constraints refer to
fewer variables. With forward checking, whenever a variable z gets a value v,
a constraint solver removes values from the domains of all subsequent variables
that, together with v, violate a constraint. In the case of an equality = = y, for
instance, forward checking reduces the domain of y to the singleton {v} after an
assignment of v to x. That same property of equality is implicitly used in exe-
cuting our data commands (i.e., instead of representing the domain of a variable
and the reduction of this domain to a singleton explicitly, we directly make an
assignment).

Our translation from data constraints to data commands may also remind
one of classical Gaussian eliminination for solving systems of linear equations
over the reals [24]: there too, variables are ordered and values/expressions for
some variables are substituted into other expressions. The difference is that we
have functions, relations, and our data domain may include other data types,
which makes solving data constraints directly via Gaussian elimination at least
not obvious. However, Gaussian elimination does seem useful as a preprocessing
step for translating certain data constraints to data commands that our current
algorithm does not support. Future work should clarify this possibility.

Clarke et al. worked on purely constraint-based implementations of coordi-
nators [27]. Essentially, they specify not only the transition labels of a cA as
boolean constraints but also its state space and transition relation. In recent
work, Proenca and Clarke developed a variant of compile-time predicate abstrac-
tion to improve performance [28]. They used this technique also to allow a form
of interaction between the constraint solver and external components during con-
straint solving [29]. The work of Proenga and Clarke resembles ours in the sense
that we all try to “simplify” constraints at compile-time. Main differences are
that (i) we fully avoid constraint solving and (ii) we consider a richer language
of data constraints. For instance, Proenca and Clarke have only unary functions
in their language, which would have cleared our need for B-graphs.
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Abstract. We present a labelled semantics for Soft Concurrent Constraint
Programming (SCCP), a language where concurrent agents may synchro-
nize on a shared store by either posting or checking the satisfaction of (soft)
constraints. SCCP generalizes the classical formalism by parametrising the
constraint system over an order-enriched monoid: the monoid operator is
not required to be idempotent, thus adding the same information several
times may change the store. The novel operational rules are shown to
offer a sound and complete co-inductive technique to prove the original
equivalence over the unlabelled semantics.

1 Introduction

Concurrent Constraint Programming (CCP) [21] is a language based on a shared-
memory communication pattern: processes may interact by either posting or
checking partial information, which is represented as constraints in a global
store. CCP belongs to the larger family of process calculi, thus a syntax-driven
operational semantics represents the computational steps. For example, the term
tell(c) is the process that posts c in the store, and the term ask(c) — P is the
process that executes P if ¢ can be derived from the information in the store.

The formalism is parametric with respect to the entailment relation. Under the
name of constraint system, the information recorded on the store is structured as a
partial order (actually, a lattice) <, where ¢ < d means that ¢ can be derived from
d. Under a few requirements over such systems, CCP has been provided with
(coincident) operational and denotational semantics. More recently, a labelled
semantics has also been provided, and the associated weak bisimilarity proved
to coincide with the original semantics [1].
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A key aspect of CCP is the idempotency of the operator for composing con-
straints: adding the same information twice does not change the store. On the
contrary, the soft variant of the formalism (Soft CCP, or just SCCP [7]) drops
idempotency: constraint systems in SCCP may distinguish the number of oc-
currences of a piece of information. Dropping idempotency requires a complete
reworking of the theory. Although an operational semantics for SCCP has been
devised [7], hitherto neither the denotational nor the labelled one has been
reintroduced. This is unfortunate since due to its generality, SCCP has been suc-
cessfully applied as a specification formalism for negotiation of Service Level
Agreements [10], or the enforcement of ACL-based access control [8].

The objective of our work is the development of a general theory for the
operational as well as the denotational semantics of SCCP, via the introduction
of suitable behavioral equivalences. Reaching this objective is technically chal-
lenging, since most of the simplicity of CCP is based precisely on the premise
that posting an information multiple times is the same as posting it only once.

As a language, SCCP has been used as a specification formalism for agents
collaborating via a shared knowledge basis, possibly with temporal features [4].
Thus, on a methodological level, the development of behavioural equivalences
for SCCP may result in the improvement on the analysis techniques for agents
that need to reason guided by their preferences, more so if their knowledge (e.g.
of their environment) is not complete. Indeed, the paper shows that systems
specified by SCCP may benefit from the feasible proof and verification methods
typically associated with bisimilarity, compared with the classical analysis based
on (possibly infinite) sequences of computations. This is true also whenever
agents have to coordinate despite the global problem being over-constrained
(i.e., admitting no solution), and simulation may serve as a powerful mechanism
for distilling suitable approximated solutions.

Contribution. The work in [21] establishes a denotational semantics for CCP and
an equational theory for infinite agents. More recently, in [1] the authors prove
that the axiomatisation is underlying a specific weak bisimilarity among agents,
thus providing a clear operational understanding. The key ingredients are a
complete lattice as the domain of the store, with least upper bound for constraint
combination, and a notion of compactness such that domain equations for the
parallel composition of recursive agents would be well-defined. On the contrary,
the soft version [7] drops the upper bound for combination in exchange of a more
general monoidal operator. Thus, the domain is potentially just a (not necessarily
complete) partial order, possibly with finite meets and a residuation operator
(a kind of inverse of the monoidal one) in order to account for algorithms
concerning constraint propagation. Indeed, the main use of SCCP has been in
the generalisation of classical constraint satisfaction problems, hence the lack of
investigation about e.g. compactness and denotational semantics.

Therefore, in this paper we connect the works on the soft [7] and the classical
(also indicated in the literature as “crisp”) [21,1] paradigm by investigating a
labelled semantics for SCCP. In particular, the results will be a mix of those
investigated in the two communities, namely, a monoid whose underlying set
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of elements form a complete lattice. We will recast the notion of compactness,
and afterwards the SCCP semantics, thus making the work a direct extension
of the proposal for the crisp language. We will then introduce a novel labelled
semantics for SCCP which will allow us to give a sound and complete technique
to prove the equivalence over the unlabelled semantics.

2 A Few Technical Remarks (with Some Novelty)

This section recalls the main notions we are going to need later on. First of all,
we present some basic facts concerning monoids [15] enriched over complete
lattices. These are used to recast the standard presentation of the soft constraints
paradigm, and to generalise the classical crisp one.

2.1 Lattice-Enriched Monoids

Definition 1 (Complete Lattices). A partial order (PO) is a pair (A, <) such that A
is a set of values and < C AX A is a reflexive, transitive, and anti-symmetric relation. A
complete lattice (CL) is a PO such that any subset of A has a least upper bound (LUB).

We denoteas \/ X the necessarily unique LUB of a subset X C A, and explicitly
1 and T if we are considering the empty set and the whole A, respectively: the
former is the bottom and the latter is the top of the PO. Obviously, CLs also
have the greatest lower bound (GLB) for any subset Y C A, denoted as A\ Y.

In the following we fix a CL C = (4, <).

Definition 2 (Compact Elements). An element a € A is compact (or finite) if when-
ever a < \/'Y there exists a finite subset X C 'Y such thata < \/ X.

Note that for complete lattices the definition of compactness given above
coincides with the one using directed subsets. It will be easier to generalise it,
though, to compactness with respect to the monoidal operator (see Def. 6). We
let A C A denote the set of compact elements of C. Note that A might be trivial.
Consider e.g. the CL ([0, 1], >) (the segment of the reals with the inverse of the
usual order), used for probabilistic constraints [12]: only the bottom element 1
is compact. As we will see, the situation for the soft paradigm is more nuanced.

Definition 3 (Monoids). A commutative monoid with identity (IM) is a triple (A,
®,1) where ® : A X A — A is a commutative and associative function and ¥Ya €
A.®(@a,1) =a.

We will often use an infix notation, such as a ® b for a,b € A. The monoidal
operator can be defined for any multi-set: it is given for a family of elements
a; € A indexed over a finite, non-empty set I, and it is denoted by )., 4.
Whenever for an index set I all the a;’s are different, we write ® S instead of
X i @i for the set S = {a; | i € I}. Conventionally, we also denote X0=1.

We now move our attention to the domain of values we are going to consider.
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Definition 4 (CL-enriched IMs). A CL-enriched IM (CLIM) isa triple$ = (A, <, ®)
such that (A, <)isa CL, (A,®, L) is an IM, and furthermore the following holds

(distributivity) Va e AVX CAa®@ A X = Ala®x|xeX]

Remark 1. The reader who is familiar with the soft constraint literature may
have noticed that we have basically rewritten the standard presentation using a
CLIM instead of an absorptive semiring, recently popularized as c-semiring [6],
where the a ® b operator is replaced by the binary LUB a V b. Besides what we
consider a streamlined presentation, the main advantage in the use of CLIMs is
the easiness in defining the LUB of infinite sets and, as a consequence, the notion
of ®-compactness given below. An alternative solution using infinite sums can
be found in [14, Section 3], and a possible use is sketched in [5].

Thanks to distributivity, we can show that ® is monotone, and since L is the
identity of the monoid, monotonicity implies that the combination of constraints
is increasing, i.e., Va,b € A.a < a ® b holds. Finally, we recall that by definition
AD=T,sothatVa € Aa® T = T also holds.!

In the following, we fix a CLIM 5§ = (A, <, ®). The next step is to provide a
notion of infinite composition. Our definition is from [15] (see also [14, p. 42]).

Definition 5 (Infinite Composition). Let I be a (countable) set of indexes. Then,
composition (X),., a; is given as \/ ;¢ (X)je] a; for all finite subsets |.

Should I be finite, the definition gives back the usual multiset composition,
since ® is monotone and increasing. Indeed, as the infinitary composition is also
monotone and increasing, and by construction (X) A = \/ A = T holds. We now
provide a notion of compactness with respect to the monoidal operator.

Definition 6 (®-compact Elements). An element a € A is ®-compact (or ®-finite) if
whenever a < ), a; then there exists a finite subset | C I such that a < ®j€] aj.

Welet A® C A denote the set of ®-compact elements of $. It is easy to show that
a compact element is also ®-compact, i.e. A© C A®. Indeed, the latter notion is
definitively more flexible. Consider e.g. the CLIM ([0, 1], >, X) examined above,
which corresponds to the segment of the reals with the inverse of the usual
order and multiplication as monoidal product. Since any infinite multiplication
tends to 0, then all the elements are ®-compact, except the top element itself,
that is, precisely 0.

Remark 2. Tt is easy to show that idempotency implies that (X) coincides with
LUBs, that is, ® S =\ S for all subsets S C A. In other words, the whole soft
structure collapses to a complete distributive lattice. Indeed, requiring distribu-
tivity makes the soft paradigm not fully comparable with the crisp one. We are
going to discuss it again in the concluding remarks.

! A symmetric choice (A4, ®, T) with distributivity with respect to \/ (and thusa® L = 1)
is possible: the monoidal operator would be decreasing, so that for examplea® b < a.
Indeed, this is the usual order in the semiring-based approach to soft constraints [5].
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2.2 Some Operators: Residuation and Cylindrification

We close this section by presenting two operators on CL-enriched IMs.
The first is a simple construction for building a weak inverse of the monoidal
operator in CL-enriched monoids, known in the literature as residuation [14,13].

Definition 7 (Residuation). Let a,b € A. The residuation of a with respect to b is
definedasa®b= Nfce Ala<b®c}.

The definition conveys the intuitive meaning of a division operator: indeed,
a < b® (aeb), thanks to distributivity. Also, @@ b)eb <aand ae(b®c) =
(a©b)©c. Residuation is monotone on the first argument: if 2 < b thena©c <
becand a©b = L. For more properties of residuation we refer to [3, Tab. 4.1].

Most important for our formalism is the following result on ®-compactness.

Lemmal. Leta, b € A. Ifais ®-compact, so is a©b.

Proof. If a©b < (X),.;a;, then by monotonicity a < ®ielw{*
compactness of a there exists a finite ] C I such thata < (X)

| i for a. = b. By ®-
jeJte) Air and by the
definition of division a©b < (X)je ; j, hence the result holds. O

Most standard soft instances (boolean, fuzzy, probabilistic, weighted, and so
on) are described by CL-enriched monoids and are residuated: see e.g. [5]. For
these instances the © operator is used to (partially) remove constraints from the
store, and as such is going to be used in Section 4. In fact, in the soft literature it is
required a tighter relation of (full) invertibility, also satisfied by all the previous
CLIMs instances, stated in our framework by the definition below.

Definition 8. A CLIM S is invertible if b < a implies b® (a©b) = a for all a,b € A®.

We now consider two families of operators for modelling the hiding of local
variables and the passing of parameters in soft CCP. They can be considered as
generalised notions of existential quantifier and diagonal element [21], which
are expressed in terms of operators of cylindric algebras [18]. >

Definition 9 (Cylindrification). Let V' be a set of variables. A cylindric operator 3
over 5 and V is given by a family of monotone, ®-compactness preserving functions
3. : A = Aindexed by elements in V such that foralla,be Aand x,y € V

1. dya<a;
2. A, (a®3b) = J,a®3A.b;
3. A dya = 3, 3.a.

Let a € A. The support of a is the set of variables sv(a) = {x € V | Ja # a}.

For a finite X € V we denote by dxa any sequence of function applications.
Also, we fix a set of variables V and a cylindric operator 3 over CLIM 5 and V.

2 However, since we consider monoids instead of groups, the set of axioms of diagonal
operators is included in the standard one for cylindric algebras.
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Definition 10 (Diagonalisation). A diagonal operator 6 for 3 is given by a family
of idempotent elements 6., € A indexed by pairs of elements in 'V such that 6y, = 6y
and foralla € Aand x,y,z€V

1. Oxx=1L;
2. ifz ¢ {x,y} then 6,y = 3.(0x2 ® 02,);
3. ifx # ythena < Oy, ® 3(a ® Oy,y).

Axioms 1 and 2 above plus idempotency imply that 3,6,,, = L, which in turn
implies (again with axiom 2 and idempotency of J) that sv(6,,,) = {x, y} forx # y.
Diagonal operators are going to be used for modelling variable substitution and
parameter passing. In the following, we fix a diagonal operator 6 for 3.

Definition 11 (Substitution). Let x,y € V and a € A. The substitution a[¥/,] is
defined as a if x = y and as 3,(6,,y ® a) otherwise.

We now rephrase some of the laws holding for the crisp case (see [1, p.140]).
Lemma 2. Let x,y € V and a € A. Then it holds

1. y ¢ sv(a) implies (al?/DI*/ ] = a;
2. a[y/x] ® b[y/x] =@® b)[y/x];
3. x ¢ sv@l¥/,]).

Proof. Consider e.g. the most difficult item 2. By definition a[¥/,] ® b[Y/,] =
3:(65,y ® @) ® 3c(6x,y ® b), which in turn coincides with 3,(6,,, ® a ® 3,(0x,, ® b))
by axiom 2 of 3; by axiom 3 of 0y, y we have that (@ ® b)[Y/,] = 3:(6r,y ®a®b) <
3(6,y ®a®3,(6,,,®D)), while the vice versa holds by the monotonicity of 3,. O

3 Deterministic Soft CCP

We now introduce our language. We fix an invertible CLIM § = (C, <, ®), which
is also cylindric over a set of variables V, denoting by ¢ an element in C®.

A = stop | tell(c) | ask(c) > A|A || A| I A | p(x).

Let A be the set of all agents, which is parametric with respect to a set # of
(unary) procedure declarations p(x) = A such that fo(A) = {x}.?

In Tab. 1 we provide a reduction semantics for SCCP: a pair (I, —), for I' =
A x C® the set of configurations and — C I' X I" a family of binary relations
indexed over sets of variables, i.e., —= Jycy —aand —, € I'XT.

In R1 a constraint ¢ is added to the store 0. R2 checks if ¢ is entailed by o: if
not, the computation is blocked. Rules R3 and R4 model the interleaving of two
agents in parallel. Rule R5 replaces a procedure identifier with the associated
body, renaming the formal parameter with the actual one: A[Y/,] stands for the

3 The set of free variables of an agent is defined in the expected way by structural
induction, assuming that fo(tell(c)) = sv(c) and fov(ask(c) — A) = sv(c) U fo(A).
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Table 1. Reduction semantics for SCCP

sv(o) Uso(c) € A c<oAsv(o)Uso(c) CA
R1 (tell(c), o) — 4 (stop,0 ®c) Tell R2 (ask(c) = A,0) —, (A,0) Ask
(A,0) — 4 (A", d") A fu(B) C A (A,0) — 4 (A", d")A fo(B) C A
R3 Parl 4 ’
(Al B,oy —ss (A" | B,oy 2" RE T BIA G —, BlA,0y T2
R5 {y}Usu(o) CAAp(x) =AeP fo(A)Usv(o) CAAw ¢ A Hide

(p(y), 0y —a (AlY/+], 0) Rec RE "(3.4,0) — (AI/],0)

agent obtained by replacing all the occurrences of x with y.* Rule R6 hides the
variable x occurring in A. The variable w that replaces x is globally fresh, as
ensured by requiring w ¢ A. The latter is more general than just requiring that
w ¢ fo(A) U su(0), since (B, p) —, implies that fo(B) Usov(p) C A5

We denote fv(A) Usu(o) as fu(y) for a configuration y = (A, o), and by y[*/.]
the component-wise application of substitution [*/,]. Clearly y —, 9’ implies
fo(y) € A, and we now further provide three lemmata on reduction.

Lemma 3 (Mono). Let (A, c) — (B,0’) beareduction. Then,o < ¢’ andsv(o’) C A.

The proof is straightforward: only rule R1 can modify the store,and 0 < 0 ®c
aswellas sv(o®c) C sv(0)Usv(c) hold, since as shown above fo(tell(c))Usv(o) C A.

Lemma 4 (Operational Mono). Let (A,0) —, (B, 0d’) be a reduction and p € C®
such that sv(p) C A. Then, there exists a reduction (A,c ® p) =4 (B,0’ ® p).

The proof is straightforward, since as before sv(c ® p) € sv(o) U sv(p) and
moreover ¢, p € C® ensure that 0 ® p € C®.

3.1 Observational Semantics

To define fair computations (Def. 12), we introduce enabled and active agents.
Note that any transition is generated by an agent of the shape tell(c) or ask(c) —
A or p(x) or 4,A via the application of precisely one instance of one of the axioms
R1, R2, R5, and R6 of Tab. 1. An agent of such shape is active in a transition
t =y — y’ if it generates such transition, i.e. if there is a derivation of t where
that agent is used in the building axiom. Moreover, an agent is enabled in a
configuration y if there is a transition y — )’ such that the agent is active in it.

Definition 12 (Fair Computations). Let Yo —4, Y1 =4, Y2 =4, ... be a (possibly
infinite) computation. It is fair if it is increasing (i.e., Ay C Ays1 for any k) and whenever
an agent A is enabled in some y; then Ais activein y; —,,,, yj+1 for some j > i.

Note that fairness is well given: the format of the rules allows us to always
trace the occurrence of an agent along a computation.

* With the usual conventions, so that e.g. (3, A)[Y/,] = 3,(A[*/,DIY/.]) for w ¢ sv(A) U
{x, y} and tell(c)[¥/,] = tell(c[Y/,]), the latter defined according to Def. 11.
° Our rule is reminiscent of (8) in [21, p. 342].
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Definition 13 (Observables). Let & = y9 —a, Y1 =4, ... be a (possibly infinite)
computation with y; = (A;, 0i). Result(&) is \/;(IAx,04), for Xi = (fo(y)) \ (fo(yo)).

Similarly to crisp programming [21], if a finite computation is fair then it is
deadlocked and its result coincides with the store of the last configuration.

Proposition 1 (Confluence). Let y be a configuration and &1, & two (possibly infi-
nite) computations of y. If &1 and &, are fair, then Result(&1) = Result(&,).

The proposition is an immediate consequence of the lemma below.
Lemma 5. Let y —,, v; be reductions for i = 1,2. Then one of the following holds

1. &=y —a Vil /w]l and Y12/ w,] = y2l?/w,] for wi & A; and z fresh;
2. &=y —u VilFlw] 2 a0a0) Vs for wi & (A N A2) U folys) and zi's fresh.

In both cases, Result(&1) = Result(&,).

Proof. First of all, note that the calculus is deterministic except for the parallel
and the hiding operators. Consider the latter. The problem may arise if different
fresh variables are chosen, let us say w; and w,. However, y1[*/4,1 = v2[*/w,] by
replacing the new variables with a globally fresh one, as in item 1.

So, let us assume that the two reductions occur on the opposite sides of a
parallel operator. Also, let y —,4, y1 replace a hiding operator with a variable
w1 (hence we have w; ¢ A1). If wy € fo(y,), since wy ¢ y and the only reduction
enlarging the set of free variables is the replacement of a hiding operator, also
¥y —a, Y2 must replace a hiding operator with variable w;, and thus it suffices to
replace wy with fresh variables z; and z; in the two reductions, in order for item
2 to be verified. If wy ¢ fu(y»), then &; is obtained by replacing in y» the hiding
operator with z; instead of w;. As for obtaining &1, the only problematic case
is if ¥ —,, 2 also replaces a hiding operator with a variable w, € A1 U fo(y1).
However, we have that w, ¢ fv(y1) since otherwise (as shown above) w; = w»,
thus &; is obtained by replacing in y; the hiding operator with z, instead of w,,
and item 2 is then verified.

Among the remaining cases, the only relevant one is whenever both actions
add different constraints to the store. So, let us assume that y = (A; || Ay, 0)
such that (A1, 0) =4, (B1,01) and (A, 0) =4, (Ba, 02). Note that since reduction
semantics is monotone (Lemma 3) and ¢ is ®-compact, also 0; is ®-compact
and furthermore we have 01 = 0 ® (01 ©0). Now, operational monotonicity
(Lemma 4) ensures us that (B || A2, 0 ® (01©0)) —=a,ua, {(B1 || B2, 0 ® (01©0)®
(02 ©0)) and by symmetric reasoning the latter configuration is the one we were
looking for. O

The result above is a local confluence theorem, which is expected, since the
calculus is essentially deterministic. The complex formulation is due to the
occurrence of hiding operators: as an example, different fresh variables may be
chosen for replacing 3, such as w; and w» in the first item above, and then a
globally fresh variable z has to be found for replacing them.
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As a final remark, note that y —, ’ with z € fo(y) and w ¢ fo(y’) implies
YI“/2] = vty Y’ [¢/:2]. Combined with the proposition above, they ensure
that fair computations originating from a configuration are either all finite or
all infinite, and furthermore they have the same result. So, in the following we
denote as Result((A, o)) the unique result of the fair computations originating
from (A, o). This fact allows to define an observation-wise equivalence.

Definition 14 (Observational Equivalence). Let A,B € A be agents. They are
observationally equivalent (A ~, B) if Result({(A, 0)) = Result({B, o)) for all o € C®.

It is easily shown that ~, is preserved by all contexts, i.e., it is a congruence.®

3.2 Saturated Bisimulation

As proposed in [1] for crisp languages, we define a barbed equivalence between
two agents [17]. Since barbs are basic observations (predicates) on the states of
a system, in this case they correspond to the compact constraints in C®, and we
say that (A, o) verifies ¢, or that (A, o) |. holds, if ¢ < 0. However, since barbed
bisimilarity is an equivalence already for CCP, along [1] we propose the use of
saturated bisimilarity in order to obtain a congruence: Defs. 15 and 16 respectively
provide the strong and weak definition of saturated bisimilarity.

Definition 15 (Saturated Bisimilarity). A saturated bisimulation is a symmetric
relation R on configurations such that whenever ((A,0),(B, p)) € R

1. if (A, 0) lc then (B, p) lc;
2. if (A, 0) — ] then there exists ), such that (B, p) — y, and (/},7}) € R;

3. (A, 0®d),(B,p®d)) € R foralld € C®.

We say that y1 and y, are saturated bisimilar (Y1 ~s y2) if there exists a saturated
bisimulation R such that (y1,y2) € R. We write A ~; Bif (A, L) ~s (B, L).

We now let —* denote the reflexive and transitive closure of —, restricted
to increasing computations. We say that y | holds if there exists y' = (A, o)
such that y —* )" and ¢ < dxo for X = fo(y") \ fo(y).

Definition 16 (Weak Saturated Bisimilarity). Weak saturated bisimilarity (=) is
obtained from Def. 15 by replacing — with —* and |, with |J..

Since ~; (and =) is itself a saturated bisimulation, it is obvious that it is
upward closed, and it is also a congruence with respect to all the contexts of
SCCP (i.e., it is preserved under any context): indeed, a context C[e] can modify
the behaviour of a configuration only by adding constraints to its store.

® Recall that a context C[e] is a syntactic expression with a single hole e such that
replacing @ with an agent A in the context produces an agent, denoted by C[A]. For
example if C[e] is the context tell(c) || ® then C[A] = tell(c) || A. An equivalence =
between agents is a congruence if A = B implies C[A] = C[B] for every context C[e].



142 F. Gadducdi et al.

We now show that =, as given in Def. 16, coincides with the observational
equivalence ~, (see Def. 14). First we recall the notion of and a classic result on
cofinality: two (possibly infinite) chains co < ¢; < ... and dy < d; < ... are said

to be cofinal if for all c; there exists a d; such that ¢; < d; and, viceversa, for all d;
there exists a cj such that d; < c;.

Lemma 6. Let co <1 < ... anddy <dy < ... be two chains. (1) If they are cofinal,
then they have the same limit, i.e., \/;c;i = \/;di. (2) If the elements of the chains are
®-compact and \/; c; = \/;d;, then the two chains are cofinal.

Proof. Let us tackle (2), and consider the sequence ¢y = cp and e; = ci41 ©¢;. Each
e; is the difference between two consecutive elements of a chain. Since the CLIM
is invertible we have ¢; = ), ; and thus \/;¢; = (X), ¢;. Since each d; is ®-
compact and d; < (), ¢;, there is a k such that d; < ), < ¢i- The same reasoning
is applied to the chain dy <d; < ..., thus the result holds. m]

For proving Proposition 2 we now relate weak barbs and fair computations.

Lemma?7. Let & = y9g — y1 — Y2 — ... be a (possibly infinite) fair computation.
If yo Ua then there exists a store o in & such that d < Ax,0; for X; = fo(y:) \ fo(yo).

The lemma holds since the language is deterministic and computations fair.
Proposition 2. A ~, B if and only if A =, B.
Proof. The proof proceeds as follows.
From ~; to ~,. Assume (A, L) = (B, 1) and take a ®-compact c € C®. Let

(A, c) — (Ao, 00) — (A1,01) — ... — (Ap,00) ... — ... (1)
(B,¢) — (Bo, po) — (B1,p1) — ... = By, pu)... — ... )

be two fair computations. Since =, is upward closed, (A,c) =; (B,c) and
thus (B, ¢) |, for all o;. By Lemma 7, it follows that there exists an p; (in the
above computation) such that Jr,0; < 0; < Elp}p j» and analogously for all p;.
Then op <01 < ... and pg < p1 < ... are cofinal and by Lemma 6, it holds
that \/; 3dr,0i = V; Ar:pi, which means Result({A, c)) = Result({B, c)).

From ~, to ;. Assume A ~, B. First, we show that (A, c) and (B, c) satisfy the
same weak barbs for all ¢ € C. Let (1) and (2) be two fair computations.
Since A ~, B, then V;3r0i = V; Elp} pi. Since all (the projections of) the
intermediate stores of the computations are ®-compact, then by Lemma 6,
for all o; there exists an p; such that dr,0; < 31";_ pj- Now suppose that (A, c) |4.
By Lemma 7, there exists a o; such that d < 3r,0;. Thus (B, ¢) {4.

Itis now easy to prove that R = {(y1, y2) | dc.{A,c) —" 11&(B,c) —" y»}isa
weak saturated bisimulation (Def. 16). Take (y1,72) € R.If y1 Usthen(A,c) |4
and, by the above observation, (B, ¢) 4. Since SCCP is confluent, also y, {4.
The fact that R is closed under —" is evident from the definition of R. While
for proving that R is upward-closed take y1 = (A’,0’) and y» = (B’, p’). By
Lemma4 foralla € C, (A, c®a) —* (A’,0’®a) and (B,c®a) —* (B, p’ ®a).
Thus, by definition of R, ({(A’, 0’ ® a),(B’,p’ ®a)) € R. O
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4 A Labelled Transition System for Soft CCP

Although =, is fully abstract, it is to some extent unsatisfactory because of the
upward-closure, namely, the for-all quantification in condition 3 of Def. 16.

In Tab. 2 we refine the notion of transition (given in Tab. 1) by adding a
label that carries additional information about the constraints that cause the
reduction. Hence, we define a new labelled transition system (LTS) obtained by

the family of relations 25, € I'xT indexed over (C®,2"); as a reminder, T is
the set of configurations, C® the set of ®-compact constraints, and, as for the
unlabelled semantics in Section 3, transitions are indexed by sets of variables.
Rules in Tab. 2 are identical to those in Tab. 1, except for a constraint « that
represents the minimal information that must be added to ¢ in order to fire an
action from (A, o) to (A’,0’),1.e.,{A,0 @ a) —, (A’,d’).

Table 2. An LTS for SCCP

sv(o) Usou(c) C A sv(o) Uso(c) C A

LR1 N Tell LR2 cou Ask
(tell(c), o) —, (stop,0 ®c) (ask(c) » A,0) =>4 (A,0®(c©0))
5 (A0) 5 (A0 /\, fv(B),Q A bt LRra A0 (A',0") A folB) € A Par?
(Al B,o)—a (A" | B,o") (Bl|A,0) =, (Bl A", 0")
RS {YUsvo) CAAp(x) =AeP Rec  LRé fo(A Usvlo) CAANw ¢ A Hide

(p(y), ) =4 (AlY/:], 0) (A, 0) >4 (Al°/4), 0)

Rule LR2 says that (ask(c) — A, o) can evolve to (A, 0 ® a) if the environment
provides a minimal constraint a that added to the store o entails ¢, i.e., @ = c®o0.
Notice that, differently from [1], here the definition of this minimal label comes
directly from a derived operator of the underlying CLIM (i.e., from &), which
by Lemma 1 preserves ®-compactness.

The LTS is sound and complete with respect to the unlabelled semantics.

Lemma 8 (Soundness). If (A, o) (A, p) then (A, c @ ay — 4 (A, p).

Proof. We proceed by induction on (the depth) of the inference of (4,0) —,
(A’, p). We consider LR2: the other cases are easier to verify.

Using LR2 then A = (ask(c) —» A'),a=c&candp=(0®(c&0)) = (0Qa).
We know that ¢ < (0 ® (c©0)) then by using R2 (4,0 ® a) — 4 (A, p). O

Lemma 9 (Completeness).If(A,c®d)y —, (A’, p) then there exist a,a € C® such
that (A, o) =, (A, phYanda®a=dand p’ ®a = p.

Proof. We proceed by induction on (the depth) of the inference of (4,0 ®d) —,
(A, p). We consider LR2: The other cases are easier to verify.
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Using LR2 then A = ask(c) — A’, p = 0®d and ¢ < p. Now consider
(A, o) -5, (A’,p’"), where a = (c®0) <dand p’ = (0 ®a). Takea = d&(c&0)
then we can check that the conditions verify. First by invertibility a ® a =
(coo)®de(ceo)) =dandfinally p’®a=0®a®a=0®d =p. O

Theorem 1. (A, o) im (A, 0"y ifand only if (A, 0) —a (A, 0").

Strong and Weak Bisimilarity on the LTS. We now proceed to define an equiv-
alence that characterises ~; without the upward closure condition. Differently
from languages such as Milner’s CCS, barbs cannot be removed from the defini-
tion of bisimilarity because they cannot be inferred by the transitions.

Definition 17 (Strong Bisimilarity). A strong bisimulation is a symmetric relation
R on configurations such that whenever (y1,v2) € Rwith y1 = (A, o) and y, = (B, p)

1. if)/l lctheny, L,
2. ify = Y’ then 3y’ such that (B, p ® a) — 5 and (y],y3) € R.

We say that y1 and v, are strongly bisimilar (y1 ~ y2) if there exists a strong bisimu-
lation R such that (y1,72) € R.

Whenever ¢ and p are ®-compact elements, the first condition is equivalent
to require o < p. Thus (y1,72) € R would imply that 1 and y; have the same
store. As for the second condition, we adopted a semi-saturated equivalence,
introduced for CCP in [1]. In the bisimulation game a label can be simulated by
a reduction including in the store the label itself.

Definition 18 (Weak Bisimilarity). A weak bisimulation is a symmetric relation R
on configurations such that whenever (y1,v2) € R with y1 = (A, o) and y, = (B, p)

1. if yr e thenys U,
2. ify SN V2 then 3y, such that (B, p ® ay —" y, and o575 €R.

We say that y1 and y, are weakly bisimilar (y1 = y-) if there exists a weak bisimulation
R such that (y1,72) € R.

With respect to the weak equivalence for crisp constraints, some of its charac-
teristic equivalences do not hold, so that e.g. ask(c) — tell(c) # stop. As usual,
this is linked to the fact that the underlying CLIM may not be idempotent.

We can now conclude by proving the equivalence between ~; and ~ and
between ~; and ~ (hence, = is further equivalent to ~,, using Proposition 2). We
start by showing that ~ is preserved under composition.

Lemma 10. If (A,0) ~ (B, p), then (A,c ®a) ~ (B,p®a) forall a € C®.

Proof. We need to show that R = {({(A,0®a) ~ (B, p®a)) | (A, o) ~ (B, p)} satisfies
the two properties in Def. 17.
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i) From the hypothesis (A, o) ~ (B, p), we have that p = o, thus (A, 0 ® a) and
(B, p ® a) satisfy the same barbs.

ii) Supposing (A, o ® a) =5 (A, 0"), we need to prove the existence of B’ and
p’ such that (B,p®a®a) — (B, p’) and ((A’,0’),(B’, p’)) € R. By Lemma 8

and Lemma 9 we obtain (A4, o) “, (A’,0"), and there exists b’ such that
o’V =a®a(1)and 0” ® V' = ¢’ (2). From the labelled transition of (A, o)
and the hypothesis (A, o) ~ (B, p), we have that (B, p® a’) — (B’, p”’), with
(A,0”) ~ (B,p”) 3). By (1) we have (B,p®a®a) = (B,p®a’ ® ') and
(B,p®a’®b’) = (B, p” ®’) (due to operational monotonicity). Finally, by
the definition of R and (3), we conclude that ((A’,0” ®V'),(B’, p” ®V’)) € R,
and, by (2), (A", 0" ®b") = (A", 0’). O

Theorem 2. ~; = ~

Proof. The equivalence ~,=~ can be proved by using Lemma 10.

From ~ to ~y. We show that R = {({(4,0),(B,p)) | (A,0) ~ (B, p)} is a saturated
bisimulation, i.e., for ((A, o), (B, p)) € R the conditions in Def. 15 are satisfied
i) If (A, o) |, then we have (B, p) |. by the hypothesis (A, o) ~ (B, p).
ii) Suppose that (A, o) — (A’,¢’). By Theorem 1 we have (4, o) N (A’,0").
Since (A, o) ~ (B, p), then (B,p® L) — (B’,p’) with (A’,0") ~ (B’, p’).
Since p = p® L, we have (B, p) — (B, p’).
iii) By Lemma 10, ((A,0®¢’),(B,p®c’)) € R forall ¢’ € C®.
From ~g, to ~. We show that R = {({(A,0),(B,p)) | (A, 0) ~s (B,p)} is a strong
bisimulation, i.e., for ((A, o), (B, p)) € R the conditions in Def. 17 are satisfied
i) If (A, o) |, then we have (B, p) |. by the hypothesis (A, o) ~g (B, p).
ii) Suppose that (4, o) =5 (A’,0’). Then by Lemma 8 we have (A, 0 ®a) —
(A’,0"). Since (A, 0) ~g (B, p), then (A,0 ® a) ~g (B,p ® a) and thus
(B,p®a)y = (B, p’) with (A’,0") ~g (B’, p’). O

In order to prove the correspondence between weak bisimulations, we need
aresult analogous to Lemma 10. The key issue is the preservation of weak barbs
by the addition of constraints to the store, which is trivial in strong bisimulation.

Lemma 11. Let (A,0) = (B, pyand a,c € C®. If (A,0 ®a) |, then (B, p®a) |..

Proof. If (A,0 ® a) |, then c < 0 ®a. Since (A,0) = (B, p) and (A, 0) |s, then
there exists (B’, p’) such that (B, p) =" (B’, p’) and 0 < drp’ for I = fo((B’, p') \
fv((B, p)). Let us assume, without loss of generality, that I' N (sv(a)) = 0; since
reductions are operationally monotone (Lemma 4), we have (B, p®a) =" (B, p'®
ay. Finally,c < 0 ®a=0® dra < Irp’ ® dra < Ar(p’ ® a), hence (B, p®a) .. 0O

The result below uses Lemma 11 and a rephrasing of the proof of Lemma 10
Lemma 12. If (A,0) = (B, p), then (A,c ® a) ~ (B, p®a) forall a € C®.

Theorem 3. ~;, = ~
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Labelled versus Saturated Semantics. The main appeal of saturated semantics
resides in always being a congruence and, in fact, the minimal congruence
contained in standard bisimulation [19]. The main drawback of this approach
is that it is in principle necessary to check the behaviour of a process under
every context. The problem is somewhat mitigated for SCCP, since it suffices to
close the store with respect to any possible compact element (item 3 of Def. 15).
At the same time, checking the feasibility of a reduction may require some
computational effort, either for solving the combinatorial problem associated
with calculating o ® 4, or for verifying if ¢ < 0, as with agent ask(c) — A.

This is the reason for searching labelled semantics and suitable notions of
bisimilarity that may alleviate such a burden. The key intuition is to consider
labels which somehow represent the “minimal context allowing a process to
reduce”, so that a bisimilarity-checking algorithm in principle needs to verify
this minimal context only, instead of every one. The idea has been exploited in
the simpler framework of crisp CCP [1], and it is based on [16,9].

Example 1. Let us consider the agents ask(c) — stop and stop. To prove that
they are weakly bisimilar, it has to be proved that y &y’ for configurations
y = (ask(c) — stop, L)and )’ = (stop, L). Consider the following relation

R = {({ask(c) — stop, L), (stop, L)), ({stop, ¢}, (stop, c))}

It is quite easy to prove that it is a bisimulation, and in fact the smallest one
identifying the two configurations. It suffices to note that by definitionc& L =c.

In order to prove that y %), instead, we surely need to consider an infinite
relation. Indeed, the smallest saturated bisimulation equating the two configu-
ration is given by the relation below

S = {({ask(c) — stop,d), (stop,d)), ((stop,e), (stop,e)) |d,e € C®&c < e}

The relation above clearly is a saturated bisimulation, but any naive automatic
check for that property might involve rather complex calculations.

Another reason for the complexity of checking saturated bisimilarity is the
need of considering the closure —" of the reduction relation, which may cause
a combinatorial explosion. Think e.g. of the agents [];; ask(c;) — stop and
stop. Of course, they might be proved equivalent by exploiting the fact that
saturated bisimilarity is a congruence, and by verifying that stop || A~; A for
all the agents A. A direct proof would instead require a check for each store of
the reductions arising from all the possible interleaving of the c; elements.

5 Towards an Axiomatisation for Weak Bisimilarity

Once the behaviour of an agent is captured by an observational equivalence, it
is natural to look for laws characterizing it. Given its correspondence with the
standard equivalence via fair computations, weak bisimilarity is the preferred
behavioural semantics for soft CCP. A sound and complete axiomatisation was
proposed for CCP in [21]. Unfortunately, the lack of idempotence in the soft
formalism makes unsound some of the axioms presented in that classical paper.
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ask(c) — stop = stop 1) tell(1) = stop 2)
ask(L) > A=A 3) Allstop=A “)
A|lB=BJ| A 5) AllBIO=QAIBIC 6)
tell(c) || tell(d) = tellc®d)  (7) ask(c) » (A || B) = (ask(c) — A) || (ask(c) - B)  (8)
A, tell(c) = tell(3,c) ) A, (ask(c) — A) = ask(¥c) — I, A (10)
A (tell(c) |lier ask(c;) — tell(d))) = tell(Fyc) || Ay (llier ask(c =y ¢;) — tell(d))) 11

Fig.1. Axioms for simple agents (1-8) and for agents with quantifiers (9-11)

Consider e.g. thelaw ask(c) — ask(d) — tell(e) = ask(c®d) — tell(e), denoted
as L3 in [21], and let us assume that ¢ = d. Since ¢ # ¢ ® ¢, only the agent in the
left-hand side of the law is guaranteed to add e, starting from a store o such
that ¢ < 0. On a similar note, most of the axioms in [21] involving the parallel
composition also do not hold, since as a general remark posting a constraint
twice is different from adding it just once.”

We now introduce a set of sound axioms for SCCP in Figure 1. As for those
of CCP in [21], they rely on an additional operator which is intuitively the dual
of the existential quantifier of cylindric algebras.

Definition 19 (Co-cylindrification). Let V be a set of variables. A co-cylindric op-
erator ¥ over $ and V is given by a family of monotone, ®-compactness preserving
functions Yy : A — A indexed by elements in V such that foralla,b € Aand x € V

1. Via <bifand only ifa < I.b.

If the V operators play the role of universal quantifiers, a further family of
operators had been introduced in [21] for providing the role of implication,
in order to provide a complete set of axioms for CCP. In our context, such an
operator can be derived by means of residuation.

Lemma13. Leta,b,ce C,xe Vanda =, b= 3,a @V (bSa). Then, b < a® Ic if
and only ifa =, b < J,a ® xc.

Clearly, a =, b € C® if a and b do. These properties for a =, b are the
immediate extensions of those holding for the crisp setting. Exploiting co-
cylindrification and the latter operator we can now state Eq. 10 and Eq. 11.
In Egs. 1-3 we present the axioms related to ask and tell. Axioms on paral-
lel composition are instead represented in Egs. 4-6. In Eqs. 7-8 we show how
adding two constraints and prefixing distributes though parallel composition.

Proposition 3. Axioms 1-11 in Figure 1 are sound with respect to weak bisimilarity.

As for completeness, again the lack of idempotency made it impossible to rest
the proof schema adopted for the CCP case, since the normal form exploited
in [21] for proving completeness cannot be lifted to SCCP agents.

7 As an example, the law L1 of [21] states ask(c) — tell(d) = ask(c) — (tell(c) || tell(d)),
which is false precisely for the lack of idempotence: ¢ < ¢ does not imply 0 = 0 ® c.
For the sake of completeness, the other unsound axioms are L10, L11, and L12.
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6 Conclusions and Further Work

Inspired by [1] that investigated the crisp variant of the language, in this paper
we studied the behavioural semantics of the deterministic fragment of soft
CCP [7], and proposed a sound axiomatisation in the spirit of [21].

Using residuation theory (as e.g. in [5] for soft constraints problems) pro-
vides an elegant way to define the minimal information that enables the firing
of actions in the LTS shown in Sec. 4. This choice allowed for the study of the
observational equivalence of agents in terms of weak and strong bisimilarity
on such LTS, and it allowed for relating them to the corresponding barbed
bisimilarities of (unlabelled) reductions and with the standard semantics via
fair computations. The two kinds of equivalences, as well as the sound axioma-
tisation for weak bisimilarity, are presented in this paper for the first time.

For future work, we plan to provide a complete axiomatisation and a denota-
tional semantics for soft CCP by building on the work for the crisp case in [21].
Concerning the axioms, we will try and investigate the relationship between
soft CCP and a logical system whose fundamental properties are closely related
to the ones we have investigated in this paper; namely affine linear logic [11].
This logical system rejects contraction but admits weakening, which intuitively
correspond to dropping idempotence and preserving monotonicity in the soft
formalism. The denotational model of CCP is based on closure operators: Each
agent is compositionally interpreted as a monotonic, extensive and idempo-
tent operator/function on constraints. We shall then investigate a denotational
model for soft CCP processes based on pre-closure operators [2] (or Cech closure
operators), i.e., closure operators that are not required to be idempotent.

Finally, we plan to consider two extensions of the language, checking how
far the results given in this paper can be adapted. As evidenced by [20] a
non-deterministic extension is an interesting challenge since the closure under
any context for the saturated bisimilarity gets more elaborated than just clos-
ing with respect to the addition of constraints (Defs. 15 and 16, condition 3),
and similarly one also needs to find the right formulation of bisimilarity for
the labelled transitions systems. Also, the presence of residuation makes intu-
itive the definition of a retract operator for the calculus. Even if the operational
semantics would be less affected, retraction would require a complete reformu-
lation of the denotational semantics via fair computations, since monotonicity
(as stated in Lemma 3) would not hold anymore [8]. Finally, we might consider
languages with temporal features, such as timed SCCP [4], where a reduction
takes a bounded period of time and it is measured by a discrete global clock.
Maximal parallel steps are adopted there with a new construct that can e.g.
express time-out and pre-emption, and developing suitable temporal variants
of bisimilarity might reveal a worthwhile, albeit difficult task.
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Abstract. Auctions, and combinatorial auctions (CAs), have been successfully
employed to solve coordination problems in a wide range of application domains.
However, the scale of CAs that can be optimally solved is small because of the
complexity of the winner determination problem (WDP), namely of finding the
bids that maximise the auctioneer’s revenue. A way of approximating the solution
of a WDP is to solve its linear programming relaxation. The recently proposed
Alternate Direction Dual Decomposition algorithm (AD?) has been shown to ef-
ficiently solve large-scale LP relaxations. Hence, in this paper we show how to
encode the WDP so that it can be approximated by means of AD?. Moreover, we
present PAR-AD?, the first parallel implementation of AD3. PAR-AD? shows to
be up to 12.4 times faster than CPLEX in a single-thread execution, and up to
23 times faster than parallel CPLEX in an 8-core architecture. Therefore PAR-
AD? becomes the algorithm of choice to solve large-scale WDP LP relaxations
for hard instances. Furthermore, PAR-AD? has potential when considering large-
scale coordination problems that must be solved as optimisation problems.

Keywords: Combinatorial auctions - Large-scale coordination - Large-scale op-
timisation - Linear programming

1 Introduction

Auctions are a standard technique to solve coordination problems that has been success-
fully employed in a wide range of application domains [24]. Combinatorial auctions
(CAs) [7] are a particular type of auctions that allow to allocate entire bundles of items
in a single transaction. Although computationally very complex, auctioning bundles has
the great advantage of eliminating the risk for a bidder of not being able to obtain com-
plementary items at a reasonable price in a follow-up auction (think of a CA for a pair
of shoes, as opposed to two consecutive single-item auctions for each of the individual
shoes). CAs are expected to deliver more efficient allocations than non-combinatorial
auctions complementarities between items hold.
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CAs have been also employed to solve a variety of coordination problems (e.g. trans-
portation [31], emergency resource coordination in disaster management [26], or agent
coordination in agent-driven robot navigation [32]). However, although such applica-
tion domains claim to be large-scale, namely involving thousands and even millions
of bids, current results indicate that the scale of the CAs that can be optimally solved
is small [19,25]. For instance, CPLEX (a state-of-the-art commercial solver) requires
a median of around 3 hours to solve the integer linear program encoding the Winner
Determination Problem (WDP) of a hard instance of a CA with only 1000 bids and
256 goods. This fact seriously hinders the practical applicability of current solvers to
large-scale CAs.

Linear Programming (LP) relaxations are a standard method for approximating com-
binatorial optimisation problems in computer science [S]. Yanover et al. [36] report that
realistic problems with a large number of variables cannot be solved by off-the-shelf,
commercial LP solvers (such as CPLEX). Instead, they propose the usage of TRBP, a
message-passing, dual-decomposition algorithm, to solve LP relaxations, and show that
TRBP significantly outperforms CPLEX. Since then, many other message-passing and
dual decomposition algorithms have been proposed to address this very same problem
[17,18,13,28]. The advantage over other approximate algorithms is that the underlying
optimisation problem is well-understood and the algorithms are convergent and pro-
vide certain guarantees. Moreover, there are ways of tightening the relaxation toward
the exact solution [34].

In order to solve LP relaxations, there has been a recent upsurge of interest in the Al-
ternating Direction Method of Multipliers (ADMM), which was invented in the 1970s
by Glowinski and Marroco [14] and Gabay and Mercier [12]. As discussed in [6],
ADMM is specially well suited for application in a wide variety of large-scale dis-
tributed modern problems. Along this line, Martins has proposed AD? [22], a novel
algorithm based on ADMM, which proves to outperform off-the-shelf, commercial LP
solvers for problems including declarative constraints. AD? has the same modular archi-
tecture of previous dual decomposition algorithms, but it is faster to reach consensus,
and it is suitable for embedding in a branch-and-bound procedure toward the optimal
solution. Martins derives efficient procedures for handling logic factors and a general
procedure for dealing with dense, large, or combinatorial factors. Notice that until [21],
the handling of declarative constraints by message-passing algorithms was barely ad-
dressed, and not well understood. This hindered their application to combinatorial auc-
tion WDPs, which typically require this type of constraints. Therefore, AD? constitutes
a promising tool to solve WDPs in CAs.

As discussed in [21] (see section 7.5), AD? is largely amenable to parallelisation,
since AD? separates an optimisation problem into subproblems that can be solved in
parallel. Nonetheless, to the best of our knowledge there is no parallel implementation
of AD?. Therefore, the potential speedups that AD* may obtain when running on multi-
core environments remain unexplored. And yet, this path of research is encouraged
by recent experiences in parallelisation of ADMM applied to solve an unconstrained
optimisation problem [23]. Indeed, Miksik et al. show that a parallel implementation of
ADMM delivers large speedups for large-scale problems. Notice though that the work
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in [23] cannot be employed to solve the WDP for CAs because it cannot handle hard
constraints.

The main purpose of this paper is to demonstrate that the optimisation and paral-
lelisation of AD? can deliver enormous benefits when solving relaxations of large-scale
combinatorial optimisation problems, and in particular WDPs in large-scale CAs. With
this aim, we make the following contributions:

— We show how to encode the WDP for CAs so that it can be approximated by AD>.
For this endeavour we employ the computationally-efficient factors provided by
AD? to handle hard constraints.

— We propose an optimised, parallel implementation of AD?, the so-called PAR-AD?>.
Our implementation is based on a mechanism for distributing the computations
required by AD? as well as on a data structure organisation that together favor
parallelism.

— We show that while AD? is up to 12.4 times faster than CPLEX in a single-thread
execution, PAR-AD? is up to 23 times faster than parallel CPLEX in an 8-core
architecture. Therefore PAR-AD? becomes the algorithm of choice to solve large-
scale WDP LP relaxations.

To summarise, our results indicate that PAR-AD? obtains significant speed-ups on
multi-core environments, hence increasing AD*’s scalability and showing its potential
for application to large-scale combinatorial optimisation problems in particular and for
large-scale coordination problems that can be cast as combinatorial optimisation prob-
lems. The rest of the paper is organised as follows. First, we introduce some background
on AD?. Next, we detail how to encode the WDP for CAs by means of AD?. Thereafter,
we thoroughly describe PAR-AD? and afterwards we present empirical results. Finally,
we draw some conclusions and set paths to future research.

2 Background

Graphical models are widely used in computer vision, natural language processing and
computational biology, where a fundamental problem is to find the maximum a posteri-
ori probability (MAP) given a factor graph. Since finding the exact MAP is frequently
an intractable problem, significant research has been carried out to develop algorithms
that approximate the MAP.

Linear Programming (LP) relaxations have been extensively applied to approximate
the MAP for graphical models since [30]. Typically, such application domains lead to
sparse problems with a large number of variables and constraints (i.e beyond 10%). As
shown in [36], message passing algorithms have been proved to outperform state-of-
the-art commercial LP solvers (such as e.g. CPLEX) when approximating the MAP for
large-scale problems. This advantage stems from the fact that message-passing algo-
rithms better exploit the underlying graph structure representing the problem.

Along this direction, several message passing algorithms have been proposed in the
literature: ADMM [10], TRBP [35], MPLP [13], PSDD [18], Norm-Product BP [16],
and more recently Alternate Direction Dual Decomposition (AD?) [2].
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As discussed in [22], the recently-proposed AD? has some very interesting features
in front of other message passing algorithms: it reaches consensus faster than other
algorithms such as ADMM, TRBP and PSDD; it does have neither the convergence
problems of MPLP nor the instability problems of Norm-Product BP; and its anytime
design allows to stop the optimisation process whenever a pre-specified accuracy is
reached. Furthermore, as reported in [22], AD* has been empirically shown to outper-
form state-of-the-art message passing algorithms on large-scale problems.

Besides these features, AD? also provides a library of computationally-efficient fac-
tors that allow to handle declarative constraints within an optimisation problem. This
opens the possibility of employing AD? to approximate constrained optimisation
problems.

Algorithm 1 outlines the main operations performed by AD? on a factor graph G
with a set of factors F, a set of variables V, and a set of edges E C F X V. AD? receives
a set of parameters 6 that encode variable coefficients and a penalty constant 7 able to
regulate the update step size. We use the function d(x) to denote all the neighbours (i.e.
connected nodes) of a given graph node. The primal variables g and p, the dual A as
well as the unary log-potentials ¢ are vectors which are updated during the execution.
We refer the reader to [22] for a detailed description of the algorithm. AD? is an iterative
three-step algorithm designed to approximate an objective function encoded as a factor
graph. A key aspect of AD? is that it separates the optimisation problem into indepen-
dent subproblems that progress to reach consensus on the values to assign to primal and
dual variables. Thus, during the first step, broadcast, the optimisation problem is split
into separate subproblems, each one being distributed to a factor. Thereafter, each factor
locally solves its local subproblem. In AD?, this computations is carried on solving a
quadratic problem. During the second step, gather, each variable gathers the subprob-
lems’ solutions of the factors it is linked to. Finally, during the third step, Lagrange
updates, the Lagrange multipliers for each subproblem are updated.

Algorithm 1. Alternating Directions Dual Decomposition(AD?)
input: factor graph G, parameters 6, penalty constant i
1: initialize p (i.e. p; = 0.5Yi € 1...|V]), initialize A = 0
2: repeat > Broadcast

3 for each factor o € F do

4 for each i € d(x) do

5: set unary log-potentials &y := ;o + Ain

6: end for

7. Go = SoEQP(Ou + £, (P))icor)

8 end for

9 for each variable i € V do > Gather
10: compute avg p; := [0 ¥ e Gic

11: for each « € 9(i) do > Lagrange updates
12: Mo 1= Miae = M(Gioc = Pi)
13: end for
14: end for

15: until convergence
output: primal variables p and g, dual variable A
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A distinguishing feature of AD? is that both the broadcast and update steps can be
safely run in parallel. Indeed, notice that, since subproblems are independent, they can
be safely distributed in different factors so that each one independently computes a
local solution. AD? provides a collection of factors for which their quadratic problems
are defined. As an example we present how the quadratic problem for the XOR factor is
solved in Algorithm 2, where the input of the algorithm are the potentials Z, : zo, ..., 2k
relative to the factor o«. Note that in Algorithm 1 the call to the SoLvEQP method has
two parameters, the second parameter is omitted here since it is not needed to solve
the XOR. Algorithm 2 proceeds as follows. Lines 11-13 are responsible of checking if
the constraint XOR is already satisfied. Then, if not satisfied, the Z, vector is trans-
formed using the projection onto simplex method described by [9]. This method nav-
igates through Z, in decreasing order, to find the pivot element y; and the value of 7.
Afterwards this 7 is used to perform the actual projection. To this end, two auxiliary
vectors Z;, and Y, are used: the former will contain the algorithm output and the latter
is used to contain a sorted copy of Z. Although there are ways to obtain the pivot with-
out the need of sorting the vector Z, (described in [9]), in AD? is preferable to have a
persistent sorted vector since order of elements is commonly preserved or barely altered
across the iterations. Therefore efficient sorting methods on nearly-ordered sequences
can be applied. An important feature of the XOR factor is that its quadratic problem can
be solved in O(K - logK), where K stands for the number of variables connected to the
factor.

Algorithm 2. SoveQP for an XOR factor

input: Z : zo, ..., zk, vector with o log-potentials
1: function FinpTau(Y )
2: 7=0.0;
3: Sum:= Yy, Vi
4: for each y; € Y, do
5: 7= sum—1
: o= ki
6: if y; > 7 then break
7: update sum := sum —y;
8: end for
9: return v

10: end function
11: z; := max(0, z;), for each z; € Z
120 sum:= 3 ez 7

13: if sum > 1.0 then > Projection onto simplex
14: sort Zy into Yo: yo < ... < yg

15: 7 := FInoTau(Y )

16: z; := max(z; — 7,0) , foreach z; € Zy

17: end if

output: Z7

As to gather, the step in which the subproblems communicate their local results, each
variable can independently (from the rest of variables) gather and aggregate the results
computed by the factors it is linked to. Despite being highly prone to parallelisation,
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to the best of our knowledge there is only one public implementation of AD? and can-
not run in parallel !. The recent contributions to the parallelisation of ADMM to solve
unconstrained optimisation problems [23] are very encouraging because they show that
it is possible to obtain very significant speedups by exploiting nowadays parallel hard-
ware. This finding spurs and motivates the need for a parallel implementation of AD?.

But before that, in the next section we show that the WDP for CAs can be solved by
means of AD?.

3 Solving Combinatorial Auctions with AD?

A Combinatorial Auction (CA) is an auction in which bidders can place bids for a
combination of items instead of individual ones. In this scenario, one of the fundamental
problems is the Winner Determination Problem (WDP), which consists in finding the set
of bids that maximise the auctioneer’s benefit. Notice that the WDP is an NP-complete
problem.

Although special-purpose algorithms have addressed the WDP (e.g. [11,29]), the
state-of-the-art method for solving a WDP is to encode it as an integer linear program
(ILP) and solve it using an off-the-shelf commercial solver (such as CPLEX [1] or
Gurobi [15]). Nonetheless, this approach fails to scale to large CA instances. Indeed, as
noticed in [31], real problems may involve up to millions of bids. Therefore, such real
problems are out of reach for state-of-the-art optimal solvers, and hence the need for
heuristic approaches arise.

As observed in [4], “The simplest and, perhaps most tempting approach, to an
optimization-based heuristic is to round the solution to a linear programming relax-
ation”. Furthermore, solutions to an LP relaxation can provide a very effective start to
finding a good feasible solution to the non-relaxed optimisation problem. Hereafter we
focus on solving the LP relaxation of the WDP by means of AD3. Since AD? requires a
factor graph to operate, we first show how to encode the WDP as a factor graph. Then
we show how AD? can run on top of this factor graph. We shall start by showing such
encoding by means of an example to finally derive a general procedure.

Consider an auctioneer puts on sale a pair of goods g;, g». Say that the auctioneer
receives the following bids: b; offering $20 for g ; b, offering $10 for g,; and finally
b3 offering $35 for goods g; and g, together. The WDP for this CA can be encoded as
the following ILP:

maximise 20-x; +10-x +35-x3
subjectto  x; +x3 <1 [constraint ;]
Xy +x3<1 [constraint c;]
X1, X2, x3 € {0, 1}
where x1, x,, and x3 stand for binary decision variables that indicate whether each bid
is selected or not; constraint ¢; expresses that good g; can only be allocated to either

bid b, or bid b3 and constraint ¢, encodes that good g, can only be allocated to either
bid b, or bid b3.

! Available at http://www.ark.cs.cmu.edu/AD3/
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Fig. 1. Factor graph encoding of our CA example

Now we can encode the optimisation problem above into a factor graph as illustrated
in Figure 1. First, we create a variable node for each bid. Each variable contains its bid’s
offer (indicates the value that the auctioneer obtains when the variable is active). For
instance, variable x; for bid b, contains value 20. Then we create a factor node per good,
connecting the bids that compete for the good, and which are therefore incompatible.
For instance, factor c; is linked to the variables corresponding to bids b; and b3.

We observe that each factor representing a constraint in the factor graph in figure
1 corresponds to the ”AtMost1” function introduced by Smith and Eisner [33], which
is satisfied if there is at most one active input. Although AD? does not directly support
”AtMost1” constraints, as seen in [21], an XOR factor can be used to define it by adding
a slack variable to the factor. The XOR factor complexity is O(K -logK), where K stands
for the number of variables connected to the XOR factor. Notice that the operation of
AD? when solving the WDP only involves computationally-efficient factors.

4 Parallel Realisation of AD?

The AD? algorithm is amenable to general, architecture-level optimisation and paral-
lelisation [21]. We propose an efficient realisation of the message-passing algorithmic
pattern using shared variables and targeting multicore computer architectures. The so-
called PAR-AD?, that exploits the inherent parallelism at two dimensions: thread-level
and data-level. For that, we reorganise both the data structures layout and the order of
operations. The approach is generalisable to other similar graph processing algorithms.
The key insights of our design are:

— An edge-centric representation of the shared variables that improves memory ac-
cess performance.

— A reorganisation of the operations that promotes parallel scaling (thread paral-
lelism) and vectorising (data parallelism).

4.1 Edge-centric Shared Data Layout

AD? is a message passing algorithm that iterates on three steps: broadcast, gather and
Lagrange multiplier update. The message passing pattern isolates the operations ap-
plied to the different elements of the graph (factors, variables and edges), so that mul-
tiple operations can be performed concurrently on the graph data. These operations
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and data can then be physically distributed along different computation and storage
elements.

The memory requirements of AD? are approximately proportional to the number of
edges, and, for the problem sizes considered, they are fulfilled by most current shared-
memory computer systems. In this situation, the fastest and most efficient mechanism
for communication and synchronisation between processing cores is using shared vari-
ables (instead of explicit messages). The different processing cores of the computer will
operate concurrently on the different elements of the graph (factors, variables or edges),
both reading input data and generating new results stored in the shared memory. Exe-
cution performance is improved with a careful selection of synchronisation operations
at the right point and an appropriate data structures layout.

Memory access performance is very sensitive to the data layout and data access pat-
tern. When a loop has to iterate along a large regular data structure, the best performance
is achieved when the next elements of the structure are naturally fetched from the next
memory positions at each step of the iteration. Since AD* demands more computation
work operating in edge data than in vertex or factor data, we adopt an edge-centric
data representation, as reported in [27]. We want all information related to edges, such
as unary log-potentials or lagrangian components, to be stored in consecutive memory
positions. With this purpose, we apply a memory layout transformation that converts
data structures originally designed in an Array of Structures (AOS) representation to a
Structure of Arrays (SOA) representation.

Figure 2 illustrates how data was stored in memory in AD? and how the data layout
is modified in PAR-AD?. For the sake of clarity, we present data regarding 2 variables
and 4 edges. AD? encodes the information following an AOS representation, where all
properties related to each variable or edge are stored consecutively (see figure 2a). As
the design is variable-centric, iterating on all the edges in the graph requires an indirect
and scattered access to the variables (edges are accessed using the pointers associated
to each variable). In contrast, the PAR-AD?> SOA memory layout (figure 2b) stores
the properties of variables and edges sequentially, thus resulting in a different array for
each edge or variable property. Now, iterating on all edges of the graph requires consec-
utive accesses to array elements. The AOS memory representation of AD? benefits from
memory access patterns where all the variable properties are used together, meanwhile
the SOA memory representation of PAR-AD? benefits from the access of any property
traversing all variables or edges.

To summarise, the PAR-AD? data representation transforms many scattered memory
accesses into sequential, improving the memory access throughput. A derived advan-
tage of the simplified edge access pattern is to foster better parallel scaling and vectori-
sation, but we need additional algorithmic transformations that are described in the next
section.

4.2 Reordering Operations

Parallel scaling means distributing compute operations on large chunks of data along
different computational units sharing the same memory space. Vectorising applies data
parallelism strategies inside the same computational unit, and consists in using in-
structions that operate simultaneously on a small vector of consecutive data elements.



Parallelisation and Application of AD* as a Method for Solving Large Scale CAs 161

a) AD data layout
Varae #1 Variae #2

Pointer to
edges

Pointer to

D Degree  |Var potential o D Degree  |Var potential] * oggos

unary
log- VarID | Factor ID
potential

VarD | Factor ID 9 alpha

Edge #2
5 Edge #1
b) PAR-AD® data layout

Edge Dependent data Variable Dependent data
Edge#! Edge#2 Edge#3  Edge #4 Edge#1 Edge#2 Edge#3  Edge#d Variable #1 Variable #2 Variable #1 Variable #2
VarlD -+ Unarylog-

- o ** Var potentials
potentials
FactorlD
o h oo I:I:| h . o

Fig. 2. a) AOS data representation of AD?, compared to b) SOA data representation of PAR-AD?

Broadcast Gather Update Multipliers
- Update Sort Solve
Phases: Edges Potentials Factors Accumulate Average Update Multipliers
—
Iterating Iterating Iterating Iterating Iterating Iterating
Edges Edges Factors Variables Variables Edges

Fig. 3. Processing phases and parallelism in PAR-AD?

Both parallel scaling and vectorising are usually applied to simple loop iterations with
clearly separated inputs and outputs, no recurrent dependencies, and sequential accesses
to vector elements.

Our proposal reshapes the way the algorithm defines the graph operations towards
a new structure of many simple consecutive loops, outlined in figure 3. The original
Broadcast step is now split in three phases: update edge, sort potential and solve factors.
Also, the original Gather step is now split in two phases: accumulate and average. Note
that we iterate on factors twice and also iterate on variables twice: this makes the loops
simpler and provides more data locality. As a result, all phases are now parallelised
for concurrent execution (thread parallelism) and four out of six are vectorised: update
edge, accumulate, average and update multiplier.

Algorithm 3 shows a pseudo-code of PAR-AD? as a result of the optimizations ap-
plied. A pool of parallel threads is created outside of the main loop (line 2). Whenever
a parallel loop inside the main loop is reached (lines 4, 9, 12, 19, 24, 27), the loop
iterations are distributed to the threads for parallel execution. There is an implicit syn-
chronisation after each loop, so that all threads wait for the generation of the results in
one loop before starting the execution of the next.

As thoroughly described in the next section, these contributions have a significant
impact in the sequential execution as well as allow good parallel scalability when an
increasingly large number of threads are used. Since a clear trend in computer archi-
tecture is an increase of parallelism both at instruction and thread level, (for example,
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Algorithm 3. PAR-AD? pseudo-code

input: factor graph G, parameters 6, penalty constant n
1: initialize p (i.e. p; = 0.5¥i € 1...|V]), initialize A = 0
2: create threads

3: repeat
4 parallel for ix € E do > Update edges
5 Update log-potentials &; := 0o + Ai
6: compute §ix = bix + i
7 compute §;, = max(0, §ix)
8 end for
9: parallel for factor « € F do > Sort potentials
10: q sortedy 1= sort(g«)
11: end for
12: parallel for factor x € F do > Solve factors
13: sum = Yicaon(@io)
14: if sum > 1.0 then
15: 7 := FiNnoTau(g sortedy)
16: q;y, := max(qi« — 7,0), for each gix € g«
17: end if
18: end for
19: parallel for variable i € V do > Acummulate
20: for i € () do
21: Pi = Di+ Qi
22: end for
23: end for
24: parallel for variable i € V do > Average
25: pi = pi/ 10G)|
26: end for
27: parallel for ix € E do
28: Mo := N = N(Gic — Pi) > Update multipliers
29: end for
30: update 1

31: until convergence
output: primal variables p and g, dual variable A

the intel Xeon Phi accelerator operates with 512-bit vector registers and contains more
than 60 execution cores) the methodology applied to PAR-AD? makes it ready to benefit
from upcoming improvements.

S Empirical Evaluation

In this section, we assess PAR-AD? performance against the state-of-the-art optimisa-
tion software CPLEX with the aim of determining the scenarios for which PAR-AD?
is the algorithm of choice. We also quantify its current gains, both in sequential and
parallel executions. To this end, we first find the data distributions and range of prob-
lems that are best suited for PAR-AD?. Thereafter, we briefly analyse two algorithmic
key features: convergence and solution quality. Afterwards, we quantify the speedups of
PAR-AD? with respect to CPLEX in sequential and parallel executions. From this anal-
ysis we conclude that PAR-AD? does obtain larger benefits from parallelisation than
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CPLEX. Indeed, PAR-AD? achieves a peak speedup of 23X above CPLEX barrier, the
state-of-the-art solver for sparse problems.
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Fig. 4. Solving time for different distributions, single thread. a) Simplex b) Barrier

Experiment Setup. In order to generate CA WDP instances, we employ CATS, the
CA generator suite described in [20]. Each instance is generated out of the following
list of distributions thoroughly described in [19]: arbitrary, matching, paths, regions,
scheduling, L1, L3, L4, L5, L6 and L7. We discarded to employ the L2 distribution,
because the CATS generator is not capable of generating large instances. While the
first five distributions were designed to generate realistic CA WDP instances, the latter
ones generate artificial instances. The main difference between the two distribution cat-
egories is the use of dummy goods that add structure to the problem inspired in some
real life scenarios. i.e. Paths models the transportation links between cities; Regions
models an auction of real estate or an auction where the basis of complementarity is
the two-dimensional adjacency of goods; Arbitrary extends regions by removing the
two-dimensional adjacency assumption, and it can be applied to model electronic parts
design or procurement; Matching models airline take-off and landing rights auctions;
and Scheduling models a distributed job-shop scheduling domain. Artificial (or Legacy)
distributions have been often criticised [3,20,8] mainly due to their poor applicability,
specially in the economic field. However they are interesting in order to study the al-
gorithm performance in different situations. Both AD? and PAR-AD? are well suited
for large-scale hard problems. For this reason, we first determine which of these distri-
butions are hard to solve, putting special attention to the realistic ones. For our exper-
imentation, we considered a number of goods within [103, 10%] in steps of 10° goods.
Furthermore, the number of bids ranged within [10%,4 - 10*] in steps of 10* bids. Each
problem scenario is characterised by a combination of distribution, number of goods,
and number of bids. Our experiments consider 5 different instances for each problem
scenario and we analyse their mean value. Experiments are executed in a computer
with two four-core Intel Xeon Processors L5520 @2.27GHz with 32 GB RAM with
the hyper-threading mechanism disabled.

Different Distributions Hardness. We empirically determine the hardness of the re-
laxation for our experimental data by solving the LP using CPLEX simplex (simplex
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Fig. 5. Fastest algorithm solving different distributions and problem sizes. a) Single-thread, b)
Multi-thread.

henceforth), CPLEX barrier (barrier henceforth), the state-of-the art algorithms. Results
are plot in figures 4a and 4b. According to the results, scheduling and matching from
the realistic distributions and L1, L4 from the legacy ones are very well addressed by
simplex, where solving time is, in general, less than one second. Both AD? and PAR-
AD? are not competitive in this scenario. Applicability of PAR-AD? will be shown to
be effective to the rest of distributions, especially in hard instances. Barrier is also do-
ing a good job when the problems are hard, particularly in the arbitrary and regions
distributions, where the representation matrix is more sparse.

Single-thread Analysis. After comparing the publicly-available version of AD? against
sequential PAR-AD?, we observed that PAR-AD? outperformed AD? even in sequential
execution, reaching an average speedup of 3X and a peak speedup of 12.4X. More-
over, we observed that the harder the instances, the larger the speedups of PAR-AD?
with respect to AD3. Since both algorithms are well suited for hard instances, this is
particularly noticeable. Next, we compared the single-thread average performance of
PAR-AD? against simplex and barrier. The results are plot in Figure 5a ,where we dis-
play the best algorithm for the different distributions and problem sizes. PAR-AD? is
shown to be well suited for larger problems (the upper-right corner) in almost all the
distributions. In general, barrier is the best algorithm in the mid-sized problems, while
simplex applicability is limited to a small number of cases. Distribution paths presents
a different behaviour, where adding goods increases the average bid arity and this is
beneficial for simplex, which runs better in dense problems.
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Fig. 6. Speedup of PAR-AD? for different distributions against barrier in a multi-thread execution

In general, the larger the WDP instances, the larger the PAR-AD? benefits. Single-
threaded PAR-AD? reaches a peak speedup of 12.4 for the hardest distribution when
compared to barrier, the best of the two state-of-the-art solvers.
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Fig. 7. Convergence of simplex, barrier and PAR-AD?

Convergence and Solution Quality. Figure 7 shows a trace of an execution that illus-
trates the way the different solvers approximate the solution over time (using a regions
distribution, 5 x 10° goods, and 10* bids). We chose this run because the similar perfor-
mance of the three algorithms made them comparable. Note that PAR-AD? converges to
the solution in 29 sec., while barrier requires 102 sec. and simplex 202 sec. (not visible
in the figure). Furthermore, notice that PAR-AD? quickly reaches a high-quality bound,
hence promptly guaranteeing close-to-the-solution anytime approximations. In general,
our experimental data indicate that the initial solution provided by PAR-AD? is always
significantly better than the one assessed by both simplex and barrier. Finally, upon
convergence, there is a maximum deviation of 0.02% between PAR-AD? solutions and
those assessed by CPLEX. Note that we run CPLEX with default parameters, has the
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feasibility tolerance set to 107°. This means that CPLEX solutions may be infeasible up
to a range of 107 per variable. In the same sense, PAR-AD? feasibility tolerance is set
to 107!2, This good initial solution is a nice property that makes PAR-AD? suitable to
be used as a method able to obtain quick bounds, either to be embedded in a MIP solver
or also to provide a fast solution able to be used towards an approximate solution.
Multi-thread Analysis. We have run PAR-AD?, simplex and barrier with 8 parallel
threads each, hence using the full parallelism offered by our computer. The results are
displayed in figure 5b. When comparing with figure 5a (corresponding to the single-
thread execution), we observe that PAR-AD? outperforms simplex and barrier in many
more scenarios, and in general PAR-AD? applicability grows in concert with the parallel
resources in all cases. Hence, we infer that PAR-AD? better benefits from parallelisation
than simplex and barrier. The case of the paths distribution is especially remarkable
since simplex is faster than other algorithms when running in a single-thread scenario.
Nonetheless, as PAR-AD? better exploits parallelism, it revealed to be the most suitable
algorithm for hard distributions when running in multi-threaded executions, including
paths. In accordance with those results, it is expected that increasing the number of
computational units will widen the range of applicability of PAR-AD?>.

Finally, we compared PAR-AD? performance against barrier using 8 threads. We
only compare PAR-AD? to barrier since it is the best suited algorithm for the selected
distributions (i.e in some executions PAR-AD? can be up to three orders of magni-
tude faster than simplex). Figure 6 shows the average performance speedup of PAR-
AD? versus barrier as a function of the total running time of the execution of barrier
(shown in the X-axis). We observe a clear trend in all scenarios: the harder the problem
becomes for barrier, the larger the speedups obtained by PAR-AD?. Our peak speedup
is 23X (16X when taking the mean execution time of the different instances). The best
results are achieved in the arbitrary distribution, which in addition was significantly bet-
ter solved by barrier than by simplex according to figure 4. We recall that arbitrary is a
distribution that can be applied to the design of electronic parts or procurement since it
removes the two-dimensional adjacency of regions. In arbitrary, larger speedups corre-
spond to the more sparse scenario, i.e. the bottom-right corner in figure 5.

6 Conclusions

In this paper we have tried to open up a path towards solving large-scale CAs. We
have proposed a novel approach to solve the LP relaxation for the WDP. Our approach
encodes the optimisation problem as a factor graph and uses AD?, a dual-decomposition
message-passing algorithm, to efficiently find the solution.

In order to achieve higher efficiency, we identified some of the bottlenecks found
in message-passing graph-based algorithms and proposed some techniques to achieve
good performance and scalability, in particular when executing in parallel. As a result
of this analysis, we rearranged the operations performed by AD? providing a new algo-
rithm, the so-called PAR-AD?, which is an optimised and parallel version of AD?.

Our experimental results validate PAR-AD? efficiency gains in large scale scenar-
ios. We have shown that PAR-AD? performs better than CPLEX for large-scale CAs
in the computationally hardest distributions, both in single- and multi-threaded scenar-
ios, with a peak speedup of 23X. Furthermore, the speedup is larger in multi-threaded
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scenarios, showing that PAR-AD? scales better with hardware than CPLEX. Therefore,
PAR-AD? has much potential to solve large-scale coordination problems that can be
cast as optimisation problems.
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Abstract. Multi-agent systems technologies have been widely investi-
gated as a promising approach for modelling and building distributed sys-
tems. However, the benefits of agents are not restricted to systems solely
comprised of agents. This paper considers how to ease the task of devel-
oping agents that perceive information from asynchronously executing
external systems, especially those producing data at a high frequency. It
presents a design for a percept buffer that, when configured with domain-
specific percept metadata and application-specific percept management
policies, provides a generic but customisable solution. Three application
case studies are presented to illustrate and evaluate the approach.

1 Introduction

Multi-agent systems (MAS) technologies have been widely investigated as a
promising approach for modelling and building distributed systems. In particu-
lar, much MAS research focuses on developing theories and tools that address
the requirements of autonomous distributed software components that must act,
interact and coordinate with each other in complex domains. Typically, agents
are conceptualised as having incomplete and changing knowledge, the ability to
act proactively to satisfy explicit goals, adaptive behaviour through the selec-
tion of plans that best respond to goals in a given situation, and the ability to
communicate knowledge and requests to each other.

This paper considers, in particular, agents based on the popular Belief-Desire-
Intention (BDI) agent model [4], which is inspired by human practical reasoning.
Agent development platforms implementing this model, such as Jason [3], allow
programmers to write code in terms of a dynamic belief base that is updated
as percepts are received from the external environment, and plans are triggered
by changes in beliefs and the creation of new goals by other plans. Plans can
also cause actions to be performed in the environment. The developer must
provide an environment class that models the application state visible to the
agent and/or affected by its actions. At its simplest, this is a simulation of
a physical environment. However, BDI agents have proven their value beyond
simple simulated systems. They have been used for implementing robots [16,15],
“Intelligent virtual agents” [13,7,2] that control avatars in virtual worlds and
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multi-player games, and even for real-time control of satellites [6]. As well as
these situations where an agent’s ‘body’ is controlled by software external to the
agent, it may also be the case that an agent is only a component of a larger
distributed system involving multiple technologies and protocols. In this case,
it may be most convenient for the agent programmer to regard the external
systems as part of its environment, and therefore a source of percepts and the
target of actions [5].

This paper therefore considers the problem of providing an agent with a view
of one or more external system components as a source of percepts, extending our
previous architecture in which agent ‘endpoints’ act as a bridge between agents
and message-based routing and mediation middleware [5]'. There are several
aspects to this problem:

1) Agents perceive the environment periodically and asynchronously from the
changes occurring in the external systems. Therefore, multiple changes may occur
between agent perceptions, and it is necessary to buffer these changes. 2) BDI
agents have a relatively slow execution cycle, and thus information from external
systems such as virtual worlds and robot sensors may arrive much faster than the
agent’s perception rate. Delivering all buffered percepts to the agent on each per-
ception may exceed its ability to trigger and execute plans. Therefore, buffered
percepts should be amalgamated or summarised between perceptions. 3) The
question of whether a percept should replace an older buffered one is dependent
on the domain ontology. Thus, percept buffering requires domain knowledge. 4)
The logic for summarising related buffered percepts is application-dependent.
Thus, percept buffering needs application knowledge.

The first two issues above have been repeatedly encountered by researchers
[6,8,12,13,10]. However, as yet, agent development tools do not provide any
platform-level solution to these problems, leaving the agent programmer to im-
plement their own application-level solutions.

This paper provides a solution to this problem, informed by the third and
fourth observations above, by introducing the concepts of a percept buffer and
configurable percept management policies. Together, these control the number
and form of percepts provided to an agent. Given a generic percept buffer, a
developer can use this in conjunction with common policies from a library or
custom application-specific ones, to configure the buffer to avoid information
loss and reduce the cognitive load needed for percept handling. A percept buffer
therefore provides a general platform-, domain- and application-independent
framework for tackling the problems of handling percepts representing infor-
mation from external systems in a flexible way.

2 Related Work

The difficulty of handling high frequency percepts in BDI agent systems has been
acknowledged by researchers implementing situated agents [12,13]. However, we
are not aware of any implemented concrete solution to this problem.

1 Our previous work also addresses interpreting actions as requests to external systems,
but here we focus on percepts.
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There is some research on abstracting the low-level sensor data received from
an external environment before providing it to a BDI agent [13,16]. Similar to
receiving low-level sensor data, it is also possible that the agent could receive a
continuous data stream from the environment. In such a case, this continuous
data stream should be discretized before providing it to the agent as percepts.
Such an abstraction engine has been described by Dennis et al. [6] in the context
of using BDI agents to control a satellite. By providing only abstract environment
information and/or discretized information to an agent, the problem of cognitive
overload can be minimised. However, this does not directly address the problem
of high frequency perception—the abstracted environment information may still
arrive at too high a frequency for a relatively slow BDI agent. Moreover, this
previous work implements the sensor data abstraction components outside the
BDI agent system, thus providing it with no control over the type and amount
of the percepts it provides to agents.

An alternative approach to minimising the cognitive overload is actively fil-
tering out percepts that do not fit certain criteria. Percept filtering is discussed
alongside attention theories, where it is argued that given the fact that agent
attention is a limited resource, the agent should be able to filter-out informa-
tion that falls outside its current attention. Filtering can be of two-forms: top-
down (goal-driven), or bottom-up. Top-down filtering refers to retaining only
those percepts that are relevant to the currently pursued goals of the agent [14].
Bottom-up filtering refers to identifying salient information in the incoming per-
cept stream that should catch the agent’s attention. The work of van Oijen and
Dignum [11] presents an example for goal-driven filtering of percepts by an in-
telligent virtual agent (IVA). When an agent adopts a new goal, it can specify
the type of percepts required for that goal. This filtering is terminated as soon
as the agent stops pursuing the current goal. Ideally, an IVA should be able to
strike a balance between the two types of filtering.

The use of a cache or a buffer to keep environment information required
by an agent is not new. For example, Oijen et al. [12] present the use of a
cache to store a high level domain model derived from lower-level game state
data. This information is kept until game state changes invalidate the cached
derived data. Their ontology loosely corresponds to our percept metadata (see
Sect. 5). However, although agents can filter the percepts they wish to perceive
via subscriptions, there is no counterpart to our policies for summarising or
aggregating multiple percepts received between perceptions.

3 Managing Agent Perception Using Policies

At the heart of our approach is the use of policies to manage the number of per-
cepts produced for the deliberation process of an agent. Policies may be generic
ones that are useful across a range of applications, and may be parameterised to
configure them for specific applications. On the other hand, agent programmers
may develop their own application-specific policies, which can be plugged into
our framework via a simple interface. We also allow agents to dynamically change
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the policies used to pre-process their incoming percepts in order to change the
focus of their attention—an example of this is given in Sect. 9.2.

Some useful application-independent policies are listed below.

Keep latest percept. This policy will simply replace the previously processed
matching percepts with the new one. This might be appropriate, for example,
for percepts that represent sensor readings (with the sensor identifier treated
as a percept key). If multiple readings for the same sensor arrive between two
agent perceptions, the agent may only need to perceive the latest reading.

Keep latest with history. As above, this policy will ensure that at most one
percept for a given functor (predicate name), arity (number of arguments)
and list of key argument values is kept in the queue of percepts waiting to be
perceived. However, in case the agent wishes to inspect the full recent history
of matching percepts (since the previous perception), the policy records this
history in the percept as an additional argument. This policy could also be
refined to associate a time stamp with each percept in the history list. This
policy illustrates an important feature of the design of our percept buffer:
we support the use of policies that change the structure of percepts, e.g. by
changing their functors and arities.

Keep most significant. Rather than keeping only the most recent percept
(e.g. from a sensor), this policy will keep the one with the most significant
value. For example, for a sensor monitoring Nitrogen Dioxide concentrations
at a city intersection, the agent may be interested in the highest reading
since the last perception.

4 Architecture

Figure 1 shows our architecture for using percept buffers to handle percept
buffering, amalgamation and summarisation. We assume that percepts relevant
to the agent are received via one or more channels, shown on the left hand side of
the figure. These are responsible for delivering percepts obtained from external
sources, such as virtual worlds, complex event detection engines and enterprise
messaging systems, to the appropriate agents’ percept buffers. It is the respon-
sibility of these channels to perform whatever data preprocessing is necessary to
produce percepts in an appropriate format for the agent platform used?.

The channels also have the role of adding specific metadata to each percept
to specify how the agents’ percept buffers should combine this new information
with any percepts that are in the buffer waiting for the agent to perceive them.
Most importantly, this metadata includes the name of a policy to be used to
amalgamate matching percepts (if required). The notion of a matching percept
is defined by indicating the key argument indices, i.e. the argument positions
that form a (possibly compound) key for a percept with that functor and arity,

2 Eventually it may be possible to use a platform-independent format for percepts,
such as the “interface intermediate language” proposed by Behrens et al. [1].
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Fig. 1. The architecture and interfaces of a percept buffer

and whether or not the percept’s predicate is functional, i.e. whether it can only
have a single value at any time for given arguments at the key argument indices.
Percepts are also specified as being transient or persistent. Transient percepts
are only stored until the agent’s next perception, whereas persistent percepts are
treated as part of the environment’s state, and are also perceived by the agent
in subsequent perceptions (unless replaced by newer percepts, or they expire
as specified by the percept’s arrival time and tenure). Note that the aim of the
percept buffer is not to act as the agent’s memory in general. However, we see its
role as providing an agent environment that encapsulates the external sources of
percepts. We therefore allow an agent developer the option of using the buffer to
store persistent state that may not be made available repeatedly by the external
system.

The percept metadata, and the implementations of the policies used (con-
forming to a simple interface—see Sect. 6), provide the domain- and application-
specific information used by the percept buffers. Therefore, configuring our ap-
proach for a specific application involves providing a mechanism for the channels
to add the required metadata, e.g. application-specific rules. More detail on our
metadata scheme is given in Sect. 5.

The architecture allows agents to dynamically control their perception by
changing how channels assign policies to percepts (based on their functor and
arity), and the priorities of the threads that execute policies. The mechanisms
for providing this functionality will depend on the agent platform used. Our im-
plementation, using Jason [3], provides agent “internal actions” for this purpose.

Each agent has its own percept buffer, which has percepts, along with their
metadata, pushed to it from the channels. A single percept may be delivered at
a time, e.g. when a stream of data is being consumed by a channel, or a set of
percepts may be delivered together, with the intention that these represent a
complete state update for the agent. In the latter case, we assume that there is
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a single channel or that the channels have been designed so that the buffer does
not need to synchronise state updates from different channels. We also assume
that all percepts in the state update are to be processed by the same policy?,
or that it does not matter if a single state update results in different policies’
outputs being perceived by the agent at different times?.

For each percept-processing policy in use, a percept buffer maintains a (thread-
safe) queue of incoming percept sets that have been pushed on the queue by the
channels. Each percept set on the queue is either a singleton set (in the case
of percept streaming) or represents a state update. In addition, for each policy,
there is a list of processed but unperceived percepts and a list of previously
perceived but persistent percepts. These contain the buffered percepts that are
waiting to be delivered to the agent when it next perceives the environment. The
latter list contains percepts that should be repeatedly delivered to the agent, ac-
cording to the percept metadata. The percept buffer creates a thread for each
policy that repeatedly takes percept sets from the incoming queue and combines
them with the buffered percepts to produce an updated list of buffered percepts.

When the agent perceives, it consumes the percepts in the unperceived percept
list. It also receives percepts from the persistent percept list. At this time, the
persistent percept set is updated with the newly perceived percepts that are
annotated as being persistent. This may involve some instances of functional
percepts being replaced with new ones. As there is a separate perceived persistent
percept set for each policy, we require that functional persistent percepts with
a given functor and arity are always associated with the same policy; otherwise
the updating of persistent percepts cannot be guaranteed to be done correctly.

5 Percept Metadata

The following metadata scheme is used by channels when annotating percepts
before delivering them to the agents’ percept buffers. In this way, domain-
and application-specific knowledge can be provided on how percepts should be
treated.

Policy This metadata element specifies the name of the policy that should
be used to combine a new percept with any ‘matching’ ones that have been
processed by the policy but not yet perceived.

Persistent This element can be true or false, depending on whether the percept
should be stored in the percept buffer persistently and repeatedly perceived
by the agent until it is replaced by newer information or it expires.

KeyArgs As described above, the key arguments for a percept are those that
comprise a compound key. The value of this optional element is a list of argu-
ment indices. This defines which processed but unperceived percepts match a

3 It is possible for a single policy to process percepts with different functors.

4 Our current implementation adds an additional assumption: that all percepts in an
incoming percept set have the same persistence (transient or persistent), but this is
simpler to remove than the other assumptions.
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new one: percepts match if they have the same functor, arity, and values at
the key argument indices.

FuncPred This has value true if the percept is an instance of a predicate
that is functional, i.e. only one instance of the predicate can exist for any
specific values of the key arguments. Subsequent percepts with the same key
arguments must replace older ones. This is only used when updating the per-
ceived persistent percepts. This is because policies have the responsibility of
deciding how to resolve the co-existence of new and old matching unperceived
percepts—the developer may wish the agent to receive all percepts that have
arrived since the last perception, or an aggregation or summary of them.

ArrivalTime This records the time at which the percept arrived.

Tenure This optionally specifies an interval after which the percept is no longer
useful and should be deleted even if not perceived. This is most useful for
persistent percepts.

public interface Policy {
public List<WrappedPercept> applyPolicy(
WrappedPercept percept,
List<WrappedPercept> queuedPercepts);

public List<WrappedPercept> eventToStatePercepts(WrappedPercept p);

public WrappedPercept transformPerceptAfterPerception(WrappedPercept p);
}

Fig. 2. The policy interface

6 Defining and Applying Policies

A policy is defined by a class that implements the interface shown in Java in
Fig. 2°. The key method is applyPolicy. This is called for each percept in the
new percept set in turn. The first argument, of class WrappedPercept, represents
a newly received percept, wrapped by another object recording its metadata.
The second argument, queuedPercepts, should be a list of the percepts that
have been previously output by this method, are not yet perceived by the agent,
and which match the new percept based on the functor, arity and KeyArgs
metadatum. As new percepts arrive, the applyPolicy method will be repeatedly
called to combine newly arrived percepts with those queued for perception by
the agent. For some policies this will result in reducing the number of percepts
received by the agent on each perception. By providing application-specific policy
classes, the developer can customise how this is done. Some example policies were
outlined in Sect. 3.

The other two methods in the policy interface are optional (they can just
return a null value) and are discussed in Sections 7 and 8.

Pseudocode for the run method of a policy thread is shown in Algorithm 1.
The key line of the algorithm is line 19, which obtains the application-specific

5 A separate policy factory class is used to associate names with policy classes.
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Algorithm 1. The policy thread’s algorithm

Data: policyName: Name of policy handled by this thread
newPerceptQueue: Blocking queue of percept sets
unperceivedPercepts: Concurrent map from policy names to percept list

partitions

1 forever do
2 newPercepts <+ newPerceptQueue.take ()
3 oldPercepts < unperceivedPercepts.get (policyName)
4 if oldPercepts = null then
5 | oldPercepts «— empty percept list partition
6 end
7 applyPolicyToAllPercepts (policyName, newPercepts, oldPercepts)
8 oldValue +— unperceivedPercepts.replace (policyName, oldPercepts)
9 if oldValue = null and oldPercepts # null then

// The agent has concurrently consumed old percepts
10 oldPercepts <— empty percept list partition
11 applyPolicyToAllPercepts (newPercepts, oldPercepts)
12 unperceivedPercepts.put (policyName, oldPercepts)
13 end
14 end

15 Procedure applyPolicyToAllPercepts (policyName, newPercepts, oldPercepts)

16 foreach p € newPercepts do

17 key < partitionKey (p)

18 matchingPercepts + oldPercepts [key]

19 processedPercepts < getPolicyObject (policyName).
applyPolicy(p, matchingPercepts)

20 oldPercepts [key| < processedPercepts

21 end

policy object for the given policy name and calls the applyPolicy method. For
brevity, in the algorithm we write “percept” to mean wrapped percept (a percept
with its metadata). The percepts processed by the policy but not yet perceived,
as well as the perceived persistent percepts, are represented as “percept list par-
titions”. This data structure stores a list of percepts as a set of sublists. Each
sublist contains the percepts with a given partition key: a triple combining a
functor, arity and specific tuple of values for the key arguments of the predicate
with that functor and arity, e.g. (sensor_reading, 2, (sensor72)). This is a spe-
cial case of a map, and we write p[k] for the sublist of percept list partition p
with partition key k.

The algorithm runs an infinite loop that takes each (possibly singleton) set of
new percepts from the new percepts queue and processes it. Line 2 retrieves a
set of new percepts and line 3 looks up the percepts that have been previously
processed by this thread but not yet perceived. Lines 4-6 create a new percept list
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partition if there are no previously processed but unperceived percepts. Line 7
calls a procedure (lines 15-21) that, for each new percept, looks up the matching
percepts in the percept list partition, gets the policy object and applies it, and
then updates the percept list partition with the results. The main algorithm
(line 8) then checks whether the list of previously processed percepts for this
policy, stored in unperceivedPercepts with the policy name as a key, has been
consumed by the agent since the policy thread last retrieved it. The agent signals
that this has occurred by removing the concurrent map entry for that key. In
this case, the policy thread applies the policy to all new percepts starting with
an empty percept partition list as the list of old percepts (lines 10-12). These
policy applications cannot be skipped in case the policy is designed to change
the structure of the incoming percepts, as in the “keep latest with history” policy
described in Sect. 3.

The policy thread runs concurrently with the channels, which add new percept
sets to newPerceptQueue, and the agent, which consumes the percepts stored in
unperceivedPercepts for each policy. Therefore, the algorithm must be defined
in terms of thread-safe data structures to ensure correct behaviour. In particular,
we have chosen the BlockingQueue and ConcurrentMap data structures provided
by Java for the implementations of newPerceptQueue and unperceivedPercepts,
respectively. The take method (line 2) is used to retrieve a set of new percepts,
and if the queue is empty, this method will block until a channel adds new percepts
to the queue. Line 8 calls the replace operation on a concurrent map. This is an
atomic operation that replaces the value for a given key in the map, and returns
the previous value, or null if there was no previous value.

7 Agent Perception

Algorithm 2 presents the procedure run when the agent initiates a perception.
For each policy in use, the percepts output by the policy but not yet perceived
are retrieved, along with the persistent percepts, and added to the result set
to be returned to the agent. In line 5, the remove method is called on the
concurrent map unperceivedPercepts. This is an atomic operation to remove
the map’s value for the given key (the policy name in this case) and return the
value retrieved, or null if there was no value. Removing the value signals to
the policy thread that the percepts have been (or are in the process of being)
perceived.

Lines 10-18 handle persistent percepts. In line 10 the policy’s eventToState-
Percepts method is invoked on the percept. This allows a single percept
from a channel (e.g. an update for some element of the state) to be trans-
lated to a set of percepts representing the updated (persistent) state informa-
tion. This is described further in Sect. 8. If there is a non-null result from
this call, the original policy-processed but unperceived percept p is treated
as a representation of a transient event and added to the set of percepts
to be returned to the agent. The transformed ‘state percept’ is then passed
to procedure updatePersistentPercepts to update the persistent state. If
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Algorithm 2. Handling an agent request for percepts

Data: unperceivedPercepts, persistentPercepts: Concurrent maps from policy
names to percept list partitions
Function perceive (): Set of percepts

result «+— empty list
currTime < current time
foreach policyName in keys of unperceivedPercepts do
newPerceptsPartition <— unperceivedPercepts.remove (policyName)
persPerceptsPartition <— persistentPercepts.get (policyName)
if newPerceptsPartition # null then
foreach p € newPerceptsPartition do
if p isPersistent() then
statePercepts <

getPolicyObject (policyName) .eventToStatePercepts(p)
11 if statePercepts # null then
// There are separate event and state representations
// The event percept goes directly to the agent

© © 0 N o g b~ 0N

12 addUnwrappedPerceptIfNotExpired(p, result, currTime)

13 foreach statePercept € statePercepts do

14 updatePersistentPercepts (statePercept, currTime,

persPerceptsPartition)

15 end

16 else

17 updatePersistentPercepts (p, currTime,
persPerceptsPartition)

18 end

19 else

20 addUnwrappedPerceptIfNotExpired(p, result, currTime)

21 end

22 end

23 end

24 foreach p € persPerceptsPartition do

25 afterPerceptionPercept +— getPolicyObject (policyName).

26 transformPerceptAfterPerception(p)

27 if afterPerceptionPercept # null then

28 Remove p from persPerceptsPartition

29 Add afterPerceptionPercept to persPerceptsPartition

30 end

31 addUnwrappedPerceptIfNotExpired(p, result, currTime)

32 end

33 persistentPercepts.put (policyName, persPerceptsPartition)

34 end

35 return result

eventToStatePercepts returned null, the unmodified percept is passed to that
procedure.
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The algorithm for updatePersistentPercepts is not shown due to lack of
space. This uses the percept’s partition key (its functor, arity and key argu-
ment values) to obtain the sublist of persPerceptsPartition that matches the
percept. If the percept’s predicate is functional (according to the percept meta-
data), the matching percepts are removed from that sublist. If not, any expired
percepts are removed from the sublist (using their ArrivalTime and tenure
metadata, if present, and currTime). In either case, the (still wrapped) percept
is added to the sublist if it has not expired.

Transient percepts are handled in line 20. They are added to the result set if
not already expired.

Finally, in lines 24-32 all persistent percepts are added to the result set. There
is one wrinkle here. The policy may have added extra information to the percept,
as in the “keep latest with history” policy described in Sect. 3. The policy method
transformPerceptAfterPerception gives developers the option to remove this
extra information from persistent percepts if it should only be perceived once.

8 Events and States

As discussed above, Algorithm 2 calls two optional policy methods:
eventToStatePercepts and transformPerceptAfterPerception. The role
played by these methods has been explained above. In this section we briefly
explain the motivation for these methods.

Plans in a BDI agent program can be triggered by the addition of new beliefs
to the agent’s belief base. The belief base can also be queried from within the
context conditions or bodies of its plans. These illustrate two different uses of
percepts within a BDI program: (i) to react to new information by triggering
a plan, and (ii) to look up previously received information in the course of
instantiating or executing a plan. We believe that in many agent programs this
distinction corresponds to the difference between using percepts to encode (i)
events, and (ii) state information. However, it is also the case that some percepts
can represent both an event and state information. In particular, a percept may
encode a change of state, and may be used in the agents’ plans both to trigger
a plan and for looking up the current state at a later time. Our design for
percept management policies aims to support developers in achieving separation
of concerns when handling event and state information in their agent plans.
Specifically, the policy method eventToStatePercepts, shown in Fig. 2 and used
in Algorithm 2, will be applied to a policy-processed persistent percept p, just
before the agent perceives it. The method can return null if this functionality
is not required. Otherwise, the result is a list of percepts, which encode the
information in the original percept in a different way for storage in the persistent
percept list. The original percept p is treated as transient and sent to the agent
once only.

For example, a percept approved(ag, doc, stg) received from a channel may
indicate that agent ag has approved document doc to move to stage stg of a pub-
lishing workflow. The policy method eventToStatePercepts can be used to gen-
erate a persistent record of the state of the document, e.g. doc_state(doc, stg).
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9 Case Studies

We have implemented a prototype percept buffer by extending our open source
camel-agent software [5]. This provides a connection between the Jason BDI
agent platform [3] and the Apache Camel message routing and mediation engine
[9]. We use Camel message-processing routes as our channels. These routes re-
ceive information from external systems using Camel’s wide range of endpoints
for various networking technologies and protocols. The resulting Camel messages
are transformed and filtered as required, using one of Camel’s domain-specific
languages. Percept metadata is added in the form of message headers, and the
messages are then delivered to camel-agent’s agent percept endpoints. These use
endpoint configuration information or Camel message headers to identify the
recipient agents(s), and the messages are then delivered to these agents’ percept
buffers.

We also provide Java implementations for Jason internal actions to dynam-
ically control the processing of percepts within the percept buffer by altering
the logic used by channels to assign policies to percepts, and by changing the
priorities of policy threads.

To demonstrate and evaluate the use of percept buffers, we developed policies
to handle three different sources of streaming data: two demonstration data
streams on the web and a live stream of events from a Minecraft server.

9.1 Demo Data Streams

We first evaluated the utility of our approach by configuring channels to con-
sume data from two data streams streamed live over the web by PubNub, Inc.6:
the Game State Sync stream and the Sensor Network stream. These provide
simulated data streams described as (respectively) “updated state information
of clients in a sample online multiplayer role-playing game” and “sensor informa-
tion from artificial sensors”. For each of these data streams we used the PubNub
Java client library to create a channel that subscribes to the stream and sends
the data received (translated to Jason syntax), along with the required percept
metadata, to the queue of incoming percepts for the single agent used in this
scenario. For the Game State Sync stream, the channel produces a single per-
cept for each data item on the stream. For the Sensor Network stream, a single
data item is converted to four percepts recording different aspects of the sensor
reading.

The formats of the data items in the two streams are shown below, after
translation to Jason literals.

Game State Sync:

action(Playerld, CoordX, CoordY,
ActionName, ActionType, ActionValue)

5 http://www.pubnub.com/developers/demos/
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Sensor Network:

radiation(SensorUUID, Radiation)
humidity(SensorUUID, Humidity)
photosensor(SensorUUID, LightLevel)
temperature(SensorUUID, Temperature)

Consuming the Game State Stream. As the messages received from the
Game State Sync stream represent events, we configured the channel connected
to this stream to mark all action percepts as transient (and so the FuncPred
metadata element is not relevant). As the stream uses (seemingly) randomly
generated three digit numbers as identifiers in action percepts, the chance of two
or more matching agent IDs occurring between consective agent perceptions is
very low, so we did not specify any key arguments for the action predicate. This
means that all action percepts match each other. A simple, but non-trivial, Jason
agent program was used to handle the percepts received”. We investigated the
effect of three different policies for handling these percepts. Our purpose here is
not to analyse or criticise the operation of any specific agent platform (and Jason
in particular), but to illustrate the problems that arise when handling streams
of percepts.

First, using the policy “keep latest percept” as a baseline case confirmed (not
surprisingly) that buffering is needed when percepts are being produced and
consumed asynchronously. This policy stores no more than one percept between
consecutive agent perceptions. During a ten minute run, 5625 messages were
received from the Game State channel (9.4 messages per second). Although Ja-
son’s perception rate was significantly higher (an average of 60.2 per second),
404 percepts were lost (7.2%) due to the lack of buffering. In addition, although
5221 action percepts were delivered to the agent, there were only 5216 plan in-
vocations®. The missing plan invocations were not just delayed slightly—after
an additional minute the count was the same.

In another ten minute run using the default policy (to queue all percepts until
they are perceived), 5369 messages (all distinct) were received on the channel
and these were all delivered to the agent. However, there were only 5260 plan
invocations, suggesting that Jason was unable to cope with this load. For this,
and the previous policy, similar results were observed in a previous run (which
used an older version of Jason).

A final run was performed using the “keep latest with history” policy. For each
set of matching percepts (as determined by the KeyArgs metadata element), this
policy retains only the latest percept in the unperceived percepts data structure,
but stores a list of older matching percepts within an additional argument (or by
using some other method provided by the agent platform for adding information

" The plan handling action percepts updates a belief counting plan invocations, checks
that the player ID is not in a given five-element list (chosen to never match any player
IDs), and calls a subgoal that is handled by a plan with the trivial body ‘true’. Ten
other trivial plans handle belief additions that never occur.

8 All percepts were distinct, and therefore were genuinely new beliefs.
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to percepts—we used a Jason annotation). The result is fewer percepts for the
agent plans to handle, and the programmer can choose under what conditions
the history of older recent percepts should be examined.

When using this policy, 5597 messages were received on the channel during
a 10 minute run. Fewer percepts, 5111, were delivered to the agent when using
this policy, but there were still two plan invocations missing. Similar results
were observed in a second run, when three plan invocations were missing. In
this case the percept buffer and choice of policy have not completely solved the
problem of missing plan invocations. Jason has a configuration option to set
the number of BDI reasoning cycles that are performed beween two consecutive
perceptions. Setting this to 2 allowed the “keep latest with history” to further
amalgamate percepts between perceptions, and 5416 percepts from the channel
were amalgamated into 1096 percepts delivered to the agent. All these led to
plan invocations, Two more runs produced similar results.

These results show that setting appropriate policies in a percept buffer can
significantly reduce the number of percepts that a BDI plan must handle. How-
ever, it may also be necessary to control the rate of agent perception to allow
the buffer time to amalgamate or summarise percepts over a longer period of
time.

Consuming the Sensor Network Stream. In this section we use the sen-
sor network stream to demonstrate how the percept buffer gives developers the
flexibility to customise the delivery of percepts to the agent.

First, we consider default percept metadata settings that label all percepts
as being transient and to be queued until perceived (the default policy). As the
first argument of each of the sensor reading predicates is the sensor identifier, we
declare this to be the key argument. However, for this setting to be useful we had
to customise the channel to replace the sensor identifier with a random number
from 0 to 19—the stream unrealistically uses random IDs that never appear to
reoccur. For the purposes of our discussion, we assume that the agent is only
interested in monitoring radiation settings, and the agent has a plan to count
these percepts, as well as two more plans that handle percepts related to report-
ing (and which only consist of a println action). With these settings, during a
ten minute run, 22508 percepts were delivered to the percept buffer. A quarter
of these (the 5627 radiation percepts) should have triggered plan invocations, but
only 5307 plan invocations were counted.

We next considered the combined use of two policies. The radiation percepts
were handled by a policy that, for given key argument values, keeps a single
percept with an added timestamp in the unperceived percepts list (using a Ja-
son annotation). Also, when a new percept arrives and a matching unperceived
percept is present, the policy keeps whichever of the two has the maximum radi-
ation reading. This assumes that the agent is monitoring for peak readings and
should not miss any. The other percepts were sent to a policy that ignores them
by simply removing them from the incoming queue. With this combination of
policies, 5622 messages on the channel resulted in 5613 percepts delivered to
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the agent, all of which resulted in plan invocations. This demonstrates that for
this application, filtering out the unwanted percepts by using the “ignore” policy
achieved a better outcome than delivering them and letting the agent code ignore
them. The use of a “keep maximum” policy had little effect on reducing percept
numbers, but ensured the agent would not miss the most significant events.

The final policy we consider is one that converts events to state information
using the eventToStatePercepts method. We note that the stream does not
deliver information for all sensors at once—sensor readings arrive one at a time.
We assume that the developer wishes to treat the received sensor readings as
state information that can be queried in plan context conditions and bodies and
not just as events that trigger plans. Therefore we configured the channel to label
the radiation percepts as persistent. However, the readings are time-dependent
and lose their validity over time, so we set a 10 second tenure period for per-
cepts. We specify that the first argument of the radiation predicate has no key
arguments. This allows a policy to collect all unperceived percepts with this
predicate into a list, wrapped in a radiation _list percept. On agent perception,
this is sent as a one-off percept to the agent, while a set of persistent percepts
are produced by the eventToStatePercepts method. The persistent percepts
use a functor (radiation _state) that is different from the original percepts. This
predicate is specified as functional with its first argument being the key argu-
ment, so that the persistent percepts are appropriately maintained over time.
With this configuration, over a ten minute run, 5748 messages were collected
into 5491 radiation _list percepts that were delivered to the agent, all of which
resulted in plan invocations (although, it should be noted that the plan is very
simple: it just updates a count belief). In addition, the persistent percepts ac-
counted for another 500087 percepts. These included repeated percept deliveries,
which would cause no “new percept” events to be output from Jason’s belief up-
date function, but also prevented Jason from removing these percepts from the
agent’s belief base.

9.2 Sensing Data from Minecraft

An additional case study involved connecting the percept buffer to a chan-
nel linked (via a web socket) to a mineflayer® JavaScript bot for Minecraft.
Minecraft!? is a single or multiplayer game in which players mine the environ-
ment for materials, construct buildings, and (in “survival mode”) fight monsters.
We investigated the impact of the percept buffer on the speed of an agent per-
forming a specific sensory task over a stream of events from Minecraft. The events
represented the position of the bot and the movements of various creatures in
the simulated world, and the task was to detect ten distinct squid and then ten
distinct bats within a certain range. This task can be achieved using a simple
Jason program comprising two short plans, but as 100-200 events arrive per
second, we endeavoured to provide a policy to ease the task. Our policy treated

9 https://github.com/andrewrk /mineflayer
10 https://minecraft.net
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the percepts as transient, and ignored percepts from outside the specified range
as well as percepts related to creatures other than the target species (initially
squid). It also kept only the latest unperceived percept for a given individual
creature. We connected two agents to the same Minecraft event stream. One
used our special policy, while the other used the null policy (buffering only).
The channel was configured to treat percepts recording the bot’s own position
as persistent for both agents. The Jason plan for the null policy agent performed
range checking as well as counting and tracking which of the target creatures
had already been seen (using their identifiers). The plan for the agent with the
special policy did not need to perform range checking, and received a smaller
number of percepts. Once the first part of the task was completed (counting
10 distinct squid), the plan used an internal action to request the channel to
change the policy used for its percepts so that only bat percepts were delivered
to it. This demonstrates the ability to change policies dynamically to change an
agent’s focus of attention.

Unfortunately the task performance times for the two agents were almost
identical to within a few milliseconds for each of eight runs. This is probably
due to the task needing only simple plans that can do all necessary percept
filtering using plan “context conditions”, for which Jason is (presumably) well
optimised. However, this case study demonstrates that the use of the percept
buffer allowed the agent code to be simplified and did not add any overhead for
the performance of the task, even though the performance was not improved.

10 Conclusion

This paper has presented a design for an agent percept buffer to simplify the
handling of percepts from external systems—especially high frequency streams.
Rather than relying on programmers to build a custom agent environment encap-
sulating external sources of percepts, a percept buffer provides a generic solution
that can be customised for a given application. This is done by (a) configuring
the channels that deliver percepts to the buffer to attach domain-specific infor-
mation about those percepts, and (b) providing appropriate application-specific
policies. This work provides the first platform-independent and detailed proposal
for addressing a problem that is often faced, but which must currently be tackled
in an ad hoc application-specific manner.

We defined the architecture and algorithms for processing percepts in the
percept buffer and for responding to perception requests from agents. We also
defined a percept metadata scheme used for providing the buffer with domain-
specific information about the percepts. Three case studies were presented to
illustrate the flexibility offered by our approach for handling percept streams,
and to evaluate its benefits.

Future work includes extending the metadata scheme to allow the absence of
certain percepts in a stream to be considered significant, based on some form
of local closed world reasoning. Further experimentation with larger and more
realistic applications is also needed.
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Abstract. While event-based architectural style has become prevalent
for large-scale distributed applications, multi-agent systems seemingly
provide the most viable abstractions to deal with complex distributed
systems. In this position paper we discuss the role of coordination ab-
stractions as a basic brick for a unifying conceptual framework for agent-
based and event-based systems, which could work as the foundation of a
principled discipline for the engineering of complex software systems.
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1 Introduction

In order to address some of the most common sources of accidental complezity —
such as distributed interaction and large-scale concurrency [2] — the event-based
architectural style has become prevalent for large-scale distributed applications
in the last years [10]. At the same time, multi-agent systems (MAS) are ex-
pected to provide the most viable abstractions to deal with the modelling and
engineering of complex software systems [14,15]. As a result, MAS and event-
based system (EBS) stand nowadays as the two most likely candidate paradigms
for modelling and engineering complex systems—the targets of many research
activities on coordination models and technologies, too.

The relevance of interaction issues in both MAS and EBS suggests that co-
ordination abstractions and mechanisms could play an essential role in making
agent-based and event-based models coexist without harming conceptual integ-
rity of systems. Starting from the essential of both paradigms, we point out
the role of coordination in a unifying conceptual framework for MAS and EBS,
which could work in principle as the foundation of a coherent discipline for the
modelling and engineering of complex software systems.

2 MAS as Coordinated Systems

A common way to look at MAS is to interpret them according to the main
first-class abstractions: agents, societies, and environment [34].
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Agents are computational entities whose defining feature is autonomy [24].
Agents model activities for the MAS, expressed through their actions along
with their motivations—namely, the goals that determine and explain the agent’s
course of actions. When goals are explicitly represented through mentalistic ab-
stractions — as in the case of BDI agent architectures [28] — intelligent agents [35]
are involved, which set their course of actions according to their beliefs, desires,
goals, intentions, available actions, and plans.

A critical issue in MAS is handling dependencies between agents: that is, un-
derstanding how (intelligent) agent actions mutually interfere when each agent
aims at pursuing its own goal, and ruling them so as to make MAS achieve its
overall system goal. Handling dependencies is first of all a coordination problem
[16]. Through the notion of social action [4], MAS capture dependencies in terms
of agent societies, built around coordination artefacts [23]. Societies represent
then the ensembles where the collective behaviours of the MAS are coordin-
ated towards the achievement of the overall system goals. Generally speaking,
coordination models are the most suitable tools to harness complexity in MAS
[6], as they are explicitly meant to provide the coordination media that “glue”
agents together [12,5] by governing agent interaction in a MAS [33].

Besides agents and societies, environment is an essential abstraction for MAS
modelling and engineering [34], to be suitably represented, and related to agents.
The notion of environment captures the unpredictability of the MAS context, by
modelling the external resources and features relevant for the MAS, along with
their dynamics. Along with the notion of situated action — as the realisation
that coordinated, social, intelligent action arises from strict interaction with the
environment, rather than from rational practical reasoning [29] — this leads to the
requirement of situatedness for agents and MAS, often translated into the need
of being sensitive to environment change [9]. This basically means dependency,
again: so, agent behaviour should be affected by environment change.

In all, this means that (%) things happen in a MAS because of either agent
activity or environment change, (ii) complexity arises from both social and situ-
ated interaction. Also, this suggests that coordination — in charge of managing
dependencies [16] — could be used to deal with both forms of dependency in a
uniform way; so, furthermore, that coordination artefacts could be exploited to
handle both social and situated interaction [17].

3 EBS as Coordinated Systems

According to [10], an EBS is “a system in which the integrated components
communicate by generating and receiving event notifications” where an event
is an occurrence of a happening relevant for the system — e.g., a state change
in some component —, and a mnotification is the reification of an event within
the system, and provides for the event description and data. Components in
EBS basically act as either producers or consumers of notifications: producers
publish notifications, and provide an output interface for subscription; consumers
subscribe to notifications as specified by producers. According to the event-based
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architectural style, producers and consumers do not interact directly, since their
interaction is mediated by the event bus, which abstracts away all the complexity
of the event notification service.

In distributed event-based systems (DEBS) [19], a fundamental issue is repres-
ented by distributed notification routing, that is, the way in which notifications
are routed to distributed consumers. Issues such as event aggregation and trans-
formation have to be addressed by making individual event notifications mean-
ingful for consumers. Relationships between events should be detected, and event
hierarchies could be required to provide for different levels of abstraction.

In the overall, EBS are basically coordinated systems, where coordination is
event-based [18]: process activities are mostly driven by event notifications gen-
erated by producers; transformed, aggregated, filtered, distributed by the event
bus; and finally interpreted and used by consumers. Producer / consumer co-
ordination is then mediated by the event bus, working as the system coordinator,
which encapsulates and possibly automates most of the coordination activities
in an EBS. As an aside, it should be noted that role of the event bus in EBS
typically raises the well-known issues of the inversion of control: that is, control
over the logic of program execution is somehow inverted [13].

4 EBS and MAS: Towards a Unifying Framework

Following [17], three are the steps for integrating MAS and EBS: recognising the
sources of events, defining the boundary artefacts mediating the interaction with
the event sources, and providing expressive event-based coordination models.
The first step is looking at agents and environment as event sources. MAS
could then be seen as EBS where agents encapsulate internal events, while en-
vironment models external events through dedicated abstractions — environment
resources — capturing the unpredictable dynamics of relevant external events.
Dually, producers in an EBS are to be classified as either agents — if responsible
for the designed, internal events — or environment resources—if used to model
external, unpredictable events. This induces a higher-level of expressiveness in
EBS: since agents encapsulate control along with the criteria for its manage-
ment — expressed in terms of high-level, mentalistic abstractions —, articulated
events histories can be modelled along with their motivations. In addition, since
MAS environment is modelled as a first-class event-based abstraction, all causes
of change and disruption in a MAS are modelled in a uniform way as event
prosumers (producers and consumers)—thus improving conceptual integrity.
The second main step deals with the need for a general event model, requir-
ing architectural abstractions mediating between event producers and the whole
system, aimed at uniformly handling hugely-heterogeneous event sources—both
agents and resources. Denoted as boundary artefacts, they make it possibile to
translate every sorts of occurrences into a uniform system of notifications accord-
ing to a common event model. This is, for instance, how Agent Communication
Contexts [8] and Agent Coordination Contexts [21] work for agents, and how
event mediators (or, correlators) work in the Cambridge Event Architecture [1].
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Thus, boundary artefacts could be conceived (i) in EBS as the abstraction me-
diating between components and the event bus, accounting for the many diverse
models for data in event notifications, (7) in MAS as the constrainers for agent
interaction, accounting for environment diversity and agent autonomy [33].

5 EBS and MAS: The Role of Coordination

If agents and environment work as event prosumers, coordination abstractions
should deal with interaction of any sort — agent-agent, agent-environment,
environment-environment interaction — taking care of their mutual dependen-
cies, by coordinating the many resulting flows of events [16].

According to [10], the potential of event-based coordination is recognised both
in academia and industry, and there exists a considerable amount of related re-
lated literature on event notification systems. In fact, a number of event-based
middleware providing such services (e.g., JEDI [7]), as well as a number of event-
based coordination models [27,31], technologies [11], and formalisms [20,32], wit-
ness the role of event-based middleware in the engineering of complex distrib-
uted systems, as well as the event-based nature of the most relevant coordination
models, including tuple-based ones [20].

Along this line, the third step in the integration of MAS and EBS is the
comprehension that coordination media [5] can handle multiple event flows [25]
according to their mutual dependencies in both MAS and EBS. From the MAS
viewpoint, this means that the role of coordination models in MAS [6] is to
provide event-driven coordination media governing event coordination in MAS.
From the EBS viewpoint, coordination in EBS is event-based [18], and the event
bus and service work as the system coordinators. This means that coordination
media could work as the core for an event-based architecture, and that EBS could
be grounded in principle upon a suitably-expressive coordination middleware,
designing the event bus around the coordination services [30].

As a result, since all events are uniformly represented through the same gen-
eral event model, coordination artefacts can be used to deal with both social
and situated dependencies, governing every sorts of interaction through the
same set of coordination abstractions, languages, and mechanisms [17]—thus
enforcing conceptual integrity. Then, coordination artefacts provide a specific
computational model for dealing with event observation, manipulation, and
coordination—which should make life easier for programmers and engineers.

In the context of EBS, coordination media provide a suitable way to automat-
ise event handling, and to encapsulate the logic for the coordination of multiple
related flows of events, thus counterfeiting the negative effects of inversion of
control on the large scale for EBS.

6 Case Study: TuCSoN Coordination as Event-Based

The TuCSoN coordination model and infrastructure [26] can be used to illustrate
in short the role of coordination in blending MAS and EBS, in particular pointing
out the notions of boundary and coordination artefacts.
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In detail, the basic TuCSoN architecture can be represented as in Figure 1,
and explained in terms of the following MAS-EBS components.

Agents. A TuCSoN agent is any computational entity exploiting TuCSoN co-
ordination services. To act within a TuCSoN-coordinated MAS, agents should
obtain an ACC from the TuCSoN node. Any action from any agent towards the
MAS - either social or situated — is mediated by its associated ACC.

ACC. Agent coordination contexts [21]) represent TuCSoN boundary artefacts
devoted to agents. ACC both enable and constraint agents interactions, mapping
every agent operation into events asynchronously dispatched to tuple centres.
ACC thus decouple agents from MAS in control, reference, space, and time.

Probes. TuCSoN environmental resources. They are handled as sources of per-
ceptions (sensors) or makers of actions (actuators) in a uniform way. Probes do
not directly interact with the MAS, but through mediation of their transducer.

Transducers. The boundary artefacts devoted to probes [3]. Each probe is as-
signed to a transducer, specialised to handle events from that sort of probe, and
to act on probes through situation operations. Transducers thus decouple probes
from tuple centres in terms of control, reference, space and time.

Events. TuCSoN adopts and generalises the ReSpecT event model [22]. Re-
SpecT is the logic-based language used to program the behaviour of TuCSoN
tuple centres [22]. ACC and transducers translate external events (activities and

Fig.1. TuCSoN event-based architecture



Blending EBS and MAS Around Coordination 191

change) into internal events that tuple centres can handle to implement the
policies required for MAS coordination. Thus, internal events essentially corres-
pond to event notifications in standard EBS.

Tuple Centres. Tuple centres [22] constitute TuCSoN architectural component
implementing coordination artefacts, thus in charge of managing dependencies.
As such, they are meant to govern both social and situated interactions [17].
By adopting ReSpecT tuple centres, TuCSoN relies on (i) the ReSpecT language
to program coordination laws, and (i) the ReSpecT situated event model to
implement events [3].

By looking at a TuCSoN-coordinated MAS with a event-based perspective,

— ACC and transducers are the boundary artefacts representing agents and
environment, respectively, in the MAS, by translating activities and changes
in a common event (notification) model;

— tuple centres are the coordination artefacts dealing with both social and
situated dependencies by making it possible to program the coordination of
events of any sorts in a clean and uniform way.

Under such a perspective, TuCSoN already provides in some way both a model
and a technology to engineer coordinated MAS as EBS. Essentially, this means
that when using TuCSoN for the coordination of a distributed system, either per-
spectives — event-based and agent-based — can be adopted by engineers according
to their specific design needs, and blended together in a coherent way around
the coordination abstractions provided by the TuCSoN model and middleware.’

7 Conclusion

Many large-scale distributed systems are nowadays designed and developed
around event-based methods and technologies. At the same time, agent-based
abstractions (and, in spite of their limited maturity, agent technologies, too) are
more and more adopted to face the intricacies of complex systems engineering, in
particular when requirements such pervasiveness, intelligence, mobility, and the
like, have to be addressed. Altogether, this suggests that a conceptual framework
blending together abstractions and technologies from both EBS and MAS could
represent a fundamental goal for the research on complex system engineering.

In this position paper we suggest that a fundamental role in such a conceptual
framework could be played by coordination models and technologies, with the
focus on coordination artefacts working as both event-based and agent-based ab-
stractions. Coordination models and middleware could then provide the technical
grounding for a principled, comprehensive methodology for complex system en-
gineering, allowing for the integration of event-based and agent-based tools and
techniques without harming conceptual integrity.

! http://tucson.unibo.it


http://tucson.unibo.it

192

A. Omicini et al.

References

10.

11.

12.

13.

14.

15.

16.

17.

18.

. Bacon, J., Moody, K., Bates, J., Heyton, R., Ma, C., McNeil, A., Seidel, O.,

Spiteri, M.: Generic support for distributed applications. Computer 33(3), 68-76
(2000)

Brooks, F.P.: No Silver Bullet Essence and Accidents of Software Engineering.
Computer 20(4), 10-19 (1987)

Casadei, M., Omicini, A.: Situated tuple centres in ReSpecT. In: Shin, S.Y.,
Ossowski, S., Menezes, R., Viroli, M. (eds.) 24th Annual ACM Symposium on
Applied Computing (SAC 2009), vol. III, pp. 1361-1368. ACM, Honolulu (2009)
Castelfranchi, C.: Modelling social action for AI agents. Artificial Intelli-
gence 103(1-2), 157-182 (1998)

Ciancarini, P.: Coordination models and languages as software integrators. ACM
Computing Surveys 28(2), 300-302 (1996)

Ciancarini, P., Omicini, A., Zambonelli, F.: Multiagent system engineering: The
coordination viewpoint. In: Jennings, N.R., Lespérance, Y. (eds.) Intelligent Agents
VI. LNCS (LNAI), vol. 1757, pp. 250-259. Springer, Heidelberg (2000)

Cugola, G., Di Nitto, E., Fuggetta, A.: The JEDI event-based infrastructure and
its application to the development of the OPSS WFMS. IEEE Transactions on
Software Engineering 27(9), 827-850 (2001)

Di Stefano, A., Pappalardo, G., Santoro, C., Tramontana, E.: The transparent
implementation of agent communication contexts. Concurrency and Computation:
Practice and Experience 18(4), 387407 (2006)

Ferber, J., Miiller, J.P.: Influences and reaction: A model of situated multiagent
systems. In: Tokoro, M. (ed.) 2nd International Conference on Multi-Agent Systems
(ICMAS 1996), pp. 72-79. AAAI Press, Tokio (1996)

Fiege, L., Miihl, G., Géartner, F.C.: Modular event-based systems. The Knowledge
Engineering Review 17(4), 359-388 (2002)

Freeman, E., Hupfer, S., Arnold, K.: JavaSpaces Principles, Patterns, and Practice:
Principles, Patterns and Practices. The Jini Technology Series. Addison-Wesley
Longman (June 1999)

Gelernter, D., Carriero, N.: Coordination languages and their significance. Com-
munications of the ACM 35(2), 97-107 (1992)

Haller, P., Odersky, M.: Event-based programming without inversion of control.
In: Lightfoot, D.E., Ren, X.-M. (eds.) JMLC 2006. LNCS, vol. 4228, pp. 4-22.
Springer, Heidelberg (2006)

Jennings, N.R.: On agent-based software engineering. Artificial Intelligence 117(2),
277-296 (2000)

Jennings, N.R.: An agent-based approach for building complex software systems.
Communications of the ACM 44(4), 35-41 (2001)

Malone, T.W., Crowston, K.: The interdisciplinary study of coordination. ACM
Computing Surveys 26(1), 87-119 (1994)

Mariani, S., Omicini, A.: Coordinating activities and change: An event-driven ar-
chitecture for situated MAS. Engineering Applications of Artificial Intelligence 41,
298-309 (2015)

Milicevic, A., Jackson, D., Gligoric, M., Marinov, D.: Model-based, event-driven
programming paradigm for interactive Web applications. In: 2013 ACM Interna-
tional Symposium on New Ideas, New Paradigms, and Reflections on Programming
& Software (Onward! 2013), pp. 17-36. ACM Press, New York (2013)



19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

Blending EBS and MAS Around Coordination 193

Miihl, G., Fiege, L., Pietzuch, P.: Distributed Event-Based Systems. Springer,
Heidelberg (2006)

Omicini, A.: On the semantics of tuple-based coordination models. In: 1999 ACM
Symposium on Applied Computing (SAC 1999), pp. 175-182. ACM, New York
(1999)

Omicini, A.: Towards a notion of agent coordination context. In: Marinescu, D.C.,
Lee, C. (eds.) Process Coordination and Ubiquitous Computing, chap. 12, pp.
187-200. CRC Press, Boca Raton (2002)

Omicini, A., Denti, E.: From tuple spaces to tuple centres. Science of Computer
Programming 41(3), 277-294 (2001)

Omicini, A., Ricci, A., Viroli, M.: Coordination artifacts as first-class abstractions
for MAS engineering: State of the research. In: Garcia, A., Choren, R., Lucena, C.,
Giorgini, P., Holvoet, T., Romanovsky, A. (eds.) SELMAS 2005. LNCS, vol. 3914,
pp. 71-90. Springer, Heidelberg (2006)

Omicini, A., Ricci, A., Viroli, M.: Artifacts in the A& A meta-model for multi-agent
systems. Autonomous Agents and Multi-Agent Systems 17(3), 432-456 (2008)
Omicini, A., Ricci, A., Zaghini, N.: Distributed workflow upon linkable coordin-
ation artifacts. In: Ciancarini, P., Wiklicky, H. (eds.) COORDINATION 2006.
LNCS, vol. 4038, pp. 228-246. Springer, Heidelberg (2006)

Omicini, A., Zambonelli, F.: Coordination for Internet application development.
Autonomous Agents and Multi-Agent Systems 2(3), 251-269 (1999)
Papadopoulos, G.A., Arbab, F.: Coordination models and languages. In: Zelkowitz,
M.V. (ed.) The Engineering of Large Systems. Advances in Computers, vol. 46, pp.
329-400. Academic Press (1998)

Rao, A.S., Georgeff, M.P.: BDI agents: From theory to practice. In: Lesser, V.R.,
Gasser, L. (eds.) 1st International Conference on Multi Agent Systems (ICMAS
1995), pp. 312-319. The MIT Press, San Francisco (1995)

Suchman, L.A.: Situated actions. In: Plans and Situated Actions: The Problem of
Human-Machine Communication, chap. 4, pp. 49-67. Cambridge University Press,
New York (1987)

Viroli, M., Omicini, A.: Coordination as a service. Fundamenta Informaticae 73(4),
507-534 (2006); special issue: Best papers of FOCLASA 2002

Viroli, M., Omicini, A., Ricci, A.: On the expressiveness of event-based coordination
media. In: Arabnia, H.R. (ed.) International Conference on Parallel and Distributed
Processing Techniques and Applications (PDPTA 2002), vol. III, pp. 1414-1420.
CSREA Press, Las Vegas (2002)

Viroli, M., Ricci, A.: Tuple-based coordination models in event-based scenarios.
In: 22nd International Conference on Distributed Computing Systems, Workshop
Proceedings, pp. 595-601. IEEE CS (2002)

Wegner, P.: Coordination as constrained interaction. In: Hankin, C., Ciancarini, P.
(eds.) COORDINATION 1996. LNCS, vol. 1061, pp. 28-33. Springer, Heidelberg
(1996)

Weyns, D., Omicini, A., Odell, J.J.: Environment as a first-class abstraction in
multi-agent systems. Autonomous Agents and Multi-Agent Systems 14(1), 5-30
(2007)

Wooldridge, M.J., Jennings, N.R.: Intelligent agents: Theory and practice. Know-
ledge Engineering Review 10(2), 115-152 (1995)



Shared Spaces



Klaim-DB: A Modeling Language
for Distributed Database Applications

Xi Wu?, Ximeng Li', Alberto Lluch Lafuente®,
Flemming Nielson', and Hanne Riis Nielson®

! DTU Compute, Technical University of Denmark, Kgs. Lyngby, Denmark
{ximl,albl,fnie,hrni}@dtu.dk
2 Shanghai Key Laboratory of Trustworthy Computing,
Software Engineering Institute, East China Normal University, Shanghai, China
xiwu@sei.ecnu.edu.cn

Abstract. We present the modelling language, Klaim-DB, for distrib-
uted database applications. Klaim-DB borrows the distributed nets of
the coordination language Klaim but essentially re-incarnates the tuple
spaces of Klaim as databases, and provides high-level language abstrac-
tions for the access and manipulation of structured data, with integrity
and atomicity considerations. We present the formal semantics of Klaim-
DB and illustrate the use of the language in a scenario where the sales
from different branches of a chain of department stores are aggregated
from their local databases. It can be seen that raising the abstraction
level and encapsulating integrity checks (concerning the schema of ta-
bles, etc.) in the language primitives for database operations benefit the
modelling task considerably.

1 Introduction

Today’s data-intensive applications are becoming increasingly distributed.
Multi-national collaborations on science, economics, military etc., require the
communication and aggregation of data extracted from databases that are ge-
ographically dispersed. Distributed applications including websites frequently
adopt the Model-View-Controller (MVC) design pattern in which the “model”
layer is a database. Fault tolerance and recovery in databases also favors the
employment of distribution and replication. The programmers of distributed
database applications are faced with not only the challenge of writing good
queries, but also that of dealing with the coordination of widely distributed
databases. It is commonly accepted in the formal methods community that the
modelling of complex systems in design can reduce implementation errors con-
siderably [1,11].

Klaim [2] is a kernel language for specifying distributed and coordinated pro-
cesses. In Klaim, processes and information repositories exist at different lo-
calities. The information repositories are tuple spaces, that can hold data and
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code. Processes can read tuples from (resp. write tuples to) local or remote
tuple spaces, or spawn other processes to be executed at certain localities. Many
distributed programming paradigms can be modelled in Klaim.

While Klaim provides an ideal ground for the modelling of networked ap-
plications in general, the unstructured tuple spaces and low-level operations
mostly targeting individual tuples create difficulty in the description of the data-
manipulation tasks usually performed using a high-level language such as SQL.
A considerable amount of meta-data needed by databases has to be maintained
as particular tuples or components of tuples, the sanity checks associated with
database operations have to be borne in mind and performed manually by the
programmer, difficulties arise when batch operations are performed and atomic-
ity guarantees are needed, and so on.

To support the modelling of applications operating on distributed, structured
data, we propose the language Klaim-DB, which is inspired by Klaim in that
it allows the distribution of nodes, and remote operations on data. Its succinct
syntax eases the precise formulation of an operational semantics, giving rigor
to high-level formal specification and reasoning of distributed database applica-
tions. The language also borrows from SQL, in that it provides structured data
organized as databases and tables, and high-level actions that accomplish the
data-definition and data-maniputation tasks ubiquitous in these applications.

We use a running example of database operations in the management of a
large-scale chain of department stores. Each individual store in the chain has
its local database containing information about the current stock and sales of
each kind of product. The semantic rules for the core database operations will
be illustrated by the local query and maintenance of these individual databases,
and our final case study will be concerned with data aggregation across multiple
local databases needed to generate statistics on the overall product sales.

This paper is structured as follows. In Section 2, the syntax of Klaim-DB is
presented, which is followed by the structural operational semantics specified in
Section 3, with illustration of the semantic rules for the main database opera-
tions. Our case study is then presented in Section 4. Extensions of Klaim-DB
and a discussion of alternative language design choices are covered in Section 5.
We conclude in Section 6 with a discussion of related works.

2 Syntax

The syntax of Klaim-DB is presented in Table 1. A net N models a database
system that may contain several databases situated at different localities. As in
standard Klaim [2], we distinguish between physical localities, also called sites
(s € 8), and logical localities (¢ € £) that are symbolic names used to reference
sites. At each site s, there is an “allocation environment” p : £ < S mapping
the logical localities known at s to the sites referred to by them.

We assume for simplicity that there is only one database at each site. The
syntax s ::, C for a node of the net captures the ensemble C' of processes and
tables of the database at the site s, where the allocation environment is p.
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Table 1. The Syntax of Klaim-DB

N ==nil | Ni||N2 | (vs)N | s::, C

C:=P|(I,R)|Ci|Ca

P :=nil | a.P | A(é) | foreachs T in R : P | foreach, T'in R: P | P1; P>

a ::= insert(t, tb)@Q/ | insert tb(TBV, tb)Q/ | delete(T, v, tb,! TBV )Q/ |
sel ext(T, 1, th,t,! TBV)Q/ | sel int(T, v, TBV ,t,! TBV') |
update(T, ), t, th)Ql | aggr(T, 1, tb, f, T')QL | create(I)@Q¢ | drop(th)Q¥

=e|t,t2
T:u=c¢|lx|T1, T

The parallel composition of different nodes is represented using the || operator.
With the restriction operator (vs)N, the scope of s is restricted to N. Each
table is represented by a pair (I, R) where I is an interface that publishes certain
structural information about the table as attributes (for example, I.id stands
for the table identifier and I.sk is a schema describing the data format of the
table), and R is a multiset of tuples, in which each tuple corresponds to one row
of data. The construct C1|Cy is the parallel composition of different components.

We distinguish between tuples ¢ and templates T. A template T can contain
not only actually fields that are expressions e, but also formal fields !z where x
is a variable that can be bound to values.

A process P can be an inert process nil, an action prefixing a.P, a param-
eterized process invocation A(€), a looping process foreachs T' in R : P, or
foreach, T in R : P, or a sequential composition P;; P, for which we require
that bu(Py) N fu(P2) = 0. Looping is introduced in addition to recursion via
process invocation, to ease the task of traversing tables or data selection results
in a natural way. We also allow both prefixing and sequential composition in our
language, as in CSP [4]. Sequential composition is needed to facilitate the speci-
fication of possible continuation after the completion of a loop, whereas prefixing
is retained and used in situations where substitutions need to be applied after
receiving an input. The difference between the two variants of looping process
is that the sequential loop foreachs T in R : P goes through the different rounds
sequentially, while the parallel loop foreach, T"in R : P forks one parallel process
for each round.

A process can perform nine different kinds of actions. Actions insert(t, tb)@Q¢,
insert tb(TBV, tb)Q¢, delete(T, ), tb,! TBV)QL, sel ext(T, v, tb,t,! TBV)QY,
sel int (T4, TBV ,t,\TBV"), update( T, 1, t, tb)Ql and aggr(T, ), tb, f, T')QF are
used to access/manipulate the data inside a table; they resemble the operations
performed by the “Data-Manipulation Language” in SQL. On the other hand,
actions create(7)@¢, and drop(tb)@Q¢ are used for the creation and deletion of a
table — they correspond to the operations performed by the “Data-Definition
Language” in SQL.

The actions insert(t, th)@¢ and insert tb(TBV, tb)@Q¢ are used to insert a new
row t, or all the rows of a table bound to the table variable TBV, into a table
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Stores

Fig. 1. Running Example

named tb inside the database at ¢, respectively. On the other hand, the action
delete(T, ¢, th, ' TBV )@/ deletes all rows matching the pattern T and the predi-
cate ¥ from table tb in the database located at £, and binds the deleted rows to
the table variable TBV'.

The language has two variants of “selection”: an “external” one that selects
data from tables actually existing in databases, identified by their table iden-
tifiers, and an “internal” one that selects data from temporary tables bound
to table variables. The action sel ext(T, v, tb,t,! TBV)@f performs the “exter-
nal” selection. It picks all rows matching the pattern 7' as well as satisfying
the predicate 1, from the table identified by tb of the database located at ¢,
and binds the resulting table into the table variable TBV. On the other hand,
sel int(T,v, TBV ,t,! TBV') performs the “internal” selection, i.e., from the con-
tent of the table variable TBV, and binds the resulting table further into the
table variable TBV'. In sel int(T,+, TBV ,t,! TBV'), the meanings of T, v, and ¢
are the same as those in sel ext(T', ¢, tb, t,! TBV )@¢. In both variants, we require
that each component of ¢ should be a value or a bound variable of T

The action update(T', 1, t, th)Q¢ replaces each row matching T yet satisfying
in table tb (at ¢) with a new row ¢, while leaving the rest of the rows unchanged.
Tt is required that fu(t) C bu(T).

The action aggr(T,, tb, f, T')Q¢ applies the aggregation function f on the
multiset of all rows meeting 7" and v in table tb (at ¢) and binds the aggregation
result to the pattern T".

The action create(I)@Q/ (resp. drop(th)@f) creates a table identified by I (resp.
drops the table identified by ¢b) in the database at £. An item is a row in a table
containing sequences of values, which can be obtained from the evaluation of
an expression e. Pattern-matching is used to manage the data inside a table by
means of a given template T', which is a sequence of values and variables.

Setting the Scene for the Running Example. Consider the management
of a large-scale chain of department stores, in which the head office can manage
the sales of different imaginative brands (e.g., KLD, SH,...) in its individual
branches, as shown in Figure 1.

We will use underlined symbols for logical and physical localities, as well as
allocation environments, to distinguish between their uses in the example and
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elsewhere (e.g., in the semantics). Suppose the database of the head office is
maintained on machine sy and the databases of its branches are maintained on
machines s; to s,. The site sy has the local environment py = [self — so][¢1 —
s1)...[n — sp]. We use p; = [self — s;] as the local environment for each
site s; — this restricts database accesses across different local databases and
corresponds to a centralized architecture.

City Address Shop Name Brand Logical Locality
CPH ABC DEF 2, 1050 Shopl {KLD,SH,...} 2
CPH DEF HIJ 13, 2800 Shop2 {KLD,SH,...} £
CPH HIJ KLM 26, 1750 Shop3 {KLD,SH,...} {3
AAL KLM NOP 3, 3570 Shop4 {LAM,IMK,...} £y

AAL NOP QUW 18,4500  Shop5 {LAM,IMK,..} ls

Fig. 2. The Table Stores

A table with identifier Stores exists in the database of the head office, and
records the information of its branches, as shown in Figure 2. The header
partially describes the schema I of the table, and the subsequent rows, con-
stituting the multiset Ry, contain the information of the different branches.
Formally, we have Iy.id = Stores, Iy.sk =< “City” : String, “Address”
String, “Shop name” : String, “Brand” : Set, “Logical Locality” : String >.

Each database of a branch has several tables identified by the name of the
brand, which record the information of the stock and sales of the corresponding
brand. The table of one shoe brand, KLD, in one branch, is shown in Fig-
ure 3. The identifier of this table is KLD and the schema is < “Shoe ID” :
String, “Shoe name” : String, “Year” : String, “Color” : String, “Size” :
Int, “In-stock” : Int, “Sales” : Int >.

Shoe ID Shoe name Year Color Size In-stock Sales

001 HighBoot 2015 red 38 5 2
001 HighBoot 2015 red 37
001 HighBoot 2015  red 36
001 HighBoot 2015 black 38
001 HighBoot 2015 black 37
002 ShortBoot 2015 green 38
002 ShortBoot 2015 brown 37

=N Ot W W
W O NN~ Ot

Fig. 3. The Table KLD in one branch

To sum up, the network of databases and operating processes can be repre-
sented by

50 2 ((T0, Ro)|Co) || 51 22, (11, R1ICT) || oov || 81 22 (I, Bn)ICr),

where for j € {1,...,n}, (I;, R;) describes the local table for the brand KLD
inside its database at s;, and for each k € {0, ...,n}, C}, stands for the remaining
processes and tables at the site sg.
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3 Semantics

We devise a structural operational semantics [8] for Klaim-DB, as shown in
Table 3 and Table 4. The semantics is defined with the help of a structural
congruence — the smallest congruence relation satisfying the rules in Table 2,
where the a-equivalence of N and N’ is denoted by N =, N’.

Table 2. The Structural Congruence

NlHNQ = N2HN1 (1/81)(1/82)]\7 = (VSQ)(VSl)N
(N1[|N2)[|Ns = Nu[|(N2|[Ns)  Nui||(vs)Na2 = (vs)N1[| N2 (if s & fn(N1))
N|nil= N s:p C =s::p Clnil

N=N' (if N=. N') s, (C1|C2) = s, Cr || 512 Co

We start by explaining our notation used in the semantic rules. The evaluation
function €[], evaluates tuples and templates under the allocation environment
p- The evaluation is performed pointwise on all the components of tuples ¢ and
templates T, much in the manner of standard Klaim [2]. We denote by [a/b]
the substitution of a for b; in particular, when a and b are tuples of the same
length, point-wise substitution is represented. Pattern matching is performed
with the help of the predicate match(eT, et) where €T is an evaluated template
and et is an evaluated tuple. This match(eT,et) can be defined in a manner
much like that of [2]. In more detail, match(eT, et) gives a boolean value indi-
cating whether the pattern matching succeeded. In case it did, the substitution
o = [et/eT] can be resulted. For example, match((3,'z,y), (3,5,7)) = true and
[3,5,7)/(3,!z,ly)] = [5/x, 7/y]. We denote by o the fact that the boolean for-
mula 1) is satisfied after the substitution o is applied to it. We will use W, N
and \ to represent the union, intersection and substraction, of multisets and the
detailed definitions are given in Appendix A.

The notation I[a — b][...] represents the update of the interface I that maps its
attribute a to b; multiple updates are allowed. In addition, we will use I.sk |}
to represent the projection of the schema I.sk according to the template T
(matching the format requirements imposed by I.sk) and the tuple ¢. When ¢
only contains constants or the bound variables of T as its components, I.sk |1
is a new schema that describes only the columns referred to in the variable
components of t. Since we have left the schema under-specified, this projection
operation is illustrated in Example 1, rather than formally defined.

Example 1. Suppose I.sk =< “Shoe ID” : String, “Shoe name” : String,
“Year” : String, “Color” : String, “Size” : Int, “In-stock” : Int, “Sales” :
Int >, which specifies that the table having I as its interface has seven columns:
“Shoe ID" of type String, “Shoe name” of type String, “Year” of type String,
“Color” of type String, “Size” of type Int, “In-stock” of type Int, “Sales” of
type Int. Suppose in addition that T'= (“001”, “HighBoot”, lx,ly, !z, lw, Ip) and
t = (y,2,p). Then I.sk [T =< “Color” : String, “Size” : Int, “Sales” : Int >.

]
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Table 3. The Semantics for Actions

p1(l)=s2 TIid=1tb t=1.sk R = RU{E[t],}

(INS) . /
S1 tipy insert(t, th)QL.P || sz :p, (I, R) — 81 ::p, P || s2::p, (I, R')

pi(l)=s2 Lid=1th I'sk=1Isk R'=RWR

INS TB
( ) 81 :1p, insert tb((I', R'), th)QL.P || s2 ::py (I, R) — 81 ::p, P || 82 ::py, (I, R")

R ={t|te RA=(match(E[T]p,,t) NU[t/E[T]0,])}
RY =t ]t € RA match(E[T]pn,8) A wlt/E[TT0]}
(DEL) pr(l) =2 Lid=tb o' =[(I,R")/TBV]
81 :ip, delete(T, 1), th,\TBV)QL.P || 82 ::py (I, R) — 81 ::p, Po’ || 82 ::p, (I, R')

pr(l)=s2 Lid=tb I' =I[id — L][sk — L.sk\T] o' =[(I',R")/TBV]
(SEL EXT) R = {&[to]p, | ' : ¥ € RA match(E[T]p,,t') No = [t'/E[T]p ] Apo}
51 t1py sel ext(T, v, th, t,! TBV)QLP || s2 ::p, (I,R) — 81 :1p, Po’ || s2::py (I, R)

I' = Ifid — L][sk — I.sk|]] o' =[(I',R))/TBV]
(SEL INT) R = {€[to]y, | 3t':t' € RA match(E[T],,,t') Ao = [t'/E[T]p] Ao}
s1 :ip, sel int(T, v, (I, R),t,)TBV).P — s1 1y, Po’

pl(l) = 82 [.id = tb
Ry ={t' |t € RA-(30 : match(E[T]py,t") No = [t' JE[T]p,] Ao AE[to],, = I.sk)}
(UPD) gy — (&]to],, | 3t': t' € R A match(E[T]p,,t') Ao = [t [E[TTp,] Ao A Eto],, = Lok}
s1 t:p, update(T, 1, t, th)QL.P || s2 :1p, (I, R) — s1 1:p, Pl|s2 11py (I, Ry W R5)

t'=f({t|3o":t € RAmatch(E[T]p,,t) Ao’ = [t/E[T]p] Atpo’)
p() = s2 I.id = tb match(E[T"],,,t)

(AGGR) ,
515, agar(T e, th, £, T)QLP || 52y, (I, R) —
s1:py PI'/E[T [pu] || 52 110 (I, R)
) =
(CREATE) prl) =52
s1 :ip, create(l)@L.P||sz ::p, nil = 51 ::p, Pl|s2 1p, (1,0)
l)=s2 Iid=1b

(DROP) prll)=s2 L

s1 :1p, drop(th)@QL.P||s2 ::p, (I, R) — S1 135, P|S2 11p, nil

We proceed with a detailed explanation of the semantic rules in Table 3 that
account for the execution of Klaim-DB actions and the ones in Table 4 that
mainly describe the execution of the control flow constructs. In the explanation,
we will avoid reiterating that each table resides in a database located at some £,
but directly state “table ... located at £”.

3.1 Semantics for Actions

Insertion and Deletion. The rule (INS) of Table 3 says that to insert a
row t into a table tb at s, the logical locality ¢ needs to be evaluated to so
under the local environment p;, the table identifier tb must agree with that of
a destination table (I, R) already existing at s2, and the tuple ¢ needs to satisfy
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the requirements imposed by the schema I.sk. If these conditions are met, then
the evaluated tuple is added into the data set R.

Ezample 2 (Adding new Shoes). The local action at s; that inserts an entry for
KLD high boots of a new color, white, sized “37”, produced in 2015, with 6 in
stock, is insert(Tp, KLD)@self, where Ty = (“0017, “HighBoot”, “2015”, “white”,
“377,6,0). By (INS), we have

81 :1p, insert(To, KLD)@self .nil || s1 ::p, (I1, R1) = 81 ::p, nil || s1 515, (I, RY),
where R} = Ry W {T}}, since p1(self) = sy, KLD = I .id and Ty |= I;.sk. a

Deletion operations are performed according to the rule (DEL). A deletion
can be performed if the logical locality ¢ refers to the physical locality s under
the local environment p;, and the specified table identifier tb agrees with that of
the table (I, R) targeted. The rows that do not match the pattern T or do not
satisfy the condition ¥ will constitute the resulting data set of the target.

Ezample 3 (Deleting Existing Shoes). The local action at ¢1, deleting all entries
for white KLLD high boots sized “37” produced in 2015, from the resulting table
of Example 2, is delete(Tp, true, KLD)@self, where Ty = (“001”, “HighBoot”,
“20157, “White”, “377,lx, ly).

We have the transition:

s1 ::p, delete(To, true, KLD)@self .nil || s1 ::p, (I1, RY) — 1 ::py nil]] 8155, (11, R1).

This reflects that the original table is recovered after the deletion. a

Selection, Update and Aggregation. The rule (SEL EXT) describes the
way the “external” selection operations are performed. It needs to be guaranteed
that the logical locality ¢ is evaluated to so (under the local environment p;),
and the identifier ¢b is identical to that of the table (I, R) existing at so. If
the conditions are met, all the rows that match the pattern T and satisfy the
predicate 1, will be put into the result data set R’. The schema of the resulting
table is also updated according to the pattern T' and the tuple ¢t. The resulting
table (I’, R') is substituted into each occurrence of the table variable TBV used
in the continuation P.

Ezample 4 (Selection of Shoes in a Certain Color). The Klaim-DB action per-
formed from the head office, selecting the color, size, and sales of the types of
high boots that are not red, at the local database at s1, is

sel ext((“001”, “HighBoot” !z, y, !z, \w, p),y # “red”,KLD, (y, z,p), ! TBV)Q/;.
According to the rule (SEL EXT), we have the transition:
80 :ipg sel ext((“001”, “HighBoot”, !z, y, !z, lw,p),y # “red”,KLD, (y, z,p), ! TBV )@/ .nil

| s1::py (11, R1)
— 50 :ipg il || 1 ::p, (11, R1).
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The conditions pg(¢1) = s; and KLD = [I.id in the premises of the rule are
satisfied. The I’ in (SEL EXT) is such that I'.id = L, I'.sk =< “Color” :
String, “Size” : Int, “Sales” : Int >, and I’ agrees with I on the other at-
tributes. The table variable TBV is replaced by (I’, R’), for some R’ = {(“black”,
“3877, “27’)’ (“black”’ “37”, “277)}. D

“Imternal” selections are performed according to the rule (SEL INT). No con-
straints concerning localities/identifiers are needed. All the rows that match the
pattern T and satisfy the predicate i are selected into the resulting data set R’.
The schema of the result table is produced by using the projection operation
introduced in the beginning of this section. All occurrences of the table variable
TBYV in the continuation P will be replaced by the resulting table (I’, R’) before
continuing with further transitions. We use L for I'.id to indicate that (I', R)
is a “temporary” table that can be thought of as existing in the query engine,
rather than in the database.

The updates of data stored in tables are executed according to the rule (UPD).
Again, it is checked that the specified logical locality of the table (I, R) to be
updated corresponds to the site where the table actually resides, and that the
specified table identifier matches the actual one. An update goes through all the
elements ¢’ of R. This ¢’ is updated only if it matches the template T', resulting
in the substitution ¢ that makes the predicate 1 satisfied, and to is evaluated
to a tuple that satisfies the schema I.sk. The evaluation result of to will then
replace ¢ in the original table, which is captured by Rj . If at least one of the
above mentioned conditions is not met, then ¢’ will be left intact (described by

RY).

Ezample 5 (Update of Shoes Information). Suppose two more red KLD high
boots sized 37 are sold. The following local action informs the database at s1 of
this.

update( (“001”, “HighBoot”, “2015”, “red”, “37", \z, ly), true,
(40017, “HighBoot”, “2015”, “red”, “37”,x — 2,y + 2), KLD)@self.

We have the transition:

s1 i:p, update((“001”, “HighBoot”, “2015”, “red”, “37", lz, ly), true, (“0017,
“HighBoot”, “2015”, “red”, “37",x — 2,y + 2), KLD)@self nil || s1 ::p, (I, R) —
81 :ipy nil]] 81 ::p, (I, RY W RY).

The multiset R} consists of all the entries that are intact — shoes that are not
red high boots sized 37, while R, contains all the updated items. O

The rule (AGGR) describes the way aggregation operations are performed.
The matching of localities and table identifiers is still required. The aggregation
function f is applied to the multiset of all tuples matching the template T, as
well as satisfying the predicate 1. The aggregation result ¢’ obtained by the
application of f is bound to the specified template T” only if the evaluation of
T’ matches t’. In that case the substitution reflecting the binding is applied to
the continuation P and the aggregation is completed.
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Ezxample 6 (Aggregation of Sales Figures).

The local aggregation returning the total sales of the shoes with ID “001”,
can be modelled by the Klaim-DB action aggr(Tp, true, KLD, sumz, (Ires))@self
where Ty = (“0017, 1z, ly, 12, lw, g, 10), and sum; = AR.(sum({v7|(v1,...,v7) €
R})), i.e., sumy is a function from multisets R to unary tuples containing the
summation results of the 7-th components of the tuples in R.

It is not difficult to derive:

s1 :p, aggr(To,true, KLD, sumsz, (res))@Ly.nil || s1 ::p, (I, R)
— s1 :ipy nil]]s1:p, (I, R).

The variable !res is then bound to the integer value 12 (2+5+1+242). O

Ezample 7 (Selection using Aggregation Results). Consider the query from sg
that selects all the colors, sizes and sales of the types of high boots produced
in the year 2015, whose ID is “001” and whose sales figures are above average.
This query can be modelled as a sequence of actions at sg, as follows.

50 ::po ager(To, true, KLD, avgy, lres)@fy .sel ext(To, w > res, KLD, (z,y, w), ! TBV )@/ .nil
| s1:p; (11, Ra),

where Ty = (001", “HighBoot”, “2015”, 1z, ly, 1z, lw) and

avg; = AR.( s“m({w'(zﬁél“"W)ER})) is a function from multisets R to unary tuples
containing the average value of the 7-th components of the tuples in R. O

Adding and Dropping Tables. To create a new table, the rule (CREATE)
ensures that the physical site sy corresponding to the logical locality £ mentioned
in the action create(Z)@¢ does exist. Then a table with the interface I and an
empty data set is created at the specified site. It remains an issue to ascertain
that there are no existing tables having the same identifier I.id at the target
site. This is achieved with the help of the rule (PAR) in Table 4.

To drop an existing table, the rule (DROP) checks that a table with the
specified identifier ¢b does exist at the specified site p1(l) = s2. Then the table
is dropped by replacement of it with nil.

3.2 Semantics for Processes and Networks

Directing our attention to Table 4, the rules (FOR) and (FOR) specify when
and how a loop is to be executed one more time, and has finished, respectively.
The rule (FORL') says that if there are still more tuples (e.g., o) in the multiset
R matching the pattern specified by the template T', then we first execute one
round of the loop with the instantiation of variables in T' by corresponding values
in tg, and then continue with the remaining rounds of the loop by removing ¢t
from R. The rule (FOR?) says that if there are no more tuples in R matching T,
then the loop is completed. The rules (FORY) and (FORM) can be understood
similarly.
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Table 4. The Semantics for Processes and Nets (Continued)

to € R match(E[T],, to)

(FOR™) _ .
s ::p foreachs T in R: P — s ::, Plto/E[T],); foreachs T in R\ {to} : P

to € R match(E[T]p,to)

(FORy) : .
s u:p foreachy, T'in R:P — s ::p Plto/E[T],] | foreach, T in R\ {to} : P

—(3to € R : match(E[T],, o)) (Elto € R : match(E[T],, to))

(FORY) , . (FORE)
s ::p foreachs T in R: P — s i, nil p foreach, T in R: P — s i, nil
supPL||N—=s:u, Pl|| N stup PL|| N — s:pnil || N
(SEQtt) p i1 || P 1, H , (SEQﬂ‘) p L1 H 14 || )
sup Py Py || N—= s, Pl Pa || N sip PPy || N = s, P || N

(CALL) s ::, A(f) = s 2, P[o/%] if A(Z)2 PAE[t]), =17

N1—>N{

PAR if Lid(N7) N Lid(N2) =0
(BAR) o Ny, YD 0 ()
N*}N’ N1EN2 NQ%Ng N3£N4
(RES) , (EQUIV)
(vs)N — (vs)N N1 — Ny

The rules (SEQ') and (SEQ™) describe the transitions that can be performed
by sequential compositions P;; P,. In particular, the rule (SEQ') accounts for
the case where P, cannot finish after one more step; whereas the rule (SEQ)
accounts for the opposite case. We require that no variable bound in P; is used
in P, thereby avoiding the need for recording the substitutions resulting from
the next step of P;, that need to be applied on Ps.

The rule (PAR) says that if a net N7 can make a transition, then its parallel
composition with another net Ns can also make a transition, as long as no clashes
of table identifiers local to each site in N; || Nz are introduced. It makes use of the
function Lid(...) that gives the multiset of pairs of physical localities and table
identifiers in networks and components. This function is overloaded on networks
and components, and is defined inductively as follows.

Lid(nil) = Lid(s,P) =10

de(N1HN2) = Lid(N1) W Lid(N2) Lid(s,(I,R)) = {(s,1.id)}

Lid((vs)N) = Lid(N) Lid(s, Cl\Cz) Lid(s,C1) W Lid(s, C2)
Lid(s ::p C) = Lid(s,C)

The rules (CALL), (RES) and (EQUIV) are self-explanatory.

It is a property of our semantics that no local repetition of table identifiers
can be caused by a transition (including the creation of a new table). Define
no rep(A) = (A = set(A)), which expresses that there is no repetition in the
multiset A, thus A coincides with its underlying set. This property is formalized
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in Lemma 1 whose proof is straightforward by induction on the derivation of the
transition.

Lemma 1. For all nets N and N’, if no rep(Lid(N)) and N — N’, then it
holds that no rep(Lid(N')).

Thus, imposing “non-existence of local repetition of table identifiers” as an in-
tegrity condition for the initial network will guarantee the satisfaction of this
condition in all possible derivatives of the network.

Ezample 8 (Transition of Networks). Continuing with Example 2, we illustrate

how our semantics help establish global transitions.
Suppose there is no other table at s; with the identifier KLD. By (PAR), and
the structural congruence, we have

5020 (T0, R0)|CH || 81::p, (I1, R1)linsert(t1, KLD)@self .nil|CY || ... || 8n::p,, (In, Bn)|Ch
— 80 2po (10, R0)|Co || 81 120 (I1, RDICT || oo || 80 22py (Iny Ri)|Chi,
where t; = (“0017, “HighBoot”, “2015”, “white”, “377, “6”, “07). O

4 Case Study

Continuing with our running example, we illustrate the modelling of data aggre-
gation over multiple databases local to different branches of the department store
chain in Klaim-DB. In more detail, a manager of the head office wants statis-
tics on the total sales of KLD high boots from the year 2015, in each branch
operating in Copenhagen.

We will think of a procedure stat at the site sg of the head office, carrying out
the aggregation needed. Thus the net for the database systems of the department
store chain, as considered in Section 2, specializes to the following, where C{/ is
the remaining tables and processes at sg apart from Stores and stat.

s0 tip (stat|(I, R)|CY) || s1 w20, (11, R1)|CT) || oo || 0 2pn (In, Bn)|Ch)

A detailed specification of the procedure stat is then given in Figure 4.

stat = create(Ires)@self.
sel ext((lz,ly, !z, w, p), KLD € w A x = “CPH”, Stores, (z,p), | TBV )Qself .
foreach, (!¢,!u) in TBV.R :
aggr((“001”, “HighBoot”, “2015” 1z, ly, 1z, lw), true, KLD, sum~, (Ires))Qu.
insert((g, “HighBoot”,res), result)Qself;

drop(result)@self
Fig. 4. The Procedure for Distributed Data Aggregation

First of all, a result table with the interface I..s is created, where I es.id =
result and I.sk =< “Brand” : String, “City” : String, “Shop name” : String,
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“Sales” : Int >. Then all the logical localities of the local databases used by the
branches in Copenhagen that actually sell KLD shoes are selected, together with
the shop names of such branches. This result set is then processed by a parallel
loop. The number of KLD high boots from 2015 that are sold is counted at each
of these localities (branches), and is inserted into the resulting table together
with the corresponding shop name and the information “High Boot” describing
the shoe type concerned. The resulting table, displayed in Figure 5, can still be
queried/manipulated before being dropped.
In the end of this case study, we

would like to remark that the use Shop name  Shoe name  Sales
of the parallel loop in carrying out Shopl HighBoot 12
all the individual remote aggregations Shop?2 HighBoot 53
has made the overall query more ef- Shop3 HighBoot 3

ficient. Hence some performance is-
sues can be captured by modelling in

Klaim-DB. Fig. 5. The Table result

5 Extension and Discussion

Joining Tables. Our modelling language can be extended to support querying
from the “join” of tables. For this extension, we make use of under-specified join
expressions je, that can have table identifiers or table variables as parameters.
The syntax of the new selection actions is shown below.

a = ... | sel ext(T,,je(tby, ..., thy), t, ! TBV)Qly, ..., Ly,
| sel int(T, 4, je(TBV, ..., TBV ), ¢, \TBV') | ...

For an external selection, we allow to use a list £1, ..., £,, of localities (abbreviated
as £), to join tables located in multiple databases. In more detail, for ¢ € {1, ...,n},
th; is supposed to be the identifier of a table located at ¢;.

We use [je]? and [je]' to represent the interpretation of je in terms of how
the datasets and the schemas of the joined tables should be combined. As an
example, a plain list of table identifiers or tables (substitution of table variables)
corresponds to taking the concatenation of all the schemas and selecting from
the cartesian product of all the data sets.

Lel'(In, .. I.) = @D Iisk  [je]™(Ra,..., Rn) = R1 x ... X Rn

je{1,...,n}

The pattern matching against the template T and the satisfaction of the
predicate 1 will be examined on tuples from [je]®(Ry, ..., Ry,), and the predicate
1) can now impose constraints on the fields from different tables.

The adaption needed for the semantics is fairly straightforward. The seman-
tic rules (SELJ EXT) and (SELJ INT) that describe selection operations from
joined tables are presented in Table 5. In the rule (SELJ EXT), although it is
stipulated that the j-th table identifier specified in the list ¢tb must be identi-
cal to the j-th table (I;, R;) listed as parallel components, no undesired stuck
configurations are caused because of the structrual congruence.
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Table 5. The Semantic Rules for Selection from Joins

n = |tb‘ = |£| /\Vj (S {1,..‘777,} : po(l]') = Sj A tb]' = I]’Ld
I'=lid = L[sk = ([je] (1) 4] o' =[(I',R)/TBV]
(SELJ EXT) R’ = {&[to],, | 3t' : ' € [je]*(R) A match(E[T]p,,t') Ao = (' [E[T]p,) Ao}
S0 ipg Sel ext(T, 1, je(th), t, ' TBV)QL.P || s1 ::p, (L1, R1) || - || Sn t2pn (In, Rn)
— 80 ipg P’ || 815, (I, R1) || o || Sn tipn (Iny Ri)

I' = lid v L[sk = ([el (1)) {i] o' =[(I',R")/TBV]
(SELJ INT) R’ = {€[tol,, | 3t : t' € [je] *(R) A match(E[T],,,t') Ao = (' /E[T]p,) Ao}
s1 t:p, sel int(T, 4, je((I, R)),t,!TBV).P — s1 ::p, Po’

This extension paves the way for the general ability to operate on multiple
databases by a single action, which is in line with the design philosophy of multi-
database systems (e.g., [5]).

Discussion. We could have required whole tables to be received into local
variables by using the standard Klaim actions out(t)@¢ and in(¢)@¢, and made
the selection and aggregation operations work only on table variables. In this way
we could have gotten rid of “external selection”. However, “external selection”
on remote localities can potentially reduce the communication cost considerably,
since only one tuple (for aggregation) or a part of a table (for selection) need
to be returned. For selection the reduction is particularly meaningful when the
resulting data set is small.

Concerning the result of selection operations, an alternative that we have not
adopted is the direct placement of the result in a separate table. This table is
either created automatically by the selection operation itself, with an identifier
specified in the selection action, or a designated “result table” at each site.
However, a problem is that the removal of the automatically created tables
will need to be taken care of by the system designer making the specification,
using drop(/)@¢ actions. And similar problems arise with the maintenance of
the designated “result table” local to each site (e.g., the alteration of its schema,
the cleaning of old results, etc.). To abstain from these low-level considerations,
table variables are introduced and binding is used for the selection results.

The interoperability between database systems and ordinary applications can
also be realized by bringing back the primitive Klaim actions (out(t)@¢, in(T")@¢,
and eval(P)@¢) and allowing the co-existence of tables and plain tuples at dif-
ferent localities. Via the re-introduction of the eval action, we would also be able
to send out mobile processes to perform complex data processing on-site.

6 Conclusion

We have proposed Klaim-DB — a modelling language that borrows insights from
both the coordination language Klaim and database query languages like SQL,
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to support the high-level modelling and reasoning of distributed database appli-
cations. The semantics is illustrated with a running example on the query and
management of the databases used by a department store chain. Data aggrega-
tion across the geographically scattered databases at the individual stores, as
performed by a coordinator, is then modelled in the language. In the model, the
local aggregations at the store-owned databases are performed in parallel with
each other, benefiting the performance.

Our use of templates in the query actions of Klaim-DB is in line with the spirit
of the QBE language (Query by Example [12]). The choice of using multiset
operations for the semantics of these actions, on the other hand, has the flavor
of the Domain Relational Calculus underlying QBE. The work presented in [9]
discusses typical coordination issues in distributed databases in Linda, from an
informal, architectural viewpoint. This work is marginally related to ours.

The specification and enforcement of security policies is an important concern
in distributed database systems. A simple example is: when inserting data into
a remote table, it is important to know whether the current site trusts the
remote site with respect to confidentiality, and whether the remote site trusts the
current site with respect to integrity. Recently, [3] and [7] address privacy and
information flow issues in database applications. Another work, [10], provides
an information flow analysis for locality-based security policies in Klaim. By
elaborating on the language design, we provide in this paper a solid ground for
any future work aiming to support security policies and mechanisms.

Another interesting line of future work is the specification of transactions
(e.g., [6]). This is needed for the modelling of finer-grained coordination between
database accesses.
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Multiset Notation

use W, N and \ to represent the union, intersection and substraction, respec-

tively, of multisets. For a multiset S, and an element s, the application M (S, s) of

the

multiplicity function M gives the number of repetitions of s in S. Note that

for s ¢ S, M(S,s) = 0. Then our notions of union, intersection and subtraction

are

such that
M(S1 W Sy, s) = M(S1,s) + M(Sa,s)
M(S1 N Sa,8) = min(M(S1,s), M(Sa2,s))
M(S1\ Sa,s) = abs(M(S1,s) — M(S2,3))

Here abs(v) gives the absolute value of the integer v.



Open Transactions on Shared Memory

Marino Miculan, Marco Peressotti®), and Andrea Toneguzzo

Laboratory of Models and Applications of Distributed Systems
Department of Mathematics and Computer Science, University of Udine, Italy
{marino.miculan,marco.peressotti}@uniud.it

Abstract. Transactional memory has arisen as a good way for solving
many of the issues of lock-based programming. However, most implemen-
tations admit isolated transactions only, which are not adequate when we
have to coordinate communicating processes. To this end, in this paper
we present OCTM , an Haskell-like language with open transactions over
shared transactional memory: processes can join transactions at runtime
just by accessing to shared variables. Thus a transaction can co-operate
with the environment through shared variables, but if it is rolled-back,
also all its effects on the environment are retracted. For proving the
expressive power of OCTM we give an implementation of TCCS™, a
CCS-like calculus with open transactions.

1 Introduction

Coordination of concurrent programs is notoriously difficult. Traditional fine-
grained lock-based mechanisms are deadlock-prone, inefficient, not composable
and not scalable. For these reasons, Software Transactional Memory (STM)
has been proposed as a more effective abstraction for concurrent programming
[1,9,17]. The idea is to mark blocks of code as “atomic”; at runtime, these blocks
are executed so that the well-known ACID properties are guaranteed. Trans-
actions ensure deadlock freedom, no priority inversion, automatic roll-back on
exceptions or timeouts, and greater parallelizability. Among other implemen-
tations, we mention STM Haskell [7], which allows atomic blocks to be com-
posed into larger ones. STM Haskell adopts an optimistic evaluation strategy:
the blocks are allowed to run concurrently, and eventually if an interference is
detected a transaction is aborted and its effects on the memory are rolled back.

However, standard ACID transactions are still inadequate when we have to
deal with communicating processes, i.e., which can exchange information during
the transactions. This is very common in concurrent distributed programming,
like in service-oriented architectures, where processes dynamically combine to
form a transaction, and all have to either commit or abort together. In this
scenario the participants cannot be enclosed in one transaction beforehand, be-
cause transactions are formed at runtime. To circumvent this issue, various forms
of open transactions have been proposed, where the Isolation requirement is re-
laxed [2-4,10,12]. In particular, TransCCS and TCCS™ are two CCS-like calculi
recently introduced to model communicating transactions [4, 5, 10]. These cal-
culi offer methodologies for proving important properties, such as fair-testing for
proving liveness and bisimulations for proving contextual equivalences.

© IFIP International Federation for Information Processing 2015
T. Holvoet and M. Viroli (Eds.): COORDINATION 2015, LNCS 9037, pp. 213-229, 2015.
DOI: 10.1007/978-3-319-19282-6 14
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Now, if we try to implement cross-transaction communications a la TCCS™
in STM Haskell or similar languages, it turns out that isolated transactions are
not expressive enough. As an example, let us consider two TCCS™ transactions
(¢.P » 0)|{c.Q » 0) synchronizing on a channel ¢. Following the standard prac-
tice, we could implement this synchronization as two parallel processes using a
pair of semaphores c1,c2 (which are easily realized in STM Haskell):

(¢.P» 0) = atomic { (c.Q » 0) = atomic {
up cl -—-1.1 down c1 - 2.1
down c2 -- 1.2 up c2 -- 2.2
P Q
by b

This implementation is going to deadlock: the only possible execution order is
1.1-2.1-2.2-1.2, which is possible outside transactions but it is forbidden for ACID
transactions!. The problem is that ordinary STM transactions are kept isolated,
while in TCCS™ they can merge at runtime.

In order to address this issue, in this paper we introduce software trans-
actional memory with open transactions: processes can join transactions and
transactions can merge at runtime, when they access to shared variables. To
this end, we present OCTM , a higher-order language extending the concurrency
model of STM Haskell with composable open (multi-thread) transactions in-
teracting via shared memory. The key step is to separate the isolation aspect
from atomicity: in OCTM the atomic construct ensures “all-or-nothing” execu-
tion, but not isolation; when needed, isolated execution can be guaranteed by a
new constructor isolated. An atomic block is a participant (possibly the only
one) of a transaction. Notice that transaction merging is implicitly triggered by
accessing to shared memory, without any explicit operation or a priori coordina-
tion. For instance, in OCTM the two transactions of the example above would
merge becoming two participants of the same transaction, hence the two threads
can synchronize and proceed. In order to prove formally the expressivity of open
memory transactions, we define an implementation of TCCS™ in OCTM , which
is proved to correctly preserve behaviours by means of a suitable notion of sim-
ulation. We have based our work on STM Haskell as a paradigmatic example,
but this approach is general and can be applied to other STM implementations.

Lesani and Palsberg [12] have proposed transactions communicating through
transactional message-based channels called transactional events. These mecha-
nisms are closer to models like TransCCS and TCCS™, but on the other hand
they induce a strict coupling between processes, which sometimes is neither ad-
visable nor easy to implement (e.g., when we do not know all transaction’s partic-
ipants beforehand). In fact, most STM implementations (including STM Haskell)
adopt the shared memory model of multi-thread programming; this model is also
more amenable to implementation on modern multi-core hardware architectures
with transactional memory [8]. For these reasons, in OCTM we have preferred
to stick to loosely coupled interactions based on shared memory only.

! This possibility was pointed out also in [7]: “two threads can easily deadlock if each
awaits some communication from the other”.



Open Transactions on Shared Memory 215

Value Vi=r|Az.M |return M | M »= N |

newVar M | readVar r | writeVar r M |

fork M | atomic M N | isolated M | abort M | retry
Term M,N:=z |V |MN|...

Fig. 1. Syntax of OCTM values and terms

The rest of the paper is structured as follows. In Section 2 we describe the
syntax and semantics of OCTM. The calculus TCCS™, our reference model
for open transactions, is recalled in Section 3. Then, in Section 4 we provide
an encoding of TCCS™ in OCTM, proving that OCTM 1is expressive enough
to cover open transactions. Conclusions and directions for future work are in
Section 5. Longer proofs are in the extended version of this paper [15].

2 OCTM: Open Concurrent Transactional Memory

In this section we introduce the syntax and semantics of OCTM , a higher-order
functional language with threads and open transaction on shared memory. The
syntax is Haskell-like (in the wake of existing works on software transactional
memories such as [7]) and the semantics is a small-step operational semantics

given by two relations: 7, models transaction auxiliary operations (e.g. creation)
while — models actual term evaluations. Executions proceeds by repeatedly
choosing a thread and executing a single (optionally transactional) operation;
transitions from different threads may be arbitrarily interleaved as long as atom-
icity and isolation are not violated where imposed by the program.

2.1 Syntax

The syntax can be found in Figure 1 where the meta-variables r and = range
over a given countable set of locations Loc and variables Var respectively. Terms
and values are inspired to Haskell and are entirely conventional?; they include
abstractions, application, monadic operators (return and >>=), memory oper-
ators (newVar, readVar, writeVar ), forks, transactional execution modalities
(atomic and isolated) and transaction operators (abort and retry).

Effectfull expressions such as fork or isolated are glued together by the
(overloaded) monadic bind >>= e.g.:

newVar 0 >>= A\z.(fork (writeVar x 42) >>= \y.readVar x)

whereas values are “passed on” by the monadic unit return.
Akin to Haskell, we will use underscores in place of unused variables (e.g. A .0)
and M > N as a shorthand for M >»= X\ .N, and the convenient do-notation:

do{z < M;N} = M >»= (Azx.do{N})
do{M;N} =M >= (X .do{N})
do{M}=M

2 Although we treat the application of monadic combinators (e.g. return) as values
in the line of similar works [7].
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possibly trading semicolons and brackets for the conventional Haskell layout. For
instance, the above example is rendered as

do
r <4 newVar O
fork (writeVar z 42)
readVar z

2.2 Operational Semantics

We present the operational semantics of OCTM in terms of an abstract machine
whose states are triples (P;©, A) formed by

— thread family (process) P;
— heap memory © : Loc — Term;
— distributed working memory A : Loc — Term x TrName

where Term denotes the set of OCTM terms (cf. Figure 1) and TrName denotes
the set of names used by the machine to identify active transactions. We shall
denote the set of all possible states as State.

Threads. Threads are the smaller unit of execution the machine scheduler oper-
ates on; they execute OCTM terms and do not have any private transactional
memory. Threads are given unique identifiers (ranged over by ¢ or variations
thereof) and, whenever they take part to some transaction, the transaction iden-
tifier (ranged over k,j or variations thereof). Threads of the former case are
represented by (M), where M is the term being evaluated and the subscript ¢ is
the thread identifier. Threads of the latter case have two forms: (M > M'; N)); g,
called and (M > M'); ; where:

— M is the term being evaluated inside the transaction k;
— M’ is the term being evaluated as compensation in case k is aborted;
— N is the term being evaluated as continuation after k commits or aborts.

Threads with a continuation are called primary participants (to transaction k),
while threads without continuation are the secondary participants. The former
group includes all and only the threads that started a transaction (i.e. those
evaluated in an atomic), while the latter group encompasses threads forked
inside a transaction and threads forced to join a transaction (from outside a
transactional context) because of memory interactions. While threads of both
groups can force a transaction to abort or restart, only primary participants can
vote for its commit and hence pass the transaction result to the continuation.

We shall present thread families using the evocative CCS-like parallel operator
|| (cf. Figure 2) which is commutative and associative. Notice that this operator is
well-defined only on operands whose thread identifiers are distinct. The notation
is extended to thread families with 0 denoting the empty family.



Open Transactions on Shared Memory 217

Thread Ty= (M) | (M M';N)og, | (M > M)
Thread family Pu=Ty || -+ || Tt Vi,J ti # ¢
Expressions E:=[-]|E»= M

Processes Py ::= (E):

Transactions Ty k= (E>M; Nk | (E> M)k

Fig. 2. Threads and evaluation contexts

M=%V VM=V

MoV (EVAL)

(BINDRETURN)

return M >»>= N — NM

(BINDRETRY) (BINDABORT)

retry »= M — retry abort N >»= M — abort N

Fig. 3. OCTM semantics: rules for term evaluation

Memory. The memory is divided in the heap @ and in a distributed working
memory A. As for traditional closed (acid) transactions (e.g. [7]), operations
inside a transaction are evaluated against A and effects are propagated to @ only
on commits. When a thread inside a transaction k accesses a location outside
A the location is claimed for k and remains claimed for the rest of k execution.
Threads inside a transaction can interact only with locations claimed by their
transaction. To this end, threads outside any transaction can join an existing one
and different active transactions can be merged to share their claimed locations.

We shall denote the pair (©, A) by X and reference to each projected compo-
nent by a subscript e.g. Xg for the heap. When describing updates to the state
X, we adopt the convention that X’ has to be intended as equal to X' except if
stated otherwise, i.e. by statements like Xy, = Xg[r — M]. Formally, updates
to location content are defined on © and A as follows:

M ifr=s
O(s) otherwise

(M,k) ifr=s

Ofr +— M](s) = { A(s) otherwise

Alr = (M, B)](s) 2 {

for any r, s € Loc, M € Term and k£ € TrName. Likewise, updates on transaction
names are defined on X and A as follows:

A(ry i A(r) = (M, D), 1 #k

Dk j] 20, Ak —j]) (Alk— j])(r) £ {(M J) i A(r) = (M, k)

for any r € Loc, M € Term and k,j € TrName. Note that j may occur in A
resulting in the fusion of the transactions denoted by &k and j respectively. Finally,
@ denotes the empty memory (i.e. the completely undefined partial function).

Behaviour. Evaluation contexts are shown in Figure 2 and the transition rela-
tions are presented in Figures 3, 4, 5. The first (cf. Figures 3) is defined on terms
only and models pure computations. In particular, rule (EVAL) allows a term
M that is not a value to be evaluated by an auxiliary (partial) function, V[M]
yielding the value V of M whereas the other three rules define the semantic of
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M — N - M — N -
M| P; 5) = @[NP £) (T ] Py 2 - (T
t' ¢ threads(P) t#t'
(P.[fork M] || P; 5) — (Pi[return '] || (Mo || P; %) O
t' ¢ threads(P) t#t' ot
(Tu x[fork M] || P; 5) = (T, x[return ] || (M b return)s y || P; 5) O
threads(Ty, || -+ || Te) 2 {t1,.. ., ta}
r ¢ dom(Xe)Udom(Xa) X = Xeolr— M] Nwp
(P.[newVar M] || P; %) — (P [return r] | P; &) N°VF)
r ¢ dom(Xe) Udom(Xa) Xh = Zal[r— (M, k)] N T
(T¢ k[newVar M| || P; X) — (T¢ k[return r] || P; X7) (NEWT)
ré¢dom(Xa) Xo(r)=M
(P,[readVar 1] || P; £) — (Pi[return M] || P; x) o)
r¢ dom(Xa) Xo(r)=M X% =Xalr— (M,k)) —
(T; x[readVar ] || P; ) — (T, 4[return M] || P; 57y TP
M = E[readVar r| Xa(r)= (M’ k) REAnto
(M)« || P; ) = ((Efreturn Mo A M) || P;5) P70
EA(T) - (M’J) &= E[k — '7] (READMERGE)

(T¢ k[readVar r] || P; Xy — (Ty j[return M] || P[k — j]; X7)
r¢dom(Xa) XYe(r)=N Xg=Xolr— M]
(P [writeVar r M] || P; X) — (Pi[return Q] || P;X")
r¢ dom(Xa) Xo(r)=N X, =Xa[r— (M,k)]
(Ty g[writeVar r M| || P; X) — (Tyx[return O] || P; X7)
M = EfwriteVar r M'] Xa(r) = (M",k) X\ = Xalr— (M’ k)]
((M)+ || P; ) = ((E[return Q]> A M)y || P; X7)
La(r)=(N,g) X' =Xk j] Yi=Zalk— (M,j)]
(Ty k[writeVar r M| || P; X)) — (T¢ j[return Q] || Pk — j]; 27)

(WRITEP)
(WRITET)
(WRITEJOIN)

(WRITEMERGE)

Fig. 4. OCTM semantics: rules for —

the monadic bind. The transition relation modelling pure computations can be
thought as accessory to the remaining two for these model transitions between
the states of the machine under definition.

Derivation rules in Figure 4 characterize the execution of pure (effect-free)
terms, forks and memory operations both inside, and outside of some transaction;
Derivation rules in Figure 5 characterize auxiliary operations for transaction
management (e.g. creation) and their coordination (e.g distributed commits).
Note that there are no derivation rules for retry. In fact, the meaning of retry
is to inform the machine that choices made by the scheduler led to a state from
which the program cannot proceed. From an implementation perspective this
translates in the transaction being re-executed from the beginning (or a suitable
check-point) following a different scheduling of its operations.
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k ¢ transactions(P)
((atomic M N >»=N'); || P; X) 2525 ((M > N; N') i || P; X)
((M); X) =" {(return N); X')
(P¢[isolated M]; X) — (P¢[return NJ; X”)
op € {abort,return} ((M > return);r;X) —* ((op N >return): s; X’)

(ATomIC)

(ISOLATEDP)

(Ty x[isolated M]; X) — (T¢ x[op NJ]; X') (sorament)
X' =clean(k, X A) (RatssABORT1)
LAISEABORT
{(abort M > N; N')y ; X) 25 (N (M) = N'); )
r_
Ya= Clean(akb iA) (RAISEABORT2)
((abort M > N);; XY 255 ((N(M))e; Z7)
r_
Ya= cIean(k:, Xa) (SicABORT1)
((M>N;N ey &) —— N ((N(M) >»>= N")i; X7)
/
Za= cleabn(]:j ) (SIGABORT2)
(M > N 5) 25 ((N(M))e; 27)
abkM - ﬂbkM 1oy
<P E> <P {2 M<Q E> <Q 22 > (ABBROADCAST)
(Pl Q) ——= (P || Q;2)
’ L
Yo = commit(k, Yo, Xa) XA = clean(k, Xa) (CommrTl)

((return M > N; N')ix; £) <55 ((return M >»>= N'); X
Yo = commit(k, Yo, Xa) X'\ = clean(k, X )
((M > N)ew; 2) = ((M)e; 27)
(P;X) =5 (P 8) (%) =5 (Q5%)
(P Q%) =5 (P | Qs 2)
(P; %) LN (P'; X' transactions(3) ¢ transactions(Q)
(P QD) 5 (P Q:3)

(ComMIT2)

(COBROADCAST)

(TRIGNORE)

transactions(T3, || --- || T,) = 1 if A(r) = (M, k
Ui<i<,, transactions(T, ) clean(k, 4)(r) = A(r) othe(rvx)/ise e
transactions((M)):) =

M if A(r) = (M, k)

transactions((M & M'; N)e.x) = {k}  commit(k, ©, A)(r) £ ,
O(r) otherwise

transactions((M > N);1) 2 {k}

Fig. 5. OCTM semantics: rules for 2,

Due to lack of space we shall describe only a representative subset of the
derivation rules from Figure 4 and Figure 5.

Reading a location falls into four cases depending on the location being
claimed (i.e. occurring in A) and the reader being part of a transaction. The
rule (READP) characterize the reading of an unclaimed location from outside
any transaction; the read is performed as expected leaving it unclaimed. Rule
(READT) describes the reading of an unclaimed location r by a thread belonging
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to some transaction k; the side effect of the reading is r being claimed for k. Rules
(READMERGE) and (READJOIN) cover the cases of readings against claimed lo-
cations. In the first scenario, the reading thread belongs to a transaction resulting
in the two being merged, which is expressed by renaming its transaction via a
substitution. In the remaining scenario, the reading thread does not belong to
any transaction and hence joins the transaction k which claimed the location.
The newly created participant does not have any continuation since the whole
term is set to be executed inside k; any other choice for splitting the term sin-
gling out a compensation would impose an artificial synchronization with the
transaction commit. For a counter example, consider executing only the read
operation inside the transaction and delaying everything after the commit; then
concurrency will be clearly reduced. Because of the same reasoning, the whole
term M is taken as the compensation of the participant.

Atomic transactions are created by the rule (ATOMIC); threads participating
in this transaction are non-deterministically interleaved with other threads. The
stronger requirement of isolation is offered by (ISOLATEDP) and (ISOLATEDT);
note that their premises forbid thread or transaction creation.

Committing or aborting a transaction require a synchronization of its partic-
ipants. In particular, an abort can be read as a participant vetoing the outcome
of the transaction; this corresponds to (RAISEABORT1) and (RAISEABORT2).
The information is then propagated by (ABBROADCAST) and (TRIGNORE) to
any other participant to the transaction being aborted; these participants abort
performing a transition described by either (SIGABORT1) or (SIGABORT2).

3 TCCS™: CCS with Open Transactions

In order to assess the expressive power of OCTM, we have to compare it with a
formal model for open transactions. To this end, in this section we recall TCCS™
[10], a CCS-like calculus with open flat transactions: processes can synchronize
even when belonging to different transactions, which in turn are joined into a
distributed one. We refer to [10] for a detailed description of TCCS™.

The syntax of TCCS™ is defined by the following grammar

Pu=Y" 0P | TP | P\L| X | uX.P | (Pow Bs) | (Pioy By) | co.P (1)

where a; ::=a | a | 7, a ranges over a given set of visible actions A, L over sub-
sets of A and the bijection () : A — A maps every action to its coaction as usual.
The calculus extends CCS with three constructs which represent inactive trans-
actions, active transactions and commit actions respectively. Transactions such
as ( Py Pa) are formed by two processes with the former being executed atomi-
cally and the latter being executed whenever the transaction is aborted, i.e. as a
compensation. Terms denoting active transactions expose also a name (k in the
previous example) which is used to track transaction fusions. For instance, con-
sider the process denoted by (Pi>; Po))|{Q1>1Q2) where P; and Q1 synchronize
on some a € A; the result of this synchronization is the fusion of the transac-
tions j and k i.e. (P> Pa))|{Q)>1Q2). The fusion makes explicit the dependency
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Ir-PpP:p I'+-P:p I'-P:1
I'-P:7 I'kcoP:c I'HP\L:7
I'X:p|lFP:p I'X:cJkP:c Vil'FP:7
I'-X:Irx I'uX.P:p ''tuX.P:c TIFH[[P:T
Vil'FP;:p Vil'Fa;j.Pi:c I'FP:c I'FQ:p I'FP:c I'HFQ:p
F"ZO@.PZ‘ZP F"ZO@.PZ‘ZC F|—<<Pl>kQ>>:t F"(PPQ)ZP

Fig. 6. Simple types for TCCS™

between j and k introduced by the synchronization and ties them to agree on
commits. In this sense, P; and Q) are participants of a distributed transaction [6].
As in [10] we restrict ourselves to well-formed terms. Intuitively, a term is
well-formed if active transactions occur only at the top-level and commit actions
occur only in a transaction (active or inactive). To this end we introduce a type
system for TCCS™, whose rules are in Figure 6. Terms that cannot occur inside
a transaction have type t, terms that cannot occur outside a transaction have
type ¢, and terms without such restrictions have type p; 7 ranges over types.

Definition 1 (Well-formed TCCS™ terms). A TCCS™ term P, described
by the grammar in (1), is said to be well-formed if, and only if, 0 - P : t.
Well-formed terms form the set Proc.

The operational semantics of well-formed TCCS™ terms is given by the SOS
in Figure 7 (further details can be found in [10]). The reduction semantics is

given as a binary relation — defined by

P& P, ovrlovpr s, o

The first case is a synchronization between pure CCS processes. The second
case corresponds to creation of new transactions and distributed commit or
abort (5 € {newk, cok,abk}). The third case corresponds to synchronizations of
processes inside a named (and possibly distributed) transaction. Notice that by
(TSYNC) transaction fusion is driven by communication and that by (TSuM)
any pure CCS process can join and interact with a transaction.

4 Encoding TCCS™ in OCTM.

In this section, we prove that OCTM is expressive enough to cover open trans-
actions a la TCCS™. To this end, we provide an encoding of TCCS™ in OCTM .
Basically, we have to implement transactions and CCS-like synchronizations us-
ing shared transactional variables and the atomic and isolated operators. The
encoding is proved to be correct, in the sense that a TCCS™ process presents a
reduction if and only if also its encoding has the corresponding reduction.
Synchronization is implemented by means of shared transactional variables,
one for each channel, that take values of type ChState (cf. Figure 9); this type
has four constructors: one for each of the three messages of the communication
protocol below plus a “nothing” one providing the default value. Let ¢; and t5 be
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Fig. 7. TCCS™ operational semantics

the identifiers of two threads simulating a.P and a.Q) respectively. The protocol
is composed by the following four steps:

1. t1 checks whether the channel is free and writes on the transactional variable
modelling the channel a a nonce tagged with the constructor M1;

2. to reads the variable for a and accepts the synchronization offered by the
challenge (M1 np) adding a fresh nonce to it and writing back (M2 np nq);

3. t1 reads the answer to its challenge and acknowledges the synchronization
writing back the nonce it read tagged with the constructor M3;

4. ty reads the acknowledgement and frees the channel.

Each step has to be executed in isolation with respect to the interactions with
the shared transactional variable a. Nonces are meant to correlate the steps only
and hence can be easily implemented in OCTM by pairing thread identifiers
with counter a la logical clock. If at any step a thread finds the channel in
an unexpected state it means that the chosen scheduling has led to a state
incoherent with respect to the above protocol; hence the thread executes a retry.
This tells the scheduler to try another execution order; by fairness, we eventually
find a scheduling such that the two processes do synchronize on a and these are
the only executions leading to P | . The protocol is illustrated in Figure 8.
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Fig. 8. Implementing TCCS™ synchronization

If the synchronizing parties are involved in distinct transactions these are fused
as a side effect of the interaction via the shared variable.

A choice like )" ;.P; can be seen as a race of threads f1,...,tn,, each
simulating a branch, to acquire a boolean transactional variable [ (private to the
group). Each ¢; proceeds as follows. First, it checks [ and if it is set, it returns
void and terminates (another thread has already acquired it); otherwise it tries
to set it while carrying out «;, i.e. right before executing its last step of the
communication protocol. If the variable is acquired by another thread while ¢; is
finalizing «; then t; issues a retry to retract any effect of a;;. The OCTM code
implementing this protocol is shown in Figure 9.

Encoding of TCCS™. We can now define the encoding 7 : Proc — State, map-
ping well-formed TCCS™ terms to states of the OCTM abstract machine. Intu-
itively, a process P = H;llPi is mapped into a state with a thread for each P;
and a variable for each channel in P. Clearly, a state of this form can be easily
generated by a single OCTM term which allocates all variables and forks the m
threads. We have preferred to map TCCS™ terms to OCTM states for sake of
simplicity.

The map 7 is defined by recursion along the derivation of # - P : t and
the number m of parallel components in P = H?;R. This is handled by the
auxiliary encoding ¢ : Proc x Heap — State (up to choice of fresh names) whose
second argument is used to track memory allocations. The base case is given by
m = 0 and yields a state with no threads i.e. (0,0, ). The recursive step is
divided in three subcases depending on the structure and type of P; (m > 0).

1. If @ - Py : c without top-level restrictions (i.e. Py Z Q \ {a1,...,an+1}) then
(I Pi, ©) & ((o(P), |1 S 2

where (S; X)) = g(H;'L:_lleJrl, ©) is the translation of the rest of P and ¢; is
unique w.r.t. S (i.e. t; ¢ threads(S)). By hypothesis P; does not contain any
top-level active transaction or parallel composition and hence can be trans-
lated directly into a OCTM-term by means of the encoding p (cf. Figure 10)
— o(P) contain a free variable for each unrestricted channel occurring in P.
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0TVar ChState
M1 Nonce | M2 Nonce Nonce | M3 Nonce | MO

data Channel
data ChState

tau [ P = isolated do
case (readVarl) of
False — return ()
True — chooseThis [ >»> P

chooseThis | = writeVar [ False

eqO0rRetry = y
| © ==y = return ()
| otherwise = retry

bang v = fork © > bang

recv ¢l P = do
ng < newNonce
isolated do
case (readVar 1) of
False — return O
True — do
chooseThis [
case (readVar c) of
M1 nz) — writeVar ¢ (M2 nz ng)
_ — retry
isolated do
case (readVar c¢) of
(M3 ny) — eqOrRetry ny ng > writeVar ¢ MO > P
_ — retry

send ¢l P = do
np < newNonce
isolated do
case (readVar [) of
False — return ()
True — do
chooseThis [
case (readVar c¢) of
MO — writeVar ¢ (M1 mp)
_ — retry
isolated do
case (readVar c¢) of
(M2 nz ny) — eqOrRetry nx np >> writeVar ¢ (M3 ny) > P
_ — retry

Fig. 9. Encoding channels and communication
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o(XL i i) £ do o(uX.P) £ 1let X = o(P) in
| < newVar True o({P» Q)) 2 do
Vie{l,...,m} co < newVar MO
fork {(ai, 1, P) atomic p 0(Q)
o(ITi%o P) = do bang psi
Vie{0,...,m} where
fork o(F;) p=do
o(P\ L) £ do o(P)
Yee L fork (abort ())
¢ < newVar MO psi
o(P) psi=do
oX)& X | < newVar True
o(P) recv co | return
o(co.P) £ do recv oy L o(P;) ifa; =c
| <+ newVar True (e, L, Py) £ { send a; | o(P) fa;=c
send co | o(P) tau ! o(F;) ifa; =1

Fig. 10. Encoding TCCS™ terms of type c

2. If P; has a top-level restriction (i.e. P1 = Q \ {a1,...,an+1}) then
(I P, ©) 2 (Si[r1/an, . ..oyt /ansa] || S2;Oa[r1, ..., g1 — MO|, )

where (S1;601,2) = ¢(Q, O) is the translation of the unrestricted process @,
(S2;02,0) = g(H;”:_lleH, ©1) is the translation of the rest of P, all threads
have a unique identifier threads(S1) N threads(S2) = (J, the heap is extended
with n channel variables fresh (r1,...,7r,41 ¢ dom(62)) and known only to
the translation of Q.

3. If P = {Q1>, Q2) is an active transaction then

g(H;'EglPi,Q) 2 (Seo || Sap || Silreo/co] || S2; O2[ry + True, reo — MO, &)

Seo = (recv 1, 7¢o > 0(Q1);bang (recv (newVar True) reo))i., .k

Sab = (abort () >return),,, «
where (S1;01,9) =¢(Q1,0), (S2;03,0) = §(H§n:_11Pj+17@2) (like above),
the thread S, is always ready to abort & as in (TAB) and S,, awaits on the
private channel r., a thread from S; to reach a commit and, after its commit,
collects all remaining synchronizations on r., to emulate the effect of ¥
(cf. Figure 7). Finally, all threads have to be uniquely identified: threads(S1)N
threads(S2) = 0 and o, tap ¢ threads(S1) U threads(S2)

Remark 1. The third case of the definition above can be made more precise (at
the cost of a longer definition) since the number of commits to be collected
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can be inferred from ) mimicking the definition of ¥. This solution reduces the
presence of dangling auxiliary processes and transaction fusions introduced by
the cleaning process.

Like g, ¢(P, ©) contains a free variable for each unrestricted channel in P. Finally,
the encoding 7 is defined on each P € Proc as:

n(P) £ (S[r1/ay,...rn/a,);O[r1, ... ,rn — MO], @)

where (5;0,2) = ¢(P,2), {a1,...,an} C A is the set of channels occurring in
P, and {ry,...,m,} C Loc.

Adequacy of translation. In order to prove that the translation n preserves the
behaviour of TCCS™ processes, we construct a simulation relation S between
well-formed TCCS™ processes and states of OCTM. The basic idea is that a
single step of P is simulated by a sequence of reductions of n(P), and n(P) does
not exhibit behaviours which are not exhibited by P. To this end we define an
appropriate notion of star simulation, akin to [11]:

Definition 2 (Star simulation). A relation S C Proc x State is a star simu-
lation if for all (P, (S; X)) € S:

1. for all Q such that P 5, Q or P MU Q, there exist S', X such that
(S; X)) =* (8" X)) and (Q,(S"; X)) € S;

2. for all Q such that P LN Q, there exist S', X" such that (S; X) LN (8" 2")
and (Q,(S";X')) € S.

3. for all 8", X" such that (S;X) — (S';X7), there exist Q, 5", X" such that

(Q,(S"; X)) € S and one of the following holds:

-P5.QorP ﬂ)g Q, and (S8"; X') =* (8", X"

- P 5. Q and (53 27) B (57 1),

where (-labels of the two transition relations are considered equivalent when-
ever are both commits or both aborts for the same transaction name. We say
that P is star-simulated by (S; X) if there exists a star-simulation S such that
(P,(S; X)) € S. We denote by ~ the largest star simulation.

Another technical issue is that two equivalent TCCS™ processes can be trans-
lated to OCTM states which differ only on non-observable aspects, like name
renamings, terminated threads, etc. To this end, we need to consider OCTM
states up-to an equivalence relation =, C State x State, which we define next.

Definition 3. Two OCTM states are transaction-equivalent, written
(S1; X1) =% (S2; Xa), when they are equal up to:

— renaming of transaction and thread names;

— terminated threads, i.e. threads of one of the following forms: (return M),
(abort M]);, (return >return)), (abort >return),, (psi);

— threads blocked in synchronizations on co variables.
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Definition 4. Let P € Proc be a well-formed process and (S; X) be a state. P
is star simulated by (S; X) up to = if (P, (S; X)) € o ,.

We are now ready to state our main adequacy result, which is a direct conse-
quence of the two next technical lemmata.

Lemma 1. For all P,QQ € Proc the following hold true:

1. ifP 5, QorP ﬁ(:)%g Q, there exist S, X such that n(P) —* (S;X) and

(5; 2) = n(Q);
2. if P LN Q, there exist S, X such that n(P) LR (S; %) and (S; X) = n(Q).

Proof. By induction on the syntax of P; see [15]. O

Lemma 2. For P € Proc, for all S, X, if n(P) — (S;X) then there exist
Q, S, X" such that (S"; X" = n(Q) and one of the following holds:

—PL,Qor P Q, and (S; 5) =7 (S 7Y
- P ge Q and (S; %) LN (87, 2.

Proof. By induction on the semantics of n(P); see [15]. O

Theorem 1. For all P € Proc, P is star simulated by n(P) up to =;.

5 Conclusions and Future Work

In this paper we have introduced OCTM, a higher-order language extending
the concurrency model of STM Haskell with composable open (multi-thread)
transactions. In this language, processes can join transactions and transactions
can merge at runtime. These interactions are driven only by access to shared
transactional memory, and hence are implicit and loosely coupled. To this end,
we have separated the isolation aspect from atomicity: the atomic construct
ensures “all-or-nothing” execution but not isolation, while the new constructor
isolated can be used to guarantee isolation when needed. In order to show
the expressive power of OCTM , we have provided an adequate implementation
in it of TCCS™, a recently introduced model of open transactions with CCS-
like communication. As a side result, we have given a simple typing system for
capturing TCCS™ well-formed terms.

Several directions for future work stem from the present paper. First, we plan
to implement OCTM along the line of STM Haskell, but clearly the basic ideas
of OCTM are quite general and can be applied to other STM implementations,
like C/C++ LibCMT and Java Multiverse. Then, we can use TCCS™ as an
exogenous orchestration language for OCTM: the behaviour of a transactional
distributed system can be described as a TCCS™ term, which can be translated
into a skeleton in OCTM using the encoding provided in this paper; then, the
programmer has only to “fill in the gaps”. Thus, TCCS™ can be seen as a kind
of “global behavioural type” for OCTM.
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In fact, defining a proper behavioural typing system for transactional lan-
guages like OCTM is another interesting future work. Some preliminary ex-
periments have shown that TCCS™ is not enough expressive for modelling the
dynamic creation of resources (locations, threads, etc.). We think that a good
candidate could be a variant of TCCS™ with local names and scope extrusions,
i.e., a “transactional m-calculus”.

Being based on CCS, communication in TCCS™ is synchronous; however,
nowadays asynchronous models play an important role (see e.g. actors, event-
driven programming, etc.). It may be interesting to generalize the discussion so
as to consider also this case, e.g. by defining an actor-based calculus with open
transactions. Such a calculus can be quite useful also for modelling speculative
reasoning for cooperating systems [13,14]. A local version of actor-based open
transactions can be implemented in OCTM using lock-free data structures (e.g.,
message queues) in shared transactional memory.
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gestions on the preliminary version of this paper. This work is partially supported by
MIUR PRIN project 2010LHT4KM, CINA.
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Abstract. Complex event processing (CEP) systems are used to process
event data from multiple sources to infer events corresponding to more
complicated situations. Traditional CEP systems with central processing
engines have failed to cater to the requirement of processing large num-
ber of events generated from a large number of geographically distributed
sources. Distributed CEP systems have been identified as the best alter-
native for this. However, designing an optimal distributed CEP system is
a non-trivial task, and many factors have to be considered when design-
ing the same. This paper presents the VISIRI distributed CEP system,
which focuses on the problem of optimally processing a large number of
different type of event streams using a large number of CEP queries in a
distributed manner. The CEP query distribution algorithm in VISIRI is
able to distribute a large number of queries among a set of CEP nodes in
such a way that the event duplication in the network is minimized while
not compromising the overall throughput of the system.

Keywords: Complex Event Processing,Distributed systems, Algorithms

1 Introduction

Complex event processing (CEP) systems are used to process event data from
multiple sources to infer events corresponding to more complicated situations.
Traditional CEP systems with central processing engines have failed to cater
to the requirement of processing large number of events generated from a large
number of geographically distributed sources [2,4]. Distributed CEP systems
have been identified as the best alternative for this.

The middleware of complex event processing systems can be internally built
around several distributed complex event processors. These processors cooperate
in processing and routing events sent from event sources, and finally in deliv-
ering results to the required event sinks [1]. A processor makes use of a CEP
engine internally to process the incoming events. This is done using CEP queries.
Query is a mechanism for extracting events that satisfy a rule or a pattern, from
incoming events. A query may contain operators such as filter, window, join,
pattern and sequence.

However, simply having a middleware is not sufficient to have a distributed
CEP system. Crucial decisions have to be taken on how to distribute the load
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among the complex event processing nodes in the system. There are two ap-
proaches in distributing the processing load among nodes : operator distribution
and query distribution [1,4]. Operator distribution refers to the approach of di-
viding a query into a distinct sequence of steps to handle complex queries. Each
step is allocated to a node in the system. Query distribution allocates a set of
queries among the nodes of the distributed system. There are several applica-
tion scenarios in distributing complex event processing as well: (1) handling large
number of CEP queries and event streams, (2) handling event streams that have
high event frequencies and/or large events, and (3) handling complex resource
intensive queries.

VISIRI is a distributed complex event processing system for handling large
number of queries and large number of different types of event streams. It
presents a lightweight middleware for a distributed CEP system, and the com-
munication among the nodes in the system is achieved via Hazelcast [3].

Its approach on distributing the processing load is by query distribution.
Distributing queries in an optimal manner is a NP-Hard problem [8]. When
distributing a large number of queries among a set of CEP nodes, many con-
cerns have to be addressed. These include the throughput of the overall system,
network latency in transmitting events from event sources to CEP nodes, bal-
ancing resource utilization at processing nodes, and reducing event duplication
when transmitting events from sources to nodes. Existing research on query dis-
tribution focused on optimizing a subset of these concerns. For example, the
COSMOS project [8] focused on reducing network latency and reducing commu-
nication between the nodes. The SCTXPF system [4] focused only on reducing
the event duplication network traffic within the system.

The most important aspect of the VISIRI system is its query distribution
algorithm. It focuses on reducing the event duplication network traffic within
the system while making sure that the processing load is evenly distributed
among the nodes. Load on a node is calculated by considering the cost of the
CEP queries. The cost of queries is calculated by the cost model, which is based
on the empirical studies done by Mendes et al. [5] and Schilling et al. [6]. With
this query distribution algorithm, VISIRI balances the resource utilization of
the CEP nodes, so that no node gets overloaded (given that there is no sudden
change in the incoming event streams) and adversely affects the throughput of
the overall system.

The rest of the paper is organized as follows. Section 2 discusses literature
related to query distribution in distributed CEP systems, and empirical studies
on the cost of CEP queries. Section 3 presents the design and implementation
of the VISIRI distributed CEP system, along with detailed descriptions of its
query distribution algorithm and the cost model. Section 4 presents evaluation
results and finally section 5 concludes the paper.
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2 Related Work

SCTXPF [4] and COSMOS [8] are examples of distributed CEP systems based
on query distribution.

The query distribution algorithm in the SCTXPF system is optimized for
large number of complex event processing queries and for very high events rates.
It parallelizes the event processors (EPs) and then allocates certain number of
CEP queries to each of them. In this algorithm, queries with common sets of
attributes are assigned to the same node. This minimizes the number of EPs
that need the same event streams and thus minimizes the number of multicasts.
Therefore the system is able to reduce the event duplication network traffic
within it. However, this algorithm assumes that all the queries require the same
processing power, which is not the case most of the times. Even if two queries
consume the same set of attributes, their computational intensiveness (i.e. the
amount of computer resources it requires) could have very large differences.
This is because the computational intensiveness of a query heavily depends on
its operators. However, when the set of queries are simply divided among the
nodes by the SCTXPF algorithm, each node has the same number of queries,
and some nodes that have lot of high cost queries could easily get overloaded.

In contrast to the SCTXPF algorithm, VISIRI query distribution algorithm
considers the cost of each query when distributing the queries among the pro-
cessing nodes. This is the main difference between the two algorithms.

The COSMOS distributed CEP system employs a heuristic based graph map-
ping algorithm to distribute the load among CEP nodes. In this approach, pro-
cessors are represented by vertices and communication latency is represented by
the weight of the edges. When distributing queries, this network latency is con-
sidered. Furthermore this algorithm filters out the events from the initial nodes
so that network traffic of the internal system is reduced. This model suits a prob-
lem where a particular set of queries are interested in the output of another set
of queries. However, this algorithm also does not consider the cost of individual
queries when distributing them among CEP nodes.

Schilling et al. [6] have studied about the cost of executing different query
operators in their empirical study. According to their study, filter rules have the
lowest latency and logical rules have much higher latency. Temporal windows
have the highest latency. Therefore such temporal windows should be given the
highest weight when considering the latency and computational intensiveness.
When considering the cost versus size of the history of the temporal windows,
this study suggests an exponential growth in cost. Cost versus the number of
attributes has no such growth and it is almost the same for any number of
attributes. However, when the number of queries in a CEP node increases, the
cost increases linearly.

Furthermore Marcelo et al. [5] have studied about different engine types and
how they perform on different query types. They have identified that sliding win-
dows and jumping windows have huge differences in performance, where sliding
windows take much computational power.
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3 VISIRI Distributed CEP System

Figure 1 shows the VISIRI high level architecture. It consists of event sources,
dispatchers, CEP nodes and event sinks. Here, event sources generate the low-
level events, and the complex events identified by the CEP nodes are received
by the event sources.

‘Event&)urces /5\
Dispatchers ]

| ==

¥ e

CEP Nodes

A A A A

> >

SONE- R

Fig. 1. VISIRI high level architecture

VISIRI CEP system assumes nearly homogeneous CEP nodes. User can freely
select one CEP node and deploy the queries. After deploying the queries, that
particular CEP node plays the role as the main node, which executes the query
distribution algorithm (discussed later in this section). This query distribution
algorithm distributes the queries among all the active CEP nodes in the system.
Then the allocated queries are automatically deployed in the CEP nodes and
the dispatcher is notified about the query allocation.

Dispatcher creates the forwarding table according to query allocation. For-
warding table is a map of event stream ID to the list of CEP node IPs. Job of
the dispatcher is to forward the relevant event streams only to the relevant CEP
nodes. Thus in contrast to directly sending events from sources to CEP nodes,
employing a dispatcher reduces network traffic. Event sources send event streams
to the dispatcher and using its forwarding table dispatcher forwards these event
streams to relevant CEP nodes where event processing happens according to the
deployed queries in CEP nodes. After processing the event streams, the resulted
event streams from the CEP nodes are sent to the event sink.
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3.1 Low Level Architecture

Figure 2 shows how the low-level architectural components are integrated within
the system. Arrows show the flow of the event streams among different compo-
nents.

Environment

TCP binary
transport

Siddhi Siddhi
Engine
Output Event Receiver

| Event I| Event I

client client

Fig. 2. VISIRI low level architecture

— Siddhi CEP engine [7] - In a CEP node, the light-weight Siddhi CEP engine
is used as the processing engine. As shown in Figure 2, there is a Siddhi
engine per one query in one CEP node. Siddhi engine processes the input
event streams and results the output event stream. This architecture allows
our system to extend to make dynamic adjustments on query distribution
in runtime.

— Event client/Server - Uses TCP binary communication protocol to transport
event streams.

— Environment - Each node in the system(processing node/dispatcher node)
includes a its own Environment component and all data sharing tasks and
message passing tasks between nodes are achieved via this component. It
uses hazelcast as an intermediate interface for this communication.
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3.2 Query Distribution Algorithm

The VISIRI query distribution algorithm considers the SCTXPF algorithm as
its starting point. As described earlier, the SCTXPF algorithm aims at minimiz-
ing the number of event processors that need the same event streams and also
reducing the difference between the numbers of queries deployed in the event
processing nodes. The major improvement of the VISIRI algorithm over the
SCTXPF algorithm is that it considers the cost of individual queries to make
sure that queries with higher costs are not deployed in the same node. This
prevents one node getting overloaded while some other nodes of the system are
under-utilized.

VISIRI algorithm takes following inputs when distributing queries’.

— Set of queries to be distributed
— Set of processing nodes and dispatchers
— Queries currently allocated for each node

The algorithm considers the following important factors:

— Costs of the queries (depending on the complexity of query operators)
— Number of existing queries in each node
— Number of common event types required for the query

A suitable cost model calculator is required to measure the complexity and
costs of the queries. These costs may also depend on the underlying imple-
mentation of the complex event processing engine. However, this aspect is not
considered in the VISIRI cost model. The cost model is discussed in the next
section.

Algorithm 1 gives the pseudo code of our query distribution algorithm.

Line 3 finds the minimum number of queries currently assigned to a single
node.

Lines 5-9 remove all nodes that have queries above a certain threshold. This is
to balance the overhead of having large number of queries in the same node.
Lines 11-18 refer to the procedure to find the minimum total cost of a node.
Here the total cost of a node is calculated by taking the sum of the costs of the
queries deployed in that node.

In lines 20-24, all nodes having costs more than a certain threshold value are re-
moved from the candidate list to balance the cost distribution among the nodes.
Lines 26-38 finds the nodes having maximum number of input streams in com-
mon with the given query. For example, if the query has input streams sl1, s2
and s3, and queries already deployed in a Node A have s2, s3 and s4 as input
streams, then node A and the query has 2 common input streams (s2 and s3).
Here the input streams of a node are the union of all input streams of deployed
queries. In this code segment, nodes with maximum number of common input
streams are selected so that the number of new events that need to be sent over
the network as inputs is minimized. This reduces event duplication and preserves
network bandwidth. Here we assume all event types arrive in same frequency.

! The algorithm iteratively distributes queries, with one iteration per query.
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Al
Re

gorithm 1. Query distribution algorithm
quire: Query g, Node[| nodes

. candidates = nodes;
: //find minimum queries

min-queries = min(nodes[0].queryCount,nodes[1].queryCount,...)

: //filter nodes with too many queries

for node in candidates do
if node.queryCount >minQueries + QueryVariability then
candidates.remove(node)
end if

: end for

: //find minimum total cost
: minCost = infinity

: for node in candidates do

cost = sum(node.queries[0].cost,node.queries[1].cost, ...)
node.cost = cost
if minCost >cost then
minCost = cost
end if

: end for
: //filter nodes with too much cost
: for node in candidates do

if node.cost >minCost + CostVariability then
candidates.remove(node)
end if

: end for

: //find maximum common event types
: glnputs = g.inputStreams

: maxCommonNodes =]

: maxCommonInputs = 0

: for node in candidates do

node.alllnputs = union(node.queries[0].inputStreams,node.queries[1].inputStreams.)
commons = count(intersect(qInputs,node.alllnputs))
if maxCommonInputs == commons then
maxCommonNodes.add(node)
else if maxCommonlnputs >commons then
maxCommonNodes.clear()
maxCommonNodes.add(node)
maxCommonInputs = commons
end if

: end for

: candidates = maxCommonNodes

: //select one randomly from the candidates
: target = random.select(candidates)

: return target

3.3 Cost Model

In

order to calculate the cost of a given query, we have developed a cost model

that gives a numeric value for a query based on the empirical studies done by
Schilling et al. [6] and Marcelo et al. [5].
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The cost model first identifies the queries that have filtering parts and assigns
them cost values depending on the number of filtering attributes. Furthermore, a
cost value is assigned to the number of attributes in the input stream definitions
and the output stream definitions. This is because the literature [6] suggests
that when the number of attributes in the event streams for a particular query
increases the resource requirement for that query increases. Apart from that, the
number of input streams and the output streams count is also added to the cost
value. These values are expected to give an indication of the impact of handling
large number of event streams in a query.

The cost model gives a much higher priority to queries with windows. De-
pending on the window length, an exponential cost is added to the query so
that windows with higher length will get a higher number. Our cost model can
support window queries of time or length with the expiration mode of sliding or
batch.

Finally the logarithmic value of the total cost value is obtained so that the
cost value can be restricted to a more meaningful range. Our cost model still
does not give exact accurate values for pattern queries and join queries, but
a simple numerical value depending on the aforementioned factors is given to
them. In order to obtain a more accurate number, a good performance analysis
has to be done on those types of queries.

Table 1 shows how the cost value changes for three different sample queries
with different time windows!.

Table 1. Sample queries and their costs generated by the cost model

Query Cost Value

1from  cseEventStream[price==foo.price  and 3.1986731175506815
foo.try <5 in foo] select symbol, avg(price) as
avgPrice

2 from car [Id >=10]#window.length(10000) select 13.815633550400394
brand,Id insert into filterCar;

3 from StockExchangeStream[symbol == 31.664045840884167
IBM]#window.time( 1 year ) select max(price)
as maxPrice, avg(price) as avgPrice, min(price)
as minPrice insert into IBMStockQuote for
all-events

4 FEvaluation

4.1 Event and Query Model

Since our target is to handle large number of queries, we used randomly generated
events and randomly generated queries to evaluate our system. Our system is ca-
pable of configuring the number of input event streams and the number of output

! Queries are expressed in Siddhi event processing language.
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stream definitions. For evaluation purposes, we used 1000 event stream defini-
tions and 500 output stream definitions. When generating the random queries
we use those input stream definitions and produce results to the output stream
definitions.

In our query model we initially generated a set of simple queries with around
two maximum filtering conditions and with only the length batch windows. But
later we increased the complexities of the queries to get the proper advantage
from our cost estimation model.

In our random query generator, several types of queries such as filter queries,
window queries and windows with filter queries can be created. A query may
contain either one filtering condition or two filtering conditions. In the window
queries scenario, the random query generator gives either length windows or
length batch windows and it outputs the aggregated result like maximum, sum
or average value within the window. The window length is also given by a random
value.

Below given are some of the sample Siddhi queries that were generated by the
random query generator.

from stream?2
[attr3 < 45.18 and attrl > 71.6 and attr5 > 63.37
and attr4d > 35.71 and attrl > 83.35 and attr2 > 89.95
and attr3 < 50.0 and attr2 < 15.83]
select attrl insert into stream46

from stream?2
[attrd < 94.05 and attrl > 83.05 and attrd > 46.27
and attr2 < 34.01 and attr2 < 32.74 and attr3 > 59.25
and attr5 > 94.62 and attrl > 4.06]# window.lengthBatch (104)
select max(attrl) as attrl, max(attr2) as attr2
insert into stream3

from stream?2 # window.lengthBatch (210)

select max(attrl) as attrl, max(attr2) as attr2
insert into streaml4

The queries were generated with the same seed value for the random generator
therefore the same set of queries is obtained all the time for the same number of
queries, input definitions and output definitions. Having exact queries and events
was important have a fair comparison when evaluating different algorithms and
over different configurations. Event sources were configured to generate events
in maximum rate possible.

4.2 Query Distribution Algorithm Comparison

To evaluate our algorithm we compared it with the SCTXPF algorithm and a
random query distribution algorithm. When comparing the algorithms, mainly
two factors were considered: total query execution cost variance and event du-
plication. As the execution cost variance we measured how much variance the
processing nodes have when the queries are distributed with respect to the es-
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timated cost values. Cost threshold value (highest total cost of the queries de-
ployed in a CEP node) for our algorithm was kept at 400 while keeping query
count threshold (highest number of queries deployed in a CEP node) at 80 for
both our and SCTXPF algorithm. Those values were selected to get maximum
performance from the machines we used for the performance evaluation later in
the evaluation process.

Multicasting of events from dispatcher to CEP nodes is a critical factor for
network overhead of the system. Our algorithm focuses on minimizing the num-
ber of CEP nodes that needs same type of events by placing similar type of
queries in a single node. Figure 3, Figure 4 and Figure 5 show how the event
duplication changes in the system for the three different algorithms for 1000,
5000 and 10000 queries.

1000 queries - Event Duplication

| mseTxer

=ouR

Event Duplication

= RANDOM

Fig. 3. Event stream duplication for 1000 queries

As can be seen in the figures, our algorithm and SCTXPF algorithm have
given similar results for the event duplication as expected. Random algorithm
shows clear difference in event duplication, which suggests that randomly dis-
tributing queries leads to network traffic increase within the system. Furthermore
when the number of queries increases, the event duplication almost remains same
for our algorithm and SCTXPF algorithm but in the random query distribution
algorithm it increases drastically.

When the cost variance among the processing nodes is considered, our algo-
rithm was able to gain a considerable advantage over the other two algorithms
when the number of queries increases. Figure 6, Figure 7 and Figure 8 show how
the cost variance behaves when the number of nodes increases for 1000, 5000
and 10000 queries.

According to these results we can conclude that when the number of queries
increases, our algorithm is able to deploy the queries among the processing nodes
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5000 queries - Event Duplication
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Fig. 4. Event stream duplication for 5000 queries

10000 queries - Event duplication
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Fig. 5. Event stream duplication for 10000 queries

with minimum cost variance. Therefore all the processing nodes will receive
queries with relatively equal estimated processing cost according to our cost
model.

4.3 Performance Evaluation

For this performance evaluation we used the same event and query model that
we used for the algorithm evaluation described above in the section 4.1.
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1000 queries - Cost variance

SCTHPF

Cost varianes

=our

B RANDOM

Node Count

Fig. 6. Total cost variance for 1000 queries

5000 queries - Cost variance
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Fig. 7. Total cost variance for 5000 queries

System Configurations: For this evaluation we have used a computer lab
that has Core i3 machines of 3.2 GHz. The operating system was Ubuntu 12.04
32 bit version. Each machine had 2GB RAM and the machines were connected
using a 100Mbps Ethernet connection.

Results: For the performance analysis we have sent 15 sets of 1,000,000 events
through the system and evaluated the throughput by averaging the total time
taken for processing those sets of events.
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10000 queries - Cost variance
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Fig. 8. Total cost variance for 10000 queries

Initially we evaluated the system for 5000 simple queries, which had around
two filtering conditions and smaller length batch windows. Figure 9 shows results
for this set of queries. For this set of queries, our algorithm and the SCTXPF
algorithm performed in a similar manner. This is because for those simple queries
our algorithm was not able to get a clear advantage from the cost model we have
generated. However, both our algorithm and the SCTXPF algorithm perform
better than the random query distribution algorithm.
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Fig. 9. Throughput for simple 5000 queries
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As shown in Figure 10, the throughput changes according to the number
of nodes for 2500 queries. There is a clear improvement of throughput in our
algorithm for this case.
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Fig. 10. Throughput for 2500 queries

Figure 11 shows how our system behaves in the case of 5000 queries and both
the algorithms show less improvement when moving from 8 nodes to 12 nodes.
Figure 12 is from the results that were taken for 10000 queries. We were
not able to run the case of four nodes due to the low memory capacities of the
machines. And we observed a slight decrement of throughput from nodes 8 to 12.

Results Evaluation: According to the results, it can be said that our algorithm
is able to deploy queries among the set of processing nodes with minimum cost
variation while keeping event duplication at a low level when compared with the
SCTXPF and random algorithms.

Furthermore when system throughput is considered, our algorithm has a clear
advantage over the SCTXPF for all three cases- 2500 queries, 5000 queries and
10000 queries. Also we can observe that in that evaluation scenario, almost in all
the cases when the number of nodes increases the throughput of the system with
our algorithm increases. Therefore with higher number of nodes our algorithm
is able to provide much higher throughput. However bottleneck situations with
respect to network bandwidth at event sinks may arise when the number of
nodes increases due to large number of queries being processed and all of them
producing outputs. In the case of 10000 queries when increasing nodes 8 to 12
we can observe this kind of scenario.
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Fig. 12. Throughput for 10000 queries

5 Conclusion

This paper discussed the architecture of the VISIRI distributed CEP system,
which aims at handling large number of queries and large number of different
types of event streams. It includes a query distribution algorithm that takes event
stream duplication and the estimated query execution cost into consideration
when allocating queries among a set of processing nodes.

With that query distribution algorithm, VISIRI system is able to keep the
event stream duplication below a certain level while the total cost variance among
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the processing nodes is kept low when compared to some other algorithms for
distributing number of CEP queries. Furthermore we evaluated our system for
the performance by considering the throughput as the measuring factor and our
algorithm had a clear advantage over the existing algorithms.

As a future enhancement, VISIRI can be improved to support query rewrit-
ing at the dispatcher level so that unnecessary events can be filtered from the
dispatcher thus reducing the internal network traffic further. Apart from that,
the VISIRI system architecture can also be extended to support heterogeneous
event processing engines so that different types of queries can be processed by
different processing engines according to the types of queries they are best at
processing. Furthermore our query distribution algorithm can also be extended
to support factors such as network latency. However, we once again emphasize
that coming up with an optimal query distribution algorithm that considers all
these factors is a NP-hard problem.
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