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CAISE 2014 Forum

Preface

CAISE is a well-established highly visible conference series on Information Systems
Engineering. In 2014, the conference extended a special welcome to papers that address
Information Systems Engineering in Times of Crisis.

The CAISE Forum was a place within the CAISE 2014 conference for presenting
and discussing new ideas and tools related to information systems engineering.
Intended to serve as an interactive platform, the forum aims at the presentation of fresh
ideas, emerging new topics, controversial positions, as well as demonstration of
innovative systems, tools, and applications. The Forum session at the CAISE confer-
ence facilitated the interaction, discussion, and exchange of ideas among presenters and
participants.

Three types of submissions have been invited to the Forum:

(1) Visionary short papers that present innovative research projects, which are still at
a relatively early stage and do not necessarily include a full-scale validation.

(2) Demo papers describing innovative tools and prototypes that implement the
results of research efforts. The tools and prototypes will be presented as demos in
the Forum.

(3) Case study reports using the STARR (Situation, Task, Approach, Results,
Reflection) template.

The 17 papers presented in this volume were carefully reviewed and selected from
45 submissions.

CAISE 2014 Forum has received 45 submissions from 29 countries (Algeria, Austria,
Belgium, Canada, China, Colombia, Czech Republic, Estonia, France, Germany, Greece,
India, Israel, Italy, Japan, Latvia, Luxembourg, The Netherlands, Norway, Portugal, Saudi
Arabia, Singapore, Spain, Sweden, Switzerland, Tunisia, Turkey, United Arab Emirates,
Uruguay). Among the submissions, 27 are visionary papers, 14 are demo papers, and 4 are
case study reports. Eleven papers have been redirected from the main conference. Thirty-
four papers have been directly submitted to the Forum. The average acceptance rate of
CAISE 2014 Forum is 35%.

The management of paper submission and reviews was supported by the EasyChair
conference system. Selecting the papers to be accepted has been a worthwhile effort.
All papers received three reviews from the members of the Forum Program Committee
and the Program Board. Eventually, 26 high-quality papers have been selected; among
them 16 visionary papers, a case study report and 9 demo papers. All of them have
been presented during the Forum session in Thessaloniki.

After CAISE 2014 Forum, authors of the Forum papers have been invited to submit
an extended version of their papers for post-proceedings that will be published as a



Springer LNBIP volume. Twenty-two full papers have been submitted. All papers
received again three reviews from the members of the CAISE 2014 Forum LNBIP
Proceedings Editorial Committee. At the end of a two-round review process supported
by EasyChair, this LNBIP volume presents a collection of 17 extended papers; among
them 12 visionary papers that present innovative research projects, which are still at a
relatively early stage and do not necessarily include a full-scale validation; four demo
papers describing innovative tools and prototypes that implement the results of research
efforts; and one case study report.

As the CAISE 2014 Forum chairs, we would like to express again our gratitude to
the Forum Program Board and the Program Committee for their efforts in providing
very thorough evaluations of the submitted Forum papers.

As the Volume editors of the CAISE 2014 Forum LNBIP Proceedings, we would
like to express our gratitude to the Proceedings Editorial Committee Members for their
sustainable efforts in providing very thorough evaluations of the submitted extended
Forum papers. We also wish to thank all authors who submitted papers to the CAISE
2014 Forum LNBIP Proceedings for having shared their work with us.

Last but not least, we would like to thank the CAISE 2014 Program Committee
Chairs and the Local Organization Committee for their support.

March 2015 Selmin Nurcan
Elias Pimenidis
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A Formal Broker Framework for Secure
and Cost-Effective Business Process

Deployment on Multiple Clouds

Elio Goettelmann1,2(B), Karim Dahman3, Benjamin Gateau2,
and Claude Godart1

1 LORIA - INRIA Grand Est, Université de Lorraine, Nancy, France
claude.godart@loria.fr

2 CRP Henri Tudor, Kirchberg, Luxembourg, Luxembourg
{elio.goettelmann,benjamin.gateau}@tudor.lu
3 Blu Age - Netfective Technology, Pessac, France

k.dahman@bluage.com

Abstract. Security risk management on information systems provides
security guarantees while controlling costs. But security risk assessments
can be very complex, especially in a cloud context where data is dis-
tributed over multiple environments. To prevent costs from becoming
the only cloud selection factor, while disregarding security, we propose a
method for performing multiple cloud security risk assessments. In this
paper we present a broker framework for balancing costs against security
risks. Our framework selects cloud offers and generates deployment-ready
business processes in a multi-cloud environment.

Keywords: Business process · Security risk management · Cloud

1 Introduction

The Cloud business model proposes a multitude of services, at different prices,
and with various quality levels. Cloud computing can reduce costs, but the selec-
tion of a solution adapted to one’s needs is time consuming. For this purpose,
cloud brokers have emerged; they propose to help cloud consumers for selecting
adequate solutions. They compare existing offers, essentially against their prices.
In this selection process, security still is an important factor. Since cloud com-
puting presents new kinds of security risks [6,9], they need to be tamed before a
wider adoption. Novel methods have to be defined in order to prevent potential
losses on companies.

Distributing software over multiple locations increases the complexity of
gathering sensitive business information. In this paper, we propose a framework
for cloud brokers. We propose to help analyzing the security levels of different
cloud offers by following standard risk assessment methodologies.

The paper is organized as follows. Section 2 presents a motivating example
used to demonstrate the purpose and the scope of our framework. In Sect. 3
c© Springer International Publishing Switzerland 2015
S. Nurcan and E. Pimenidis (Eds.): CAiSE Forum 2014, LNBIP 204, pp. 3–19, 2015.
DOI: 10.1007/978-3-319-19270-3 1



4 E. Goettelmann et al.

we present our model for assessing security risks in a cloud context. Section 5
applies our approach on the motivating example and gives our experimental
results. Section 6 gives a brief description of our proof-of-concept implementa-
tion. Sections 7 and 8 discuss respectively related and future work.

2 Motivating Example and Overview

In this section, we introduce a motivating example to illustrate the concepts of
our framework. We give an overview of our approach for selecting offers when
deploying business processes on multiple clouds.

Fig. 1. Business process motivation example: Insurance Claim Recovery Chain.

Consider the insurance claim recovery chain [11] depicted in Fig. 1. This
BPMN process is initiated when an insurance company receives a claim recovery
declaration from a beneficiary. The emergency service is invoked to obtain details
about the incident. The hospital and police reports are required by the expert to
decide on the reimbursement decision. The bank is potentially requested and a
notification is sent to the beneficiary.

In the figure, data dependencies between the different tasks are represented
using dashed arrows. Additional requirements regarding the distribution of the
process can be modeled. Examples of such requirements are described more
precisely in [13].

Now suppose that this insurance company wants to outsource this process to
the cloud. It has not necessarily the knowledge of moving it effectively on its own.
A cloud broker could support the company by evaluating the security risks
of a cloud outsourcing, selecting the adequate offers and decomposing the
process to deploy it on multiple clouds. These three tasks are detailed below.

Our approach consists in a design-time tool and a model-driven approach for
producing secure and cost-effective business processes on multiple clouds. It is
illustrated in Fig. 2.

A cloud broker requests the security needs as non-functional requirements
from the cloud consumer. It analyzes different cloud offers of cloud providers. In
this paper we focus on the risk assessment. Our goal is to show how the risk
can be assessed in a cloud context.
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Fig. 2. Our design-time framework for multi-cloud business process deployment.

The broker uses business processes of the cloud consumer to select the
adequate (secure and cost-effective) cloud offers based on the functional require-
ments, the costs and the previously calculated risk.

The broker decomposes the business process into smaller parts, as each
task can be enacted on a different cloud site. The generated configuration is the
assignment of these process fragments to cloud provider sites. The decomposition
itself has already been addressed in [12].

In the next section we will define the different concepts of our approach.

3 A Formal Cloud Security Risk Assessment Model

In the following, we present our model (Fig. 3) for assessing security risks in a
cloud context. We show examples of a formalization of each concept and their
relations.

In traditional risk management methodologies, the risk is generally evaluated
using the following formula: risk = vulnerability × impact × threat [2,17]. The
threat represents the event which would negatively affect the information system.
The impact represents the loss (financial or other) which would occur for this
event. The vulnerabilities represent the security flaws which could enable this
event.

But in a cloud environment, the information system owner is separated from
its user. In this context it is difficult to assess the risk in this way. Indeed, the
cloud provider cannot determine the impact of a security breach on its con-
sumer’s system. The cloud consumer cannot identify easily the vulnerabilities
of the cloud provider’s infrastructure. Moreover, cloud providers often conceal
their vulnerabilities to reduce their exposure to attacks.

Therefore, the cloud broker plays a crucial role. It is the sole stakeholder who
can calculate a risk value by taking into account information from providers and
consumers. Our model is divided into three packages:

– Cloud Consumer Model, for establishing the impact value of the risk.
– Cloud Provider Model, for establishing the vulnerability value.
– Cloud Broker Model, which combines these concepts with the threats to

evaluate a final risk value.

In the following we furtherly investigate the model of each stakeholder.
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Fig. 3. Cloud security risk assessment model

Definition 1 (Cloud Consumer). An entity which browses the offers from
Cloud providers (or Cloud brokers) and uses the adequate service for its func-
tional and non-functional requirements. It is formalized as follows:

Asset = Process ∪ Task ∪ Data ∪ Message, defines business assets of the
consumer information system,
Objective = {Confidentiality, Integrity, Availability, Non-repudiation,
Authenticity}, is a set of security objectives on the information system,
Need : Asset × Objective → Grade, defines the security need of an asset
and an objective,
Threshold : Ω → Level, defines a global acceptable risk level,
ExecutionCost : Task → N

∗, defines task execution costs (in seconds),
SizeCost : Data → N

∗, defines data size costs (in bytes),

A Security Need is defined as a Grade on an Asset for a Security Objective.
For our approach we use the widespread CIANA security objectives (Confidential-
ity, Integrity, Availability, Non-Repudiation and Authenticity). For example, it is
more important for some assets to be often available, whereas for other priority
is more about confidentiality. Such security requirements can be described with
these attributes. The grade defines “how much” of a security objective the asset
needs. It can be adjusted regarding the use case but often corresponds to a quali-
tative or quantitative scale (see Table 1). Other reference frames can also be used
as security objectives, for example STRIDE1.
These needs can be annotated on the data elements of a business process and are
then translated into task-centric needs, or they can be directly annotated on the
tasks.

The Threshold, indicates the Level of acceptable risk for the information
system.

Definition 2 (Cloud Provider). An entity which can hold multiple cloud
offers. It is responsible for the implementation of security controls, which protects
its offers from attacks and complies with regulations. It is formalized as follows:
1 http://msdn.microsoft.com/en-us/magazine/cc163519.aspx.

http://msdn.microsoft.com/en-us/magazine/cc163519.aspx
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Offer, is a set of cloud offers,
Control, is a set of controls,
Implementation: Offer × Control → Stage, defines how a control is imple-
mented for an offer,
UsageCost, StorageCost, TransferCost : Offer → N

∗, defines offers’ costs in
terms of usage (in $/second), storage (in $/byte) and transfer (in $/byte)

Security Controls are countermeasure reducing vulnerabilities of information
systems. They may be given in guidelines or standards (as for example the
CSA [6] or the ISO 27017 [1]). Providers can then audit the implementation
of these controls for their Offers. Since some control implementations can be
described by a fuzzy value, we add a Stage attribute. It expresses the fact
that some controls are not fully implemented but only partially, which is still
better than not at all. We consider that a cloud provider is more willing to
publish such type of information than its vulnerabilities. It gives information
about the security of their information system without directly revealing their
vulnerabilities (e.g. the CSA Security, Trust and Assurance Registry: STAR [6]).

Definition 3 (Cloud Broker). An entity that enhances existing services like
security, combines multiple services or measures different providers and selects
the best [18]. It is formalized as follows:

Threat, is a set of security threats, which can be weighted through a Proba-
bility,
Control, is the same set of controls as the Cloud provider,
Objective, is the same set of objectives as the Cloud consumer,
Mitigation: Threat × Control → Degree, is the mitigation of a threat by a
control,
Consequence: Threat × Objective → Severity, is the consequence of a threat
on an objective,
Harm: Threat × Asset → Rate, is the harm a threat could have on an asset,
Coverage: Threat × Offer → Score, is the coverage score of a threat for an
offer,
Risk: Asset × Offer × Threat → Level, is the risk level of a threat for an
asset on an offer,

To stick to the previous risk definition, the broker defines a list of Threats
the Cloud Consumer faces. The CSA regularly publishes an example of such a
list [6]. As some threats are more likely to happen, we added a Probability of
occurence. This ponderation depends on the context and on the type of cloud
offer. For example, some companies are more exposed to hacking attacks than
others or some threats may not be applicable for some cloud offers.

The Mitigations represent relations between controls and threats. Each
control reduces one or more threats. But as some controls may have a bigger
reduction effect, we introduce a Degree of mitigation. This value indicates how
the control mitigates the given threat.

By combining this value with the Implementation, we calculate a Score
that defines the threat Coverage for a provider. Basically, the more controls
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a provider implements, the more threat he will cover. But as some controls are
“better” to mitigate some threats, the provider will have a different response for
each threat. This is the value which allows the broker to differentiate the cloud
providers.

Consequences represent the relation between objectives and threats. Each
threat affects one or more security objectives. But as some objectives are more
affected than others, we introduce the Severity of the consequence. It indicates
how the objective is affected by the given threat. For example, a Denial of Service
attack will affect the system’s Availability, more than its Confidentiality.

We combine this value with the Need given by the consumer, to get the Rate
of Harm. It represents the impact of previously given risk formula. For example,
an asset that has an important need of Availability will have an important Harm
in case of a Denial of Service attack.

Finally, we define the Level of Risk for an asset, an offer and a given threat.
It can be calculated by the broker through a combination between the Harm,
the Coverage and the Probability. In the next section we give an example of such
a risk level.

4 Instantiation on the Motivating Example

This section instantiates our model on the motivating example. For this purpose,
we specify the relations between the different concepts defined previously. To
simplify relations and calculations we define all attributes on a [0, 1] scale and
work with a probabilistic approach.

4.1 Calculating the Harm

First, we calculate the Harm, which represents the impact in the commonly used
risk formula. It is defined between the Cloud Consumer and the Cloud Broker.

Security Needs. As presented previously, the security needs are described
using the five common CIANA attributes.

Table 1. Grades of need for each security objective

Confidentiality Integrity Availability Non-repudiation Authenticity Values

Public Passable Sparse Futile Irrelevant 0

Restricted Alterable Usual Tolerable Common 0.5

Secret Fixed Continuous Trusted Verified 1

We define 3 grades for each objective and assign them a value in Table 1.
A value of 0 means the objective is not needed at all and 1 that this objective
is crucial.
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Table 2. Annotations of the Security Needs on the motivation example’s data.

Data Associations Conf. Integ. Avail. N.-rep. Auth.

Claim Public Passable Continuous Tolerable Irrelevant

Hospital details Secret Alterable Usual Futile Common

Incident details Public Alterable Usual Futile Common

Hospital report Restricted Fixed Sparse Tolerable Common

Police report Restricted Fixed Usual Trusted Verified

Medical report Secret Alterable Usual Tolerable Verified

Expert report Restricted Fixed Usual Trusted Verified

Account Secret Fixed Sparse Futile Verified

Amount Restricted Fixed Sparse Trusted Verified

For our motivating example, Table 2 shows the security needs on each data
object. These security needs are negotiated by a risk manager with the cloud
consumer. For example, the payment does not need a high Availability since it
is sensible but not urgent. It will be not as much exposed to a Denial of Service
Attack than another activity.

Business process deployment is task-centric, as tasks are assigned to cloud
offers and not data objects. Therefore, these values need to be translated into
security needs on tasks. We use the maximum values of the input and output
objects of a task, similar to the approach presented by Watson in [22]. For
example, Obtain Incident Details is associated to the data objects Claim, Inci-
dent Details and Hospital Details. We take the maximum of each data object’s
need to get the need of Obtain Incident Details: {Secret, Passable, Continuous,
Tolerable, Common} for respectively {Confidentiality, Integrity, Availability,
Non-Repudiation, Authenticity}. The security needs of all tasks are given in
Table 3.

Consequences. We advocate a value for the Severity between 0 and 1. The
minimum 0 means that the objective is not affected at all. The maximum 1
means that the objective is completely prevented by the given threat.

Table 3. Resulting Security Needs on the motivating example’s tasks

Tasks Conf. Integ. Avail. N.-rep. Auth.

Initiate Claim Secret Fixed Continuous Tolerable Verified

Obtain Incident Details Secret Alterable Continuous Tolerable Common

Obtain Hospital Report Secret Fixed Usual Tolerable Verified

Obtain Police Report Restricted Fixed Usual Trusted Verified

Obtain Expert Report Restricted Fixed Usual Trusted Verified

Send Reimbursement Decision Secret Fixed Usual Trusted Verified

Process Reimbursement Secret Fixed Sparse Trusted Verified
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Table 4. Severity of consequences for each security objective

Conf. Integ. Avail. Non-Rep. Auth.

Data breaches Significant Negligible Negligible Negligible Negligible

Data loss Negligible Negligible Significant Related Negligible

Account hijacking Significant Significant Related Related Related

Insecure interfaces Significant Significant Related Negligible Significant

Denial of service Negligible Negligible Significant Negligible Negligible

Malicious insiders Significant Significant Significant Significant Significant

Abuse of Cloud Services Negligible Related Negligible Related Related

Insufficient Due Diligence Related Related Significant Negligible Negligible

Technology Vulnerabilities Related Related Related Related Related

For our motivating example we define three levels ({Significant = 1,
Related = 0.5, Negligible = 0}) and assign them in Table 4. These threats and
relations are based on the CSA report [7].

Harm. To calculate the harm we use a probabilistic approach to remain in the
[0, 1] interval. We want to express that the harm is the union of the effects on
all objectives. We define the formula:

Definition 4 (Harm). ∀t ∈ Threat,∀a ∈ Asset,

Harm(t, a) = 1 −
⎛
⎝ ∏

oi∈Objective

1 − (Need(a, oi) × Consequence(t, oi))

⎞
⎠ (1)

Our framework also works with other types of combination strategies as weighted
or mixed, which could be more adapted in other use cases. The result for all tasks
of the process can be seen in Table 5.

4.2 Calculating the Coverage

Then, we calculate the Coverage, which represents the vulnerability in the com-
monly used risk formula. It is defined between the Cloud Provider and the Cloud
Broker.

Implementation. In order to determine the response to cloud threats for each
offer we use Security, Trust and Assurance Registry (STAR) [6] managaed by the
CSA. The site publishes a list of major public cloud providers and the controls
they implement. We define the Stage of Implementation over three levels:
{Full = 1, Partial = 0.5, Ignored = 0}. As there are 197 implementable con-
trols, we do not publish an exhaustive list for each provider in this paper.
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Table 5. Harms on the process tasks and coverage of the providers for 5 cloud threats

Mitigations. The CSA matrix recommends a list of security controls that a
cloud provider should implement to reduce security risks. Each of these controls
can be related to one or multiple threats. For example, the control “IS-19.4
- Do you maintain key management procedures?”mitigates the Data Breaches
threat. We suggest a value for the Degree in the interval [0, 1]. The minimum 0
means that the control is completely ineffective for mitigating the given threat,
the maximum 1 means that the control completely prevents the given threat.
Optimally, the sum of all weightings for a given threat, should be equal to 1
(when following strictly the CSA guidelines the coverage should be maximal).
Moreover, the broker can decide to assign the weightings differently. Indeed, some
threats may not be completely coverable. There would always be a remaining
risk residue even when implementing all controls. Or he can decide that some
controls become useless when implementing other ones. As it would not be really
relevant to our proposal and due to a lack of space, this mitigation matrix is not
shown in this paper.

Coverage. We take a probabilistic approach to calculate the Coverage Score.
We want to express that the coverage is the union of the effects of all controls.
Thus, we remain in the same [0, 1] interval. We defined the following formula:

Definition 5 (Coverage). ∀t ∈ Threat,∀o ∈ Offer

Coverage(t, o) = 1 −
⎛
⎝ ∏

ci∈Control

1 − (Implementation(o, ci) ×Mitigation(t, ci))

⎞
⎠

(2)

Note that, other types of combination strategies can be used without impact-
ing our previously defined model. For example, in some use cases a mixed or a
weighted strategy could be more adapted.
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The results with this formula on 5 providers selected from the STA Registry
are shown in Table 5 (Softlayer2, CloudSigma3, FireHost4, SHI Int.5 and Terre-
mark6). It also indicates the probability we use for each threat. It follows the
ranking given by the CSA [7].

4.3 Calculating the Security Risk

To assess the final risk value, Harm, Coverage and the Threat Probability
are combined. We use the complementary of the coverage to comply to the
commonly used risk formula (given in Sect. 3) which uses the vulnerabilities.

Definition 6 (Risk). ∀a ∈ Asset,∀o ∈ Offer,∀t ∈ Threat,

Risk(a, o, t) = Harm(t, a) × (1 − Coverage(t, o)) × Probability(t) (3)

Table 6. Maximum risk value of the tasks for each provider

With this formula, our security risk value remains in a [0, 1] interval. It can
then be brought to levels if needed, for example: {0 ≤ Low ≤ 0.3 < Medium <
0.7 ≤ High ≤ 1}. We select for each asset on each offer the highest risk value
and present them in Table 6.

In accordance with the consumer, the broker defines the Threshold, the
level of acceptable risk. For a given task, this value defines the providers with
a too high risk and excludes these deployment options. In our example, we set
the threshold to 0.5. In Table 6 the cells of eliminated providers are grayed out.
Respectively a white cell means that the task can be deployed on the provider.

Note that two providers (FireHost and Terremark) are completely excluded,
as they do not sufficiently cover threats in comparison to the other providers.
Two other providers (CloudSigma and SHI Int.) can be used for enacting all
tasks of the example process. They implement enough controls for presenting
an acceptable security risk. The last provider (Softlayer) can only be used for
2 http://www.softlayer.com.
3 http://www.cloudsigma.com.
4 http://www.firehost.com.
5 http://www.shi.com.
6 http://www.terremark.com.

http://www.softlayer.com
http://www.cloudsigma.com
http://www.firehost.com
http://www.shi.com
http://www.terremark.com
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deploying two tasks, as the others have to high security requirements for this
provider.

The next section shows how the final configuration is chosen among the
remaining offers.

5 Experimentation and Evaluation

In this section we go back to our global approach to deploy the example process
in a secure and cost-effective way on multiple clouds. First we select the final
configuration based on the costs, and then we deploy the process on the chosen
offers.

5.1 Cloud Selection

We select the target cloud environments in two stages: different configurations
evaluation and final clouds selection.

Configurations Evaluation. To evaluate the different possible deployment
configurations, we introduce a cost model. It allows us to balance the risks against
the costs.

Cost model - We consider three types of costs:

– Usage costs: the CPU power needed to execute the process ($/GHz/month).
The need is annotated on the tasks of the process.

– Storage costs, the space needed by the data of the process ($/GB/month).
The size is annotated on the data objects of the process.

– Transfer costs, the amount of incoming/outgoing messages ($/GB). This
size is calculated with the data exchanged between the process fragments.

When benchmarking different existing cloud providers we noticed that their
pricing schemes generally match these types of costs. More complex pricing plans
can often be brought to such a cost distinction.

Table 7 gives costs for the selected cloud offers of our motivating example.

Table 7. Costs of 5 Cloud offers

Usage ($/GHz/mo) Storage ($/GB/mo) Transfer ($/GB)

Softlayer 20.00 0.10 0.10

CloudSigma AG 13.86 0.18 0.06

FireHost 25.70 2.78 0.50

SHI International, Corp 11.56 0.29 0.01

Terremark 3.60 0.25 0.17
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The motivating example presented in this paper is a quite simple case study,
as there are only seven tasks to assign to a pool of five cloud providers. But
in other use cases, this assignment problem can rapidly explode leading to a
Quadratic Assignment Problem (QAP) (n tasks to p providers). Thus, to find
a good solution in an acceptable time, we use an heuristic approach. It is not
described in details in this paper, as it is not the goal of our proposal, but details
can de found in [10]. Basically, it consists in finding an initial solution (a so-called
Greedy solution) that we enhance using a Tabu search algorithm.

Table 8. Output for different runs

We experimented our algorithm on the motivating example in four different
ways. The results are shown in Table 8.

First run has no restrictions regarding the security risk value, only the costs
are taken into account. This gives us a “cheap” solution while leaving out
security. In this run, the risk calculated in the previous section is completely
disregarded and no providers are excluded. When compared to other possible
solutions it can give an idea about the “costs of security”.

Second run includes a global risk threshold of 0.5. The providers excluded in
the previous section cannot be selected. The majority of the tasks are now
located on a more expensive but also less “risky” offer.

Third run has a global risk threshold set to 0.45. By decreasing the acceptable
risk value, the provider of the previous run can no longer be an option for
some tasks. These tasks are moved to a more “secure” offer and thus increas-
ing the global “security level”. Obviously, the costs of the configuration are
also increasing.

Fourth run presents a different approach, where we all tasks are moved to
the “most secure” cloud. As this provider seems to be the best in terms of
security (it has the lowest security risk values), it gives an idea about the
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“best” possible configuration when disregarding costs. But the risk value
indicates that there is no real improvement in comparison to the previous
run. Only the costs of the configuration increases, which makes this possible
solution not really interesting.

We also notice that the transfer costs conduct to a regrouping of the tasks on
one main offer to restrain the global costs.

Another point is that it is possible that no configuration is found if the
threshold risk value is too low. In this case, either the user increases the threshold
value, or he considers the Cloud context as too risky and decides not to move
the process to the Cloud.

Final Configuration Selection. The cloud broker can analyze the deploy-
ment configurations our algorithm produces and select the most adequate one in
conjunction with the cloud consumer. For our motivating example, we select the
Third run. Indeed, in comparison to the Second run it brings a non-negligible
improvement in terms of security and the increase of costs seems to us as accept-
able. In the following we present briefly how the process can then be deployed
on these two selected cloud offers.

5.2 Process Deployment in the Cloud

The process is deployed on the target environments in two steps: process decom-
position and fragments deployment.

Process Decomposition. We decompose the process in two process fragments
according to the selected configuration. A fragment is a business process enacted
on one cloud and includes additional synchronization tasks. These tasks support
the collaboration with the remote fragments to guarantee the control flow of the
initial process. Please refer to [11,12] to see more details about that.

Fig. 4. The fragmented example process.

The decomposed motivating example according to the selected configuration
is depicted in Fig. 4 (grey activities are synchronization tasks). The two tasks
Obtain Police Report and Obtain Expert Report form an autonomous process
located on a different cloud than the remaining process. This process fragment
can execute when it receives the synchronisation message sent from the first
fragment. These two fragments form a global process equivalent to the original
centralized process. This global process ends when both fragments have reached
their ending tasks.
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Deployment in Clouds. The last step of our approach consists in deploying
these fragments on the selected cloud offers. In [12] we presented how we deploy
such service composition as BPEL programs on remote service orchestration
engines (e.g., Apache ODE7). But as current Cloud offers do not support this
kind of services, we selected offers providing infrastructure services and used
them to deploy our own execution engines. We are confident that such type of
platforms will rapidly emerge in the future, WSO2 Stratoslive8 is such a PaaS
even if still not available through web services. For some type of processes, tasks
could be mapped to existing offers at the SaaS layer of the Cloud. For others,
not service based, a development phase can be required before deploying them
on the Cloud.

6 Proof of Concept Implementation

To show the feasibility of our approach we implemented our model in a web tool.
It consists in a PHP application using the Laravel9 framework and running on
a web server with a MySQL database.

The user of the tool can add new assets, associate security objectives to them
and assign the according security needs through a dropdown menu. Based on
the given values the risk level for each provider is calculated and presented on
a chart (see Fig. 5). The risk values a grouped by the type of threat and each
provider is assigned to a specific color. The interface can also be adapted to
group the values by providers and assign different colors to the different threats.
In this case it becomes easy to see which providers are compliant to the given
threshold. On this interface the user can also define a threshold which will filter
out the offers with a too high risk value (the horizontal dotted line on Fig. 5).

Currently the risk is calculated through static database views, so, in order to
add a new type of risk calculation or new levels for defining the security needs,
a new view must be created manually. Even if it is sufficient for a prototype
implementation and adapted for a demonstration purpose, we plan to extend
our tool to support full customization from the user. Therefore, the user of the
tool will be able to completely define how the risk will be calculated and re-adapt
it “on-the-fly” to make it correspond to its needs.

7 Related Work

Fragmentation and multi-cloud deployment for increasing security is a hot topic
in current research. Jensen [14] was one of the first to propose the decomposition
of applications and their distribution on different cloud environments. AlZain
confirmed later this trend in [4] and highlighted the importance of multi-cloud
environments for increasing security.
7 http://ode.apache.org/.
8 WSO2 Business Process Server, http://wso2.com/products/business-process-server.
9 http://laravel.com/docs/4.0.

http://ode.apache.org/
http://wso2.com/products/business-process-server
http://laravel.com/docs/4.0
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Fig. 5. Our proof-of-concept presenting the risk values for different cloud offers

In [15] the authors present methods to distribute applications on different
cloud environments. The fragmentation can be done manually or use optimiza-
tion algorithms. Similar to our approach the decomposition is considered in the
early stages of business process modeling. However security aspects are not con-
sidered.

The authors of [3] are adapting processes through risk-reduction patterns,
and in [23] processes are analyzed to decide if they are ready for a cloud deploy-
ment or not. But these two methods do not show the calculation of the risk value
and do not consider process fragmentation.

Watson [22] decomposes workflows and deploys them on multiple clouds
according to a cost model, but he defines arbitrary security levels for each
provider. In our approach we take calculate these values with information
obtained from real cloud providers. Another selection approach is presented
in [5], where security requirements are matched with service capabilities. But
it does not consider the business process globally and has not been designed for
a cloud environment.

Otherwise, [8] provides a risk-prediction algorithm taking decisions during
the execution of the process. We focus on design-time rather than on runtime,
which changes slightly the kind of treated risks. This type of approach can be
considered as complementary to our proposal.

The model presented in [20] allows to evaluate security vulnerabilities in a
Service Oriented Architecture. Unfortunately, it does not take into account the
cloud context. Our coverage approach is based on security controls from different
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standards specifically designed for the cloud [1,6]. It seems to us more adapted
for such a context.

A more complete cost model is presented in [16]. It is not easily adaptable
on business processes for an automated treatment, but could be used to refine
our approach.

8 Conclusion and Future Work

In this paper we present a cloud broker framework for assessing security risks in
a multiple-cloud deployment context. We assess security risks using standard-
based and industry accepted security controls and risk listings. We focus on one
use case to illustrate how these risk values, in combination with costs, can help
cloud brokers to take decisions for the cloud provider selection. Our approach
provides cost-effective and secure cloud deployment solutions. The paper demon-
strates the feasibility of our approach with a motivating example and real cloud
providers.

We define security needs with the five CIANA objectives and use the STAR
Registry to calculate the threat coverage of cloud providers. However, as our
approach is model driven, our tool can be extended to support other types of
objectives, controls and threats.

Some limitations are not addressed in this paper. First, the shortage of empir-
ical evaluation on real use cases, which will be realized in future works with
domain experts and industrial partners. Another point is that our approach takes
place at design-time, but as the Cloud is a very dynamic context, extending our
framework to configuration at run-time would be an interesting improvement.
We also argue that our security needs annotations on the business process could
be furtherly explored. There are existing notations as BPMN extensions [19]
or [21] that we could adapt to more precisely express the consumer’s security
requirements.

We are focusing our current work on the selection algorithm. Indeed, in this
paper we select providers according to a single criterion, costs, while transforming
the risk value in a constraint. However, multi-criteria optimization strategies
could be more adapted, especially when taking into account more than two
criteria. Quality of Service or response-time are also important parameters that
need to be considered when outsourcing applications to the Cloud.
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Abstract. In recent years, the business process modelling is matured
towards expressing enterprise’s organisational behaviour. This shows
potential to perform early security analysis to capture enterprise security
needs. Traditionally security in business processes is addressed either by
representing security concepts graphically or by enforcing security con-
straints. But such security approaches miss the elicitation of security
needs and their translation to security requirements for system-to-be.
This paper proposes a method to elicit security objectives from busi-
ness process models and translate them to security requirements. As
a result, the method contributes to an alignment of business processes
with the technology that supports the execution of business processes.
The approach applicability is illustrated in few examples and its validity
is reported in the comparative study.

Keywords: Security in business processes · Business process modelling ·
Requirements engineering

1 Introduction

There has been several attempts to engage the relatively matured security require-
ments engineering in business processes. However, the majority of studies either
focusses on the graphical representation of security aspects in business process
models [15,22] or enforces the security mechanisms [10] or both [23]. These stud-
ies analyse major problems when addressing security engineering in business
process modelling. Firstly, security requirements are specified in terms of security
architectural design (i.e., security control) and missing the rationale about the
trade-offs of the security decision. Secondly, the requirement elicitation is either
missing or haphazard: this leads to miss some critical security requirements.
And finally, due to the dynamic and complicated nature of business processes,
the studies only address varying aspects (i.e., authorisation, access control, sep-
aration of duty or binding of duty) but not the overall security of business
processes. These problems can be overcome by eliciting security objectives from
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business processes and by transforming them to the security requirements where
the technology supports the business processes execution.

In this paper we analyse how to determine security objectives from the busi-
ness process models and to translate them to security requirements. In a previous
study [1] we have presented a method for security requirements elicitation from
business processes (SREBP). The goal of this paper is to highlight what analysts
need to do in order to define security models and to elicit security requirements
using the SREBP method. In addition we present a comparative analysis of the
coverage of security requirements sets elicited using the SREBP method and
the security quality requirements engineering (a.k.a., SQUARE) approach. To
show the generalisation of the SREBP application and to understand whether
the results could be replicated, we briefly report on two SREBP (and SQUARE)
application cases.

The rest of the paper is structured as follows. In Sect. 2 we presents the
SREBP method using the land management example. In Sect. 3, validity of the
proposal is analysed. Section 4 presents some related studies. Finally, Sect. 5
concludes the paper and presents some future work.

2 The SREBP Method

2.1 Illustrative Example: Land Management System

To perform the security requirements elicitation one needs to collect the knowl-
edge of enterprise value system from the value chain and the business functions.
Figure 1 illustrates a value chain for the land management system (LMS) exam-
ple. It organises the enterprise business functions and relates them to each other
(as enterprise cooperates to achieve the business goals). In Fig. 2 a detailed
workflow of Prepare Plan process is given. The process has two business partners
(Lodging Party and Planning Portal) expressed as swimlanes, while Registry is
identified as an information system.

Fig. 1. Land management systems - value chain

Similarly to Prepare Plan, other sub-processes (e.g., Lodge Plan, Examine Plan,
Approve Plan and Update Plan) are also expanded to the operational models. But
in Sect. 2.2, we will present the SREBP method using the Prepare Plan process
(as illustrated in Figs. 1 and 2).

2.2 Security Requirements Elicitation Method

In [2], we have presented a set of security risk-oriented patterns for securing
business processes. Based on these patterns, the SREBP method helps deriving
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Fig. 2. Operational business process - prepare plan

security requirements as constraints that have to be respected when executing
business processes. The first stage (see Fig. 3) is business asset identification and
security objective determination. In the second stage, the elicitation of security
requirements is done from the system’s contextual areas.

2.3 Stage 1: Business Assets Identification & Security
Objectives Determination

The first stage starts with the analysis of the value chain (see Fig. 1) from which
the assets that must be protected against security risks are determined. The
stage requires collaboration between security analysts and the stakeholders from
the analysed enterprise. It consists of two activities:

(i) Identify business assets: During this activity the central artefact (or arte-
facts) considered in the value chain is identified. Typically, further details of this
artefact are considered in the business process model, like Prepare Plan Process
in Fig. 2. The enterprise’s value chain can either have a single artefact used in
all the processes or comprised of multiple artefacts in each operational business
process. In the LMS case, Plan is identified as a protected asset, since, it is the
central artefact used in all the business processes (see Figs. 1 and 2).

(ii) Determine security objectives: The activity addresses determining of key
security objectives – confidentiality, integrity and availability – for identified
business assets. In the LMS case, we define the following security objectives for
business asset Plan: i) Plan should be confidential, i.e., no unauthorised individual
should read it and its relevant data; ii) Plan should be integral, i.e., the Plan
and its relevant data should not be tempered; and iii) Plan and its relevant data
should be available to the business partners at anytime.
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Fig. 3. Security requirements elicitation method

2.4 Stage 2: Security Requirement Elicitation

At the second stage, the security requirements elicitation is performed at five
contextual areas: access control, communication channel, input interfaces, net-
work infrastructure, and data store. It is important to note that each artefact–
data or process – separately considered and protected at each area, contributes
to the security of the business asset (i.e., Plan) identified at the first stage.

Access Control specifies how the business assets could be manipulated by
individuals, applications or their groups. The major concern is to protect the
confidentiality of identified business asset, in our example the Plan, when it is
being manipulated by the IS asset, (i.e., the Registry). The security threat arises
if the access to the Plan and its properties, like (Plan Number, Digital Data, and
Plan Validation) is allowed to users without checking their access permissions. The
risk event would: i) negate confidentiality of Plan, ii) lead to the Plan unintended
use, and iii) harm the Registry’s reliability. A way to mitigate the security risk
is the introduction of access control mechanism, for example the Role-Based
Access Control (RBAC) model. The RBAC model is elicited by performing the
following activities:

(i) Identify resource: Hence, the business asset (i.e., Plan) is defined as a resource
that needs to be protected from the unauthorised access. The protected resource
is characterised by its attributes that add value to the asset. For example, in
Fig. 4, Plan Number and Digital Data Number are attributes of Plan derived from
the operational business process models.

(ii) Identify role: Roles are determined from the operational business process.
The swimlanes are considered as outside role while the lanes of an information
system corresponds to the internal role. We consider both outside and internal
roles, since they both could access the secured business asset i.e., Plan. These
roles (e.g., Lodging Party and Planning Portal) are modelled using �role� stereo-
type in RBAC security model (see Fig. 4).

(iii) Assign users: This activity assigns roles to users, which are instances of
some role. Usually it is not possible to elicit concrete users from the operational
business process. This, potentially, requires expertise of and collaboration with
the domain experts.
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(iv) Identify secured operation: An operation is an executable set of actions that
can change the state of the protected resource. In this activity, any business
activity (including both the task and sub-process) from the operational business
processes that accesses the protective resource is identified as secured operation.
For instance, Pre allocate Plan Numbers, Send Plan Number, Fee Calculation Ser-
vice, and etc. are secured operations which manipulate properties Plan Number,
Digital Data and Plan Validation (Fig. 4).

(v) Assign permissions: Permissions characterise role privileges to perform oper-
ations on the protected resource. In this activity, permissions specify the security
actions –namely, Create, Read and Update– over secured operations that the role
can perform to change the state of the protected resource. For example, Lodging
Party role has the permission to create resource Plan.

By executing these activities, an RBAC security model (Fig. 4) is developed.
Based on this model, the security requirement check for the access rights is
evolved to the following context specific security requirements.

Fig. 4. RBAC Security model - prepare plan business process

RQ1. Lodging Party should be able to:
1. create or initialize the Plan Number, Digital Data and Plan Validation.
2. read the Plan Number, Digital Data and Plan Validation.
3. update the Digital Data.

RQ2. Planning Portal should be able to:
1. update the Plan Number and Plan Validation.
2. read the Plan Number.

The security model (i.e., Fig. 4) defines how authorised parties should access
the protected resources. However, it does not support capturing scenarios like
entailment constraints [11], delegation constraints [4] and usage control [19]. These
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requirements could be determined in collaboration between business and/or secu-
rity analysts. For example, the following entailment constraints could be defined:

RQ3. Fee Calculation Service should be performed by different users assigned to the
Lodging Party.
RQ4. Pre allocate Plan Numbers and Send Plan Number should be performed by the
same user with Planning Portal’s role.

RQ3 defines that there should exist at least two users in the Registry with the
same role, to finish executing the task Fee Calculation Service: the first user issues
the Invoice and the second user approves the Payment Consent. Requirement RQ4
highlights the concept binding of duties.

Communication Channel is used to exchange data between business
partners (e.g., Lodging Party and Planning Portal) and system (e.g., Registry). Here,
data, like Selected Business Process(es), Payment Consent and etc., need to be pro-
tected when they are transmitted over the (untrusted) communication channel,
i.e., Internet. The communication channel could be intercepted by the threat agent
and the captured data could be misused (i.e., read and kept for the later use or
modified and passed over) by the threat agent. This could lead to the loss of the
channel reliability, and could negate the confidentiality and integrity of the Plan.
To mitigate the risk, in this contextual area one performs two activities:
(i) Identify communicators:Communicators are the entities that transmit or receive
data. Operational business processes are considered to identify the information
system of an enterprise and their business partners who exist outside of an enter-
prise but transmit/receive data to/from the enterprise. In Fig. 5, we illustrate a
security model for communication channel between Registry and Lodging Party
using a UML interaction diagram. Registry is modelled as LMS’s information sys-
tem that communicates with the Lodging Party identified as LMS’s business part-
ner.

(ii) Identify data transmission: One needs to determine the business asset and/or
its relevant data transmitted or received between the identified communicators
over the untrusted communication channels, i.e., Internet. For example, Selected
Process(es) and Plan Number are communicated between Registry and Lodging
Party, thus, they require to be protection.

In order to ensure the secure transmission of business assets or its relevant data,
the above activities results in the following security requirements for the Lodging
Party and Registry and correspondingly for other entities that communicates with
Registry:

RQ5. Registry should have unique identity in the form of key pairs (public key, pri-
vate key) certified by a certification authority.
RQ6. Lodging Party and Planning Portal should encrypt and sign Selected Process(es),
Plan Number, and other using keys before sending it to Registry.

A security requirements implementation could be fulfilled by the standard
transport layer security (a.k.a., TLS) protocol [3] as illustrated in Fig. 5. As the
first contact, the Lodging Party sends Registry a handshake message, which includes
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Fig. 5. TLS Protocol implementation, adapted from [3]

a random number. Following RQ6, the Registry responds with its public key and
the information about the certification authority. After verification of the Reg-
istry’s public key, the Lodging Party generates the secret and sends it to the Registry
encrypted with the Registry’s public key. The Registry then decrypt the secret
using the private key and generates symmetric session keys. The keys enable
Lodging party and Registry to establish a secure session for data exchange.
Following RQ7, encryption keeps the transmitted data (e.g., Selected Business
Process(es), Payment Consent and etc.) confidential and signing it ensures that
the received data is not tempered. The secure communication continues until it is
not explicitly terminated by Lodging Party or Registry.

Input interfaces ensure that the input data submitted by business partners are
correct and complete. In this contextual area two activities are suggested:

(i) Identify input interfaces: The activity identifies the input interfaces of infor-
mation system from the operational business processes that has incoming message
flows. The input interfaces are those activities of information system that receives
input from the enterprise stakeholders.

(ii) Identify input data:The activity identifies the input data received by the input
interfaces from the enterprise’s business partners.

In LMS (see Fig. 2), we identify Process Selected Business Process(es) and
Fee Calculation Service as input interfaces of Registry that receives the Selected
Process(es) and Payment Consent from Lodging Party. The threat agent can exploit
the vulnerability of the input interfaces by submitting the data with a malicious
scripts. If happening so the availability and integrity of any activity (e.g., Send Dig-
ital Data) after the input interface (e.g., Fee Calculation Service) may be negated.
To avoid this risk the following security requirements must be implemented for the
identified input interface:

RQ7. Fee Calculation Service should filter Payment Consent.
RQ8. Fee Calculation Service should sanitize Payment Consent to transform it to the
required format.
RQ9. Fee Calculation Service should canonicalize Payment Consent to verify against
its canonical representation.

Input filtration [6] (RQ8) validates the input data against the secure and
correct syntax. The string input should potentially be checked for length and
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character set validity (e.g., allowed and blacklisted characters). The numerical
input should be validated against their upper and lower value boundaries. Input
sanitization (RQ9) should check for common encoding methods used (e.g., HTML
entity encoding, URL encoding, etc.). The input canonicalization [6] (RQ10) veri-
fies the input against its canonical representation.

Network infrastructure secures the infrastructure where the information
system is deployed and where it executes its tasks. The enterprise’s information
system is composed of several small functional units, which can either be deployed
at single location or multiple locations connected through internet. The goal of
this contextual area is to guarantee availability of these functional units to the
enterprise user or their partners. Two activities are performed within this contex-
tual area:

(i) Identify functional-unit: A functional-unit is an activity or sub-process
implemented on independent network infrastructure to provide certain function-
ality of an enterprise’s information system. An information system can comprised
of one or more functional-units. In LMS case, their information system (i.e., Reg-
istry) illustrated in Fig. 2 is consists of three functional-units (i.e., Pre allocate Plan
Numbers, Fee Calculation Service and Validate Address Service) deployed on three
independent network infrastructure connected through internet to form a single
information system (i.e., Registry) for LMS. Later, we demonstrate the security
requirements elicitation of Pre allocate Plan Numbers functional-unit using a UML
security model (see Fig. 6).

(ii) Identify business partner: Business partners are the external entities that can
access the network infrastructure in order to communicate with the enterprise
information system. The access includes any request type necessary to receive or
send data. In LMS, we identify Lodging Party and Planning Portal as external enti-
ties that communicate with Registry in Prepare Plan process.

Fig. 6. Firewall architecture, adapted from [24]

In Fig. 2, Registry has a functional-unit Pre allocate Plan Numbers offered to Plan-
ning Portal through the communication channel. The threat agent may exploit the
hosts in the channel and hack them because of the protocol (e.g., TCP, ICMP or
DNS [5]) vulnerability; i.e., the ability to handle an unlimited number of requests
for service. When receiving simultaneously multiple requests, the server i.e., Reg-
istry, will not be able to handle them, thus, the services become unavailable.
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The successful denial of service attacks could also provoke the loss of partner’s
(e.g., Planning Portal) confidence on Registry. The above activities helps to develop
a UML security model (see Fig. 6) that defines three types of firewalls [24] – Packet
Filter Firewall, Proxy Based Firewall and Stateful Firewall. The security model
introduce the following requirements to mitigate the risks to the functional-units
of Registry:

RQ10. Pre allocate Plan Numbers should establish a rule base (i.e., a collection of
enterprise’ constraints used by different firewalls) to communicate with Lodging Party
and Planning Portal.
RQ11. Packet Filter Firewall should filter the Planning Portal’s address to determine
if it is not a host used by the threat agent.
RQ12. Proxy Based Firewall should communicate to the proxy which represents Pre
allocate Plan Number to determine the validity of request received from Planning
Portal.
RQ13. State Firewall should maintain the state table to check the Planning Portal’s
request for additional conditions of established communication.

It is important to notice that the communication between the Planning Portal
(and also Lodging Party) and the Registry is bidirectional. The similar requirements
must be taken into account when Registry sends messages (e.g., Fee Calculation
Service sends Invoice) back to the business party.

Data Store is used to define how data are stored and retrieved to/from the asso-
ciated databases (e.g., Data store in Fig. 2). If the threat agent is capable of access-
ing and retrieving the data, their confidentiality and integrity would potentially
be negated, thus, resulting in the harm of the business asset (i.e., the Plan) and
its supporting IS assets (i.e., the Registry). To avoid unauthorised access to the
datastore we introduce a RBAC model. In this contextual area, the RBAC model
is developed using the following activities:

(i) Identify Datastore resource: In this context, Datastore is identified as a single
collective resource. The identified business assets and their related data in the
operational process models are modelled as the resource attributes. In Fig. 7,
the attributes Plan Number, Digital Data and Plan Validation, actually, represents
the attributes of business asset Plan.

(ii)Identify Datastore’s operations: The activity identifies operations that save or
retrieve the data, identified in previous activity, from Datastore. These operations
are modelled as operations of Datastore’s resource in the RBAC model as illus-
trated in Fig. 7.

Once the resource and operations are modelled, the activities identify role and
assign permissions are performed as described in the access control contextual
area. This results in a security RBAC model for enterprise’s Datastore given in
Fig. 7. The security model helps to elicit the following Datastore’s requirements
that ensure the integrity and confidentiality of stored business assets.

RQ14. The Registry should audit the operations after the retrieval, storage or any
other manipulation of data in the Data store.
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Auditing (supported by the access control policy) is the process of monitor-
ing and recording selected events and activities [18]. It determines who performed
what operations on what data and when. This is useful to detect and trace security
violations performed on the Plan Number, Digital Data and Plan Validation.

RQ15. The Registry should perform operations to hide/unhide data when they are
stored/retrieved to/from the Data store.

A possible RQ15 implementation is cryptographic algorithms. The encryption
offers two-fold benefits: (i) the data would not be seen by the Data store users (e.g.,
database administrator) where the circumstances do not allow one to revoke their
permissions; (ii) due to any reasons if someone gets physical access to the Data
store (s)he would not be able to see the confidential data stored.

Fig. 7. RBAC security model - data store auditing

3 Validation

3.1 Validation Design

The research question of this validation is to determine which method – SREBP or
SQUARE– results in a higher coverage of resulting security requirements. We have
consequently applied both method on the business processes modelled using
BPMN. These models were used as the input for both methods. The business
process models included the activities whose execution is supported by the infor-
mation system or its architecture. Hence we have received the results after apply-
ing the methods on the same set of business process models. Both methods were
applied by two persons, but these were different in the studied cases.

The SQUARE method [14] is developed as a systematic and flexible approach
to elicit security requirements from various sources. Its major steps are: agreement
on definition, identification of security goals, selection of elicitation techniques,
development of artefacts, risk assessment, elicitation of security requirements,
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requirements categorisation, prioritisation, and inspection. We selected SQUARE
with the purpose to compare it to SREBP. The SQUARE input was limited to
the value chain and process models. We note that if applying the SQUARE in the
broader context, the outcome potentially would be different.

The received sets of security requirements were confronted to the security
requirements categories (see Sect. 3.2) in order to identify their coverage regard-
ing these categories. The received results were compared to answer the validation
research question.

3.2 Coverage of Security Requirements

In this study coverage of the security requirements is estimated as the aggregation
of the different security requirements categories, defined following the existing lit-
erature [9,24]. Identification requirements are security requirements that associate
an individual or application with its unique identity before any interaction with the
information system. Authentication requirements are security requirements that
recognise andvalidate the individual’s identity before interactingwith the informa-
tion system.Authorisation requirements are the security requirements thatdescribe
the role or individual authorised to access the business assets or its related data
in the information system. Accounting requirements are security requirements to
record security related actions or events (e.g., unauthorised access or communica-
tion to an information system or its datastore) and make the information avail-
able about these actions or events. Audit requirements are security requirements
to analyse the information captured using security accounting requirements and
verify against a set of valid rules to indicate if there is any security violations hap-
pened. Non-repudiation requirements are security requirements that capture and
maintain the evidence to identify the individuals participated in an activity (e.g.,
transaction or interaction) to provide protection if they deny their involvement.
Immunity requirements are the security requirements to specify the ability of an
information systems to protect itself from unauthorized access undesirable pro-
grams (e.g., viruses or application-specific attacks). Data exchange requirements
are security requirements to protect the confidential business data from unautho-
rised access during transmission over internet. We assume that these categories
mutually covers the 100 % of security requirements – therefore, each category con-
tributes 12,5 % coverage to the total.

In this study we apply both SQUARE and SREBP to elicit security require-
ments from two business processes. In order to assess the coverage of each cate-
gory, we use a 5-grade scale (0, 25, 50, 75 and 100 %). The coverage is assessed
by analysing how many of the asset’s attributes was addressed by the security
requirements. If none of the asset’s attributes had been addressed, it was given
the value 0 % and if all attributes were addressed, the value 100 % was assigned.
Similarly, the values 25 % (few attributes addressed), 50 % (half of the attributes
addressed), 75 % (more than half but not all attributes addressed), were assigned
for each criterion.
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3.3 Laboratory Information Management System

Analysis of laboratory information management system (LiMS) was executed by
two researchers, including the first author of this paper. The value chain (see Fig. 8)
comprised of 7 business processes –namely Offer Quote Process, Project Registra-
tion Process, Quality Check Process, Check Inventory Process, Prepare Samples
Process, Process Samples Process, and Deliver Samples Process. The business
processes are expanded to business process models. Once the security require-
ments are derived using SREBP and SQUARE, their coverage is compared as
illustrated in Fig. 9. It is important to note that although the SREBP resulted in
higher number of security requirements than SQUARE, we do not take this num-
bers into account when comparing the security requirements coverage, because
our goal is to understand the coverage regarding each requirements category.

Fig. 8. LiMS Value chain

Fig. 9. Coverage of the LiMS security requirements

The comparison illustrates that SREBP method reaches a coverage of almost
80 % of coverage in addressing security of the LiMS business assets; whereas the
coverage achieved using SQUARE is close to 44 %. The differences are mainly due
to different target audience of these methods, SREBP facilitates business ana-
lysts while SQUARE targets security analysts. Hence, SQUARE independently



32 N. Ahmed and R. Matulevičius

addresses the security comprehensively although its integration with business
processes require more efforts to elicit security requirements. SREBP is asset-
driven and security requirements are specified in details satisfying the majority
of their security objectives. Instead, SQUARE focusses on the technology that
supports the execution of business processes and represents security requirements
at general level. This shifts the priority from acquiring the security objectives
towards implementing security controls.

3.4 Football Federation Information Management System

When considering the football federation (FF) case we wanted to understand
whether the result received in LIMS can be repeated. It is important to note that
the FF case was also executed by two different persons than LiMS (the second
author of the paper acted only as the supervisor during this case execution).

The value chain illustrated in Fig. 10 suggested five business assets (i.e., Player,
Team, Umpire, Game and Timetable). The further security requirements elicitation
was performed using SREBP and SQUARE. As illustrated in Fig. 11 the compar-
ison illustrates that SREBP method reaches a coverage of almost 82 % in address-
ing security of the FF business assets; whereas the coverage achieved using
SQUARE is close to 47 %. This results highly corresponds to the results of the
LiMS analysis.

Fig. 10. FF Value chain

3.5 Threats to Validity

Thevalidity of resultsmaybe affectedby few threats.Firstly, the risk of researchers’
familiarity with the concepts (e.g., BPMN, attack trees, UML and etc.) affects the
results. The researchers personal interpretation of the problem and constructed
models has an impact on the objectivity of results. Therefore, we adapted princi-
ples of: i) data triangulation [21], where several sources are used to collect data (i.e.,
threats and vulnerabilities), and this limits the effects of the interpretation of one
single data source; ii) peer debriefing [21], where peer having different expertise
allows avoiding the risk of being biased during the application of both methods.
Similarly, peer debriefing helped reducing the risk of construct validity where peer
focusing on what the researchers has in mind and that the actual problem has been
investigated.
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Fig. 11. Coverage of the FF security requirements

Concerning external validity, the findings are independent of their application
and the results are largely overlapping. Potentially, the methods could be gener-
alised and repeated on other case studies. However, different organisations have
their specific security goals, which need to be considered separately.

We started by applying SREBP method to reduce learning effects. There are
no carry-over effects to SREBP application as participants were not familiar with
the process models. However, the SQUARE method benefitted carry-over effects
as participants became familiar with the domain. We have adapted similar app-
roach in verifying security requirements, by verifying SREBP requirements first;
this avoids any carry-overs to SREBP but SQUARE requirements are verified
later therefore any carry-over benefitted SQUARE.

4 RelatedWork

Fabian et al. [8] conducted a thorough study comparing the security requirements
engineering methods. For instance goal-oriented approaches, such as Knowledge
Acquisition in Automated Specification (KAOS) [12], Secure i* [7], and Secure
Tropos [16], facilitate the requirements elicitation and specification by provid-
ing the rationale for a particular requirement. UML based approaches, like Misuse
cases [25] or SecureUML [13], focus on the system design. In the SREBP method
SecureUML is used to define security requirements of access control and data store
contextual areas, UMLsec is applied to create requirements models within com-
munication channel and business service contextual areas.

Security in business processes is integrated in several ways: security objec-
tive elicitation, security requirements modelling, security risk-driven approaches
and security requirements conformance checking. In [26] a generic security model
specifies security goals, policies, and constraints based on a set of basic entities,
attributes, interactions, and effects. In [10] business process elements are used to
expresses the common security requirements. These studies guarantee that security
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constraints are not violated by achieving the security goals. However, they do not
define graphical notations and do not guide elicitation.

A formal descriptive language [23] is used to derive security requirements that
assign security level to business process components. In [22] BPMN is extended
with a specific padlock symbols to annotate business processes with early security
requirements. Similarly, in [20] two new artefacts – operating condition and con-
trol case – are proposed to express the constraints, which help mitigate risk and
facilitate the early discovery of security requirements. An annotation language [17]
embedded in business process models is proposed to express security requirements
as structured text annotations. In comparison to this related work where the focus
is placed on representing security requirements (graphically) on the process mod-
els, SREBP suggests a novel approach to elicit these requirements and define them
as the business rules.

5 Conclusion and FutureWork

In this paper, we presented the SREBP method for eliciting security requirements
from the business processes. Its strength lies in its general description of security
goals and the systematic analysis of the contextual areas. We have defined the
application guidelines and compared it to the SQUARE method. The study illus-
trates that SREBP is rather generalisable to different problems. We could also
conclude that the method contributes with a relatively complete (with respect to
the security requirements categories) set of security requirements. We also illus-
trate that the achieved result is rather repeatable in different cases.

As the future work, SREBP has to be strengthened with analyses of threat
likelihood, vulnerability and impact levels. This would help prioritise the security
requirements and support business analyst in deciding, which security require-
ments should be implemented in case of limited time, resources, or finances. It is
also important to continue the SREBP validation regarding its correctness (i.e.,
proving that some formally defined criteria are satisfied) and usability (i.e., inves-
tigating method acceptance in practical settings).
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for model-driven security. In: Jézéquel, J.-M., Hussmann, H., Cook, S. (eds.) UML
2002. LNCS, vol. 2460, pp. 426–441. Springer, Heidelberg (2002)

14. Mead, N.: identifying security requirements using the security quality requirements
engineering (SQUARE) method. In: Mouratidis, H., Giorgini, P. (eds.) Integrat-
ing Security and Software Engineering, pp. 44–69. Idea Publishing Group, Hershey
(2006)

15. Menzel, M., Thomas, I., Meinel, C.: Security requirements specification in service-
oriented business process management. In: ARES, pp. 41–48 (2009)

16. Mouratidis, H., Giorgini, P.: Secure tropos: a security-oriented extension of the tro-
pos methodology. Int. J. Soft. Eng. Knowl. Eng. 17(02), 285–309 (2007)
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Abstract. Process maps provide a holistic view of all processes of an
organization and the essential relationships between them. The design of
a process map is of central importance as many organizations create them
at the start of a business process management (BPM) initiative to serve
as a framework. Despite this importance, the design of process maps is
still more art than science, essentially because there is no standardized
modeling language available for process map design. In this paper, we
address the research question of which concepts are currently used in
process maps in practice. To this end, we investigate a collection of 67
process maps from industry. Our contribution is a meta-model for process
map design which is grounded in actual usage. Furthermore, we discuss
the importance of different concepts for process map design.

Keywords: Process map · Process architecture · Process category

1 Introduction

Process maps are a key concept for providing an overview of a company’s busi-
ness processes [1]. They visualize the main relationships between processes and
facilitate a basic understanding of how the company operates. The importance of
process maps is illustrated by the growing extent of process modeling initiatives
in practice. Often companies maintain process model repositories with thou-
sands of process models [2]. Typically, creating a process map is the first task
when introducing Business Process Management (BPM) into an organization as
it provides an abstract view of all processes [3]. The process map is then used
as a foundation for conducting the subsequent steps of the BPM lifecycle [4].

To date, a lot of research has focused on the quality and the design of singu-
lar process models [5–7]. Due to the increasing size of process model repositories
in practice, many frameworks for the successful management of large reposi-
tories were introduced [8–10]. Also, some techniques have been developed for
automatically deriving process categories from process model collections [11].
In this context, process architectures turned out to be a particularly useful strat-
egy. Process architecture serves to systematically organize a collection of process
models into different categories and store the details of each process model in the
appropriate architecture level [12]. A process map is considered as the top most
abstract level of the corresponding process architecture, hence, it represents the
entrance to the different levels. While there is some initial research on abstraction
c© Springer International Publishing Switzerland 2015
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and categorization of model collections [11,13,14], there is notable insecurity on
how to capture such process-related information on the most abstract level i.e.
the process map [1].

In practice, process maps are used for that purpose, however, without a
standard modeling language being available. The major challenge in this context
remains the specification of a language for process map design that integrates
insights from actual usage in practice. Despite the importance of process maps for
a BPM initiative and the management of process model repositories, there is only
little research on process map design. For instance, prior research demonstrated
that the design of process maps may have negative effects on the business process
management success if due to incompleteness and incorrectness the maps cannot
be understood intuitively [1]. One of the major challenges is that there are no
standards available for creating process maps. Hence, companies freely define
and visualize their process maps based on their own creativity. As a result, the
meaning of the introduced symbols is often not well defined, and important
aspects are subject to misinterpretation [1].

In this paper, we address this research gap by conducting an explorative
study in order to better comprehend the nature of existing process maps. More
specifically, we investigate the included concepts of 67 process maps from prac-
tice. As a result, we present a process map meta-model which integrates the
concepts and relationships represented in these maps. Furthermore, we inves-
tigate patterns of usage of these concepts. In this way, we aim to provide a
foundation for the standardization of a language for process map design.

The rest of the paper is structured as follows. Section 2 gives an overview of
BPM and process maps. Section 3 introduces the collection of process maps we
used for analysis along with the methods we used to derive our findings. Section 4
presents the results of our study. This includes a process map meta-model, as
well as statistical analysis of the usage of process map concepts. Section 5 points
to implications for practice and research. Section 6 concludes the paper.

2 Background

In this section, we discuss the background of our research. We first give insights
into the organization of business processes within a company and the available
techniques for doing so. Then, we present an overview of the current state of the
art of process maps and highlight the motivation for our study.

2.1 Organizing business processes

Organizations operate through business processes which consist of activities per-
formed in a particular order. Typically, a sequence of such business processes is
performed in order to create a value for the customer [3]. However, processes
may differ in their importance for value creation. Thus, they are commonly
categorized based on the degree of their proximity to the end-user. To man-
age interrelations between the processes and to systematically document how
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the firm operates as a whole, organizations often adopt the BPM approach and
start modeling their processes in form of process models. A process model visu-
alizes the process steps by providing a diagrammatic representation of a business
process. As a result of such modeling initiatives, organizations often end up with
a large collection of process models, which may have limited value, if not orga-
nized properly. In this case, a process architecture helps to store all detailed
process models and the relations between them in a systematic manner [12].
A process map is typically used as the top-level and most abstract model in
a process architecture. It visualizes all processes and their relationships in a
compact way [1].

In prior work, a rich stream of research has proposed guidelines for modeling
singular processes [6–8] and for process architecture design [12,15–22]. Frame-
works such as SCOR [23], eTom [24], Handels-H model [25], ARIS [26], DoD
architecture framework [27], or the BPTrends pyramid [28] provide guidance for
structuring process models on the different architecture levels. Some apply only
to specific industry domains (SCOR, eTom, etc.), while others are more domain-
neutral (ARIS, BPTrends Pyramid, etc.). In contrast to all these efforts, hardly
any guidelines for designing process maps on the most abstract level of the
process architecture exists. Existing process modeling languages (e.g. BPMN,
EPC) are being used by practitioners for depicting singular business processes
in details, however hardly any process map from practice has been designed
using the rich pallette of symbols these modeling languages offer. Practitioners
typically use their own creative capabilities and software not primarily developed
for process modeling purposes (e.g. PowerPoint) when designing their process
maps. As a result we are faced with a vast amount of heterogeneous process map
designs, despite the fact that they all serve a similar purpose. Hence, up until
now a modeling language for process map design is missing.

2.2 Process Maps

We can trace back the concept of process maps to the early 1980s when Porter
introduced the value-chain model. The value chain provides a process view of
an organization and represents it as a set of core activities a company has to
conduct in order to create value for the customer [29]. Support activities are also
required for value creation, but of less strategic importance. In order to under-
stand their mutual dependence, linkages between activities have to be identi-
fied [30]. Scheer adopts the concept of a value-added chain [26]. He introduces
a diagram that represents those processes that create value for the company.
These processes are shown in a sequence, and each could be hierarchically decom-
posed into subprocesses that a super-ordinate process needs in order to be exe-
cuted [26]. SIPOC is another frequently used approach, especially in Six Sigma
and Lean manufacturing, stemming from the late 1980s [28,31]. It stands for sup-
plier, inputs, process, outputs, and customer and is used as a guide for analyzing
these five aspects with main focus on the customer [28].

Beyond the process view of an organization, there are additional (external
and internal) parties that influence the value creation. A framework encompassing
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all these is referred to as the business model. An example of such a model is
the e3-value business model, which integrates three different value viewpoints,
namely the business value viewpoint, i.e. the way economic value is created
and consumed by the actors, the process viewpoint, i.e. the value viewpoint in
terms of business processes, and the system architecture viewpoint, i.e. the infor-
mation systems that enable and support business processes [32,33]. Nine per-
spectives are distinguished by the business model canvas [34]. For an overview
see [35].

Examples of concrete process maps can also be found in literature [3,28,36–
41]; however, all studies refer to process maps coming from practice. Most are
based upon the value-chain concept, while some include additional information
as being used in business models. One thing all process maps have in common is
that they all provide means of identifying typical process categories and the role
each type of process plays for the company. Most of these process maps depict
processes belonging to three different categories. An example of such a process
map can be seen in Fig. 1.

Fig. 1. Example process map, adapted from [36]

As illustrated in Fig. 1, generally, those processes that directly create value
for the customer and generate revenue are called core processes [1,37]. In a
process map, these processes are usually related to each other in a sequential
manner. Hence they are represented as end-to-end processes because they have
a customer request as an input, and contain all those processes that lead to the
request being served [42]. An end-to-end process is commonly a cross-functional
process, i.e. a process that goes through more than one organizational unit
[42]. In Fig. 1, the six core processes constitute an end-to-end process, with an
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indicated input (Supplier) and output (Customer). While an end-to-end process
is build up of a number of core processes, a core process is a singular process
that contains activities. A large-scale enterprise deals with core processes that
contain even hundreds to thousands of such activities [8]. Therefore, in order to
avoid a process model becoming too complex, it is usually hierarchically decom-
posed into subprocesses [12,37]. For example, in Fig. 1 the core process “Order
Processing” is hierarchically decomposed into five subprocesses (Process Order,
Create Offer, etc.). Accordingly, this set of subprocesses build up to the initial
core process.

In addition to the core process category, there are also processes that indi-
rectly influence the value creation. These are clustered as support and manage-
ment processes. Support processes provide resources to the core processes and
enable them to operate in the most effective and efficient way, such as human
resource management, information technology, etc. [37,43]. Whereas, manage-
ment processes include those processes that develop strategic plans, measure
and analyse the performance of the core processes, and ensure that their execu-
tion is aligned with the company’s strategy [1,37]. Thus, management processes
are present throughout the entire core process flow, whereas support processes
are called only when necessary. For example, the end-to-end process in Fig. 1 is
triggered by a “Supplier” providing input, and all core processes are executed
up until the customer has received the order. During the process execution the
support process “Accounting” may be called in case some payment done by the
customer needs to be handled. Similarly, a management process takes care that
throughout the entire process flow all activities carried out are in compliance
with the company’s strategy, such as high quality product, customer satisfac-
tion, etc.

In addition to process categories, a process map also depicts relationships
between the processes. According to [1], a relationship between processes coming
from both same and different process categories, can be implicitly or explicitly
shown. An explicit relationship occurs in case of a directed arrow or a close
proximity between two processes, such as the end-to-end process in the core
process category in Fig. 1. Also, most process maps explicitly portray a process
decomposition into subprocesses [1]. The notion of input/output can as well be
very often observed in process maps from practice. Same applies for resources,
which serve as intermediate supply during process execution.

Whereas all these components are depicted in most process maps, hardly any
research has been conducted on the extent to which these elements serve all the
representational needs of process map designers. Therefore, we identify a meta-
model on the basis of existing process maps from practice. In this way, we aim
to consolidate the current practice of process map design in order to provide a
foundation for developing a language that helps practitioners to design process
maps in a standardized manner.
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3 Research Design

The objective of this study is to understand the current practice of process map
design. To this end, we analyze process maps from practice. In this context, we
focus on the following goals:

1. Elicit meaning and develop knowledge of the concepts used within a single
process map and the relations between them.

2. Find patterns of the combined usage of concepts and their frequency.

3.1 Methods

To address the first point, we gather process maps and analyze each of them for
the concepts being used and any means by which the identified concepts were
related to each other. We do this by examining each process map and identify-
ing all concepts that are included within them. For example, the process map
in Fig. 1 exhibits the notion of processes (e.g. Controlling, Pre Sales, Storage,
Process Request, Accounting, etc.) belonging to three different process categories
(Management, Core and Support). The processes in the core process category
are represented as a value-chain diagram, hence we identify the sequential rela-
tion between the core processes. We can also observe the decomposition relation,
because almost all of the core processes are decomposed into subprocesses. Due
to the pentagon-shaped symbol used for the management processes pointing to
the core processes, we assume an implicit manage relation between these two
process categories. We observe the same behaviour between the support and
core processes, thus assume the relation between these two categories is support
coming from the support processes towards the core processes. Last, this process
map also includes the notion of Supplier and Customer, which are instances of the
concepts input/output, as they are positioned right before the first core process
of the value-chain and directly after the last core process of the value-chain,
respectively, showing that a core process starts with a trigger from a supplier,
while the outcome of a core process goes to a customer.

Therefore, for identifying the concepts included in all process maps under
investigation we rely on both the visual representation (e.g. symbols used) and
the semantics of each represented concept (e.g. Customer after a value-chain
of core processes indicates a consumer of a process output). As a result, we
generate a process map meta-model which encapsulates all concepts and relations
we observed. In this way, we generalize from a set of instance models towards
their underlying meta-model. A similar research approach has been used in [44],
however, with the goal of building hypotheses. In our research, we are interested
in uncovering the implicitly used meta-model. We use UML (Unified Modeling
Language) as a language to design the meta-model.

For identifying the frequency and combinations of concepts, we adopt the
approach of [45]. First, we created an Excel spread sheet and recorded each
concept, relation between the concepts, whether these relations occur between
singular processes or a set of processes, etc. For example, in the process map
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from Fig. 1 we observed and recorded the following concepts: process, category
(core, support and management), input, output, and relation (sequential trigger,
decompositional trigger, support, manage). We treated each process map as a
single unit of observation, and denoted each concept occurrence with a binary
value. Consequently, we derived a chart depicting the most often used concepts
in process maps from practice. As we encode usage of each concept with 1 and
0, we can apply hierarchical clustering using the Euclidean distance measure
which finds the co-occurrence relationship between concepts, based on how many
concepts the process maps have in common. In this way, we identify concepts
that most frequently occur in a specific combination, and also those that rarely
occur together within a single map.

3.2 Data Collection

Although we analyze process maps coming from both practice and literature,
we refer to all as process maps from practice, because process maps from litera-
ture are typically slightly adapted maps taken as example from practice. As there
are only very few research articles that discuss process maps, we browsed the
following BPM books, which all cover process architecture as a topic [36–41,
46–50]. We ended up with a total of 21 adapted practice process maps from
literature. In addition, we used three sources to collect the process maps we
use for analysis. First, we conducted interviews with companies and 13 of them
provided us with a print of their process map. Also, we used 5 process maps
that were part of published case studies [51]. In order to reach saturation, thus
make sure we cover all concepts used in existing process maps, we searched for
additional process maps using an Internet search engine. For this we used two
key words, namely “process map” and “process landscape”. Besides the many
search results, we chose 23 process maps that seemed to be somewhat different
than the ones we already had (e.g. the concepts within these process maps had
a slightly different visual representation of the concepts, or we spotted new
concept combinations within single process maps, etc.). Altogether, we use 67
process maps in the analysis.

4 Findings

In this section, we discuss the findings of our study. In Sect. 4.1, we present
the meta-model that we derived from the process map analysis and explain
the included concepts. In Sect. 4.2 we give insights into the use of process map
concepts, and we present the results of the hierarchical cluster analysis.

4.1 Process Map Meta-Model

The results of the process map analysis are summarized in the meta-model
depicted in Fig. 2. The model provides a generic way to deal with process map
design by depicting all unique concepts we found in the 67 process maps. In the
following paragraphs, we describe the meta-model concepts in detail.
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Fig. 2. Process map meta-model

Process. The key component of process maps is a business process. A process
is triggered by an input from the supplier. A process is usually clustered in a
category with other processes that serve a similar purpose. A process could also
belong to one or more phases depending on the time of execution. Processes
can be conducted by actors and could eventually use a resource during their
execution. It can be related to other processes in order to produce an output for
the customer.

Supplier. A supplier is a party that provides inputs that triggers the execution
of an end-to-end process, i.e. a sequence of core processes. The types of input
provided by a supplier may include:

◦ An order (e.g. product, service, requirement, problem, etc.)
◦ A by-product (e.g. outcome of other processes within the same organization)
◦ A communication channel (e.g. telephone, email, etc.)
◦ A document (e.g. invoice, research data, etc.)
◦ A raw material (e.g. an unprocessed item used to create an end product)
◦ etc.
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Customer. A customer is the one who receives outputs resulting from the
execution of a process. An output consumed by a customer may include:

◦ A consummated order (e.g. ordered products, service, support, etc.)
◦ A document (e.g. invoice, process data, etc.)
◦ A finished good (e.g. product, etc.)
◦ etc.

Resource. A resource is a source of supply or support that can be drawn upon
when needed by any process or an instance of a process. As example, consider the
resource water, which is required during the production of energy. If necessary,
one process uses one or more resources throughout its execution. However, a
process does not necessarily need to use a resource in order to produce an output.

Actor. One process can have one or more actors (e.g. process owners) that
are responsible for its performance. However, a process could also be executed
without having an assigned actor.

Category. A category is a group of processes that have a particular role within
one company. One process can belong to only one category. Processes that are
clustered in one category serve a similar purpose. For example, the core process
category typically holds all value-creation processes, while those processes that
analyse and measure the performance of the core processes are usually placed in
the management process category.

Phase. A phase is a temporal cluster of processes that contains a subset of
processes coming from one or more process categories. It is temporal because a
certain number of processes need to be performed in order for an intermediate
outcome to be produced. This intermediate outcome is used as a trigger for the
processes that belong to the next phase. The intermediate outcome could also
be kept in the database for later usage, thus it does not necessarily need to
trigger the next phase of processes. For example, manufacturing a product is
commonly done in different phases. The first phase will deal with supplying all
material needed for the product to be manufactured. The second phase would
keep all those processes that handle the actual production. Finally, the third
phase contains the processes that market or sale the finished goods.

Condition. The condition constraints or guards the relation that is used between
two or more processes. For instance, if process C can only start after processes
A and B have been executed, than the condition will rule-out all those relations
that do not capture this behavior.

Relation. One process can be related to other processes through one or more
relation types. There are four main process relations: trigger relation, data flow
relation, support relation, and manage relation.

Trigger relations could be used between processes that belong to the same
or to different process categories. There are two types of trigger relations:
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◦ Sequential trigger is a control-flow relation used between processes to indicate
order of performance. Thus, if two processes are related by a sequential trigger,
then only when the first process finishes, the second process can start with exe-
cution. Alternative variations of process order are also possible. For instance,
when one process is finished with execution, it could trigger more than one
process. Accordingly, processes could also be executed in parallel. There could
also exist process loops, which means that one single process, if necessary,
could be triggered several times in a row until the desired outcome is pro-
duced.

◦ Decompositional trigger involves abstraction. It relates a core process with its
subprocesses. Thus, if a process is hierarchically decomposed, it automatically
has one or more subprocesses that need to be executed in order for the core
process to finish. For example, for the core process “Pre Sales” from Fig. 1
to be performed, the subprocess “Process Request”need to be executed. On
the other hand, the core process “Order Processing” can finish its execution if
only the subprocess “Process Order” has been done. Typically after a decom-
positional trigger has been used, the next process to be performed is related
with a sequential trigger. Otherwise, the process ends.

Data flow could be used between processes that belong to the same or differ-
ent categories. This relation, when used, does not necessarily trigger another
process. Instead, it only passes information from one process to another without
interrupting its performance. For example, if process A produces some type of a
document, and this document is one of many documents needed by process B,
then process A passes the document to process B. However, even after receiving
the document from process A, process B is still in an idle state and starts only
when it has received all necessary documents.

Support relation is used only between processes that belong to different cat-
egories. This relation exists between the core and support process category. The
direction of support goes from the support processes to the core processes. It is
an implicit relation, thus no direct explicit relation is shown between two partic-
ular processes, as it is typically the case of using an arrow to indicate sequential
trigger relation. Instead, all support processes are there to serve any immediate
need by all of the core processes.

Manage relation, similarly like the support relation, is used only between
processes that belong to different categories. However, this relation exists only
between the management and core processes. The management processes manage
the core processes by governing the entire process during its execution and by
taking care that the process is performed according to the rules defined by the
management processes.

4.2 Use of Process Map Concepts

The presented meta-model from Fig. 2 summarizes process map concepts in a
compact fashion, whereas Fig. 3 gives an overview of the process map concepts
and their use in the investigated maps.
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Fig. 3. Occurrence frequency of process map concepts

The numbers from Fig. 3 illustrate that the three category types core, man-
agement, and support are the most frequently used concepts. In fact, there is not
a single process map without a core process category. However, also the manage-
ment and support category are used by more than 85 % of the investigated maps.
On the other hand, while sequential trigger is used by more than 50 % of the
process maps, the remaining concepts included in process maps are significantly
lower. About 40 % of the process maps are using inputs (Supplier) and outputs
(Customer). Interestingly, the support and manage relations can be seen in only
about 30 % of the process maps. This is quite unexpected considering the high
usage of the corresponding categories. Apparently, the explicit inclusion of rela-
tions is only done by a few maps. Nevertheless, also other concepts are used by
only some of the process maps. Particularly, the actor and the resource concept
is rarely included. Also legends for explaining the illustrated concepts can only
be found in a few cases.

In order to gain a deeper understanding of how the various process map con-
cepts are utilized, we conducted a hierarchical cluster analysis using the Euclid-
ean distance measure. As a result, we obtained a hierarchical classification of
process map concepts that indicates which concepts are used alternatively and
which concepts are used in combination.

Figure 4 illustrates the result of the hierarchical cluster analysis. The Figure
gives us insights into the design of process maps, namely, it shows us which
concepts are most frequently used together in a combination within one process
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Fig. 4. Hierarchical clusters of process map concepts

map. On first glance we see that apparently there is a connection between the
four most frequently used concepts as seen in Fig. 3 and the most frequent com-
bination of concepts that usually appear in a single process map as seen in the
upper part of Fig. 4. Thus, in most process maps we can expect to see the three
process categories, and a sequential relation between the processes.

Concerning the categories, we learn that the management and the support
category typically occur together. This indicates that organizations either focus
on core processes (which are included in all investigated process maps), or they
provide a broader view. In case they aim at providing a broader view, they tend
to include both, the management and the support category.

With the relations we can also identify a clear pattern. While the sequential
relation is often used in connection with the previously discussed categories, this
does not apply to the other relations such as data flow or the manage and support
relations. It appears that there are organizations with varying opinions about
the level of detail they include in their process maps. While some organizations
have process maps that provide many details including several types of relations,
other organizations’ process maps aim at providing a broad overview and omit
relations other than the sequential trigger. As for the supplier and the customer,
we observe that both are part of one cluster. This indicates that these concepts
are very likely to occur together. So, organizations tend to either show both or
none of them.
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Concerning the less frequently used concepts as seen in Fig. 3, we observe two
aspects. First, actors, resources, and legends are part of one cluster. Hence, their
occurrence is positively correlated. This can be explained by the phenomenon we
already discussed in the context of relations. Either an organization provides all
in their process map or they include none. Apparently, this tendency also applies
to actors and resources. Moreover, if these two are used, they are likely to also be
accompanied by a legend. The second point relates to the co-occurrence of actors,
resources, and data flow. As indicated by the clusters, there is a tendency for
these concepts to occur together. This illustrates that maps containing actors
and resources are also more likely to illustrate how these resources are used
during the entire process flow, until the point an output is produced.

The hierarchical cluster analysis points to the fact that process maps might
be used with differing intentions. While some maps provide extensive detail such
as actors, resources, and triggers, other are rather inclined to provide an abstract
picture of the company’s processes. The latter category tends to omit concepts
like data flow relations and other details such as actors and resources.

5 Implications

The findings from this paper have several implications for research and practice.
In relation to implications for practice, we emphasize the importance of process
map design. We argue that a well-designed process map should be able to elicit
basic understanding over the company’s operations. This is particularly impor-
tant because of the heterogeneous nature of currently used process maps due to
the lack of a standardized modeling language for process map design. As such
they might not be readily readable to people who were not involved in the cre-
ation of the process map. Therefore, in order to assure that the process map will
be correctly interpreted and understood by all concerned parties, besides depict-
ing the company’s processes in process categories, the process map designer
should in addition include all concepts that aid in transmitting the knowledge
the process map should convey. Hence, using a wide range of concepts makes
a process map self-explanatory i.e. a person could interpret how the company
operates without necessarily going into process details [1]. Beyond this, and also
a topic for future research, despite the formal concepts included in all process
maps, the creation of a process map should incorporate additional visual vari-
ables, such as color, shape, size, etc. [52], that will assist in transferring the
knowledge in a cognitively effective manner [1]. The study [1] has shown that
the inclusion of more concepts and visual variables in a process map does indeed
have an effect on the underlying BPM success in a company. Also, taking into
account that a process map design is considered as a strategic step and as such
the foundation for the consequent BPM implementation [4,53], a process map
design could strongly influence the subsequent detailed process modeling.

In terms of implications for research, the analysis we present, along with
the meta-model, provides solid basis for consolidation of concepts and repre-
sents a step towards a standardized language for process map design. Thus, this
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paper sets a starting point for their design by summarizing all used concepts
in currently existing process maps from practice. This particularly assists in
establishing a body of knowledge on current process map design.

This paper is also related to a stream of research that aims to improve con-
ceptual modeling by investigating actual usage. In this way, it complements
papers that investigate UML usage [54], BPMN usage [45], as well as the usage
of models versus text [44].

6 Conclusion

In this paper, we investigated the concepts used in 67 process maps from practice.
Based on this analysis, we derived a process map meta-model that covers all
concepts these process maps use, as well as the relations between them. We
presented the occurrence frequency of process map concepts. In addition, by
using a hierarchical clustering method we showed the most frequent combinations
of concepts used within a single process map.

We found that the core process category is used in all process maps, while
those maps that include a support category also have a tendency to include
the management process category. The sequential relation is frequently used
by most maps to relate processes. In addition, our findings showed that those
process maps that include additional information beyond process categories and
relations, such as an actor, are also likely to include even more extra concepts,
such as a resource, and show how all this information flows throughout the
process execution with the use of a data flow relation.
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Abstract. Nowadays, companies have to report a large number of data
sets (e.g., sustainability data) regarding their products to different legal
authorities. However, in today’s complex supply chains products are
the outcome of the collaboration of many companies. To gather the
needed data sets, companies have to employ cross-organizational and
long-running data collection processes that imply great variability. To
support such scenarios, we have designed a lightweight, automated app-
roach for contextual process configuration. That approach can capture
the contextual properties of the respective situations and, based on them,
automatically configure a process instance accordingly, even without
human involvement. Finally, we implemented our approach and started
an industrial evaluation.

Keywords: Process configuration · Business process variability · Data
collection · Sustainability · Supply chain

1 Introduction

In todays’ industry many products are the result of the collaboration of various
companies working together in complex supply chains. Cross-organizational com-
munication in such areas can be quite challenging due to the fact that different
companies have different information systems, data formats, and approaches to
such communication. These days, state authorities, customers and public opinion
demand sustainability compliance from companies, especially in the electronics
and automotive sector. Therefore, companies must report certain sustainability
indicators such as, their greenhouse gas (GHG) emissions or the amount of lead
contained in their products. Such reports usually involve data from suppliers of
the reporting company. Therefore, companies launch a sustainability data col-
lection process along their supply chain. In turn, this might involve the suppliers
of the suppliers, and so on. Figure 1 illustrates this scenario with three exem-
plified tiers of suppliers of a company. While having only two direct suppliers
on tier one, the company also has eight indirect suppliers on the tiers two and
three.
c© Springer International Publishing Switzerland 2015
S. Nurcan and E. Pimenidis (Eds.): CAiSE Forum 2014, LNBIP 204, pp. 52–67, 2015.
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Fig. 1. Supply chain scenario

As sustainability data collection is a relatively new and complicated issue,
service providers (e.g., for data validation or lab tests) are involved in such data
collection as well. This fact is exemplified in Fig. 1, where three service providers
in different tiers are involved. Another property that makes these data collection
processes even more complex and problematic is the heterogeneity in the supply
chain: companies use different information systems, data formats, and overall
approaches to sustainability data collection. Many of them even do not have any
information system or approach in place for this and answer with low quality data
or not at all. Therefore, no federated system or database could be applied to cope
with such problems and each request involves an often long-running, manual, and
error-prone data collection process. The following simplified scenario illustrates
issues with the data collection process on a small scale.

Scenario: Sustainability Data Collection
An automotive company wants to collect sustainability data relating to the
quantity of lead contained in a specific part. This concerns two of the com-
pany’s suppliers. One of them has an IHS (In House Solution) in place, the
other has no system and no dedicated responsible for sustainability. For the
smaller company, a service provider is needed to validate the manually col-
lected data in order to ensure that it complies with legal regulations. The IHS
of the other company has its own data format that must be converted before it
can be used. This simple scenario already shows how much complexity results
even from simple requests and indicates how this can look like in bigger sce-
narios involving hundreds or thousands of companies with different systems
and properties.

In the SustainHub1 project, we develop a centralized information exchange
platform that supports sustainability data collection along the entire supply
chain. We have already thoroughly investigated the properties of such data

1 SustainHub (Project No.283130) is a collaborative project within the 7th Framework
Programme of the European Commission (Topic ENV.2011.3.1.9-1, Eco-innovation).
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collection in the automotive and electronics sectors and reported on the chal-
lenges and state-of-the-art regarding this topic [1]. This paper, proposes an app-
roach that enables an inter-organizational data collection process. Thereby, the
main focus is the capability of this process to automatically configure itself in
alignment with the context of its concrete execution.

To guarantee the utility of our approach as well as its general applicability, we
have started with collecting problems and requirements directly from the indus-
try. This included telephone interviews with representatives from 15 European
companies from the automotive and electronics sectors, a survey with 124 valid
responses from companies of these sectors, and continuous communication with
a smaller focus group to gather more precise information. Among the most valu-
able information gathered there was a set of core challenges for such a system: as
most coordination for sustainability data exchange between companies is done
manually, it can be problematic to find the right companies, departments, and
persons to get data from as well as to determine, in which cases service providers
must be involved (the first Data Collection Challenge - DCC1). Moreover, this is
aggravated by the different systems and approaches different companies apply.
Even if the right entity or person has been selected, it might still be difficult to
access the data and to get it in a usable format (DCC2). Furthermore, the data
requests rely on a myriad of contextual factors that are only managed implicitly
(DCC3). Thus, a request is not reusable since an arbitrary number of variants
may exist for it (DCC4). A system aiming at the support of such data collection
must explicitly manage and store various data sets: the requests, their variants,
all related context data, and data about the different companies and support
manual and automated data collection.

The remainder of this paper is organized as follows: Sect. 2 shows our general
approach for a process-driven data collection. Section 3 extends this approach
with additional features regarding context and variability. Section 4 presents the
implementation for our concept. This is followed by a discussion of a preliminary
practical application in Sect. 5, a comprehensive discussion of related work in
Sect. 6, and the conclusion.

2 Data Collection Governed by Processes

The basic idea behind our approach for supporting data collection in complex
environments is governing the entire data collection procedure by explicitly spec-
ified processes. Furthermore, these processes are automatically enacted by a
Process-Aware Information System (PAIS) integrated into the SustainHub plat-
form. This way, the process of data collection for a specific issue as a sustain-
ability indicator can be explicitly specified through a process type while process
instances derived from that type govern concrete data collections regarding that
issue (cf. Fig. 2).

Activities in such a process represent the manual and automatic tasks to be
executed as part of the data collection by different companies. This approach
already covers a number of the elicited requirements. It enables a centralized
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and consistent request handling (cf. DCC1) and supports manual as well as
automated data collection (cf. DCC2). One big advantage is the modularity
of the processes. If a new external system shall be integrated, a new activity
component can be developed while the overall data collection process does not
need to be adapted. Finally, the realisation in a PAIS also enables the explicit
specification of the data collection process (cf. DCC4). Through visual modeling,
the creation and maintenance of such processes is facilitated.

However, the process-driven realization can only be the basis for comprehen-
sive and consistent data collection support. To be able to satisfy the requirements
regarding contextual influences, various types of important data and data request
variants, we propose an extended process-driven approach for data collection as
illustrated in Fig. 3.
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Fig. 3. SustainHub configurable data collection approach

To generate an awareness of contextual influences (e.g. the concrete approach
to data collection in a company, cf. DCC3) and to make them usable for the data
collection process, we define an explicit context mapping approach (as discussed
in Sect. 3.1). This data is required for enabling the central component of our app-
roach, i.e., the automatic and context-aware process configuration (as discussed
in Sect. 3.2). That component uses pre-defined process types and configuration
options to automatically generate a process instance containing all necessary
activities to match the properties of the current requests situation (cf. DCC4).
As basis for this step, we include a comprehensive data model where contextual
influences are stored (cf. DCC3) alongside different kinds of content-related data.
This data model integrates process-related data with customer-related data as
well as contextual information.
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We now briefly introduce the different kinds of incorporated data by dif-
ferent sections of our data model. At first, such a system must manage data
about its customers. Therefore, a customer data section comprises data about
the companies, like organizational units or products. Another basic component
of industrial production, which is important for topics like sustainability, are
substances and (sustainability) indicators. As these are not specific for one com-
pany, they are integrated as part of a master data section. In addition, the data
concretely exchanged between the companies is represented within a separate
section (exchange data). To support this data exchange, in turn, the system
must manage certain data relating to the exchange itself (cf. DCC1): For whom
is the data accessible? What are the properties of the requests and responses?
Such data is captured in a runtime data section in the data model. Finally, to be
able to consistently manage the data request process, concepts for the process
and its variants as well as for the contextual meta data influencing the process
have been integrated with the other data. More detailed descriptions of these
concepts and their utilization will follow in the succeeding sections.

3 Variability Aspects of Data Collection

This section deals with the necessary areas for automated process configuration:
The mapping of contextual influences into the system to be used for configuration
and the modeling of the latter.

3.1 Context Mapping

As stated in Sect. 1, a request regarding the same topic (in this case, a sustain-
ability indicator) may have multiple variants influenced by a myriad of possi-
ble contextual factors (e.g. the number of involved parties or the data formats
used). Hence, if one seeks to implement any kind of automated variant man-
agement, a consistent manageable way of dealing with these factors becomes
crucial. However, the decisions on how to apply process configuration and vari-
ant management often cannot be mapped directly to certain facts existing in the
environment of a system. Moreover, situations might occur, in which different
contextual factors will lead to the same decision(s) according to variant man-
agement. For example, a company could integrate a special four-eyes-principle
approval process for the release of data due to different reasons, e.g., if the data
is intended for a specific customer group or relates to a specific law or regulation.
Nevertheless, it would be cumbersome to enable automatic variant management
by creating a huge number of rules for each and every possible contextual fac-
tor. In the following, therefore, we propose a more generic mapping approach
for making contextual factors usable for decisions regarding the data collection
process.

In our approach, contextual factors are abstracted by introducing two sepa-
rate concepts in a lightweight and easily configurable way: The Context Factor
captures different possible contextual facts existing in the systems’ environment.
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Opposed to this, the Process Parameter is used to model a stable set of para-
meters directly relevant to the process of data collection. Both concepts are
connected by simple logical rules as illustrated on the left side of Fig. 4. In
this example, a simple mapping is shown. If a contact person is configured for a
company (CF1), parameter ‘Manual Data Collection’ will be derived. If the com-
pany is connected via a tool connector (CF2), automatic data collection will be
applied (P3). If the company misses a certain certification (CF3), an additional
validation is needed (P2).

Fig. 4. Context mapping

When exchanging data between companies, various situations might occur, in
which different decisions regarding the process might have implications on each
other. For example, it would make no sense to collect data both automatically
and manually for the same indicator at the same time. To express that, we also
include the two simple constraints ‘implication’ and ‘mutual exclusion’ for the
parameters. For an example, we refer to Fig. 4, where manual and automatic
data collection are mutually exclusive.

Though we put emphasis on keeping the applied rules and constraints simple
and maintainable, there still exist situations, in which these lead to contradic-
tions. One case (Contradiction 1 in Fig. 4) involves a contradiction only created
by the constraints, where one activity requires and permits the occurrence of
another activity at the same time. A second case (Contradiction 2 in Fig. 4)
occurs when combining certain rules with certain constraints, in which a contra-
dicting set of parameters is produced. To avoid such situations, we integrate a
set of simple correctness checks for constraints and rules.

3.2 Process Configuration

In this section, we will introduce our approach for process configuration. We
have not only considered the aforementioned challenges, but also want to keep
the approach as easy and lightweight as possible to enable users of the Sustain-
Hub platform to configure and manage the approach. Furthermore, our findings
include data about the actual activities of data collection as well as their relation
to contextual data. Data collection often contains a set of basic activities that are
part of each data collection process. Other activities appear mutually exclusive,
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e.g. manual or automatic data collection, and no standard activity can be deter-
mined here. In most cases, one or more context factors impose the application
of a set of additional coherent activities rather than one single activity.

In the light of these facts, we opt for the following approach for automatic
process configuration: For one case (e.g. a sustainability indicator) a process
family is created. That process family contains a base process with all basic
activities for that case. Additional activities, added to this base process, are
encapsulated in process fragments. These are automatically added to the process
on account of the parameters of the current situation represented in the system
by the already introduced process parameters and context factors. Thus, we only
rely on one single change pattern applicable to the processes, an insert operation.
This operation has already been described in literature, for its formal semantics,
see [2]. Thus our approach avoids problems with other operations as described
in the context of other approaches like Provop [3].

To keep the approach lightweight and simple, we model both the base process
and the fragments in a PAIS that will be integrated into our approach. Thus, we
can rely on the abilities of the PAIS for modeling and enacting the processes as
well as for checking their correctness.

To enable the system to automatically extend the base process at the right
points with the chosen fragments, we add the concept of the extension point
(EP). Both EPs and fragments have parameters the system can match to find
the right EP for a fragment (see Fig. 5 for an example with two EPs and three
fragments with matching parameters). Regarding the connection of the EPs to
the base processes, we have evaluated multiple options as, for example, con-
necting them directly to activities. Most options introduce limitations to the
approach or impose a fair amount of additional complexity (see [3] for a detailed
discussion). For these reasons we have selected an approach involving two con-
nection points of an EP with a base process. These points are connected with
nodes in the process as shown in Fig. 5. Taking the nodes as connection points
allows us to reference the nodes’ id for the connection point because this id is
stable and only changes in case of more complicated configuration actions [3].
If the base process contains nodes between the connection points of one EP, an
insertion will be applied in parallel to these, otherwise sequentially. Furthermore,
if more than one fragment shall be inserted at one EP, they will be inserted in
parallel to each other.
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End: EP1.end
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Order: 1

Extension Point 1

EP1.start EP1.end
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Fig. 5. Process annotation
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The example from Fig. 5 illustrates this approach refining the aforementioned
scenario. It comprises four basic activities for configuring the data collection,
aggregating the data, and delivering the collected data. To insert further activi-
ties for data collection and processing, three EPs are defined. These have different
connection points to the nodes in the process. Figure 5 further shows properties
for the EPs including the connection points and an EP type (e.g. ‘review’ or
‘approval’) that will be used to determine which extension(s) may be applied at
that point during configuration. A particular EP may be applicable for multiple
fragments, but multiple EPs for the same fragment are not possible as it would
be ambiguous, for which point to apply it. This is automatically checked during
modeling. Another property, called ‘Order’, governs in which order extensions
will be applied. It will also be checked that the ordering is not ambiguous.

However, to correctly insert fragments into a base process other facts must
be considered as well: First, it must be determined whether a fragment, inserted
in a LOOP, shall be executed multiple times. Second, it must be defined how the
activities of a fragment are exactly inserted into the base process. Therefore, we
extend the process fragment with a number of parameters. The first parameter,
‘Insert’, governs, if the fragment shall be inserted directly into the base process or
as sub-process. The latter could be considered, i.e., when the fragment comprises
a bigger number of activities with a complicated structure. The second is the
‘Type’ that relates to the EP type and is used to match both of them. The third,
‘Exec’ governs, if a fragment might be executed multiple times.

Figure 6 illustrates process fragments and their parameters utilizing the sce-
nario presented in Sect. 1. It contains five fragments: Fragments 1 and 2 com-
prise the activities for data collection of the two suppliers. They are integrated
at the same position in parallel. Fragments 3 and 4 comprise the activities for
data processing, integrated in parallel as well. Fragment 3 further demonstrates
the insertion as sub-process if the base process shall not be bloated with many
activities from large fragments. As both EP1 and EP2 are at the same posi-
tion the ‘Order’ parameter comes into play governing the insertion of the data
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processing activities after the data collection activities. Finally, Fragment 5 con-
tains an activity for demonstrating the insertion at the erroneously defined EP3.
This would cause a violation to the regular nesting of the patterns (as XOR
and AND) in the process called block structure. This is recommended for under-
standable modeling [4] and required by many PAIS for correct execution. As
aforementioned, such definitions are prevented by automatic checks.

By relying on the capabilities of the PAIS, we keep the number of additional
correctness checks small. However, connection points are not checked by the
PAIS and could impose erroneous configurations. To keep correctness checks on
them simple we rely on two things: The relation of two connection points of one
EP and block-structured processes [4]. The first fact avoids the need to check all
mutual connections of all connection points as two always belong together. The
second one implies certain guarantees regarding the structuring of the process
models. That way, we only have to check a small set of cases, as e.g., an erroneous
definition of an extension point, as EP3 in Fig. 5 that would cause a violation to
the block structure when inserting a fragment as shown in Fig. 6.

4 Implementation

This section elaborates on the concrete realization of the concepts presented
in Sect. 3. It shows how the abstract context mapping and process configuration
concepts can be transformed into a concrete implementation. At first, we discuss
the classes we created to implement our approach. Thereafter, we elaborate on
the components we apply to concretely conduct the process configurations.

To illustrate the relations of the concepts crucial for our concept, Fig. 7 shows
a simplified class diagram. The latter indicates a separation between the classes
defining the configuration concepts (build-time) and classes managing their exe-
cution (runtime). To be able to reuse a process family easily in different con-
texts, we separate the concepts into a process family (class ProcessFamily)
and a so-called context application (class ContextApplication). The process
family comprises the concepts for representing the base process as well as the
process fragments (classes AdaptableProcessTemplate and AdaptableProcess
-TemplateFragment). These classes hold references to concrete process tem-
plates of the PAIS. In addition, the base process has an arbitrary number of
extension points (class ExtensionPoint) that mark the points where process
fragments may be inserted. In order to be able to determine, when and at
which extension point one of these fragments shall be inserted, we integrate
an activation condition (class Condition). This condition implements an inter-
face we use to unite all rules or expressions of our implementation (interface
Expression). The activation condition depends on the set of process parame-
ters connected to the process template (class ProcessParameter). As discussed,
the process parameters may be associated with constraints. These are realized
by the class ProcessParamterConstraint, which implements the Expression
interface as well.

To be able to use a process family for a certain situation, we must map
existing contextual factors into SustainHub. That way, they become usable for
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the process parameters. This is done by the context application (class Context-
Application) that encapsulates process parameters as well as context rules
(class ContextRule). A context rule, in turn, refers to context factors and process
parameters. The rule itself is implemented as a JavaScript expression (class
JavaScriptExpression) that also implements the expression interface.
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Fig. 7. Class diagram

At runtime, we apply a so-called scenario (class Scenario) that models a
current situation. It comprises all concepts of a process family and a context
application via an included context application. Besides that, the scenario also
refers to multiple process instances (class ProcessInstance), which represent
the base process and potential sub-processes executed in the PAIS.

We proceed with a discussion of the concrete components and procedure
at runtime. First of all, we have implemented the process configuration as an
adaptation operation on the running process instances instead of configuring the
process templates. Otherwise we would have created a high number of additional
configured process templates for each possible configuration. Therefore, we have
created an additional automatic adaptation component that interacts with the
PAIS and the process instance. This is illustrated in Fig. 8.

In the following, we introduce the different steps performed for the execution
of a scenario. The first action is to start a process instance (cf. Fig. 8 (1)) that
corresponds to a base process of a process family. This action also registers the
automatic adaptation component as observer on this process instance so the
former can interact with the latter. This is necessary due to a specific property
of adaptable PAIS: For adapting a running process instance, instance execution
must be temporarily suspended. This can only be done when no activity is
active. Being registered as observer, the automatic adaptation component may
apply adaptations directly when the instance gets suspended. The first action
of the automatic adaptation component is to setup the scenario for the current
process instance (2). After that, the first activity of the process instance gets
executed (3). For every base process, this activity is a so-called ‘analyse and
adapt’ activity we apply to gather context information from both the user and
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Fig. 8. Configuration procedure

the environment. This data is then stored as context factors and passed to the
automatic adaptation component (4). The latter then starts a scenario engine
that determines the adaptation actions from the context factors. After that it
schedules a suspension of the process instance, which is applied right after the
termination of the ‘analyse and adapt’ activity.

When the ‘anaylse and adapt’ activity is finished, the process instance is
suspended and the automatic adaptation component is triggered (5). The latter
then uses the API of the PAIS to apply the scheduled adaptations (6). Following
this, the instance is reactivated and proceeds with its execution (7). This app-
roach bears the advantage that the running process instance can be adapted at
any position after the ‘analyse and adapt’ activity, while the user is not impeded
from the adaptation.

Having explained our adaptation approach abstractly, we now go into detail
about the interaction between the components. This is illustrated as a sequence
diagram (cf. Fig. 9).

After being activated by the PAIS, the ‘analyse and adapt’ activity deter-
mines the context factors values. Then, it calls the automatic adaptation compo-
nent via a REST interface passing the id of the process instance and the context
values to it. The adaptation component uses the ID to determine the right sce-
nario and calls the engine to execute the scenario with the received context
values. In turn, the engine uses this data to determine the concrete adaptation
operations. In particular, it runs the context rules to obtain the process para-
meters and the activation conditions to determine which fragments are to be
inserted for the current situation. After that, the engine applies these opera-
tions meaning it signals the adaptation component and the activity to signal the
suspension of the process instance.

When the ‘analyse and adapt’ activity finishes, the instance gets suspended
automatically and the adaptation component gets triggered to apply the adap-
tations. The latter then checks, which operations are scheduled and applies them
to the instance. Finally, the adaptation component returns control to the process
instance that proceeds with its execution.
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Fig. 9. Sequence diagram

5 Preliminary Practical Application

We already implemented a set of indicator use cases and, based on that, we
have had a first feedback loop with our industry partners in the SustainHub
project. As our partner companies could confirm the practical applicability of
our approach, we will now continue to implement a bigger set of indicators for
further evaluations. In the following, we show one use case dealing with energy
consumption that is rather simple. It involves three context factors based on
the following questions: Can the responder distinguish between own and bought
energy, between consumption categories, and energy sources? The context factors
are mapped to one process parameter. In Fig. 10, we show this mapping, the
base process and an example fragment modeled in the PAIS we used for our
implementation (AristaFlow [5]), and the SustainHub web-GUI while executing
this process. In addition to this, we have recently started to implement a use
case from the educational domain: the management of theses at a university.
Our approach shows promise to also suit this domain well.

6 Related Work

The the area of sustainable supply chain communication is relatively new. Despite
this fact, a set of approaches exist in this area (e.g., [6] or [7]). However, instead
of proposing technical solutions, they focus on analyzing the importance of cor-
porate sustainability reporting or evaluating sustainability indicators. Therefore,
we will focus on the technical aspects in the rest of this section.

Regarding the topic of process configuration, various approaches exist. Most
of them focus on the modeling of configuration aspects of processes. One exam-
ple is C-EPC [8], which enables behavior-based configurations by integrating
configurable elements into a process model. Another approach with the same
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Fig. 10. Application use case

focus is ADOM [9]. It allows for the specification of constraints and guidelines
on a process model to support variability modeling. Such approaches focus on
the extension of available process modeling notations and produce maximized
models containing all possible activities. Such models might be difficult to com-
prehend and maintain.

In [10], a comprehensive meta-model for process variability is proposed. It
incorporates a set of different perspectives, as e.g., a functional as well as a
resource perspective. Therefore, it allows specifying a rich set of process infor-
mation as well as necessary configurations and changes to it. Compared to our
approach, this meta model is rather complicated and heavyweight and there-
fore difficult to understand. Moreover, it lacks adequate facilities for context
modeling.

The approach presented in [11] features a meta model for process fragments
as well as also a definition for actions on these fragments (e.g., composition).
However, it strongly focuses on this topic and neglects the modeling of contex-
tual facts that trigger such operations. Another meta model is proposed by [12].
Its intend is to extend process models to incorporate aspects that have been
neglected so far, i.e., the data and resource perspectives. The authors therefore
introduce role-task and object-task associations for EPCs. This, however, pro-
vides no additional support for easier automated or contextual configurations.

Besides the approaches just discussed, which focus on the configurability
topic in general, there exist other approaches focusing on specific aspects like cor-
rectness or recovery. For example, [13] provides a concept for enabling recovery
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strategies for workflows incorporating dynamically inserted fragments. This is
achieved by introducing transactional behaviour for the fragments, which enables
two different recovery strategies: a forward recovery and a backward recovery
strategy. The former repairs a faulted process fragment by executing additional
process logic. This is achieved by inserting a new fragment into the faulted one
that is capable of repairing it. The backward recovery strategy, in turn, is applied
if the problem is too severe to repair the fragment. Therefore, it is compensated
or removed to enable another way of achieving the business goal of the process.
The approach presented in [14] aims at presenting correctness for process con-
figuration. In particular, it enables verification of configurable process models
intended for execution. This verification is executed at design time and imposes
no additional constraints on the model. The authors have further implemented
their approach concretely for the C-YAWL language. Both of these approaches
offer solutions for specific aspects of process configuration. None of them, how-
ever, provides means to support automated and contextual configuration abilities
as out approach does.

All modeling approaches share the same drawbacks: First, they strongly focus
on the modeling of process configuration aspects and neglect its execution. Sec-
ond, process configuration must be manually applied by humans, which might
be complicated and time-consuming. Two approaches, which take the automatic
composition of processes out of a set of fragments into account are presented
in [15] and [16]. The former addresses the issue of incorporating new run-time
knowledge in pervasive computing. It employs pervasive process fragments and
allows modeling incomplete and contextual knowledge. To be able to reach the
process goal and include dynamic contextual knowledge, all relevant data is
encoded as AI planning problem. In [16], however, an approach for dynamically
composing fragments at run-time is presented. It is applied it to a logistics sce-
nario and includes an explicit variation model as addition to a base process
model and process fragments. At run-time a solver creates a solution using the
specified models and context data implying the insertion of fragments matching
the specified situation.

Both approaches focus strongly on the automatic selection of potentially
concurring fragments. In contrast, our approach targets user support as well: we
emphasize keeping the model simple and apply correctness checks for the user-
modeled concepts. An approach, more closely related to ours, is Provop [3]. It
allows storing a base process and corresponding pre-configured configurations. As
opposed to Provop, SustainHub provides a framework for completely automatic,
context-aware configuration of processes without need for any human interaction.
Furthermore, Provop is more fine-grained, complicated, and heavyweight.

Another approach having many similarities to ours is Corepro [17]. It enables
modeling and automated generation of large process structures. Furthermore, it
comprises features for dynamic runtime adaptation as well as exception han-
dling. However, it has one major drawback: context data utilized to generate the
processes is limited to product data. Processes get generated solely relating to
the product for whose production they intended. Further reading regarding other
configuration approaches can be found in [18] and [19] as well as our predecessor
paper for SustainHub [1].
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7 Conclusion

In this paper, we have introduced a lightweight approach for automatic and con-
textual process configuration as required in complex scenarios. We have investi-
gated concrete issues relating to sustainability data collection in supply chains.
Our approach centralizes data and process management uniting many different
factors in one data model and supporting the entire data collection procedure
based on process templates executable in a PAIS. Moreover, we enable this
approach to apply automated process configurations conforming to different sit-
uations by applying a simple model allowing for mapping contextual factors to
parameters for the configuration. However, our approach is not only theoretical
but is applicable in a real information system to support supply chain communi-
cation. Therefore, we have shown specifics of the implementation of our concepts.
In future work, we plan to continue the evaluation of our work with our indus-
trial partners and also in the educational domain. Further, we plan to extend
our approach to cover further aspects regarding runtime variability, automated
monitoring, and automated data quality management.
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Abstract. The majority of process mining techniques focuses on con-
trol flow. Decision Point Analysis (DPA) exploits additional data attach-
ments within log files to determine attributes decisive for branching
of process paths within discovered process models. DPA considers only
single attribute values. However, in many applications, the process envi-
ronment provides additional data in form of consecutive measurement
values such as blood pressure or container temperature. We introduce the
DPATS method as an iterative process for exploiting time series data by
combining process and data mining techniques. The latter ranges from
visual mining to temporal data mining techniques such as dynamic time
warping and response feature analysis. The method also offers differ-
ent approaches for incorporating time series data into log files in order
to enable existing process mining techniques to be applied. Finally, we
provide the simulation environment DPATSSim to produce log files and
time series data. The DPATS method is evaluated based on application
scenarios from the logistics and medical domain.

Keywords: Process mining · Decision mining · Data mining · Time
series data

1 Introduction

The interest of research and practice in process mining has dramatically increased
during the last years. Process mining has different objectives, ranging from dis-
covering process models from event log data to comparing events logs and exist-
ing process models (conformance checking) [1]. Event logs can be described
as time-stamped event data (so-called log files) gathered from or produced
by process instances executed in some process environment. Example event
logs might stem from higher education processes [2] or skin cancer treatment
processes [3].
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This paper focuses on process discovery. So far, process discovery techniques
have emphasized the control flow, i.e., discovering the process activities and
the control structures of the process models from the event logs. The minimum
information required for control flow discovery is information about the process
task connected with the event (WorkflowModelElement) and a Timestamp as
contained in the following event log fragment (in MXML format [4]).

<AuditTrailEntry>

<WorkflowModelElement>Move to D</WorkflowModelElement>

...

<Timestamp>2013-02-27T10:29:06.404+01:00</Timestamp>

</AuditTrailEntry>

An extension towards the branching logic of processes is provided by Decision
Point Analysis (DPA) [5]. DPA is based on enriching log file entries with addi-
tional information about process environments or other process-relevant data
and aims at deriving decision rules at alternative branching in process models.
Basically, DPA works as follows: in a first step, the underlying process model is
discovered based on the event log entries. If the resulting process model contains
decision points (and additionally data relevant for the decisions is present in
the event logs), the corresponding decision rules are determined using decision
trees. Assuming that task Move to D marks a decision point in the process, the
following log fragment could be basis for DPA:

<AuditTrailEntry>

<WorkflowModelElement>Move to D</WorkflowModelElement>

<Data>

Attribute name="ContainerTemperature">37.2</Attribute>

</Data>

<Timestamp>2013-02-27T10:29:06.404+01:00</Timestamp>

...

</AuditTrailEntry>

Figure 1 depicts the container transportation example associated with the two
log fragments above. It is based on the real-world case provided in [6], where some
temperature-sensitive cargo is transported and cargo temperature is measured
repeatedly. On the left, the application of DPA [5] is illustrated: depending on
the temperature value for each transport monitored (at task Move to D), DPA
concludes that for a temperature over 37◦C, the vehicle has to return to its
home base. Otherwise, it unloads the goods at the destination. As this example
illustrates, i) DPA takes into consideration single-valued attributes; ii) DPA is
able to derive decision rules of type “x OP value” where x is the decision variable
and OP is a comparison operator; iii) DPA relies on values that are stored within
the event log of a process.

However, in many application domains, not only single values of data
attributes are collected, but time series data. Examples comprise the logistics,
health care, and the manufacturing domain where container temperature, blood
pressure, or sensor data are measured in a continuous way. Such continuously
updated data [7] can be stored as time series data. The main question of this
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Fig. 1. Process applications with time series data

paper is whether it is possible to extend DPA from single value analysis to ade-
quately incorporating time series data. By doing so, it shall also become possible
to determine more complex decision rules than “x OP value”, for example, “tem-
perature exceeds a certain threshold for a given time frame” (cf. right side in
Fig. 1).

In this paper, we will present such an extension of DPA by means of a novel
method DPATS that enables (a) a joint consideration of event log data and time
series data, (b) iterative application of process and data/visual mining tech-
niques, and (c) derivation of complex decision rules. Note that this paper is an
extended version of [8]. The general method has been detailed and extended, e.g.,
incorporating further techniques such as time warping and a second evaluation
example for multivariate data has been added.

Section 2 discusses different ways how time series attributes can affect the
business process. This leads to two separable challenges within the problem
setting, data preparation itself as well as data and visual mining aspects and
how those integrate in the overall DPATS method (Sect. 3). The method uses as
essential part approaches towards temporal data mining. The ensuing process
mining method is evaluated based on a real-world examples of process analysis
(Sect. 4). After reflecting our contribution against the state of the art in process,
data, and visual mining (Sect. 5), some concluding remarks (Sect. 6) finish this
presentation.

2 Business Processes and Time Series Attributes

Process mining uses event logs that consist of a minimal data set of case ids,
activity names, and timestamps. It is also possible to store data values that were
produced during process execution, e.g., the age of a patient. These single-valued
attributes are exploited by, for example, DPA. In case of attributes defined as
time series the situation is more complex because the measurement of the time
series defines an additional process. This so called measurement process produces
time series attributes which might cause effects on the execution of the business
process of interest. The following two types of effects can be distinguished:

– Separable effects control the decision about activities in the business process.
Depending on the results of the measurement process a decision about the
execution of different activities in the business process is made. Take as exam-
ple a treatment process in medical applications. The decision about differ-
ent options for further therapy usually depends on the status of the patient
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documented by time series for some medical parameters such as blood
pressure recorded in the past. Looking at the development of these parameters,
the doctor decides about future therapy, for example, choice of medication.

– Intermingled effects control the execution of activities in the business process.
This means that the results of the measurement process influence the execu-
tion of the activities in business process. Take as example the transportation
process of a container with temperature-sensitive cargo. During the trans-
port, a measurement process continuously records the temperature of the con-
tainer. In case of abnormal behavior of the temperature, the affected activity
transport is interrupted (see e.g., [7]) and a new activity called the return
starts.

Usage of time series data in modeling business processes depends not only on
the above described types of effects, but also on the structure of the time series
data. The simple case is based on the assumption that the effects of the time
series data on the process depend only on the actual value of the time series.
We call this effects Markov-like effects. The rationale behind this denotation is
that the effect can be compared with the Markov property in processes, which
states that all information about the process at a certain time is captured in the
actual value. In the examples mentioned above, this would be the actual blood
pressure of the patient or the actual temperature in the container.

In many applications such an assumption cannot be justified. For example, in
case of container transport a short period of high temperature is not critical and
return is only advisable in case of high temperature over a certain time period.
Such cases need additional analysis about properties of the time series. We call
such effects non-Markov-like effects.

The above elaboration makes clear that usage of time series data in DPA
needs additional considerations. Basically, DPA is designed for applications with
non temporal attributes. In case of temporal attributes, it can be applied, but
only provided that the time series measurements generate separated effects and
the effects depend only on the actual measurements, i.e., have a Markov like prop-
erty. It is the aim of DPATS to develop an analysis framework which can handle
also more complex cases. As explained in the following section, the framework is
based on a combination of methods for process analysis, methods for temporal
data mining, and appropriate representation of data.

3 DPATS Method

The DPATS method is illustrated in Fig. 2 and describes the process of analyzing
time series data as basis for decision point analysis in business processes. The
proposed method does not depend on a particular domain. The only precondition
for its application is the existence of time series data collected at decision points
in the process. In the following, we will motivate the design of the DPATS
method by shortly explaining its steps. A more detailed discussion is following
in the subsequent sections.
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The DPATS method constitutes and extension of DPA which consists of the
steps classification and data mining [5]. In order to be able to consider time series
data, the DPATS method has to introduce a prior step of data preparation as
the storage of time series data is not foreseen in existing log formats (cf. XES
as standard log format [4]). The data preparation step is elaborated in Sect. 3.1.
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Fig. 2. DPATS method (in BPMN notation)

As we operate on time series data, various techniques for temporal data min-
ing can be used in the Data & Visual Mining step (cf. Fig. 3 and Sect. 3.2) in
order to explain the decisions in the observed process instances. This step fol-
lows the model set out by Keim et al. [9] which generates knowledge (in DPATS
the decision rules) based on the data and a tightly integrated data visualiza-
tion and mining approach. This more experimental mode of analysis, utilizing
continuously improved understanding of (perhaps not yet) available process and
environment data seems more appropriate at this stage of the analysis than a
mechanical brute-force exploration.

As a result of the Data & Visual Mining step, candidates for decision rules
can be identified and transformed into aggregated variables (Aggregate Decision
Variables). These variables can then be used to employ DPA in order to eval-
uate the decision rule candidate (Evaluate by DPA). Depending on the result,
the inspection by both, data and temporal data mining techniques has to be
repeated. It is also possible that the way the time series data was reflected
inside or outside the logs has to be modified. For that reason as well as for the
possible change of decision rule candidates, the Evaluate by DPA step can differ
significantly from one iteration to the next one.

3.1 Data Preparation

As existing log files do not offer means to capture time series data, the question
is how to provide such data for DPA. Intuitively, time series data can be offered
within or outside the event logs. The first option is followed by data separation.



Analyzing Time Series Data in Process Mining 73

Process
Model

Decision
Rule

Candidate

Data & Visual Mining

...

Response
Feature
Analysis

Any
Classi fication

Method

Visual Mining

Dynamic
Time

Warping

1-NN
Classi fi cation

Decision Point Analysis

Fig. 3. Subprocess data and visual mining of the DPATS method

Integrating time series data within logs can be done in two ways: either by
introducing a time series variable (enrichment) or simulating the production of
time series data by extending the log with an (artificial) recurring measurement
event. In detail:

1. Data Separation: We can prepare an analytical data set consisting of recurring
measurements with sufficient temporally information to enable a matching
with event data and provide this data separated from the log files.

2. Log Enrichment: This analytical data set can also be incorporated into the
log by adding an attribute to the corresponding event within the log (e.g., a
XES extension that allows such recurring measurement data structures).

3. Log Extension: Another approach is to dissemble the recurring measurement
data and interlacing it into the log file as recurring events with single-valued
attributes.

In the following we discuss first the pros and cons of each option from a technical
point of view and afterwards the application in DPATS.

Data separation does not modify the original event log data and therefore
contributes to the maintenance of both data sets, an advantage if the event log
data is used by other applications as well. The obvious disadvantage is that the
connection between the event log data and the time series data is not explicitly
stored and every analysis tool has to load and match the data by itself. Log
enrichment and extension leads to an explication of this relation with the disad-
vantage of an additional preprocessing step to do so. Log enrichment does not
change the number or kind of log entries as log extension does. Thus, process
mining algorithms are not affected and, in turn, the resulting process models do
not become more complex. Hence, the integration is, in principle, easier than
for log extension. Log extension pushes the time series data into the event log
what might be intended depending on the application and can therefore be an
advantage as well as a disadvantage. This approach changes the log effectively,
but makes format extensions and extra files dispensable.
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In practical application, the choice between the options depends on the Data
& Visual Mining techniques applied in DPATS (cf. Fig. 3), on the possible effects
of the time series on the process, and on the structure of the time series. In the
first step of DPATS, data separation is usually a good choice. After performing
the Classification (Process Mining) step of DPATS, one can identify the decision
points in the process and obtain a first understanding whether the time series
has separable effects or intermingled effects (cf. Sect. 2).

In case of separable effects, the best choice for further analysis is log enrich-
ment. Whether the log enrichment allows immediate application of standard
DPA depends on the structure of the time series. If the effects of the time series
are Markov-like (cf. Sect. 2), one can immediately use the actual values of the
time series at the decision points for DPA in the Data & Visual Mining step.
If the time series causes non-Markov-like effects the Data & Visual Mining step
comprises different applications of temporal mining for finding candidates for
the decision rule base on separated data.

In case of intermingled effects, a good starting point for the Data & Visual
Mining step is what we call post-mortem analysis; i.e., we assume that all mea-
sured values of the observed process instances are known and an analysis after
observation of the entire process instance is conducted. All values of the time
series are considered as one entity and are input for extraction of decision rules
candidates. By doing so the intermingled effect becomes a separable effect at
the decision point at the price that the decision uses probably not only actual
values of the time series, but also future values. The candidates for decision vari-
ables are usually derived by temporal mining techniques for separated data (step
Aggregate Decision Variables). The rule can be evaluated afterwards. Note that
a post-mortem analysis can only be used for decision rules of completed process
instances, but not as decision rules for new process instances at runtime.

For development of decision rules at runtime, the best choice is usually to
envisage a model with log extension. This means that whenever a new value of the
time series occurs one has to make a decision about interruption of the involved
activities. In best case, the decision variables for the different decision points
can be derived in step Aggregate Decision Variables from the decision rules of
the post-mortem analysis by applying the rule to the segment of the time series
from the beginning up to the actual observation time. In more complicated cases
new analyses for each possible decision point may be necessary.

3.2 Temporal and Visual Data Mining

Two frequently used approaches towards classification and clustering of temporal
data are based on dynamic time warping and on response feature analysis [10].

The basic idea behind dynamic time warping is that observations of time
series may have the same structural characteristics, for example, number of peaks
and relation between peaks, but the position may be blurred due to external
effects. In order to find the similarity between such time series, dynamic time
warping stretches and compresses the time scale of the series in such a way that
the distance between the time series is minimized. A side condition for these
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transformations is that the order of the measurements in both series is preserved.
The approach can be applied for time series of different length. Moreover, exact
information of the time stamps in the observations is not necessary. Details may
be found in for example in [11].

As a result of dynamic time warping, one obtains a matrix showing the
similarity between different time series. This similarity matrix can be used
later on for classification or clustering. In case of clustering, any method based
on distances can be applied, in case of classification the straightforward app-
roach is using the similarity matrix with 1-NN classification. As reported in
[10], this rather simple classification method has been shown successful in many
applications.

Response feature analysis reduces the problem of clustering and classifica-
tion of time series to problems for non-temporal data. Response features can
be obtained in different ways, depending on the problem. In business appli-
cations, typical response features can be based on defining regression or time
series models for each observed time series. As a result, one obtains a number
of time-independent parameters. Another approach is to look at characteristic
of the frequency distribution of the individual time series, for example, means,
variances, or quantiles of the values of the time series. As a third method, one
can find structural properties of the time series, for example, change points in
the behavior of the time series. The response features can be used afterwards as
input for classical classification and clustering algorithms.

Dynamic time warping and response feature analysis transform the problem
of classification and clustering of time series into problems without temporal
structure. Another interesting and more experimental approach is visual data
mining. By plotting different time series it may become possible to detect inter-
esting features of the time series which allow also interpretation in terms of the
problem. In Sect. 4, we will show applications of all three approaches.

4 Evaluation

For the generation of process log data as well as time series data produced by
recurring events within the iterations we implemented the simulation environ-
ment DPATSSim. Using a programming language like Java instead of a model
interpreting tool like CPN-Tools [12] for simulation purpose gives us the flex-
ibility to implement more complex rules. The time series data was integrated
into the event data in various ways and exported in the log file format MXML
to be used in ProM 5.2. Additionally, the time series data were exported in a
simple CSV file to be used for data mining independent of the ProM frame-
work. We used various mining algorithms from the ProM 5.2 framework to mine
the process models as a basis for DPATS. To avoid misinterpretation of event
names the keyword “complete” – signifying a point in time event in ProM – was
removed from the screen shots (Figs. 4 and 6). Both Figues show the basic mined
modells depicting the scenarios as well as the decsison points found, with gray
background the decision point that was selected while the screenshot was taken.
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After that we analyzed the log by integrating recurring measurement data using
the proposed DPATS method and compared the found decision rules with the
original ones.

The rationale behind the selection of the scenarios is to illustrate the analysis
of time series data. The first example was chosen simple with one variable as
this is sufficient to explain the challenges of time series data. The second exam-
ple illustrates the more complex case, i.e., the multivariate case. The choice is
independent of the application domain.

4.1 Univariate Scenario: Container Transportation

We start our evaluation by simulating the process of a container transport exam-
ple adapted from [6] with exact knowledge of the (complex) decision rules. The
basic idea of the container transport example is that a temperature-sensitive
cargo is moved, implying that there is some temperature threshold not to
be exceeded during the handling; otherwise, if this threshold is violated for a
certain duration, the carriage is interrupted, and the transporting vehicle returns
to its home base. Apparently, the decision whether to continue or interrupt the
carriage depends on the monitored cargo temperature, measured by some sensor,
for instance every 10 min as long as the vehicle moves towards its destination.
100 process instances are generated synthetically with up to 12 temperature
measurements, such that in 30 % of the cases the pre-set temperature threshold
of 37◦C is exceeded at least twice consecutively – in which case the carriage has
to interrupt – whereas in 20 % of the cases the threshold value exceeds 37◦C only
at one time point. In the remaining 50 % of the process instances the threshold
value is not overshot at all. Hence, in 70 % of the process instances the haulage
continues until the destination is reached. For the instances where the transport
was interrupted the time series are usually shorter taking into account only time
for reaching the parking lot.

In the first step we decide to start with separated data and use in the second
step for finding the first process model only the transportation events without
consideration of the time series data. Using the alpha algorithm of ProM 5.21

we develop the model shown in Fig. 4 (first model). Obviously the decision point
generates an interruption of the transportation activity. We identify the measure-
ment process of temperature as useful candidate for the decision mining activity.
This process has intermingled effects on the transportation process. Hence, we
decide to use in the third step post-mortem analysis for learning the effect of
the time series. Because we have to consider her the complete time series it is
not reasonable to think about a Markov-like effect on the transport process and
we use again separated data for temporal data mining. The time series data are
augmented with the observed decisions “normal” and “return”.

We start the temporal mining activity with dynamic time warping for the
observed time series. Using 1-NN classification for the time series we obtain a
correct classification of all cases which return to the parking lot but 11 cases
1 http://promtools.org/prom5/.

http://promtools.org/prom5/
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which completed the transport were wrongly classified as cases which had to
return to the parking lot. In order to understand the reasons for misclassifica-
tion we decide to use visual mining using plots of the time series. The plots
of correctly classified and misclassified cases are shown in Fig. 5. The misclas-
sified cases are labelled as “normal-critical”. From visual inspection it is quite
obvious that the normal-critical cases are characterized by isolated spikes with
high temperature, whereas all return cases show high temperature for at least
two consecutive measurements. Hence, we conclude that a decision rule candi-
date could be: measurement at two consecutive measurement time point is above
37◦C. Using this rule in the decision point of the post-mortem analysis we obtain
100 % correctly classified instances.

Now we start with a new analysis round and decide to use the time series data
with log extension. In that case the decision rule from post-mortem analysis can
be immediately transferred into a rule at runtime by the attribute “minimum of
the actual and previous measurement”. The decision rule is whether the attribute
is above 37◦C or not. Evaluating this rule in the process model with log extension
shown in the lower part of Fig. 4 gives us a correct classification.

Fig. 4. Univariate scenario: derived models, based on log enrichment and log extension
(using ProM 5.2)

4.2 Multivariate Scenario: Hypertension in Pregnancy

The second example we want to use for evaluating the DPATS method is from
the medical field where certain diagnostic values are measured recurrently. Ele-
vated blood pressure during the pregnancy is an important sign for illnesses
like preeclampsia or general hypertension. Additionally, the weight and the pro-
teinuria are measured as second indicators. In this case blood pressure and
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Fig. 5. Univariate scenario: correctly and misclassified time series

weight are measured by the patient herself, additionally to that proteinuria
at the patient’s regular visit at the doctor. We have to consider four data
elements BodyWeight, SystolicBloodPressure, DiastolicBloodPressure and Pro-
teinuria during the pregnancy. If the SystolicBloodPressure reaches more that
160 mmHg or the DiastolicBloodPressure more than 100 mmHg, the patient has
to be admitted to a hospital. Additional criteria are a SystolicBloodPressure over
140 mmHg or a DiastolicBloodPressure over 90 mmHg in combination with Pro-
teinuria over 0.3 g/l or a more than 1 kg weight gain in a week. Epiphenomenon
like sight disorder, cerebral symptoms and pain in the epigastrum are also crite-
ria that leads to admit the patient to a hospital but are skipped to simplify the
example.

Like in the container scenario, we produced synthetic data using a simulation
tool. 300 cases were generated where in 27 cases the patient had to be admitted
to a hospital. The recurring measurements start after the 20th week of gestation
until the patient is hospitalized because of the violation of one of the three rules
or giving birth. The measurements are recurring but, opposed to the container
scenario, missing values can occur. Randomly distributed, some patients are
more often measuring than others, some patients weigh themselves every day
while measuring their blood pressure much less frequently and the other way
round. If the blood pressure is elevated (higher than 140/90) through four days,
the regular check for proteinuria is brought forward. After a proteinuria check,
weight and blood pressure is always checked, too. Each check is represented
by an event with attributes attached. We started with data using recurrent
measurement events.

In a first attempt of process mining using the alpha and heuristic miner no
fitting model (according to our understanding) was identified. Parallel checking
of three different values in a loop overcharges these algorithms. We changed to
a genetic mining algorithm [13] and got a fitting model (cf. Fig. 6 as Petri Net)
that can be used for DPA. DPA was not able to find any rules for any of the
three relevant decision points.

For a new iteration of the DPATS method, we inserted a decision event
comprising all four attributes thus consolidating the model’s decision point we
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Fig. 6. Multivariate scenario: derived petri net model as basis for DPA

a) Systolic blood pressure b) Diasystolic blood pressure

c) Weight d) Proteinurea 

Fig. 7. Multivariate scenario: evaluation of variables a) - d)

want to analyze. DPA was not able to find any rule, most likely due to the
already stated fact that loops present a challenge to DPA.

After that we turned to data mining to improve our data understanding.
For the next iteration of the DPATS method we defined a second analysis round
with a data mining goal for learning the decision. Because the time series have
different length and probably also monitoring times we treat them as vector
of time series data, i.e. four measurements at each time point, and group the
data according to the case ID characterizing the subject and classify the entire
series as normal or hospital. We started with trend analysis of the series and
produce plots in the four variables as shown in Fig. 7(a) – (d). Plots (a) – (c)
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lead to the conjecture that going to hospital may be explained by increase in
at least one of the attributes systolic, diastolic and proteinuria. At least for
proteinuria the results are striking. The plots indicate that there is a change
point in the proteinuria series in case of hospitalization. With respect to weight
such a conjecture is not so obvious. Hence we have to think about more complex
models. One option is modeling the intercept of weight increase as a personal
parameter and the slope as a group specific parameter. Another option is to
transform the time series.

Using the second approach we learn that first differences are not sufficient,
mainly because of random fluctuation of the measurements. Hence, we look at
weight increase in longer time periods and find that a period of seven days could
be a good candidate for discrimination of the two groups from a practical point
of view as decision rule for the patients. The behavior of the two groups with
respect to this new attribute is shown in Fig. 8. Also in this case a change point
in the behavior of the series seems to be a good indicator for the groups.

Fig. 8. Multivariate scenario: weight change of the last 7 days

Putting all these results together, we attempt to formulate a classification
model with the following response features attributes (i) 0.95 quantiles for weight,
proteinuria, systolic, and diastolic blood pressure; (ii) change points for weight
change in the last seven days, and proteinuria; (iii) slopes of the weight series.
We used not the maximum but the 0.95 quantile for getting more robustness
against single extreme values. For these variables we applied tree classification,
support vector machines and AdaBoost. All classifications were done with R
and 10 fold cross validation was used. Classification trees with 10 fold cross
validation generated a simple decision tree using only the change points of the
variable weightChangeLast7Days. Alternatives for the splits were the slopes of
the weight variable. All patients with hospitalization were correctly classified.
From the 275 time series of persons with normal pregnancy three were misclas-
sified. An application of boosting and support vector machines produced better
results. However, explanation of the decision from practical point of view is dif-
ficult. Note that in this case we are not in position to learn the classification
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rule applied in data generation. In particular, the influence of blood pressure
measurements on the decision is not visible, mainly because there are no cases
with only blood pressure effects in the data. Also missing values in blood pressure
hamper the use of that series in the analysis.

As a last iteration we now can use all the gathered information from our data
mining approaches and translate that into aggregated variables to be evaluated
with DPA. For this multivariate application it is possible – but was not necessary
– to aggregate all variables into one decision variable for evaluation like in the
transportation example. But in this case it is advantageous to keep variables
separated as different rules are dependent on combinations of different variables.
As shown before not all rules could be found with the data set at hand, which
was also reflected by the last evaluation step with DPA.

5 Related Work

The DPATS method can be located at the interface of three areas, i.e., process
mining (e.g., [1]), data mining (e.g., [10]), and visual mining (e.g., [9]) as depicted
in Fig. 9. Clearly, for all these areas several approaches exist, also at the interfaces
between the different areas. A combination of process mining and visual mining
is proposed by [14] where mined process models can be compared using difference
graphs as a visual means. DPATS is to the best of our knowledge the first method
to combine all three areas in order to be able to tackle the analysis of time series
data in the context of process mining.

Fig. 9. Related research areas

DPA [5] is based on the combined application of process and data mining,
more precisely, decision trees. In [15], DPA was improved and generalized using
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algebraically-oriented procedures for finding complex decision rules with more
than one variable. By contrast, the DPATS method aims at finding new rules
using statistically-oriented empirical methods, augmenting the space of possible
decision functions with attributes through a data-driven search among empirical
models. [16] overcomes other difficulties of DPA like invisible transitions and
therefore certain kinds of loops within the process model or deviating behavior
by control-flow alignment. Our approach differs from that in dealing with time
series data and therefore recurring events that might not be found within existing
log files. Our approach also resolves problems with loops through extending DPA
with data mining techniques to identify aggregation value attributes and defin-
ing new events within the business processes these attributes can be attached
to. Another interesting approach is [17] that addresses the clustering of health
care processes. The DPATS method, by contrast, focuses on the classification of
temporal data occurring in connection with processes.

Log preparation tools cover the extraction and integration of data from dif-
ferent sources as well as data quality improvement, e.g., [18,19]. Log enrichment
is one possibility to deal with the latter, e.g. in [20] it is proposed to make more
complex time data usable.

6 Conclusions

In this paper, we proposed the DPATS method for analyzing time series data
and process logs by a combined and iterative application of process and data
mining techniques. For equipping and analyzing the logs with time series data,
we discussed the possibilities of log enrichment and extension as well as of keep-
ing log and time series data in a separated way. Log preparation might be more
challenging with real world data, particularly at the presence of complex logs
that are further extended by recurring measurement events reflecting the pro-
duction of time series data. Then the aspect of analyzing expressive constructs,
i.e., time series data, has to be balanced with complexity of the analysis. We will
expand our studies in this direction by applying DPATS in real-world settings.
Candidates are the EBMC2 project (ebmc2.univie.ac,at) on patient treat-
ment or FP7 project ADVENTURE (http://www.fp7-adventure.eu/) from the
manufacturing domain.

The DPATS method features data and visual mining techniques such as
dynamic time warping as main analysis step and is implemented and evaluated
based on use cases from the logistic and medical domain. Several future research
directions such as the inclusion of time sequences and application of the DPATS
method for monitoring process execution during runtime have been discussed.
We will follow up along this line of research.
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Abstract. Modern data-intensive software systems manipulate an
increasing amount of data in order to support users in various execu-
tion contexts. Maintaining and evolving activities of such systems rely
on an accurate documentation of their behavior which is often missing
or outdated. Unfortunately, standard program analysis techniques are
not always suitable for extracting the behavior of data-intensive sys-
tems which rely on more and more dynamic data access mechanisms
which mainly consist in run-time interactions with a database. This paper
proposes a framework to extract behavioral models from data-intensive
program executions. The framework makes use of dynamic analysis tech-
niques to capture and analyze SQL execution traces. It applies cluster-
ing techniques to identify data manipulation functions from such traces.
Process mining techniques are then used to synthesize behavioral models.

Keywords: Data-manipulation behavior recovery · Data-oriented process
mining · Data-manipulation functions

1 Introduction

Data-intensive systems typically consists of a set of applications performing fre-
quent and continuous interactions with a database. Maintaining and evolving
data-intensive systems can be performed only after the system has been suffi-
ciently understood, in terms of structure and behavior. In particular, it is nec-
essary to recover missing documentation (models) about the data manipulation
behavior of the applications, by analyzing their interactions with the database.
In modern systems, such interactions usually rely on dynamic SQL, where auto-
matically generated SQL queries are sent to the database server. In this context,
our paper aims at answering the following research question: To what extent can
we extract the data-manipulation behavior of a data-intensive system starting
from its traces of database access?
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The literature includes various static and dynamic program analysis techni-
ques to extract behavioral models from traditional software systems. Existing
static analysis techniques [1–5], analyzing program source code, typically fail in
producing complete behavioral models in presence of dynamic SQL. They can-
not capture the dynamic aspects of the program-database interactions, influenced
by context-dependent factors, user inputs and results of preceding data accesses.
Existing dynamic analysis techniques [6], analyzing program executions, have been
designed for other purposes than data manipulation behavior extraction. Several
authors have considered the analysis of SQL execution traces in support to data
reverse engineering, service identification or performance monitoring [7–11]. Such
techniques look very promising for recovering an approximation of data-intensive
application behavior.

In this paper, we propose a framework to recover the data manipulation
behavior of programs, starting from SQL execution traces. Our approach uses
clustering to group the SQL queries that implement the same high-level data
manipulation function, i.e., that are syntactically equal but with different input
or output values. We then adopt classical process mining techniques [12] to
recover data manipulation processes. Our approach operates at the level of a
feature, i.e., a software functionality as it can be perceived by the user. A feature
corresponds to a process enabling different instances, i.e., traces, each performing
possibly different interactions with a database.

This paper is structured as follows. Section 2 presents the basic elements of
our framework in terms of artifacts and components and how to integrate those
elements to recover the data manipulation behavior of a data-intensive system.
Section 3 presents a validation based on a tool integrated with current practice
technologies and a set of experiments showing completeness and noise of mined
processes depending on the input log coverage. Section 4 discusses related work
and Sect. 5 ends the paper showing possible future directions.

Motivating Example. We consider an e-commerce web store for selling prod-
ucts in a world-wide area. The system provides a set of features requiring frequent
and continuous interactions with the database by means of executing SQL state-
ments. For instance, the feature for retrieving products (view products) accesses
information about categories, manufacturers and detailed product information.
Which data are accessed at runtime depends on dynamic aspects of the system.
For example, given that a certain feature instance retrieves the categories of
products before accessing product information we can derive that it corresponds
to a category-driven search. If a certain instance accesses manufacturer informa-
tion before product information we analogously derive that it corresponds to a
manufacturer-driven search. By capturing and mining the database interactions
of multiple feature instances, it is possible to recover the actual data manipula-
tion behavior of the feature, e.g., a process model with a variability point among
two search criteria.

2 Data Manipulation Behavior Recovery

Our framework supports the extraction of the data manipulation behavior of
programs by exploiting several artifacts (see Fig. 1). We assume the existence



Extracting Data Manipulation Processes from SQL Execution Traces 87

Fig. 1. Basics models: artifacts and components

of a logical and possibly of a conceptual schema with a mapping between them.
The conceptual schema is a platform-independent specification of the application
domain concepts, their attributes and relationships. The logical schema contains
objects (tables, columns and foreign keys) implementing abstract concepts over
which queries are defined. The conceptual schema and the mapping to the logi-
cal schema can be either available, or they can be obtained via database reverse
engineering techniques [13,14]. SQL statements defined over the logical schema
materialize the interactions occurring between multiple executions (traces) of a
feature and the underlying database. Once the source code related to a feature
has been identified [15], different techniques can capture SQL execution traces.
Those techniques, compared in [8], range from using the DBMS log to sophis-
ticated source code transformation. Among others, the approaches presented
in [16,17] recover the link between SQL executions and source code locations
through automated program instrumentation, while [18] makes use of tracing
aspects to capture SQL execution traces without source code alteration. Once
a sequence of queries is captured, it is necessary to identify the different traces,
each corresponding to a feature instance. This problem has been tackled in the
literature of specification mining by analyzing value-based dependencies of meth-
ods calls [19].

Our approach is independent from the adopted trace capturing techniques.
For each feature, it requires as minimal input a set of execution traces, each trace
consisting of a sequence of SQL queries. A query parsing component assignees to
each query a set of data-oriented properties each describing its data-manipulation
behavior. A query filtering component removes queries that do not refer to
concepts and relationships of the input conceptual schema. A query cluster-
ing component clusters together queries that have the same set of properties
thus implementing the same data-manipulation function. Consequently, a cluster
labeling component identifies the signature representing the data-manipulation
function (i.e., cluster) in terms of a label and a set of Input/Output (I/O) para-
meters. The traces abstraction component replaces traces of queries with the
corresponding signatures and the process extraction component generates the
data-oriented process corresponding to the input traces of a feature.

Noteworthy, our approach is applicable to any system for which a query
interception phase is possible. It could, for instance, be applied to legacy Cobol
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systems, Java systems with or without Object-Relational-Mapping technologies,
or web applications written in PHP.

Query Parsing (1). We characterize SQL queries according to (1) the infor-
mation they recover or modify and (2) the related selection criteria. To this end,
for each query we record a set of data-oriented properties according to the query
type. For a select query we record a property with the select clause while for
delete, update, replace or insert queries we record a property with the name of
the table. If the query is either update, replace or insert we also record a property
with the set clause and all its attributes. Finally for all query types but the insert
we add a property for the where clauses along with their attributes. By means
of these properties we ignore the actual values taken as input and produced as
output by each query. Figure 2 shows three SQL traces along with their corre-
sponding properties. These queries are created starting from the logical schema
represented in Fig. 3. Among others query q1 is a select query over attribute
Password of Customer table (property p1) and it contains a where clause with an
equality condition over Id attribute (p2); query q2 is a select query over attributes

Trace 1:

q1: SELECT Customer.Password FROM Customer WHERE Customer.Id = ’Mark27 ’; [p1 ,p2]
q2: SELECT Category.Id , Category.Image FROM Category; -> [p3]
q3: SELECT Product.Id, Product.Price FROM Product , PCategory WHERE Product.Id=PCategory.Product_Id AND

PCategory.Category_Id =’1’; -> [p4,p5,p6]
q4: SELECT PLang.Description FROM PLang , Language WHERE PLang.Language_Id=Language.Code AND PLang.Product_Id

=’1A23 ’ AND Language.Name=’Italian ’; -> [p7,p8 ,p9,p10]
q5: SELECT SpecialProduct.NewPrice FROM SpecialProduct ,Product WHERE SpecialProduct.Product_Id=Product.Id

AND Product.Id=’1A23 ’; -> [p11 ,p12 ,p13]
q6: SELECT Manufacturer.Name FROM Manufacturer ,Product WHERE Manufacturer.Id=Product.Manufacturer_Id AND

Product.Id=’1A23 ’; -> [p14 ,p15 ,p13]
q7: SELECT PLang.Description FROM PLang , Language WHERE PLang.Language_Id=Language.Code AND PLang.Product_Id

=’1F32 ’ AND Language.Name=’Italian ’; -> [p7,p8 ,p9,p10]
q8: SELECT SpecialProduct.NewPrice FROM SpecialProduct ,Product WHERE SpecialProduct.Product_Id=Product.Id

AND Product.Id=’1F32 ’; -> [p11 ,p12 ,p13]
q9: SELECT Manufacturer.Name FROM Manufacturer ,Product WHERE Manufacturer.Id=Product.Manufacturer_Id AND

Product.Id=’1F32 ’; -> [p14 ,p15 ,p13]
q10: INSERT INTO Log(IdEvent ,Event ,Date ,Time) VALUES (’021’,’PrAcc1A23 -1F32 ’,’2013-02-22’,’12:21:00’); -> [

p16]

Trace 2:

q11: SELECT Customer.Password FROM Customer WHERE Customer.Id = ’JennyMa ’; [p1,p2]
q12: SELECT Category.Id, Category.Image FROM Category; -> [p3]
q13: SELECT Product.Id , Product.Price FROM Product , PCategory WHERE Product.Id=PCategory.Product_Id AND

PCategory.Category_Id =’2’; -> [p4,p5,p6]

Trace 3:

q14: SELECT Customer.Password FROM Customer WHERE Customer.Id = ’DanWer ’; [p1,p2]
q15: SELECT Manufacturer.Id, Manufacturer.Name FROM Manufacturer -> [p17]
q16: SELECT Product.Id , Product.Price FROM Product WHERE Product.Manufacturer_Id=’AppleNamur01 ’ -> [p4,p18]
q17: SELECT PLang.Description FROM PLang , Language WHERE PLang.Language_Id=Language.Code AND PLang.

Product_Id =’2D11 ’ AND Language.Name=’Italian ’; -> [p7,p8,p9 ,p10]
q18: SELECT SpecialProduct.NewPrice FROM SpecialProduct ,Product WHERE SpecialProduct.Product_Id=Product.Id

AND Product.Id=’2D11 ’; -> [p11 ,p12 ,p13]
q19: SELECT Manufacturer.Name FROM Manufacturer ,Product WHERE Manufacturer.Id=Product.Manufacturer_Id AND

Product.Id=’2D11 ’; -> [p14 ,p15 ,p13]
q20: INSERT INTO Log(IdEvent ,Event ,Date ,Time) VALUES (’022’,’PrAcc2D11 ’,’2013-02-28’,’14:00:03’); -> [p16]

SQL-statements properties:

p1=" SELECT Customer.Password", p2=" Customer.Id.EQ_VALUE", p3=" SELECT Category.Id Category.Image",
p4=" SELECT Product.Id Product.Price", p5=" Product.Id=PCategory.Product_Id",
p6=" PCategory.Category_Id.EQ_VALUE", p7=" SELECT PLang.Description", p8="PLang.Language_Id=Language.Code",
p9="PLang.Product_Id.EQ_VALUE", p10=" Language.Name.EQ_VALUE", p11=" SELECT SpecialProduct.NewPrice",
p12=" SpecialProduct.Product_Id=Product.Id", p13=" Product.Id.EQ_VALUE", p14=" SELECT Manufacturer.Name",
p15=" Product.Manufacturer_Id=Manufacturer .Id", p16=" INSERT INTO Log",
p17=" SELECT Manufacturer.Id Manufacturer.Name", p18=" Product.Manufacturer_Id.EQ_VALUE"

Fig. 2. Web Store: Traces of SQL statements with data-oriented properties
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Fig. 3. Web-store case study: logical schema.

Id and Image of Category and it corresponds to property p3; query q3 is a select
over attributes Id and Price of Product (property p4), it contains two where
clauses, i.e., a natural join between Product.Id and PCategory.Product Id (p5)
and an equality condition over PCategory.Category Id attribute (p6).

Fig. 4. Web-store case study: conceptual schema.

Query Filtering (2). We remove from the input traces the queries that do
not express end-user concepts, i.e., the ones referring to database system tables
or log tables appearing only in the logical schema. In our example we remove
q10 and q20 accessing table Log without a counterpart in the conceptual schema
(see Figs. 3 and 4).

Query Clustering (3). Starting from the traces of SQL statements we apply
the Formal Concepts Analysis (FCA) [20] in order to cluster together queries
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having the same data-oriented properties. FCA provides the definition for formal
context C = (O,A,R) where O is the set of objects, A is the set of attributes
and R ⊆ O × A is the relation between objects and attributes. In our case
objects are SQL queries while attributes are their data-oriented properties. For
the formal context, a formal concept c is defined as a pair (Oi, Ai) where Oi ⊆ O
and Ai ⊆ A and every object in Oi has each attribute in Ai. In our case we assign
each query to the concept with the same set of properties thus dividing queries in
disjoint sets each performing different operations over the database. We report in
Table 1 the clusters obtained from queries in Fig. 2. It is worth noticing that FCA
is much more powerful than how we used it; indeed we did not consider objects
(queries) having only subsets of equal properties. Nevertheless, we automatize
the clustering of queries having the same set of data-oriented properties.

Table 1. Web Store: Clusters of SQL queries.

C1 C2 C3 C4 C5 C6 C7 C8

{q1, q11, q14} {q2, q12} {q3, q13} {q4, q7, q17} {q5, q8, q18} {q6, q9, q19} {q15} {q16}
{p1, p2} {p3} {p4, p5, p6} {p7, p8, p9, p10} {p11, p12, p13} {p13, p14, p15} {p17} {p4, p18}

Cluster Labeling (4). We identify the data manipulation function imple-
mented by each cluster in term of a label and a set of I/O parameters. First,
labels are obtained by analyzing the fragment of conceptual schema which cor-
responds to the logical subschema accessed by the cluster queries. In case a
conceptual schema is not available it is sufficient to reverse engineer the logical
schema by simply adopting a data-modeling tool like DB-MAIN1; thus given
that the logical schema contains meaningful names it is still possible to obtain
significant labels. Second, I/O parameters are created based on the data-oriented
properties belonging to each cluster.

For determining the labels we adopt the same naming convention proposed
in [21] to associate conceptual level operations to SQL query code. We extract
the portion of conceptual schema accessed by the queries of a cluster and we
apply a different labeling strategy according to the query types. Concerning
the query types insert, replace, delete and update, we create the label of the
data-manipulation functions starting from the unique entity E of the conceptual
schema accessed by each of these query types, i.e., InsertIntoE, ReplaceIntoE,
DeleteFromE and UpdateE respectively. In case of a select query we distinguish
four cases according to the portion of the conceptual schema involved in the
cluster queries (refer to Table 1 and Fig. 4 for the given examples):

a. One entity E. In this case we proposed two possible mapping names based on
the presence of an equality condition over the primary key of E. If such con-
dition is present, we map the cluster with the label getEById. Conversely, we
simply map the cluster with the label getAllE. In our example we translate

1 DB-MAIN official website, http://www.db-main.be.

http://www.db-main.be
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cluster C1 to getCustomerById since queries in C1 retrieve information con-
tained within entity Customer by taking as input its primary key. Concerning
cluster C2, since its queries retrieve all tuples of entity Category without con-
sidering any condition over its primary key, it translates to getAllCategory.

b. Two entities E1, E2 related by a many-to-many relationship R. In this case,
the adopted label is getAllE1OfE2V iaR providing that the queries give as
result the attributes of all the instances of E1 associated with a given instance
of E2 through R. Concerning our example we translate clusters C3 to getAll-
ProductOfCategoryViaPCategory since it extracts all the products of a certain
category and we translate C4 to getAllLanguageOfProductViaPLang provided
that it extracts all language descriptions of a product.

c. Two entities E1, E2 related by a one-to-one relationship R. In this case, we
map the cluster with the label getE1OfE2V iaR provided that the queries
retrieve the instance of E1 associated to a certain input instance of E2. In
the web-store example, we map cluster C5 to label getSpecialProductOfPro-
ductViaSProd in order to extract the occurrence of SpecialProduct related to
a certain product via the one-to-one relationship SProd.

d. Two entities E1, E2 related by a one-to-many relationship R. In this case, we
distinguish two cases. If the queries return the instance of E1 that participates
to the relationship R with multiplicity N, we translate the query with the func-
tion getE1OfE2V iaR. Conversely, if the query returns the set of instances
of E2 that participate to R with multiplicity 1 we translate the query with
the label getAllE2OfE1V iaR. In our web-store example we translate cluster
C6 to getManufacturerOfProductViaPManufact since it retrieves the single
occurrence of Manufacturer participating to the relationship PManufact
with Product. We translate cluster C8 to getAllProductOfManufacturerVi-
aPManufact since it retrieves the multiple occurrences of Product related to
Manufacturer via PManufact.

As far as I/O parameters are concerned, input parameters are the attributes
involved in equality or inequality conditions that appear in the data-oriented
properties of the queries, while output parameters are the set of attributes
appearing within the select query property. Table 2 shows labels and I/O para-
meters for the clusters of the Web Store example.

It is worth noticing that in our approach it is enough to translate just one
arbitrary query within the same cluster and to evaluate its input and output
parameters; indeed all queries belonging to a cluster have the same set of prop-
erties and they consequently access the same portion of the conceptual schema.
In defining signatures we have not considered the complete SQL grammar, e.g.,
we ignored group by operators that add more fined-grained information at the
attribute level and we ignored the where clauses without value-based equality
and inequality conditions. Nevertheless, we plan to adopt the latter for providing
more detailed definitions of the data manipulation functions.

Process Mining (5–6). We generate a process starting from a set of SQL
traces of a single feature. The traces abstraction phase replaces SQL traces with
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Table 2. Web Store: Clusters with data manipulation functions and I/O parameters.

Cluster Input Output

C1:getCustomerById {Id} {Password}
C2getAllCategory − {Id, Image}
C3:getAllProductOfCategoryViaPCategory {Category Id} {Id, Price}
C4:getAllLanguageOfProductViaPLang {Product Id,Name} {Description}
C5:getSpecialProductOfProductViaSProd {Product.Id} {NewPrice}
C6:getManufacturerOfProductViaPManufact {Product.Id} {Name}
C7:getAllManufacturer − {Id,Name}
C8:getAllProductOfManufacturerViaPManufact {Manufacturer Id} {Id, Price}

the corresponding traces of data manipulation functions. The process extraction
phase exploits a process mining algorithm to extract the feature behavior as a
sequence of function executions with sequential, parallel and choice operators.

In the following we show how to recover the data manipulation behavior of
the view products web-store feature starting from the traces of data manipula-
tion functions in Table 3 (obtained by replacing the queries in Fig. 2 with their
corresponding cluster labels of Table 2).

Table 3. Web Store: Traces of data manipulation functions

Trace 1 getCustomerById(C1) - getAllCategory(C2) -
getAllProductOfCategoryViaPCategory(C3) -

getAllLanguageOfProductViaPLang(C4) -
getSpecialProductOfProductViaSProd(C5) -

getManufacturerOfProductViaPManufact(C6) -
getAllLanguageOfProductViaPLang(C4) -

getSpecialProductOfProductViaSProd(C5) -
getManufacturerOfProductViaPManufact(C6)

Trace 2 getCustomerById(C1) - getAllCategory(C2) -
getAllProductOfCategoryViaPCategory(C3)

Trace 3 getCustomerById(C1) - getAllManufacturer(C7) -
getAllProductOfManufacturerViaPManufact(C8) -

getAllLanguageOfProductViaPLang(C4) -
getSpecialProductOfProductViaSProd(C5) -

getManufacturerOfProductViaPManufact(C6)

Trace 1 gets customer information (C1 ), it performs a category-driven search
of products by means of getting all the product categories (C2 ) and all the
products of a certain selected category (C3 ). For each retrieved product, three
functions are iterated: C4 retrieves product description, C5 extracts special
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product information and C6 extracts related manufacturer information. Trace 2
is different from Trace 1 because after function C3 no products are retrieved and
the process ends. If we apply a mining algorithm to Trace 1 and 2 we obtain a
process (Fig. 5(a)) which performs consecutively functions C1, C2 and C3 before
entering in the loop iterating C4, C5, and C6. The process ends after zero, one
or more iterations of the loop. Let us now assume to include into the process
Trace 3 which is equal to Trace 1 except that it searches products based on
their manufacturer (functions C7 and C8 ) instead of searching by category (C2
and C3 ). If we mine the process model by considering as input all the traces
(Fig. 5(b)), we end up with a new alternative branch: the customer can now
perform either a manufacturer-driven search or a category-driven search.

(a) (b)

Fig. 5. Web Store: process mined with (a) Trace 1 and 2 and (b) Trace 1, 2 and 3.

3 Validation

We validated our approach to data-manipulation behavior recovery by means of
(i) a tool integrated with current practice technologies and (ii) a set of exper-
iments showing the sensitivity of our technique in producing correct processes
depending on the traces log coverage.

3.1 Tool Support

The presented framework is implemented into an integrated tool which takes as
input a set of SQL traces (each representing an instance of the same feature),
the logical schema and optionally the conceptual schema and the conceptual-to-
logical schema mapping. The tool relies on a set of implemented and third-party
components. The former do not require any additional user inputs while the
latter may require the intervention of the designer. Among the implemented
components, a SQL parser extracts the data-oriented properties while a filter-
ing component filters out the ones referring to concepts and relationships not in
the input conceptual schema. A clustering component exploits the colibri-Java
Formal Concept Analysis tool2 to cluster queries according to their properties.
A labeling component generates data manipulation functions (i.e., cluster sig-
natures) while a traces abstraction component uses a Java library3 to create
standardized event logs.
2 http://code.google.com/p/colibri-java/.
3 http://www.xes-standard.org/openxes/start.

http://code.google.com/p/colibri-java/
http://www.xes-standard.org/openxes/start
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Starting from the event logs obtained with our implemented components, we
rely on the de-facto standard process mining tool (ProM tool4) to mine data
manipulation processes. ProM supports different process mining algorithms pro-
viding different trade-offs between completeness and noise [22,23] to be chosen
according to specific application needs. In our case, we chose as miner algorithm
the Integer Linear Programming (ILP) miner [24] since it is able to produce com-
plete process models (i.e., Petri Nets5 [25]) with a low level of noise6. Petri nets,
which results from ILP miner, are well-semantically defined models enabling dif-
ferent types of analysis among which a precise comparison of different model
instances. Once a process has been created, we exploit the ProM tool to export
the Petri Net as a PMNL7 file which can be given as input to a Petri Net edi-
tor tool, e.g., WoPeD8 allowing reading and editing operations. ProM provides
user-friendly graphical interfaces which support designers in easily loading stan-
dardized event logs, mining Petri Nets through ILP miner and exporting such
models for editing purposes enabled by WoPeD.

3.2 Experiment Inputs

For our experiments we collected a set of database access traces from an e-
restaurant web application developed by one of our bachelor students at our
university. This data-intensive system provides different features each accessing
a different portion of an underlying database to support the activities of taxi
drivers, restaurant owners and clients. Clients consult menu information (Men-
uInfo feature), information about special offers (DailySpecials feature) and gen-
eral information about restaurants (RestaurantInfo feature). They can reserve a
table for a meal (Reservation feature) and they can issue orders of meals with
two possible options, they either pick-up the meal at the restaurant or they
4 http://www.promtools.org/.
5 A Petri Net consists of a set of places, transitions, directed arcs and tokens. Tran-

sitions are represented with boxes and they indicate a certain event/task, places
are represented with circles, directed arcs link together transitions and places in a
bipartite manner, while tokens are represented as black dots which can move from
one place to another trough a transition.

6 In the literature of process mining two main metrics have been proposed to evaluate
how good is an algorithm in mining models conforming to an input set of traces.
The fitness measure expresses to what extent the model is able to produce the
input traces (completeness), while the appropriateness measure expresses to what
extent the model is able to represent the exact set of input traces (noise). Mining
a process model which is both complete and without noise is not always possible
unless we accept to obtain a model with too low level of abstraction (i.e., too specific)
which does not help user readability. Therefore, between completeness and noise we
give more importance to the first since we prefer to have a model which is able to
reproduce all the input traces (fitness=1) even if we introduce a certain level of noise
in it (appropriateness< 1).

7 http://www.pnml.org/ - (Petri Net Markup Language) is a proposal of an XML-
based interchange format for Petri nets (de-facto standard).

8 www.woped.org.

http://www.promtools.org/
http://www.pnml.org/
www.woped.org
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ask for a taxi service to deliver them the booked meal (IssueOrders feature).
Restaurant owners prepare the meal to be delivered to clients (RestaurantOrders
feature) while taxi drivers check delivery requests and they carry out the deliv-
ering process (TaxiDelivery feature). Among a wide set of implemented features
we chose a subset of features whose data manipulation processes covered execu-
tion patterns of different nature, e.g., sequential execution, cycles and decision
points. Since we played the role of the designer, we were able to select the
most interesting features i.e., DailySpecials, RestaurantInfo, MenuInfo, Reserva-
tion and IssueOrders. Consequently we collected the corresponding sequences of
SQL queries to give as input to the tool. The complete list of SQL statements
grouped by feature with different traces and extracted data-manipulation func-
tions are available at [26] along with conceptual and logical database schema
accessible through DB-MAIN. We assume that for each feature, its input set
of extracted traces corresponds to 100 % of coverage ratio of the process and it
contains exactly 6 different traces.

3.3 Experiments

Starting from the inputs data we conducted a set of experiments aiming at
answering the following research question: What is the quality of the processes
extracted through the integrated tool with a variable traces coverages, with respect
to their correct versions identified by the designer? In answering this research
question, we organized the experiment in two different phases: the start-up phase
creates for each feature the correct processes starting from its complete set of
traces (traces coverage = 100 %) with the support of the integrated tool and the
intervention of the designer; the core phase mines processes with a variable traces
coverage (≤ 100%) and it evaluates the quality of such processes with respect
to the correct ones previously identified with the support of ProM tool plug-ins.

Start-Up. For each feature we adopted the tool for creating the data-
manipulation processes with the complete set of traces. Consequently, since
these models could either contain noise or they could be not complete, we asked
the designer to derive a correct version from it. Designers have a deep know-
ledge and understanding of the processes and they can easily assess if a certain
process is correct or not. In our case, as designers, we adopted the WoPeD tool
for visualizing the processes as Petri Nets and to perform the possible required
modifications, i.e., addition/deletion of places and arcs. For instance, Fig. 6(a)
shows the feature DailySpecial mined with our technique while Fig. 6(b) shows
the version of the same feature as it has been corrected by the designer. The
correct version of this feature mainly consists of retrieving a certain set of restau-
rants (A), checking if they provide special dishes (B) and for each of those dishes
it retrieves the corresponding information (C ) along with the category to which
the dish belongs (D). The mined process contains all valid traces in the corrected
process but, as a consequence of the noise introduced by the mining algorithm, it
enables more traces than the correct one, e.g., the traces that retrieve a certain
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)b()a(

Fig. 6. DailySpecial: mined process (a) and process corrected by the designer (b).

dish (C ) without first retrieving the special dishes (B). These traces are not
considered admissible by the designer, who modifies the links among transitions
to disable the former traces and forcing the process to perform C only after B.

Core. Once the designer has determined the correct versions of the processes
of the input features, we performed a set of experiments in order to compare
them with the models produced by our approach with a different ratio of the
coverage of the input traces. We define Ptool as the Petri Net produced by our
approach, Pexp as the correct Petri Net and their corresponding set of valid traces
as T (Ptool) and T (Pexp). Then we define recall = |tp|

|tp+fn| = |T (Ptool)∩T (Pexp)|
|T (Pexp)| and

precision = |tp|
|tp+fp| = |T (Ptool)∩T (Pexp)|

|T (Ptool)| metrics where tp (true positive) is the
set of traces identified by our technique that are also included into the correct
model, fp (false positive) is the set of traces identified by our technique that are
not included into the correct model, while fn (false negative) is the set of traces
not identified by our technique but included into the correct model. Given that
the set of traces for a Petri Net could be infinite, we consider as an approximation
the minimum number of traces that covers the Petri Net where loops are iterated
at most once. Since ProM tool already provides a plug-in for evaluating precision
and recall between two Heuristic Net’s and to translate a Petri Net to a Heuristic
Net, we adopted both for evaluating mined models.

For each feature we have mined different processes starting from a variable set
of input traces. We have considered as input all the combinations of 1, ..., t traces
from the global set of t traces (in our experiments t=6). For each combination
of traces we have mined the corresponding process model and we have measured
precision and recall values of this model with respect to the correct one [26].
Finally, we have evaluated the average precision and recall obtained with all the
combinations of 1 trace from the t traces, all the combinations of 2 traces from
t traces, ..., and all the combinations of t traces from t traces. Then we repeated
the same set of experiments for all features.

Figure 7(a) and (b) show the averages recall and precision values obtained
for the input features. Figure 7(a) shows that for all processes the averages recall
measure increases if we consider a greater set of traces as input. In case we
consider all the traces, we have a recall equal to 1 meaning that all the traces
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(a)

(b)

Fig. 7. e-Restaurant case study: average recall measure (a) and average precision mea-
sure (b) of the mined process models depending on log coverage (1-trace logs, 2-trace
logs, ..., 6-trace logs).

within the correct model have been identified by our approach. On average,
if the number of traces decreases, the recall decreases as well. As shown in
Fig. 7(b), averages precision measure increases with the reductions of traces con-
sidered as input, meaning that on average with a lower number of traces the
noise introduced by our approach is lower than with a greater number of traces.
We claim that the trend of precision and recall averages do not depend on
the nature of processes, indeed they all follow the same behavior which depends
on the coverage of the input log.

3.4 Threats to Validity

Our technique extracts data-manipulation process models that may suffer of
two different types of noise. The first belongs to the adopted mining algorithm
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and it results in non-correct mined models having possibly additional traces. To
mitigate this noise we asked designers to perform a correction to the models
mined by our technique. In this way we were able to create models that were
100 % correct which have been exploited as input to evaluate the sensivitity of
our technique depending on the log coverage. The second type of noise belongs
to the input SQL statements that refer to technical implementation details not
relevant for the application logic. To mitigate this problem, we have introduced
a pre-processing phase to filter out queries that do not refer to a certain subset of
the conceptual schema as selected by the designer. Our technique may also have
threats to the scalability depending on the increasing input of SQL statements.
Indeed, even once the non-relevant queries have been pruned out, we could mine
a non-readable process due to the large space of extracted data-manipulation
functions. To mitigate this problem, we advice designers to prune iteratively the
conceptual schema until they obtain a readable process (by iteratively applying
our technique to the input set of queries).

Recall and precision values obtained for the different features depend on the
adopted mining algorithm. In [23] different mining algorithms have been com-
pared to identify the one that better fits the application needs. In our experi-
ments we exploited the ILP miner algorithm which is able to create models with
100 % of fitness (precision) and an acceptable level of appropriateness (recall)
with respect to the input set of traces. By adopting mining algorithms with dif-
ferent fitness and appropriateness, we would have obtained different precision
and recall values. Nevertheless, we claim that we expect to obtain similar trends
of precision and recall depending on the log coverage. Indeed, we expect that by
increasing the log coverage, we consequently increase the recall while lowering
the precision.

The e-restaurant system adopted in the experiments can be considered a good
representative for data-intensive systems i,.e., systems where most of the com-
plexity is hidden into its interactions with a database. Indeed, the e-restaurant
consists of numerous interactions with a database where data are the basis for
supporting the core business activities. Even though the experimented system is
of limited size and complexity, it sufficiently evidenced the capability of the pro-
posed approach in revealing heterogeneous data-manipulation processes in real
environments. With this aim, we have also mitigated the quality of the input
traces by analyzing features of different nature.

4 Related Work

In the literature different approaches use dynamic analysis of SQL queries with
a different goal than data manipulation behavior understanding. The approaches
presented in [7,8] analyze SQL statements in support to database reverse engi-
neering, e.g., detecting implicit schema constructs [8] and implicit foreign keys [7].
The approach presented by Di Penta et al. [9] identifies services from SQL traces.
The authors apply FCA techniques to name services I/O parameters thus support-
ing the migration towards Service Oriented Architecture. Debusmann et al. [10]
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present a dynamic analysis method for system performance monitoring, i.e., mea-
suring the response time of queries sent to a remote database server. Yang et al. [11]
support the recovery of a feature model by means of analyzing SQL traces. Al-
though the former approaches analyze (particular aspects of) the data access
behavior of running programs, none of the former approaches [7–11] is able to pro-
duce process models expressing such a behavior at a high abstraction level, as we
do in this paper.

Other approaches (e.g., [27,28]) extract business processes by exploiting/
combining static and dynamic analysis techniques, but they are not designed
to deal with dynamically generated SQL queries. The most related approach,
by Alalfi et al. [29], extracts scenario diagrams and UML security models by
considering runtime database interactions and the state of the PHP program.
These models are used for verifying security properties but they do not describe
the generic data manipulation behavior of the program, they only analyze web-
interface interactions. In addition they have not considered different possible
instances of a given scenario as we claim it is necessary to extract a complete
and meaningful model. Understanding processes starting from a set of execution
traces is at the core of process mining. This paper does not make any additional
contributions as far as process mining is concerned, but it is the first to apply
such techniques to analyze program-database interactions.

5 Conclusions and Future Work

Our paper presented a tool-supported approach to recover the data manipula-
tion behavior of data-intensive systems. The approach makes use of clustering,
conceptualization and process mining techniques starting from SQL execution
traces captured at runtime. We discussed how we exploited current practice tech-
nologies to implement our approach and we carried out a set of experiments to
assess the quality of the mined processes depending on the coverage of the input
traces. We assumed that designers were able to produce correct models based on
which we measured precision and recall metrics with respect to models produced
with our approach. Results showed that average precision and recall depend on
the log coverage almost independently from the extracted process. As for future
work we plan to enrich the input traces with multiple sources of information
like user input, source code and query results with the aim of identifying the
conditions that characterize decision points within process models.
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Abstract. Mapping know-how, which is knowledge of how to achieve specific
goals, is important as the creation pace and amount of knowledge is tremen-
dously increasing. Thus, such knowledge needs to be managed to better
understand tradeoffs among solutions and identify knowledge gaps. Drawing
from goal-oriented requirements engineering, in this paper we propose a spe-
cialized (and light weight) use of concept maps to map out contributions to
problem-solving knowledge in specific domains. In particular, we leverage on
the means-end relationship which plays a major role in such domains and further
extend it to be able to depict alternatives and tradeoffs among possible solutions.
We illustrate the approach using problems and solutions drawn from two
domains and discuss the usefulness and usability of the know-how maps. The
proposed mapping approach allows for a condensed representation of the
knowledge within a domain including the contributions made and the open
challenges.

Keywords: Knowledge mapping � Requirement engineering � Concept map

1 Introduction

The state of the art in fields is a fast moving target. With innovation occurring globally
at a fast pace, researchers and practitioners who are pushing the boundaries to better
deal with new problems and needs, expend significant efforts to keep up with the
current state of the art. To stay up-to-date and to make new contributions to bodies of
knowledge, researchers and practitioners must continuously maintain an overview of a
field, understand the problems addressed and solutions proposed, as well as identify the
outstanding issues that should receive further attention. Given the fast pace of new
developments, keeping such an overview up-to-date is challenging. Researchers and
practitioners typically make use of, or produce, literature reviews to better understand
and map out specific domains. Some use informal literature maps to map out fields of
research, indicating with overlapping circles, or boxes with lines in between them,
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sub-topics or themes and relationships between them. Some also use their own
accumulated list of scholarly references typically included in bibliographic software, as
their main personal “knowledge” database which is then tagged and labeled to cue of
the existing and expanding works in their fields of interest.

While such approaches are commonly used, they much depend on the researchers
and practitioners capability to identify means-end relationships details, which are not
guided by the following questions: how problems are characterized, what problems are
already addressed, how proposed solutions are making significant contributions to
problems, what proposed solutions fail to address, and where further contributions and
improvements can be sought.

We observe that problems and solutions in fields of study, and the contribution
relationships between problems and solutions can be characterized as means that come
to address specific ends in some better way. We observed a lack of exploiting such a
conceptual relationship in current approaches to mapping out engineering domains.
Means-ends relationships that are made use of relationships between problems and
solutions are such conceptual relationships that are used only to a limited extent in
the context of knowledge mapping. Nevertheless, these are widely used within goal-
oriented requirements engineering (GORE) approaches [27], in general, and the i*
(pronounced i-star) goal-oriented modeling framework approach, in particular [27].
The i* approach, for example, has at its center the means-ends relationship, and the
capability to differentiate alternate means towards some end by indicating their dif-
fering contributions towards desired quality objectives (by use of additional contri-
bution links). Following the i* notions and based on [9, 23], we propose a knowledge
mapping approach to represent and map out problems and solutions in domains which
relies on the means-end relationships. We envision that using such an approach would
better support researchers and practitioners in representing, capturing and reasoning
about research advancements in such domains.

In this paper, we describe a means-end oriented approach for knowledge map-
ping, and illustrate its use for various domains of technology-oriented (such as the
data mining domain) and business-oriented (such as the customer relationship
management domain). In addition, as we are aiming at mapping out relationships
among domains we further define the cross relationships among domain maps. In
particular, we demonstrate how the data mining domain is used to solve problems in
the domain of Customer Relationship Management (CRM), which can indicate ways
communities working in those different domains could collaborate to better solve
existing problems. Furthermore, in this paper we stress the notion of context and
quantitative contribution. In addition, we present an initial evaluation of the approach
and further discuss our vision of future developments along the lines of the proposed
approach.

The paper is organized as follows. Section 2 discusses related work. Section 3
introduces the mapping approach and demonstrates it using examples from the two
domains. Section 4 introduces the evaluations we performed to assess the usefulness of
the proposed approach. Section 5 further discusses the proposed approach. Finally,
Sect. 6 concludes and further elaborates on our vision regarding the usage of such
knowledge maps in the future.
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2 Related Work

To date, little work has been done to offer a conceptual approach to mapping out
domain knowledge within one or more fields. Researchers mainly use literature
reviews, including systematic reviews [14], tagging and classifications approaches1 to
accumulate and organize literature in one or more domains [16]. Such approaches help
cluster literature along themes or viewpoints of interest, however, offer little insights
into the structure of domain knowledge itself, such as to characterize problems,
solutions and innovative contributions. Some works aim at mapping out inter-disci-
plinary research using approaches to visualizing domains knowledge and kinds of
relationships between domains knowledge. This includes, for example, citation graphs,
subject heading and terminology clustering [4, 5, 17], as well as work toward output
indicators for interdisciplinary science and engineering research, which give insight
into social dynamics that lead to knowledge integration [24].

While these approaches offer important sign-posts for researchers to orient them-
selves in disciplinary and cross-disciplinary fields of research, such approaches typi-
cally use quantitative measures and descriptive statistic approaches, including novel
multi-dimensional networking graphics, to indicate citation structures and intercon-
nections between topics across disciplines, without, however relating the conceptual
structuring of the knowledge and evolution of such knowledge in domains.

Some research has been done to offer a conceptual view of literature in a domain
and to support a conceptual consolidating of scholarly works. This includes concept
maps [19], cause maps [7], and claim-oriented argumentation [21, 22]. One particu-
larly noteworthy line of research is VIVO, a semantic approach to scholarly networking
and discovery. VIVO provides a semantic-web based infrastructure and ontologies to
represent, capture and make discoverable conceptual linkages that define scholars, and
their scholarly work [2].

While these offer useful structuring of domain knowledge, they do not specifically
focus on linking problem and solution knowledge within and across domains, in
general, and during knowledge innovation and evolution, in particular.

As researchers and practitioners are looking for innovation, they would benefit
from supporting tools that would help them in clustering related topics (clustering), as
well as explicate problems and solutions (expressiveness), to represent and reason
about differences between existing solutions (reasoning), and to be able to adjust the
mapping as the domain evolves over time (dynamic evolution). Indeed, the afore-
mentioned approaches offer different kinds of textual, conceptual and visual mapping
over domains. However, as mentioned, they lack essential capabilities to evaluate or
compare state-of-the-art studies at an engineering knowledge level. Table 1 presents a
comparison of the approaches with respect to the needed capabilities.

In addition to mapping specific domains, both researchers and practitioners have a
need to explore the possibilities of adopting or adjusting existing solution in one

1 There are also reference management systems like EndNote and Mendeley that support classification
using folders and tagging.
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Table 1. Comparing mapping techniques

Approach Advantages Drawbacks
Literature
survey

Literature review enables
clustering and since it uses
natural language its
expressiveness is extensive

As a literature review provides
mapping by textual means, a direct
reasoning on it is challenging.
Furthermore, as such review is done
once in a while its relevance is
limited. In addition, usually such
reviews are taking an a priory point
of view and thus might be leaning
towards specific directions

Classification Classification aims at clustering
existing work and also
facilitates the addition of
related knowledge into
existing clusters

Classification has limited
expressiveness as it indicates only
the association to specific categories
and not the reason for that. Also,
classification does not allow for
clear differentiation among works
within each category. Usually,
classification is done at high level of
abstraction and thus provides limited
reasoning capabilities. Also,
changing clusters requires re-
assignment of the already categories
work, so the support for dynamic
evaluation is limited

Cause map Cause maps do provide some
kind of clustering, though it is
not explicated. It allows for
some reasoning on various
alternatives to achieve an end
and also support dynamic
evolution of domains as
alternatives can be easily be
incorporated in such map

Cause maps focuses on means-ends
relationships in a conservative
manner, usually, without explicit
differentiation among alternatives to
achieve an end

Concept maps Concept map has an extensive
expressiveness as they can be
used to specify any kind of
claims

Concept maps are similar to literature
review, but add the identification of
key concepts. Thus, reasoning
remains a challenge.

Clustering also should be explicated as
it is not clear in such maps

Argumentation Argumentation approaches can
be easily be equipped with
extended expressiveness.
Being formal in nature
reasoning with such
approaches is easy. Also, by
various arguments
differentiations among
various works can be
explicated

By simply looking at the set of
arguments it would be difficult to
identify clustering. Yet, this can be
achieved through a reasoning
procedure
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domain to problems in other domains. This exploration would increase collaboration
among different research communities.

3 Specializing Concept Maps for Specific Domains

In this section we introduce an approach to map out domains that are characterized by
the means-end relationship. To address this need we extend concept map by the means-
end relationships to enable reasoning and evolution of existing maps. We begin with
briefly presenting the domains that are used in this paper for demonstrating the
approach. Then, we present the concepts used within the approach and demonstrate
these on the introduced domains.

3.1 Two Examples of Know-How Domains

In this paper, we refer to two domains, namely, the business domain of customer
relationship management and the technical domain of data mining. For each domain,
some of the content and problems they address are briefly discussed.

3.1.1 The Customer Relationship Management Domain
Customer Relationship Management (CRM) is a comprehensive process of building
long term and profitable relationships with customers. It includes four dimensions:
customer identification, customer attraction, customer retention, and customer devel-
opment [16]. Customer retention aims to keep loyal customers by reducing their
defections. To this end, approaches to predicting customer churn were developed [11,
23]. Churn prediction is a well-studied domain with various proposed techniques.
Moreover, various experiments have been undertaken to compare those techniques
(e.g., [26]). Those experiments further asked the following questions: How to examine
the existing techniques and to identify opportunities for new contributions in that
specific domain for improving customer relationship management practices? How to
find techniques from other disciplines and use them for churn prediction? We show
how the knowledge mapping approach helps in answering such questions.

3.1.2 The Data Mining Domain
Data mining, the process of extracting interesting patterns and trends from large
amounts of data, has gained much attention and success in many scientific and business
areas [9]. The main goal is to build a model from data [7]. Major classes of data mining
tasks are: predictive modeling, clustering, pattern discovery, and probability distribu-
tion estimation [18]. Predictive modeling deals with the problem of performing
induction over the dataset in order to make predictions. One of the ways of predictive
modeling is classification which builds a concise model or classifier that represents
distribution of class labels in terms of predictor features.

Data mining is a domain of rapidly growing interest in which various algorithms
and techniques are being proposed. For example, to support data classification different
algorithms were proposed, including Support Vector Machines (SVM), Naïve Bayes,
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and Decision Trees. Also for the other data mining tasks, several algorithms exist and
new ones appear continually, making it hard to keep track over time, as well as choose
one over another. This problem is further complicated by the fact that various algo-
rithms have different performance rates over different datasets and there is no single
algorithms that outperforms all the others for all datasets. Furthermore, even specialists
lack comprehensive knowledge about the full range of algorithms and techniques along
with their performances. As a result, understanding the strengths and weaknesses of
various algorithms and choosing the right one is a challenging task and a critical step
both during the design and implementation of data mining applications, as well as
when researching novel solutions. In the next sections we illustrate how a knowledge
mapping approach can partially alleviate these challenges.

3.2 The Knowledge Mapping Approach

This section presents an approach to conceptually map domains that has at its center
means-end relationships. We applied the approach to map out portions of engineering
domains including agent-oriented software engineering, geo-engineering, web mining,
and documentation of software architecture. We adopted a minimal set of modeling
constructs to two types of nodes and a number of types of links. By convention, the
map is laid out with problems or objectives at the top and solutions at the bottom.

Figures 1 and 2, respectively illustrate parts of the knowledge maps of the data
mining and the customer relationship management domain. Note the maps purpose is to
illustrate the concepts used in the proposed mapping approach rather to demonstrate
comprehensive maps. For our modeling needs we used the concept mapping toolset

Fig. 1. A partial knowledge map of the data mining domain
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cmap tools2 to draw the knowledge maps. Using the cmap tool allows us to benefit
from all implemented features of the platform, including collaborative modeling and
sharing of concept maps. It also provides a modeling mechanism to support the con-
nections among several domains.

In the following we explain and demonstrate the constructs used in the proposed
mapping approach.

• The task is the main element used to define means-ends relationship, and when
chained together, means-ends hierarchies. A task can be interpreted either as a
problem or a solution. Typically, it is named with a verb phrase, and is graphically
depicted as a rectangular shape with rounded corners. For example, in Fig. 1, the
task “Discover knowledge from data” is a typical problem in the data mining
domain that needs to be addressed. It can be addressed by tasks such as “Predictive
modeling”, “Clustering”, “Pattern discovery”, and “Probability distribution esti-
mation”. Each of these solutions can in turn be viewed as sub-problems that need
further addressing. For example, the “Predictive modeling” problem can be
addressed by “Classification”.

• A quality element is used to express quality attributes that are desired to sufficiently
hold when addressing tasks. A quality is depicted as an ellipse, and is typically
named with adverbial or adjectival phrases or quality nouns (e.g., “-ilities”).

Fig. 2. A partial knowledge map of the customer relation management domain

2 http://cmap.ihmc.us/.
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Example qualities in Fig. 1 are “Accuracy”, “Tolerance to noise”, and “Speed of
learning”.

• Links connect tasks and qualities. We propose the use of following link types:
– The achieved by link represents a means-end relationship. The arrow points

from the “end” to the “means”. Figure 1 indicates that “Classification” is one
way to achieve “Predictive modeling”. “Use Neural Networks”, “Use K-Nearest
Neighbour”, “Use Support Vector Machine”, “Use Decision Trees”, “Use Naive
Bayes” and “Use Rule Learners” are alternative ways of achieving “Classifi-
cation”. While in Fig. 2, “Keep loyal customers” and “Manage complaints”
are solutions to achieve the task (in this case the problem of) “Customer
retention”.

– The consists of link indicates that a task has several sub-parts, all of which
should be addressed for the parent task to be addressed. In Fig. 1, “Use Support
Vector Machine” consists of “Define feature space”, and “Transform feature
space”, among other problems that need to be addressed. While in Fig. 2,
“Manage customer relations” consists of “Customer identification”, “Customer
attraction”, “Customer retention”, and “Customer development”.

– The association link (an unlabeled and non-directional link) indicates the
desirable qualities that should sufficiently hold for a given task, once addressed.
These qualities are later also to be taken into account when evaluating alter-
native ways for addressing the task. For example, in Fig. 1 “Accuracy” and
“Speed of learning” are qualities that could serve as criteria when evaluating
different ways to address “Classification”. In Fig. 2, “Sensitivity (hit rate) of
churn prediction” and “Accuracy of churn prediction” are two qualities to
evaluate different solutions for task “Predict customer defection (churn)”.

– The extended by link indicates that the target task is an extension of the source
task. For example, in Fig. 1, “Use multi-class SVM” is an extension of “Use
Support Vector Machine”. All qualities that hold for the parent task also hold for
its extensions.

– The contribution link (a curved arrow) indicates a contribution towards a
quality, which can be directed either from a task or another quality. Following
the i* guidelines, the contribution is subjective and can range from positive to
negative contribution. For example, in Fig. 1, “Use Neural Networks” contrib-
utes positively (“+”) to “Accuracy” and “Tolerance to noise”, but negatively
(“−”) to “Tolerance to missing values” and “Speed of learning”. However, in the
case of the knowledge map, where an objective scale measure can be associated
with a solution that addresses a particular quality, these measures can also be
associated with the link. For example, as shown in Fig. 2, the “accuracy of
churn prediction”, according to [28] if it is addressed by “Use SVM for churn
prediction” is 87.15 %, by “Use Neural Network for churn prediction” is
78.12 %, by “Use Decision Tree for churn prediction” is 62 %, and, finally, by
“Use Naive Bayes for churn prediction” is 83.24 %.

Each element in the knowledge map can have a context associated, such as a condi-
tions, datasets, experimental settings, and so on, and must have a set of references,
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which are the knowledge sources. These help justifying the existence of the element
within the map. To avoid cluttering we have omitted such contexts or references
elements in Figs. 1 and 2. Instead we included them in the attached note icons and
reference icons of the tasks in the figures, which are displayed when clicking the icons
in the tool. For example, the attached reference icon of “Classification” in Fig. 1 shows
that the knowledge source of the task is from [15]; the attached note icon of the number
“78.12 %” in Fig. 2 shows that the experiment is conducted on a subscriber dataset
consisting of 100,000 customers with 171 potential predictor variable, and the attached
reference icon shows that the experiment is reported in [28].

It is important to note that a map is essentially an index to the actual knowledge.
The purpose of a map is not to represent the entire knowledge but rather organize the
knowledge to increase its accessibility.

To construct the knowledge map in Fig. 1, we referred to the definitions of data
mining, classification and support vector machine in Wikipedia and analyzed a survey
paper on classification techniques [15], as well as a tutorial paper on support vector
machines [3]. Similarly, to construct the knowledge map in Fig. 2, we analyzed a
survey paper on the application of data mining to customer relationship management
[18], as well as a paper on customer churn prediction using SVM [28]. Following these
resources, we were able to construct the map while having supporting evidences for the
claims implied by nodes and links included in the map.

As we further identify innovation in a domain (by identifying papers reporting the
innovation), we make additions to the maps. For example, Fig. 2 shows results of our
analysis of another paper on customer churn prediction based on SVM [25], which
compares several classification techniques by considering not only the accuracy which is
compared in [28], but also the sensitivity (hit rate) of churn prediction. Note that the work
of Xia and Jin [25] adopted a different dataset (the machine learning UCI database of
University of California). We then further analyzed a survey paper on clustering [12] and
a paper on grouping customer transactions based on hierarchical pattern-based clustering
[26]. All the model elements and the links in the knowledge map are derived from
contents reported in the above mentioned knowledge sources. However, due to space
limitations, we only show a small part of the knowledge on clustering in Figs. 1 and 2.

To demonstrate the mapping work procedure, in the following we use Fig. 2 to
illustrate the construction process of a knowledge map. The first step is to identify
tasks. For example, in Fig. 2, the problems of the CRM dimensions, the CRM ele-
ments, and the solutions such as data mining functions and specific data mining
techniques, are identified and recorded as tasks. Afterwards, we link the identified tasks
by consists-of or achieved-by links according to their relations. For example, the CRM
dimensions such as “Customer identification” and “Customer attraction” are linked
with “Manage customer relations” by consists-of links.

The next step is to identify qualities related to tasks and use association links to
associate themwith their respective tasks. For example, as shown in Fig. 2, the “Accuracy
of churn prediction”, a criteria used in the comparison among different solutions, is
identified as a quality of the task “Predict customer defection (churn)”. Finally, we
need to link the alternative solutions with qualities by contribution links. In Fig. 2, the
numbers on the contribution links originated from the comparison tables in [28].
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As noted, one of the approach objectives is to reveal and map out relationships
across different but related domains. Some technologies in one domain may be applied
in other domains. For example, techniques in the data mining domain have been
applied in the CRM domain. Since a knowledge map mainly embodies the knowledge
within a specific domain, we introduce a new link type named “uses” to connect tasks
in different domains. For example Fig. 3 illustrates a connection between the knowl-
edge in data mining domain and the CRM domain, by linking the task “Use SVM for
churn prediction” via a uses link to the technology “Use Support Vector Machine” of
the data mining domain included in Fig. 1. In this case, the CRM domain is named as
the problem domain while the data mining domain is the solution domain. Including
the knowledge of one domainin in another domain can contribute to discover heuristic
solutions for the problems in other domains.

Referring to the questions raised in Sect. 3.1, the knowledge map in Fig. 2 can be
used to map out the existing techniques in the CRM domain. Furthermore, it is easy to
the add new contributions to the existing knowledge map based on the problems they
address and compare them with existing contributions using the contribution links.
New techniques from other disciplines can be identified from the “uses” links. As
illustrated in Fig. 3, considering such links can assist in finding appropriate solutions by
leveraging the knowledge in other domains. These can help answer questions such as
what techniques from other disciplines have been used for churn prediction. Also, our
approach can help users to examine and compare existing techniques and find
opportunities for new contributions. For example, if the “speed of learning” is a major
concern for the churn prediction in a certain context, Fig. 1 can facilitate identifying
that “Use K-Nearest Neighbour” will be the best choice for the problem at hand.
Finally, regarding the question about selecting the right data mining algorithm raised in

Fig. 3. Connecting the knowledge of the two domains
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Sect. 3.1.2, we believe that adding contexts and references for contribution links can
help gaining a better understanding about the comparisons of various algorithms.

4 Evaluation of the Know-How Mapping Approach

In order to evaluate the approach, we have performed several evaluation steps during
its development. The evaluation consists of two main themes: comprehension of maps
and construction of maps.

For the comprehension theme we compared the understanding of a knowhow map
versus a literature review[1]. In that evaluation, we used a preliminary notation which
was a sub-set of the i* framework (that represents tasks and qualities along with the
related relationships). We had twelve subjects of which four were familiar with i* and
eight which were not familiar with that framework. The four subjects who were
familiar with i* got the knowledge map of a web mining domain along with other four
subjects. The other four subjects got the literature review of the same domain. We
further made sure that information in both the map and the literature is equivalent.
Upon getting the domain knowledge (either as a map or as a text) we ask the subjects to
answer a questions related to problems, solutions, properties, and tradeoffs in the
domain at hand. The results indicated that having the knowledge map better allowed
the subjects to understand the domain and in less time than was required by the
literature review, even by those subjects who were unfamiliar with i*.

For the construction theme, we recruited four graduate students and after training
them with the proposed approach, we ask them to map out their own research domain.
The mapping was performed in a few stages, so we were able to control and give
feedback on their mapping. We then the reviewed the resulted maps and ask them to fill
out a questionnaire indicating the usability of the proposed approach. Analyzing their
responses we concluded the following:

• The approach is easy to use for the purpose of mapping a literature review.
• The approach helps in organizing the knowledge in a way that facilitates grouping

of similar studies, as well as, differentiating among related studies.
• The approach facilitates identification of research gaps and possible contributions

from other domains.
• The approach helps in positioning own research.
• The approach encourages critical thinking with respect to literature reviews.

Although further validation is required, the results obtained so far indicated that the
approach does provide meaningful benefits.

5 Discussion

Using the specialized concept maps to connect between a conceptual representation of
problems and solutions in domains of interest supports researchers and practitioners in
quickly gaining insights into the problems they deal with and solution practices
available to them, within and across domains. A key advantage that such an overview
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offers is the systematic overview of solution approaches that could fit problems thereby
reducing the risk of missing relevant techniques to address specific challenges.
However, while the proposed approach facilitates representing problems and solutions
in existing state-of-the-art, we encountered a number of challenges:

Conceptual Mismatch: Identifying problems, solutions, qualities, and the
relationships among them is often non-trivial. Researchers and stakeholders often
present needs and benefits in solution-oriented terminology and languages and neglect
the connection with the problem-oriented aspects.

Naming Decompositions: During the construction of a knowledge map elements are
decomposed into lower level elements. Decomposition is the main mechanism to
unearth variation and differences in approach details (solution features) that matter with
respect to qualities. However, in some domains it appears difficult to identify and name
those solution feature “components” that differentiate among alternative approaches.
This suggests that more holistic representations of solution approaches, or, finer-
grained concept map based analysis guidelines are needed to help make explicit in what
way proposed solutions differ in their details.

Multiple Vantage Points and Terminology Use: Because of different viewpoints map
creators might take, they may develop maps differently, both in terminology and in the
abstraction level. Furthermore, it is in the purview of the map creator to decide which
level of abstraction is the most fitting to express problems and solution approaches.
When constructing larger maps out of contributions from different map authors,
aligning the levels of abstraction is non-trivial.

Scalable Tool Support: Better tool support is needed. Using concept maps we took
advantage of existing tools, and their “scalability” features such as: element expanding/
collapsing and map referencing.

Domain Knowledge Extraction: Currently, knowledge extraction and its mapping are
done manually. This introduces a burden on adopting the approach. Nevertheless, we
envision crowd-mapping as an approach that distributes the burden across interested
participants, who benefit from mutual contributions, and approaches to automated
concept extraction from bodies of text guided by the proposed concepts that link needs
with solutions.

6 Conclusion and Future Work

We propose an approach to map out problem-solution oriented fields using a light-
weight modeling technique, based on concepts borrowed from the area of goal-oriented
requirements engineering. We argue for benefits that such an approach would offer,
such as the ability to represent and facilitate the analysis for novel solution approaches
in light of their quality properties and to identify gaps of un-addressed problems. We
also illustrated the ability to represent the use of solutions drawn from more than one
domain, and how these contribute to improve the ability to address problems at hand,
whilst also having relevant problem qualities in mind. We believe that the approach is
applicable to any domains which aim to identify better solutions to well defined
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problems, and hence its characterizations fits with the problem-solution means-end
chains the proposed approach represents. We also note that benefits for such domains
vary and depend on the domain maturity, such as, whether problems are already well
understood and solutions already worked out. In particular, the approach works best in
cases where domains are mature enough and a large body of knowledge and termi-
nology has been established. In such cases, the mapping would be helped by existing
domain resources (i.e., the research literature, such as papers and textbooks), which
would likely already have established a common and unified terminology. On the other
hand, domains which are evolving would probably use various sets of terminology
which would make the mapping difficult. To further explore and facilitate the use of
knowledge mapping we plan to expand knowledge map capabilities in a number of
directions. We aim to further develop guidelines for map creators to support extracting
knowledge from research domains and including them in knowledge maps; to support
scalability by developing a framework for mapping and searching knowledge maps; to
support a crowd-mapping approach where different stakeholders contribute to creating,
arguing about and improving a collaborative created knowledge map; to support for
trust mechanisms, as well as, evidence based augmentations of knowledge maps that
offer further validity insights; to develop semi-automated reasoning support to identify
gaps or even possible solution approaches to already identified gaps, with searches
across different knowledge maps; and develop automated extraction of knowledge
mappings from bodies of engineering texts, guided by core concepts proposed in this
paper. We are also planning further evaluations for testing the benefits of the proposed
approach.
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Abstract. Effective communication in software development is impaired when
parties perceive communicated information differently. To address this problem,
the project QuASE has been established. It aims at a solution that supports under‐
standability and reusability of communicated information as well as the quality
of decisions based on such information. In this paper, we focus on the architectural
aspects of the QuASE system and on its knowledge base which consists of two
ontologies: a site ontology defining the site-specific communication environment,
and a “quality ontology” that incorporates all knowledge necessary for supporting
communication. We describe the overall architecture of the system, introduce the
ontologies as well as their interplay, and outline the approach for gathering
knowledge necessary to form the QuASE site ontology.

Keywords: Stakeholders · View harmonization · Software development process ·
Software quality · Communicated information · Communication environment

1 Introduction

Software development processes require a continuous involvement of the affected busi‐
ness stakeholders in order to be successful (this requirement, in particular, is reflected
by the ISO/IEC standard for software life cycle processes [9]). A prerequisite of such
involvement is establishing an appropriate communication basis for the different parties.
In particular, such a basis is needed for coming to terms and agreements on the quality
of the software under development. Without this, quality defects are often detected only
when the software is made available for acceptance testing.

Clearly, besides of enabling effective communication, the communicated quality-
related information has to be managed properly and made available during the software
development lifecycle; moreover, as past-experience may help to take the right deci‐
sions, such information should be provided in a way that allows for easy access and
analysis.

The QuASE project1 [22–29] aims at a comprehensive solution for these issues
(Fig. 1). In particular, this solution will provide support for managing (1) the

1 QuASE: Quality Aware Software Engineering is a project sponsored by the Austrian Research
Promotion Agency (FFG) in the framework of the Bridge 1 program; Project ID: 3215531.
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understandability of quality-related communicated information, (2) the reusability of
that information, and (3) the quality of decisions based on that information.
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Fig. 1. General activities of the QuASE approach

Figure 1 presents different support scenarios.

1. User A and B use the QuASE tool to achieve a common understanding of some
aspects of a software under development (SUD) that are described in a document X.
In this scenario, the QuASE knowledge base (QuASE KB) provides the means of
improving the understandability [25] of the document by translating or explaining
its content where needed. Figure 1 shows the case where a source document XA of
user A is transformed into a version XB that can be understood by B. Clearly, the
translations/transformations can act in both directions.

2. User A uses the QuASE tool for decision support. As a means of such support,
QuASE KB facilitates analysis of previous communications and the parties involved
there-in; such information may be reused to improve the future communications, for
predicting particular attributes, or for supporting decisions on the strategy of commu‐
nication with the given party in the given context.

For supporting such scenarios, fundamental knowledge related to the communication
domain has to be gathered and stored in the QuASE KB. There are two strategies: (1)
knowledge supplier enters the data into the KB; (2) it is filled automatically from the
project repositories e.g., the JIRA issue tracking database.

In the QuASE KB, the information about the given communication environment
(who communicates, which documents store the communicated information etc.) has
to be separated from the information about the knowledge being communicated; the
latter can contain the set of core notions acting as a glue between the knowledge specific
to different parties. This assures that the views of communicating parties can be
harmonized [22].
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The QuASE KB, therefore, consists of two parts:

1. QuASE site ontology: defines the site-specific communication environment;
2. QuOntology: contains knowledge about/around the communicated information

(both common and site-specific).

The QuASE data acquisition process and the understandability management activities
have been presented in previous papers [24, 25]. In this paper, therefore, we focus on
the architectural aspects of the whole QuASE system, the QuASE KB and its knowledge
structures.

The paper is structured as follows. Section 2 introduces the QuASE KB with its
two parts and explains their features as well as their interplay. Section 3 continues with
a description of the overall generic architecture of the QuASE system and the QuASE
KB. It explains how other modules (e.g., QuASE site ontology generator, QuASE
QuOntology generator, data acquisition engine etc.) work together. Furthermore
Sect. 3 explains two alternative QuASE KB implementation strategies. Section 4
focuses on the support for gathering knowledge necessary to form the QuASE site
ontology. After a short discussion of related work in Sect. 5, the paper concludes with
a summary and an outlook on future research (Sect. 6).

2 Knowledge Structures for Representing the Communication
Environment and the Communicated Information

We distinguish the structures representing (1) the knowledge about the communication
environment (such as the communicating parties, the documents containing communi‐
cated information etc.) and (2) the communicated knowledge itself (concepts and facts
being communicated, related information). In establishing such structures, we aimed at
the following goals: (a) flexibility: the permitted structures have to be easily adapted to
the particular deployment site; (b) support for understandability management and anal‐
ysis activities.

2.1 Project Repositories

Prior to defining the knowledge structures, it is necessary to enumerate the possible
sources of data corresponding to these structures. Software development projects, as a
rule, keep communicated information within project repositories such as (1) project
databases controlled by issue management systems (IMS), e.g., JIRA [11], MantisBT
[6] and others; such databases contain communicated information in form of issues
(generalizing bug reports or feature requests) and related discussions; (2) file-based
repositories containing meeting minutes, requirement and design specifications etc.;
these files are usually kept in some kind of a directory tree; (3) wiki-based systems.

Consequently, QuASE considers these types of repositories as sources of informa‐
tion and therefore provides data acquisition interfaces to them.
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2.2 QuASE Site Ontology

The data collected from project repositories are interpreted and mapped into the QuASE
KB. Figure 2 depicts the high-level structure of the QuASE site ontology (in UML-like
notation) which consists of the following key concepts:

1. site: owner of the given QuASE installation, e.g. a software provider.
2. context: units having particular views on communicated information, e.g. projects,

organizations and their departments, involved people (stakeholders) etc. Context
units are characterized by context attributes and can be connected to other units; a
context configuration, for example, could include the representation of the whole
organizational hierarchy or the whole portfolio of projects defined for a particular
IT company. In addition, the set of context units can include the categories of such
units (i.e. “IT company”, “Business stakeholder”) as it is possible to define the views
on communicated information belonging to such categories (i.e. the view on quality
belonging to IT companies).

3. content: units shaping communicated information originated from project reposito‐
ries: they serve as containers for such information or organize such containers.
Examples of content units are issues and their sets, issue attribute values, and
requirement specifications. Content units can be related to context units.

4. knowledge: units encapsulating quality and domain knowledge that is subject of
communication and harmonization. Every QuASE knowledge unit is a triple (o, v, r)
composed of the following components:
(a) ontological foundation: a reference to the conceptualization of the particular

piece of quality or domain knowledge through ontological means: such concep‐
tualizations form a modular ontology (QuOntology) providing a framework for
translating between world views.

(b) representation: the representation of the knowledge unit in a format that could
be perceived by the communicating parties (e.g. plain text). Representation
units are contained in content units and can be connected to each other.

(c) resolution means: the means of resolving understandability conflicts related to
the particular knowledge unit (such as explanations or external references).
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Fig. 2. Base structure of the QuASE site ontology

Context units possess capabilities to deal with knowledge units; in particular, these
capabilities could refer to the ability of understanding a given knowledge unit at hand
(i.e. its representation); or of explaining a knowledge unit using resolution means.
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2.3 QuOntology

QuOntology covers all knowledge that has/can be communicated in the respective envi‐
ronment. Initial research on QuOntology has been published in [28], whereas the current
version of the relevant conceptualizations is presented in [22]. Figure 3 shows the key
components of that ontology as well as its relation to the site ontology.
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(Quality negotiation)

Domain ontology 1 Domain ontology n

Predefined context ontology 
(IT quality knowledge)

Predefined context ontology 
(business quality knowledge)

context 
ontology 1

context 
ontology 2

context 
ontology m

...

...

Ontological Foundation

knowledge

representation resolution

Fig. 3. Organization of QuOntology

QuOntology is organized in three layers [see also Fig. 3]:

1. QuOntology core represents a stable subset of the knowledge available from research
and industrial practice; it does not depend on the particular problem domain. We use
the Unified Foundational Ontology (UFO) [7, 8] as a foundation for QuOntology
core; the motivation for this selection is provided in [22].

2. Domain ontologies [8] represent the specifics of the particular problem domain
which is addressed by the given software under development (finance, oil and gas
etc.); as a part of the project, we implement for this layer a Domain Ontology for
software quality [22].

3. Context ontologies represent the knowledge related to particular components of the
QuASE context: they contain organization-specific, project-specific etc. concepts.
As a part of the project, we implement for this layer ontologies for business-specific
and IT-specific views on quality.

As both QuASE site ontology and QuOntology are specialized ontologies supporting
only the concepts depicted in Fig. 3, we propose to allow knowledge suppliers to use
for their definition domain-specific visual modeling languages with limited set of
constructs which are easier to understand and learn than ontology languages such as
OWL. The models defined by means of these languages are then transformed into
specific ontology instantiations. The process of specifying such models and transforming
them into ontological format is described in the following section.

3 QuASE System Architecture

Figure 4 gives an overview of the QuASE system architecture. The components are
described one by one in the following sections.
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3.1 Architectural Components and Their Interaction

The site-specific configuration of the communication environment is interactively
defined as a site model in the domain-specific visual modeling language site DSL
supported by a site editor tool. Such model can be also predefined by the supplier of
the system based on the information collected on site. The site editor provides the DSL
support based on the QuASE site metamodel; this support also uses the definition of
the source project repository to enable defining the correspondence between QuASE
concepts and this repository.

Obtained as a result of the above activities, the site model contains the description
of the permitted structure of the site-specific set of concepts related to the communication
environment (context and content configuration together with the knowledge elements)
and their correspondence to the project repository structures (e.g. JIRA tables). This
model, by the means of QuASE site generator, is transformed into the QuASE site
ontology (introduced in Sect. 2) and the QuASE repository mapping specification. The
site DSL and the corresponding editor are described in Sect. 4 together with a partial
example of the site model.
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The representation of the site ontology obtained as an output of the site generator
describes the site-specific set of environment concepts by means of OWL 2. The trans‐
formation between the site model and the site ontology again is described in detail in
Sect. 4.

QuASE repository mapping specification controls the execution of the QuASE data
acquisition engine. The process of data acquisition is described in detail in [24]. In
particular, this engine is responsible for the following functionality:

1. acquiring the raw project data directly from the project repositories (both IMS-
controlled project databases and file-based repositories)

2. obtaining the non-repository data (e.g. the values of a content unit or context unit
attributes not represented in project repositories) interactively from the users of these
repositories through the extended IMS interface.

QuOntology construction is performed similarly to the construction of the QuASE site
ontology. A knowledge supplier interacts with the QML editor tool supporting a visual
modeling DSL (Quality Modeling Language, QML); QML is based on a metamodel that
reflects knowledge unit configuration from the QuASE site model. By means of this
tool, the supplier creates a QML model which is then transformed into an OWL 2 repre‐
sentation of QuOntology. QuOntology could also reuse the existing knowledge by
importing external domain ontologies. The description of QML and the process of
constructing QuOntology will be presented in a separate publication.

Both QuASE site ontology and QuOntology are combined to form the structural part
(TBox in description logics) of the QuASE KB. The individuals comprising the ABox
of this KB are provided by the QuASE data acquisition engine based on the raw project
data. An approach to defining QuASE KB architecture is described in Sect. 3.2.

QuASE tool includes components responsible for providing understandability and
decision support to the end users. All interaction between this tool and the KB is
performed through an internal API referring only to the information from the QuASE
metamodel; these API calls transparently form and execute SPARQL queries to KB and
return the data based on their results. By providing this API, it is guaranteed that the
code of the tool is decoupled from the particular site definition; this definition is used
as the set of ontology individuals treated as the data structures by the tool code.

3.2 Defining QuASE KB Architecture

We used an architectural approach to define QuASE KB (Fig. 5) based on transparent
ontology storage: the ontology ABox is explicitly formed by the QuASE data acquisition
engine as a set of individuals corresponding to the classes defined in the QuASE TBox.
Together TBox and ABox form an OWL 2 ontology which is then transparently stored
into the triple store; we are using the capabilities of the Jena framework (Jena TDB triple
store, http://jena.apache.org/documentation/tdb/) to implement this storage; all queries
are handled by the SPARQL engine.

The advantage of this approach is the simplicity of the architecture: only the ontology
has to be formed; the mapping between this ontology and the permanent storage is
provided by TDB transparently. Another advantage is the maturity of the supporting
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technology (Apache Jena, and, in particular, TDB storage solution, are currently widely
used in both academia and industry).

While considering this approach, the performance and scalability of such configu‐
ration were under question, as achieving the optimal performance of ontological
reasoning over the database-backed ontology is still an open research challenge. But
we ultimately decided in favor of it after achieving an acceptable performance of the
QuASE site KB populated from the industrial-size project repository of one of the
consortium partners (collected since 2008: over 8000 issues resulting in OWL 2 KB
containing 1.8 million axioms).

The rejected alternative was based on using the OBDA (Ontology-Based Data
Access) techniques [15] where the OBDA reasoner hides the independently configured
relational database (QuASE DB) behind the ontological interface: this approach was
rejected as (1) the OBDA solution turned out to be more difficult to configure and less
capable (e.g. the available OBDA reasoners are restricted in OWL support with OWL2
QL which is not sufficient for expressing QuASE site ontology and KB), and (2) accept‐
able performance was achieved using the transparent storage approach.

3.3 QuASE System Usage Scenarios

In this section, we provide examples of using the proposed architecture to facilitate
communication between stakeholders in a software project. We distinguish site defini‐
tion, knowledge acquisition, and QuASE tool usage scenarios.

1. Site and knowledge definition scenario:
(a) The knowledge supplier K (an employee of the company E) creates the E’s site

model using the QuASE site modeler tool. Then he/she initiates the site ontology
generation for E based on the specified model.

(b) K extends the E’s site model adding the repository mapping specification refer‐
ring to E’s JIRA installation.

(c) K provides QuOntology concepts, representations, and explanations using
QML editor and initiates the generation of QuOntology.

(d) As a result, the E’s site ontology, QuOntology, and repository mapping speci‐
fication are created; the system becomes ready to acquire knowledge.
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Fig. 5. Knowledge base architecture based on transparent ontology storage
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2. Knowledge acquisition scenario – incremental case:
(a) The Jira user U creates the new issue XU and adds extra information (e.g. attrib‐

utes and related decisions with preferred alternatives) to XU based on E’s site
model and mapping information, the information is stored in E’s local QuASE
database (by QuASE Jira plug-in) and E’s project repository (by Jira).

(b) K initiates the process of populating the site KB based on the site ontology and
QuOntology specifications, the repository mapping specification, XU data from
the project repository, and XU extra data contained in the QuASE internal DB.

(c) As a result, the QuASE site KB becomes synchronized with the current state of
the project repository and the extra information specified by U.

3. QuASE tool usage scenarios. A complete set of usage scenarios for the QuASE tool
is defined in [29], so here we limit ourselves only with a short outline of the instan‐
tiation of two basic scenarios presented in Sect. 1:
(a) Understandability support: Users A and B use the QuASE tool to achieve

common understanding of a new issue XA. The issue is transferred into the
QuASE tool, where the target context is set to B. After that, XA’s text is parsed
by the tool and the problematic terms are looked up in the QuASE KB via
SPARQL queries. B-specific representations and/or explanations for these
terms are obtained as a result of these queries and shown to B forming a resolved
issue XB.

(b) Decision support: User A uses the QuASE tool for decision support concerning
his/her future communication with the stakeholder B. He/she selects the subset
of B’s metrics and asks QuASE tool to look for all similar stakeholders (simi‐
larity search), for recommendations related to B, and for predicted values of the
selected metrics. The tool queries the QuASE KB using SPARQL and provides
the requested information to A based on the existing knowledge.

4 Defining QuASE Site Model and QuASE Site Ontology

In this section, we define the QuASE site DSL through its metamodel, and show how
QuASE site models are created by means of this DSL. We also describe an approach to
transforming these models into the instances of QuASE site ontology.

4.1 Metamodel for QuASE Site DSL

We define the metamodel for the QuASE site DSL on two levels: foundational level
shown in Fig. 6; and QuASE site level shown on Fig. 7.

On the foundational level (shown using an UML-like notation), we restricted
ourselves with a very lean set of concepts: Modeling Element consisting of Attributes
forms the top of the hierarchy; it specializes to Structural Modeling Element and
Descriptional Modeling Element; Entity and Relation are specializations of Structural
Modeling Element; Entities can again consist of entities. Relations consists of Perspec‐
tives connecting them to Entities; in turn, Entities are related through Relations. Attribute
and Perspective are Descriptional Modeling Elements.
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On the QuASE site level, we instantiate the foundational concepts as metaclasses.
In this level’s metamodel:

1. Separate entity metaclasses are defined to specify modeling constructs corre‐
sponding to context units (Context Unit), content units (Content Unit), and knowl‐
edge units (Knowledge Unit). The Knowledge Unit is composed of a triple of
Representation Unit, Ontological Foundation, and Resolution Unit metaclasses.

2. For every entity metaclass, the corresponding “relation to itself” metaclass is defined
which can be instantiated to connect modeling constructs belonging to this metaclass
(e.g. the instances of Content Unit Relation metaclass can connect model elements
which are the instances of Content Unit; a model level example of such relation could
define that Issue Versions are related to Issues).

3. Part-whole composition meta-relations are defined for entity metaclasses.
4. Two relation metaclasses are defined that can be instantiated to connect instances of

different entity metaclasses: the instances of Context-Content Relation connect
Context Units and Content Units (defining e.g. that the Persons are able to provide
their knowledge while forming Issues), whereas the instances of Capability connect
Context Units and Knowledge Units (defining e.g. that the Persons are able to under‐
stand Notions).

Fig. 6. Foundational concepts for the metamodel of the QuASE site DSL

Fig. 7. Metamodel for the QuASE site DSL (the notation uses notions from ER)
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5. Context Units can contain Representation Units (e.g. the Description of the particular
Issue can contain a set of Plain Text Fragments).

6. For every relation and entity metaclass, the type is defined as an additional meta-
attribute (not shown on a diagram); in particular, for capabilities the following
predefined relation types are available: “is able to understand”, “is able to understand
with explanation”, “is able to explain”, and “is able to perform”. Such types are not
defined as separate metaclasses to restrict the number of metamodel elements; it
allows keeping it stable while allowing defining additional types for the particular
instance of the QuASE site model.

4.2 Defining the QuASE Site Model by Means of the QuASE Site DSL

The QuASE site DSL editor tool is produced by implementing the QuASE site meta‐
model in the ADOxx meta-modeling framework (http://www.adoxx.org). Figure 8
shows a snapshot of its user interface displaying an instance of the QuASE site model.

Fig. 8. Fragment of a particular QuASE site model in ADOxx-based DSL editor

On the current stage of the project, we restricted ourselves with a limited set of
notational elements; the notation is going to evolve alongside the progress of the project.
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Entity-based and relation-based constructs are respectively denoted with colored boxes
and colored diamonds; relations have incoming and outgoing connectors with associated
cardinalities. Categories of constructs are distinguished by their background color; for
context-content relations and capabilities, two colors are used separated by the vertical
line. The names of categories are also shown in angle brackets similarly to the names
of stereotypes in UML class diagrams. In addition, the UML-inspired composition
connectors can be defined between elements if allowed by the metamodel.

Attributes are specified using a notation similar to the one used in UML class
diagrams. The attributes for relations can also be specified (not shown on the diagram).

In Fig. 8, the QuASE site model includes the following context units as elements of
the site-specific context configuration: Category, Organization, Project, and Person.
Individual context units are connected by the relation of type “propagate capabilities”
which denote that the capabilities belonging to the source unit are inherited by the target
unit unless it overrides them, e.g. the capabilities of the particular project are inherited
by the persons involved in the project.

The configuration of content units reflects the JIRA-like structure of the project
database; it includes Issue and Issue Version as higher-level content units; in a project
repository (e.g. a JIRA database), such units can correspond to interrelated tables.
Description, Solution, and Subject are lower-level units (representation holders); their
instances contain Plain Text Fragments (instances of representation units); in a project
repository, these units can correspond to the attributes able to hold communicated infor‐
mation. The container for these units is Issue Version.

The only knowledge unit shown in Fig. 8 is Notion; it contains Plain Text Fragment
as a representation unit, Concept as ontological foundation, and Plain Text Explanation
as a resolution unit. I.e., the site model defines that the notions are represented and
explained using plain text. Concepts can be connected to each other with “generalize”,
“is similar” and “is equivalent” relations; this fragment of the model is intended to define
the means of specifying QuOntology.

The instances of Plain Text Fragments can be also connected to the other instances
of this concept via “is equivalent” and “is similar” relations. This models the configu‐
ration where the means of representation can be compared and checked for similarity.

4.3 Generating QuASE Site Ontology

The QuASE site model defines a conceptual configuration of the communication envi‐
ronment as a set of interrelated entities. To incorporate this configuration into the
structure of the QuASE KB, it has to be transformed into computational ontology
representation; we propose to target OWL 2 representation in this transformation.

We have implemented Java-based a QuASE site generator tool aimed at this purpose.
It obtains the serialized QuASE site model from the QuASE site editor and applies a set
of rules to generate OWL 2 constructs corresponding to the QuASE site DSL constructs.
These rules are based on a set of rules published in [3] to control the conversion of the
generic conceptual modeling language OntoUML into OWL:
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1. The set of metamodel-based OWL classes is included in the resulting ontology prior
to processing the model elements; it is stable across conversions. Such classes repre‐
sent metaclasses defined on both, foundational and QuASE site levels: Context
Unit ⊑ Entity ⊑ ModelingElement, Capability ⊑ Relation ⊑ ModelingElement;

2. An entity model element is transformed into an OWL class as a subclass of the class
which represents the entity’s meta-class: e.g. the rule activated on arriving of a
Context Unit model element named Person forms the following OWL class hier‐
archy: Person ⊑ ContextUnit ⊑ Entity ⊑ ModelingElement.

3. A relation model element is transformed into
(a) an OWL class for the element (named based on the value of its type attribute

and the names of connected entities: e.g. Person_IsAbleToExplain_Notion);
this class becomes a subclass of a class that represents a particular value of its
type attribute which in turn becomes a subclass of the relation’s meta-class:
Person_IsAbleToExplain_Notion ⊑ IsAbleToExplain ⊑ Capability ⊑ Rela‐
tion ⊑ ModelingElement

(b) a set of object properties for perspectives and for the relation itself named by
prefixing the relation name with [SOURCE_FOR] or [TARGET_FOR] for
perspective-based properties or with [PROPERTY_FOR] for the relation-based
properties: [SOURCE_FOR] Person_IsAbleToExplain_Notion ⊑ [SOURCE_
FOR]Capability ⊑ [SOURCE_FOR] Relation ⊑ topObjectProperty; inverse
properties are additionally prefixed with [INV].

(c) a set of axioms connecting the resulting class and its target entity classes through
perspective properties; following [3], we made these axioms depend on the
cardinalities specified for the perspectives in the site model:
(i) for the cardinality of 0..* (optional perspective) no axiom is added, only

domain and range restrictions are specified for the particular property:

(ii) for the cardinality of 1..* (mandatory perspective) existence axioms are
added as equivalent classes to both the relation and the target classes:

(iii) for quantity-based cardinalities (0..n, n, n..m, and n..*) cardinality axioms
are added; e.g. if every issue must have at least 2 versions the axiom
defining the relation class will be as follows: IssueVersion_IsAVer‐
sionOf_Issue ≡ ⋝2 [SOURCE_FOR]IssueVersion_IsAVersionOf_Issue.
IssueVersion
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4. Attributes are transformed into data properties and the corresponding axioms
connecting these properties to the possessing classes.

On the technical level, as ADOxx-based modeling tools serialize models using XML-
based ADOXML format, these transformation rules are applied to the units of data
obtained from ADOXML stream. According to ADOXML specification, these units
uniformly represent instances of the modeling elements defined on diagrams. The
matching conditions are based on the values of attributes of these instance units.

The tool can be extended with plugins encapsulating new type-level rules (additional
types defined as new values for the type meta-attribute).

5 Related Work

In this section, we discuss several categories of the related work: (1) addressing the
complete set of goals for QuASE, (2) addressing particular goals of QuASE, (3)
addressing collecting knowledge about communication environment and communicated
information and obtaining the data from project repositories for analytical purposes.

The approaches addressing the complete set of QuASE goals belong to the category
of solutions that facilitate reusing, adapting, and analyzing the development knowledge.
In particular they apply the existing body of research on knowledge management to the
field of software engineering [2, 4]. A more specific category of solutions is related to
managing past software engineering experience; they are known as experience manage‐
ment solutions [21]. With respect to our aims, such solutions bear the following short‐
comings: (1) they do not specifically address quality-related issues, it is true especially
for those issues that are available from existing repositories; (2) they collect the expe‐
rience only as viewed from the developer side; the business stakeholder’s view is mostly
ignored, understandability management is not supported.

Current research addressing understandability of the information in the software
process mainly deals with this quality characteristic defined for the following software
process artifacts (we group these artifacts by the stage of the development process):
(1) requirement engineering-related artifacts: in particular, understandability of the
requirement specifications is addressed in [14], whereas [1] deals with understanda‐
bility of the use case models; (2) design-related artifacts: in particular, the set of
metrics for measuring understandability of the conceptual models is defined in [18],
understandability of entity-relationships diagrams is introduced in [6], and the set of
factors influencing understandability of the business process models is outlined in [20];
(3) implementation-related artifacts: in particular, the set of metrics for source code
understandability is defined in [10, 16];

The differences between our approach and the above techniques are as follows: (1)
most state-of-the-art techniques address understandability of the particular categories
of development-related artifacts (such as requirements, source code, or conceptual
models); our research, to the contrary, addresses understandability of the generic frag‐
ments of communicated information which could be contained in documents belonging
to different categories; in this paper, these documents are exemplified by issues; (2) these
techniques, as a rule, do not specifically address understandability of quality-related
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information; (3) they do not employ ontology-based approach for establishing common
understanding between parties in the software process.

The approaches to obtaining information from project repositories for analytical
purposes typically belong to the research area of mining software repositories [12].
Particular examples include automatic categorization of defects [30], building software
fault prediction models based on repository data [31], and using repositories to reveal
traceability links [13]. Other approaches use repository information to analyze the
applicability of specific development practices [5].

Repository mining solutions use software repositories as sources of quantitative
code- and coding process-related information (such as the frequency of bugs, the time
spent on various tasks, information about commits into repositories etc.). In contrast to
that, QuASE uses repositories as sources for communicated information by looking into
issue descriptions, negotiation opinions, wikis, and requirements documents. In addition
to the difference in the general goals, our approach differs from these solutions as it is
based on an established set of conceptual structures that represent communication envi‐
ronment and communicated knowledge.

6 Conclusions and Future Work

In this paper, we outlined a solution that is intended to support understandability and
reusability of quality-related information, and thus may help to improve the quality of
decisions in the software development process. The QuASE provides a knowledge-
oriented interface to information that is communicated and collected in the course of
software development projects. For this purpose, we introduced a set of knowledge
structures representing both communication environment and the communicated infor‐
mation and described how they are incorporated into QuASE site ontology and QuOn‐
tology to form QuASE KB. We also defined the architecture of the QuASE system and
introduced the techniques for creating QuASE site ontology by the knowledge suppliers.

Ongoing research within the framework of the QuASE project in the short term aims
at implementing understandability and analysis scenarios in a QuASE tool based on the
defined conceptual structures. It has to be achieved through implementing and testing
the QuASE solution on top of establishing site models for all partner companies, gener‐
ating QuASE site ontology instances based on these models, and collecting project data
corresponding to the established site models.
We also aim at the following long-term research goals:

1. Establishing QuASE process support by elaborating the means of integration of the
QuASE-specific activities into different software development process models (by
implementing the scenarios implementing “QuASE for agile” etc.)

2. Generalizing QuASE as a means of implementing generic understandability
management and issue-based analysis support:
(a) through handling different representation formats (not only plain text): in partic‐

ular to manage understandability of conceptual schemas or other artifacts;
(b) by establishing generic process support to be specialized for different processes

not limited to software development; the case study for this generalization can
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be integrating QuASE capabilities into the HBMS framework [17, 19] for
managing understandability in the Ambient Assisted Living domain.
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Abstract. Annotation paths are a new method for semantic annota-
tion, which overcomes the limited expressiveness of concept references
as defined in the SAWSDL standard. We introduce annotation paths
and show how annotation paths can be applied for service matching
capturing the semantics of XML schemas and web service descriptions
more precisely. We report some experimental evaluation of the feasibility
of annotation paths for web service discovery. The experiments suggest
that annotation paths appears as a promising approach for improving
web service discovery.

Keywords: Web service matching · Service discovery · Semantic anno-
tation · SAWSDL · Annotation paths · XML schema matching · Seman-
tic matching

1 Introduction

Web service discovery aims at (semi-)automating the search for suitable web
services [14]. A web service discovery systems accepts a service request (a specifi-
cation of the needed web service) and a set of web service descriptions (advertise-
ments) as input and returns a list of web service descriptions ranked by relevance
for the request. There are many different approaches ranging from the struc-
tural or lexical comparison of requests and advertisements to approaches based
on the explicit definition of the semantics using ontologies [14]. We specifically
address the usage of external knowledge provided by semantic annotations with
a reference ontology using SAWSDL [7] annotations. The W3C recommendation
SWASDL (Semantic Annotations for WSDL and XML Schema) specifies a light-
weight approach for the annotation of web services with arbitrary semantic mod-
els (e.g. ontologies). SAWSDL introduces additional attributes for XML Schema
and WSDL documents: ModelReferences and Lifting- and Lowering-Mappings.
ModelReferences refer to ontology concepts and Lifting- and Lowering-Mappings
refer to arbitrary scripts that transform the inputs and output XML-data to and
from instances of some semantic model (ontology). ModelReferences are pro-
posed for service discovery, while Lifting- and Lowering-Mappings are proposed
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for service invocation and only apply to the annotation of inputs and outputs
formulated as XML Schemas.

Our previous work focused on the annotation of XML Schemas with reference
ontologies in order to automate the generation of executable schema mappings
for document transformations [8–11,15]. We could show that the expressiveness
of the SAWSDL ModelReferences annotation is not sufficient for the genera-
tion of schema mappings when as usual in interoperability scenarios general
reference ontologies are directly used for the annotation. Lifting- and Lowering-
Mappings, on the other hand, suffer from their procedural rather than declar-
ative semantics. Therefore, we have proposed an extended annotation method
based on annotation paths rather than single concept annotations. Since this
method already showed its usefulness for XML-document transformations [8] we
expect that annotation paths can also improve web service discovery. The gen-
eral hypothesis for this research is that if the annotation method allows a more
precise definition of the semantics, then the precision of service matching for
service discovery can be improved. More concretely we state as hypothesis that
the annotation path method leads to better results in service discovery.Existing
approaches for SAWSDL based service discovery such as [4,6] can partly solve
the problem of non precise semantic annotations by using additional dimensions
such as structure or textual similarity.

To give a first answer on this hypothesis we discusses the usage of annotation
paths for web service discovery and report some experimental results. This paper
is an extended version of our previous work [12].

2 Annotation Path Method

The SAWSDL [7] standard addresses semantic annotations for both web service
descriptions and for XML Schemas. They are related since WSDL descriptions
use XML Schema to define the inputs and outputs of operations. Therefore,
whenever we refer to an XML Schema, schema annotation or schema matching,
this also applies for annotated WSDL documents and requests.

2.1 Example and Motivation

In order to motivate the need for a more expressive annotation method we will
first discuss some examples. The XML Schema document shown in Fig. 2 is
annotated using simple concept references referring to the ontology shown in
Fig. 1 using the sawsdl : ModelReference attribute.

The annotated document in Fig. 1 exhibits the following problems:

– The elements BuyerZipcode and BuyerStreet cannot be annotated because the
zip-code is modeled in form of a data-type property and not by a concept in
the ontology.

– The BuyerCountry element is annotated with the concept country. This does
not fully express the semantics because we do not know that the element should
contain the country of the buying-party. In addition, the SellerCountry element
has exactly the same annotation and can therefore not be distinguished.
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Fig. 1. Example reference ontology [9]

Fig. 2. Sample XML Schema with model-references [9]

– The attribute Price is annotated with the concept Price. Unfortunately, this
does not capture the semantics. We do not know the subject of the price (an
item) and we do not know the currency.
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In the example, we have always used exactly one concept for the annotation.
However, SAWSDL supports lists of concepts in the modelReference attribute
but it does not allow specifying the relations between the concepts in this list.
Therefore, this does not help to solve the shown problems. In the examples above,
we have only annotated data-carrying elements. If we would in addition also
annotate the parent elements in this case the order element we could add a bit
more semantic information as the annotations of the child-elements of the order-
element can be seen in the context of an order. Such an approach has limitations
and drawbacks, e.g. the ambiguities between the BuyerCountry- and the Seller-
Country element could not be resolved. In addition, such an approach requires
a strong structural similarity between the ontology and the annotated XML
Schema or service description, which we cannot assume when many different
schemas or services are annotated with a single reference ontology. In addition,
SAWSDL does not define that there are any relations between the annotations
of parent and child elements. A solution for these non-precise annotations is the
usage of a more specific reference ontology, which contains concepts that fully
match the semantics of each annotated element. For example, it would need to
contain the concept InvoiceBuyerCountry and InvoiceBuyerZipCode. However,
enhancing a general reference ontology with all possible combinations of concepts
leads to a combinatorial explosion.

2.2 Examples for Annotation Paths

Our annotation method [9] that solves the discussed problems is based on so-
called annotation paths. An annotation paths consists of a sequence of steps,
where one step can refer to a concept, an object-property or a data-type property
of the reference ontology. Steps referring to concepts may have additional con-
straints, which are denoted in square brackets. Each such annotation path expres-
sion can automatically be transformed to an OWL concept. Therefore, matchers
can exploit the more precise OWL concepts for matching. The example schema
document in Fig. 3 is annotated with the proposed path expressions. We will
discuss some examples and introduce the annotation paths formally in Sect. 2.3.
The element BuyerZipcode is annotated with /Order/deliverTo/Address/
hasZipCode. The annotation of the BuyerCountry element is /Order/billTo/
Buyer/has Country/Country . The steps that are marked bold refer to con-
cepts. The other steps refer to object-properties or datatype-properties of the
reference ontology. Now the BuyerCountry element can clearly be distinguished
from the SellerCountry element and the elements BuyerZipcode and BuyerStreet
can be annotated. The shown paths refer to concepts, object properties and
datatype properties. Another requirement is to address instances of the ontol-
ogy. For example, the path /Order/billTo/Buyer [Mr Smith]/hasCountry/
Country defines that the Buyer is restricted to one specific buyer with the URI
Mr Smith.

In most cases, we assume that a simple annotation path as shown in the
examples above is sufficient for an annotation. Nevertheless, there can be cases
where additional restrictions are required: When using a simple path expressions
as shown above the Price attribute of the example schema can be annotated
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Fig. 3. Sample XML Schema document with annotation-path method [9]

with /Order/hasitems/ Item/hasPrice/Price . Unfortunately, this does not
express the currency of the price. Since the ontology in the example has no
specialized price-concept for each currency, we need to define the currency within
the annotation. The correct currency of a price can be defined by a restriction
on the price concept. This restriction is denoted in square brackets and expresses
that the price must have a hasCurrency property that points to the concept Euro.
This leads to the full annotation of the Price attribute: /Order/hasitems/ Item
/hasPrice/ Price[hasCurrency/Euro].

2.3 Formal Definition

In order to define the annotation path method we will first define the structure
of the reference ontology.

Definition 1. Ontology: An ontology O is a tuple O = (C,DP,OP, I,A),
where C is a set of concepts, DP is a set of datatype-properties, OP a set of
object-properties, I a set of individuals and A a set of axioms over C, DP , OP ,
and I. Each element in C, DP , OP , and I is a string that represents the URI
of the specific element. The sets C, DP , I, and OP are disjoint.

We have already shown the string representation of annotation paths in the
examples. The string representation is just a sequence of steps delimited by a
slash, where each step refers to a concept or property from the reference ontology.
In general, an annotation path is defined as:

Definition 2. Annotation Path: An annotation path p of length n is valid for
some specific ontology O. It is a tuple p = (S, t, c), where p.S is a sequence of n
steps: p.S = {s1, . . . , sn}, p.t represents the type of the annotation path and p.c
refers to the representation of p in form of an ontology concept (see Sect. 2.4).
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Each step s ∈ p.S is a tuple of the form (uri, type, res), where s.uri is an
URI defined in the reference ontology: s.uri ∈ O.C

⋃
O.OP

⋃
O.DP . The

type of the step s.type can be cs (concept-step), op (object-property) step or dp
(datatype-property-step). It is defined by the type of the referenced element in O:

s.uri ∈ O.C ⇒ s.type = cs;
s.uri ∈ O.OP ⇒ s.type = op;
s.uri ∈ O.DP ⇒ s.type = dp.

Concept-steps (s.type = cs) can have an optional set of restrictions s.res.
A restriction r ∈ s.res can restrict the concept to a specific individual (r ∈
O.I) or it can restrict the concept with an annotation path. Such a path must
not contain concept-steps with restrictions in form of annotation paths itself.
The first step of such a restricting path is always the restricted concept s.uri
(This is omitted in the string representation of the examples). If s.res con-
tains multiple restrictions they all apply to the corresponding step s (logical
and). The type p.t of an annotation path can be either ConceptAnnotation, or
DataTypeProperyAnnotation. It is defined by the last step of p.S:

p.Sn.type = cs ⇒ p.t = ConceptAnnotation
p.Sn.type = dp ⇒ p.t = DataTypeProperyAnnotation

Definition 3. An annotation path p of length n is structurally valid iff:

– p.S1.type = cs - The first step must refer to a concept.
– p.Sn.type ∈ {dp, cs} - The last step must refer to a concept or a datatype-

property.
– ∀i ∈ {1..n − 1} : p.Si.type = cs ⇒ p.Si+1.type ∈ {dp, op} - The successor of a

concept-step must be an object-property or datatype-property-step.
– ∀i ∈ {1..n − 1} : p.Si.type = op ⇒ p.Si+1.type = cs - An object-property step

must be followed by a concept-step.
– ∀i ∈ {2..n} : p.Si.type = op ⇒ p.Si−1.type = cs - The previous step of an

object-property step must be a concept-step.
– ∀i ∈ {1..n − 1} : p.Si.type = dp ⇒ p.Si = p.Sn - Only the last step can refer

to a datatype-property.

2.4 Representing Annotation Paths as Ontology Concepts

We specify the semantics of annotation paths by representing them in form
of ontology concepts that we call annotation concepts. This allows concept-level
reasoning over the annotations and can consequently be used to match the anno-
tated elements of different schemas/SAWSDL documents. Given a sequence of
steps of an annotation path p.S, p, we show, how the corresponding annotation
concept p.c can be represented in OWL. The URI of the annotation concept
is equivalent to the string representation of the sequence of steps p.S. There-
fore, it can directly be used as a SAWSDL Model Reference. We illustrate the
representation of annotation paths with one example of a concept annotation.
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1 C l a s s : Order/ b i l lTo /Buyer [ Mr Smith ] / hasCountry/Country
2 Equ iva l entC la s s e s (
3 ConceptAnnotation and Country and inv
4 ( hasCountry ) some
5 ( Buyer and {Mr Smith} and inv ( b i l lTo ) some ( Order )
6 )
7 )

Listing 1. Representation of a concept annotation path in OWL [9]

In listing 1 the OWL representation of the path /Order/billTo/Buyer
[Mr Smith]/hasCountry/Country is shown. The annotation path has the type
ConceptAnnotation because the last step refers to a concept. It defines a spe-
cialization of a country concept. In particular a country, that has an inverse
hasCountry object-property to a Buyer. This buyer must be an individual of the
enumerated class {Mr Smith} and must have an inverse billTo relation to an
Order.

Obviously, such a translation can be achieved fully automatically by iterating
over the steps of the path. It is required to semantically separate annotations
of the type ConceptAnnotation from those of the type DataTypeProperyAnno-
tation. This is achieved by defining each annotation concept as a subconcept of
the corresponding type.

In general, annotation concepts are constructed using qualified existential
restrictions on the inverse of the connecting properties. In contrast, annotation
paths that occur in restrictions on concepts are created in the opposite direc-
tion without using the inverse of the connecting properties. Qualified existential
restrictions are a standard feature of OWL/OWL2 [1] and are consequently sup-
ported by current OWL reasoners.

3 Service Matching Based on Annotation-Paths

After introducing the annotation method, we can discuss how the annotation
paths can be used for service matching. We first provide some preliminaries and
then present our service-matching prototype.

3.1 Preliminaries

XML Schema allows reusing types and elements. This has also influence on the
matching of annotated schemas. We base the matching on Expanded Schemas.

Definition 4. Expanded Schema: An Expanded Schema ES of an annotated
XML Schema S is an annotated schema, where all references and type definitions
of S have been expanded with their definitions (targets of the references or types)
and the annotations are rewritten if elements and referenced types are annotated.
The result is a set of nodes that form a tree structure. Since an XML Schema
can potentially have multiple root nodes there are possibly multiple Expanded
Schemas for one XML Schema.
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Fig. 4. Example of annotated XML Schema and corresponding Expanded Schema

For recursive definitions of elements and types in XML Schema the Expanded
Schema would be infinite. In the current prototype we, therefore, do not support
recursive definitions.

In Fig. 4, an example of an original XML Schema (left side) and its cor-
responding Expanded Schema is shown. The original schema has one globally
defined type address that is referenced by the two elements SellerAddress and
BuyerAddress. This requires the rewriting of the annotation paths for address,
SellerAddress and BuyerAddress. In general, if the annotated XML Schema
reuses types or elements (via type or ref properties) and both the element and
the referenced element or type are annotated then the annotation needs to be
constructed from the annotation path of the element and the annotation path
of the referenced element. Due to the hierarchical structure of XML, this needs
to be applied recursively.

Let e be an element with the annotation e.annotation and the XML-Type
e.type. Let s be an annotated sub-element of the XML-Type e.type, then the
complete annotation of s is defined as the path resulting from replacing the last
step of e.annotation with s.annotation.

In the example, the country element of the sellerAddress is annotated
with /order/hasSellerAddress/address/hasCountry. This is constructed from the
annotation /address/hasCountry of the country element that is a child of the
SellerAddress element and the annotation /order/hasSellerAddress/address of
the SellerAddress element. This path combination adds structural dependencies
between the schema and the reference ontology. Therefore, XML-Types should
only be reused for semantically related entities, which is in accordance with good
modeling practice.

In order to match the SAWSDL advertisements and requests the annotations
of the corresponding Expanded Schema are added to the reference ontology. We
call the resulting ontology the extended reference ontology:
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Definition 5. Extended Reference Ontology: Given two Expanded Schemas
S and T and the corresponding reference ontology O. The extended reference
ontology O′ is defined as O ∪ S.A ∪ T.A, where S.A is the set of all annotation
concepts of annotations from S and T.A is the set of all annotation concepts from
T . The annotation concepts are created based on the annotation path expressions
as shown in Sect. 2.4. In order to separate source and target annotations different
prefixes are used for the URIs of S.A and T.A.

The extended reference ontology must not contain logically invalid annotation
concepts (see [11]). Therefore, as a precondition for matching all annotation
concepts must be satisfiable.

3.2 Path-Based Service Matching Prototype

We have implemented a logics based service matcher [2] to apply the annotation
path method to web service discovery. The matcher operates only on path-based
annotations of the inputs and outputs of operations. No other dimensions of
the service descriptions are used for matching. We assume that matching ser-
vices/requests have semantically matching input and output parameters. We do
not address the annotation of operations themselves. In order to rank the suit-
ability of different web services for a request we automatically generate one XML
Schema for the inputs and one XML Schema for the outputs of each operation
of the advertisements and the request. These schemas are then matched and an
overall confidence value for the service match in the interval [0..1] is computed.
The ranking is then based on the confidence values. The matching process of the
schemas operates in 4 phases:

– Annotation Path Extraction: The input and output schemas of each operation
are transformed to an Expanded Schema where no types are reused using
the COMA3 [13] library. The annotation paths are rewritten as described in
Sect. 3.1.

– Extended Ontology Generation: The annotations are extracted from the
expanded source and expanded target schema and are transformed to OWL
concepts and the extended reference ontology O′ is created.

– Matching and Mapping: The XML Schemas of the request and of each adver-
tisement are matched based on the annotations using a standard OWL rea-
soner (pellet). The matching function is shown is Fig. 5. Two schema elements
s from the source schema and t from the target schema match if the anno-
tation concept (the corresponding annotation path represented as an OWL
concept) of s is equivalent to the annotation concept of t or if there is a
subclass or superclass relation between s and t. In case of equivalence, the
confidence value of the match is defined by α. In case of the subclass match
the confidence value of the match is defined by β weighted by the distance
between the annotation concept of s and t in the extended reference ontol-
ogy. Superclass to subclass matches are defined by γ also weighted by the
distance in the ontology. For our experiments, we used the following values
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Fig. 5. Semantic matching function [8].

for the parameters: α = 1, β = 0.8, γ = 0.6. After the confidence values are
computed for each combination of elements of the source and target schema,
a schema mapping is created based on the best matching elements.

– Ranking: Finally, an overall confidence value of each schema mapping is com-
puted by aggregating the confidence values of the mapping elements using
either min, max or avg. strategies and the advertisements are ordered descend-
ing by the overall confidence values.

4 Evaluation

The goal of the evaluation is to check the feasibility of the hypothesis that
the annotation path method leads to better results in service discovery. There-
fore, we have evaluated [2] our simple service matcher that exploits only path
based semantic annotations against existing SAWSDL-based service matchers.
We expect that if this simple service matcher can compete with state of the art
service matchers that exploit far more aspects of a service and use advanced
techniques like machine learning, then the application of annotation paths can
improve service discovery.

We have annotated a subset of the SAWSDL-TC31 data set with our anno-
tation path method and have evaluated our matcher against service matchers
that took part in the International Semantic Service Selection Contests2. We
have evaluated two scenarios. We will first discuss both scenarios and the results
of our matcher in Sects. 4.1 and 4.2 and then discuss the results in comparison
to state of the art matchers in Sect. 4.3.

4.1 Scenario 1

The goal of this scenario was to evaluate how, our simple matcher can compete
against current state of the art matchers based on existing requests and adver-
tisements of the SAWSDL-TC-3 data set. Since our approach requires different
annotations, we have annotated a subset of the SAWSDL-TC3 data set with our
annotation method and have evaluated our matcher using our matching method
against other matchers using the original SAWSDL annotations.

1 http://projects.semwebcentral.org/projects/sawsdl-tc/.
2 http://www-ags.dfki.uni-sb.de/%7Eklusch/s3/index.html.

http://projects.semwebcentral.org/projects/sawsdl-tc/
http://www-ags.dfki.uni-sb.de/%7Eklusch/s3/index.html
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Fig. 6. Annotated Booktype fragment of the request of Scenario 1

Request: We have selected the book price service request from the SAWSDL-
TC3 data set. It describes one operation in its interface. This operation has an
input BookType and an output PriceType. The BookType consists of several ele-
ments that describe a title, a book type, an author, a publisher and a publishing
date. The resulting output PriceType consists of an amount and a currency. The
book type annotated with our annotation path method as a fragment of the
book price service is shown in Fig. 6.

Advertisements and Ranking: We have annotated a subset of the SAWSDL-TC3
service advertisements with our annotation paths method. The SAWSDL-TC3
contains relevance grades for each advertisement and each request. The relevance
grades are 0 (not relevant), 1 (partially relevant), 2 (relevant) and 3 (highly rele-
vant). We have annotated 5 random advertisements of each relevance grade. The
selected advertisements, their defined relevance grades and the ranking computed
by our simple matcher (SAPM-WS) are shown in Table 1. The 3 best ranked ser-
vices of our approach also have the highest relevance grade of 3. The other two
services with a relevance grade of 3 are the monograph price service - rank 6 in
our result and the printedmaterial price service (rank 7). The advertisement
bookpersoncreditcardaccount price service has been ranked to position 4 with a
confidence value of 0.9412, while it has an expert rating of 2. The reason for
this is that the input of the advertisement consists of a book, a person and a
creditcardaccount type. While the book type consists of several other subtypes,
person and creditcardaccount are single types and have not as much weight as
the book type with its 6 sub elements in our basic aggregation function. Finally,
the advertisement sciencefictionbookuser price service, ranked to rank 14 has a
confidence value of 0.5000 with a predefined rating of 2. This low rating results
from the ScienceF ictionBook concept, which is only a sub concept of the Book
concept. Furthermore, there is additionally a User concept in the input of the
advertisement, which cannot be found in the request. Overall, we suppose that
our simple matcher that operates only on annotation paths with a very simple
aggregation method and static parameters already achieves good results. Tun-
ing and more sophisticated aggregation and weighting methods will help achieve
even better results.
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Table 1. Scenario 1: SAPM-WS

Rank CV Advertisement Relevance

grade

1 1.0000 book authorprice Novelservice 3

2 1.0000 book reviewprice service 3

3 1.0000 book taxedpriceprice service 3

4 0.9412 bookpersoncreditcardaccount price service 2

5 0.9000 sciencefictionbook authorprice service 2

6 0.8000 monograph price service 3

7 0.6667 printedmaterial price service 3

8 0.6500 novel authorrecommendedprice service 1

9 0.5833 printedmaterialpersoncreditcardaccount price service 2

10 0.5500 author monographmaxprice service 1

11 0.5417 romanticnovel authorprice service 2

12 0.5000 carbicycle price service 0

13 0.5000 expensivecar price service 0

14 0.5000 sciencefictionbookuser price service 2

15 0.5000 userscience-fiction-novel price Bestservice 1

16 0.5000 book person Publisherservice 0

17 0.5000 coconut price service 0

18 0.4000 sciencefictionbook author service 1

19 0.3750 SFNovelReview service 1

20 0.3333 autocycle price service 0

4.2 Scenario 2

The goal of the second scenario was to assess how our matcher competes against
other matchers if the semantics cannot be expressed by simple concept annota-
tions. In this case, matchers operating on simple concept annotations can only
infer the missing semantics by exploiting other dimensions such as the structure
or naming of elements. We have created a new request for this Scenario. We now
search for the EURO prices of science fiction comics excluding VAT. The request
consists of one operation with an input type ScienceF ictionComic (annotated
with the path /ScienceF ictionBook) and an output type EuroPriceExcluding-
VAT (annotated with the path /TaxFreePrice but including a sub element
with a path TaxFreePrice/hasCurrency/Euro). While ScienceF ictionBook
and EuroPriceExcludingV AT can also be expressed with standard concept
references, the annotation TaxFreePrice/hasCurrency/Euro requires annota-
tion paths.

For the second experiment, we have annotated 15 advertisements of the
SAWSDL TC3 data set. Since we now use a request that is not part of the
SAWSDL TC3 data set, we asked an independent expert to provide the relevance
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Table 2. Scenario 2: SAPM-WS

Rank CV Advertisement Relevance

Grade

1 1.000 sciencefictioncomic europricetaxfree request 3

2 0.667 author sciencefictionbooktaxfreeprice service 20 2

3 0.667 author monographtaxfreeprice service 20 1

4 0.567 book pricereviewbook service 20 2

5 0.567 book price service 20 2

6 0.567 book Cheapestprice service 20 2

7 0.529 bookperson price service 20 2

8 0.300 book taxedprice service 20 2

9 0.267 book reviewprice service 20 2

10 0.267 author bookprice service 20 1

11 0.167 author sciencefictionbooktaxedprice service 20 2

12 0.167 author sciencefictionbookmaxprice service 20 2

13 0.167 author noveltaxedprice service 20 1

14 0.000 author sciencefictionbookrecommendedprice service 20 2

15 0.000 author bookrecommendedprice service 20 1

grades of each advertisement for our new request. The selected advertisements,
the ranking according to our matcher and the relevance grades assigned by
an independent expert are shown in Table 2. The perfectly matching request
was found and the ranking of the non-fully matching services is mostly in
accordance to their relevance grades. However, there are some outliers: First
author monographtaxfreeprice service 20 with a rank of 3 and with a confidence
value of 0.667 but only a relevance grade of 1 and second author sciencefiction
bookrecommendedprice service 20 with a rank of 14 but a relevance grade of 2
with a confidence value of 0.0. The low confidence value of author sciencefiction
bookrecommendedprice service 20 is the result of a processing failure of our
matcher. The high confidence value of author monographtaxfreeprice service 20
is due to a superclass match. Further improvements of our matcher especially
tuning the parameters of the matching function should allow achieving even
better results.

4.3 Results and Comparison

We have executed the evaluation of both scenarios with the Service Matchmaker
and Execution Environment (SME23), which is also used for the International
Semantic Service Selection Contests. Due to the partial TC3 data set we were
not able to execute all matchers. However, we could execute two major repre-
sentatives iSem [4,5] and SAWSDL-MX [6]. The iSem matcher when applied for

3 http://projects.semwebcentral.org/projects/sme2/.

http://projects.semwebcentral.org/projects/sme2/
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Table 3. Result comparison

Matcher NDCG Scenario 1 NDCG Senario 2

Path-based matcher 0.977 0.970

iSem hybrid 0.990 0.886

SAWSDL-MX 0.937 0.867

SAWSDL is a hybrid service matcher exploiting inputs and outputs and service
names that employs strict and approximated logical matching, text-similarity-
based matching and structural matching and automatically adjusts its aggrega-
tion and ranking parameters using machine learning. It reached the best binary
precision in the contest of 2012. SAWSDL-MX is a typical representative of
a hybrid matcher using logics and syntax-based matching. We have assessed
the overall performance of each matcher based on the reached Normalized Dis-
counted Cumulative Gain [3] (NDCG) which is also used in the International
Semantic Service Selection Contests. The results of both scenarios are shown in
Table 3. Our matcher performed more than 4 percent better than the SAWSDL-
MX matcher. In comparison to the nearly perfect iSEM iSEM matcher we
have achieved around 1 percent less precise matches. In the second scenario our
matcher performed around 9 percent better than iSem and around 12 percent
better than SAWSDL-MX.

While these preliminary results do not yet allow to draw final conclusions
the annotation paths approach is promising for improving web service discovery.
Our simple path-based matcher could clearly show its advantage in Scenario 2
and in Scenario 1 it could compete well with existing state of the art matchers
which use far more advanced matching methods and additional aspects of service
descriptions and advertisements.

5 Conclusions and Future Work

The annotation path method for semantic annotation was developed to over-
come limitations in the expressiveness of simple concept references. We showed
in some feasibility tests that already a simple implementation of an annotation
path based XML Schema matcher used for comparing web service advertise-
ments with service requests can successfully compete with state-of the art web
service discovery systems. We therefore conclude that annotation paths are well
suited for capturing the semantics of objects in much finer detail and that the
annotation path method and matchers based on it are promising approaches to
improve web service discovery. Encouraged by the promising results we plan to
evaluate our annotation path based matcher with a larger data set and against
additional existing matchers. Other future work is to integrate our matcher into
existing state of the art matchers to gain even better results. Another direc-
tion of future work is to evaluate not only the matching precision but also the
minimum amount of manual work to semi-automatically create annotation path
annotations in comparison to simple concept references.
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Abstract. This paper presents a semantic framework called IDECSE
for composite Web services modeling and engineering. This framework
uses semantic similarity measures and Formal Concept Analysis formal-
ism to generate classes of similar services that can be composable to
satisfy users queries and preferences. A reasoning mechanism is also pro-
posed to produce reliable composite services. By considering semantics
for describing, discovering, composing, and monitoring services, IDECSE
addresses the challenge of achieving a full governance of the composition
process.
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1 Introduction

Today, business processes are increasingly implemented by dynamically compos-
ing Web services seen as the main contribution the Service Oriented Architecture
(SOA) brings to enterprise business process automation. Therefore, Web services
composition has became an attractive way of developing value added Web ser-
vices and would lead to substantial gains in productivity in several application
domains including e-Enterprise, e-Business, e-Government, and e-Science. How-
ever, an important problem with current services compositions concerns their
life-cycle and their management, also called their governance. The challenge is
how to achieve a full governance of the composition allowing the continuous
and dynamic improvement of the composition to support and encourage the
adoption of SOA technologies. IDECSE [1] addressed the above challenge and
proposed an integrated declarative framework to bridge the gap between the
c© Springer International Publishing Switzerland 2015
S. Nurcan and E. Pimenidis (Eds.): CAiSE Forum 2014, LNBIP 204, pp. 148–164, 2015.
DOI: 10.1007/978-3-319-19270-3 10
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process modeling, verification and monitoring and thus allowing for self-healing
Web services compositions. Another challenge concerns the semantic gaps in the
definition of atomic Web services provided by autonomous and different services
providers, and therefore composition modeling frameworks should provide sup-
port for bridging such semantic gaps. Supporting environment dynamicity is also
a critical requirement since available services as well as user requirements change
frequently over time. Thus, the environment for service engineering needs to sup-
port rapid and dynamic re-design through appropriate and automatic tools for
dealing jointly with adaptation at modeling, deployment and run-time.

While numerous composition approaches have been developed, very little has
been done towards dealing with these challenges because of their complexity.
Consequently, existing frameworks need to be enhanced using new semantic-
aware methods and tools. In this paper, we propose to address this issue by
enhancing IDECSE approach with semantics in all composition steps. Mainly,
improvement of IDECSE consists in considering service similarity measures.

The rest of the paper is organized as follows. Section 2 presents the architecture
of the improved IDECSE framework and details its modules. We mainly focus on
the Service Classification Module. In Sect. 3, we discuss the current implementa-
tion and the ideas to validate the proposed approach. Section 4 exposes literature
review. Finally, Sect. 5 concludes the paper and outlines future work.

2 IDECSE Framework

A major problem with current services compositions concerns their life-cycle
and their management, also called their governance. The challenge is how to
achieve a full governance of the composition allowing the continuous and dynamic
improvement of the composition to support and encourage the adoption of SOA
technologies. Many SOA management initiatives fail to get off the drawing board
once systems architects recognize the scale of integration work to bring the dif-
ferent elements of functionality into play. IDECSE [2] addressed this challenge
by proposing an integrated framework to bridge the gap between the process
modeling, verification and monitoring and thus allowing for self-healing Web
services compositions. This framework aims also to fully integrate semantics in
all stages of the composition global life-cycle. First, user requirements are better
understood using refinement techniques such as generalization or specification
of concepts from a given ontology. IDECSE appeals for data mining techniques
for classifying and mining services into Service Registry based on semantic rela-
tions. The main components of the IDECSE architecture are depicted in Fig. 1.
It consists of five modules covering the global composition life-cycle (i.e. spec-
ification, modeling, composition, deployment, and monitoring). These modules
are described and detailed in the following sections.

2.1 Service Request Module

The Service Request module (First layer in Fig. 1) translates the user require-
ments to an internal language to be used by the Service Classification module and
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Fig. 1. IDECSE architecture

the Service Reasoning module. The Graphical Query Editor relies on a domain
ontology to analyze user requirements before enriching them through adding new
ontology concepts based on semantic relations such as generalization, specializa-
tion, etc. The query is then parsed to extract functional and non-functional
requirements. Functional requirements are modeled using the IOPE Extractor,
which extracts the Inputs, Outputs, Preconditions and Effects.

Extracted requirements are then modeled as a new requested service called
SR. Given a domain ontology O, a user query Q, modeled as SR, consists of a
set of provided inputs SRin

⊆ O, a set of desired outputs SRout
⊆ O, a set of

preconditions SRpre
⊆ O, a set of effects SReff

⊆ O, and a set of quality of service
constraints SRqos

= {(q1, v1, w1), (q2, v2, w2), ..., (qk, vk, wk)}, where qi(i=1,2,...,k)

is a quality criterion, vi is the required value for criterion qi, and wi is the weight
assigned to this criterion such that

∑k
i=1 wi = 1, and k the number of quality

criteria involved in the query. We can model SR as SR =
∑

IOPE +
∑

QoS.
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2.2 Service Classification Module

To deal with the important number of Web services and instead of consider-
ing the whole Service Registry, this module allows to classify available services
semantically into classes according to their similarities. Its second role is to
return only relevant services to SR from the registry. This module contains four
main components which are: Service Projector, Service Description Extractor,
Service Similarity Calculator, and Relevant Service Selector.

To introduce the functionality of the proposed module for Web service clas-
sification, an example of semantic Web services is presented in Table 1.

Table 1. A set of services with their operations

Services Id Operations Id

AUTHOR FINDER WS1 Find Author(B) op11

AUTHOR PRICE FINDER WS3 Find Author(B) op21

Find Price(B) op22

SEARCH BOOK WS2 Find Book(A) op31

CURRENCY CONVERTOR WS4 Convert (C,C,P) op41

DOLLAR2EURO WS5 Dollar2euro(A) op51

The role of the Service Classification components is described and illustrated
in the following parts.

1. Service Projector: The Service Projector selects services capabilities based
on syntactical and semantic description for each service into one interface.
Different semantic description languages were proposed, OWL-S and WSMO
are the most important ones for this purpose. Both WSMO and OWL-S have
the aim of providing the conceptual and technical means to realize Semantic
Web services. The comparison done in [3] shows that although the aims of
both WSMO and OWL-S are the same, they present some differences in the
approach they take to achieve their goals especially in the definition of the
process model and the grounding of Web services. OWL-S is more mature and
is therefore considered in the IDECSE framework. The role of the Service
Projector Module is to select service capabilities from OWL-S and WSDL
descriptions and transmit them to the Service Description Extractor. In the
running example, the operations of each service shown in Table 1 are the
results transmitted by the Service Projector.

2. Service Description Extractor: Extracting comparator parameters from
service capabilities is a mandatory step to measure similarity between ser-
vices. The Service Classification Module relies on the functional properties of
services which will be the parameters to extract from the OWL-S files.

Semantic and Syntactic functional parameters of services are given in
OWL-S description. In fact OWL-S is an ontology for services. Each service
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class in OWL-S refers to a declared semantic service [4]. Each service descrip-
tion is composed of three main parts: Service Profile, Service Model, and
Service Grounding. In the following sections, we select relevant data to be
compared from these parts:
a. Functionality Description in the Service Profile: The Service profile con-

sists of four main parts. The first part describes the links between the
Service profile and the service and its process model. The second part
describes the contact information, intended for human consumption.
The third part describes the functionality in terms of Input, Output,
Precondition and Effect (IOPE). The last part describes the attributes
of a profile. Relevant functional information about services exist in the
last two parts. The Profile class defines the following properties for IOPE
hasInput ranges over the Inputs, hasOutput ranges over the Output,
hasPrecondition specifies a precondition of the service, hasResult speci-
fies under which condition outputs are generated.

b. Functionality Description in the Service Model: The Service Model gives
a detailed description on how to interact with the service. It can be
used to supplement initial similarity measure by giving a more detailed
perspective on the service internal workings.

c. Functionality Description in the Service Grounding: The Service Ground-
ing specifies the details of how to access a service. It is not required in
measuring service similarity because it can be the same especially for ser-
vices from the same organization, but it provides a useful way of allowing
users to specify the way of using the service.

In the syntactic side, IDECSE relies on the types of inputs and outputs of
services. The Service Description Extractor tries to extract those parameters
with their attributes and transmits them to the Service Similarity Calculator.
Considering the previous example, Table 2 shows the different details of ser-
vices. We note that the example uses simple services based on input and
output functional parameters.

Table 2. Detailed Web services Description

Operations Input concept Output concept Input Type Output Type

op11 Book Person String String

op21 Book Person String String

op22 Book Price String Float

op31 Text Book String String

op41 Price, Currency Price String/Float Float

op51 Price Price Float Float

3. The Service Similarity Calculator: After selecting relevant parameters
from services description, the Service Similarity Calculator measures the sim-
ilarity and uses data mining techniques in order to classify available services
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into classes according to their similarity. The main parts of this module and
their functionalities are described below:
a. Context Builder: The Context Builder is responsible for preparing the

input dataset to the classification module. It selects the main properties
of Web services and creates a tabular representation where the rows
correspond to the Web services, the columns correspond to the services
capabilities (descriptions) such as type of input or the ontology that
the input refers to, and finally table cells contain real values of these
properties for each service.

b. Similarity Comparator: It can be considered as the main component
of this module. The Similarity Comparator relies on a set of formulas
and relations used to calculate similarity between services. Two types
of formulas are taken into account by the IDECSE framework: the first
is for the semantic and the second is for the syntactic Similarity and
relatedness.

In the semantic field, and based on the selected parameters in the
Service Description Extractor module, IDECSE defines a semantic mea-
sure function. Let S be a set of services (|S| = n ∈ N ) and let σ be a
similarity measure function σ : S ×S →[0 , 1] which verify the conditions
below:
– σ(Si, Si) = 1∀ i ∈ {1, .., n},
– σ(Si, Sj) = σ(Sj , Si)∀ i ∈ {1, .., n},∀ j ∈ {1, .., n}.
An OWL-S service similarity can be defined as follows: For i, j ∈ {1, .., n},

σ(Si, Sj) = U1SimP (Si, Sj) + U2SimM (Si, Sj) + U3SimG(Si, Sj) (1)

where
∑3

k=1 Uk = 1

The functions SimP , SimM and SimG present respectively the sim-
ilarity function between tow Services Profiles, Models and Groundings.
As Service Model and Service Grounding are used to supplement the
initial similarity and to specify details of how to access a service, their
parameters can be modeled as Quality of services thus more importance
is given to the functional similarity.

σ(Si, Sj) ≈ SimP (Si, Sj) = W1SimI(Si, Sj) + W2SimO(Si, Sj) + W3

SimP (Si, Sj) + W4SimE(Si, Sj) (2)

where
∑4

k=1 Wk = 1

SimI , SimO, SimP , SimE are respectively the similarity function
between two services Input, Output, Precondition and Effects. Each
parameter is semantically annotated with respect to an OWL concept.
Thus, the functional similarity measurement between services is mapped
to Ontology-based similarity. Studying ontological concepts, their details
are divided into tow types which are: Type of Concept and Relation
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of Concept. Otherwise, measuring similarity between services in the
IDECSE framework is based on semantic and syntactic similarity.

Regarding semantics, being machine interpretable and constructed
by experts, ontologies present a very reliable and organized knowledge
source system. For these reasons, ontologies have been extensively exploi-
ted in knowledge-based systems and, more precisely, to compute seman-
tic similarity. Measures on the ontology based similarity are divided
into three main categories which are: Edge-counting approaches [5,6],
Features-based approaches [7] and Information Content approaches [8,9].
After surveying different Ontological similarity measures and their appli-
cation situations and based on experimental results and benchmarks
tests [10,11], the measure proposed in [12] gives pertinent results in our
case. The formula is given below:

Let A and B be two concepts, represented by the nodes a and b in a
predefined is-a semantic taxonomy (ontologies). Let C be a set of con-
cepts of a given ontology, (≤) is defined as a binary relation ≤: C×C. For
two concepts ci and cj , ci ≤ cj is fulfilled if ci is a hierarchical specializa-
tion of cj or if ci ≡ cj (i.e. same concept). The set of taxonomical features
describing the concept a is defined in terms of the relation ≤ in (3).

φ(a) = {c ∈ C|a ≤ c} (3)

[12] defines the semantic similarity between tow concepts as follow:

Sim(a, b)sanchez = 1 − log(1 +
|φ(a)\φ(b)| + |φ(b)\φ(a)|

|φ(a)\φ(b)| + |φ(b)\φ(a)| + |φ(a) ∩ φ(b)| )
(4)

Compared to other measures based on taxonomical knowledge, the
exploitation of the whole amount of unique and shared subsumers seems
to give solid semantic evidences of semantic resemblance. Results show
that the measure proposed by [12] surpasses basic Edge-Counting Fea-
tures and Information content measures.

Moving to syntactical similarity, [13] proposed a practical measure
between different data types, Table 3 groups different data types and
Table 4 gives the similarity between different data types.

Table 3. Simple DataType groups [13]

Group Simple Data Types

Integer Group Integer, Byte, Short, Long

Real Group Real, Float, Double, Decimal

String Group String, NormalizedString

Date Group Date, DateTime, Duration, Time

Boolean Group Boolean
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Table 4. Simple DataType groups similarity [13]

Int. Real Str. Date Bol.

Int. 1.0 0.5 0.3 0.1 0.1

Real 1.0 1.0 0.1 0.0 0.1

Str. 0.7 0.7 1.0 0.8 0.3

Date 0.1 0.0 0.1 1.0 0.0

Bol. 0.1 0.0 0.1 0.0 0.1

Finally to compute semantic similarity between services, IDECSE
framework combines the tow measures proposed in [12] and in [13]. The
first one is used as a semantic measure based on the ontological features
of concepts and the second is based on the syntactic measure between
inputs and outputs types of services. Based on similarity measure given
in (4), we redefine our similarity measure (2) in (5).

σ(Si, Sj) = W1[N11SimI[12](Si, Sj) + N12SimI[13](Si, Sj)] + W2

[N21SimO[12](Si, Sj) + N22SimO[13](Si, Sj)] + W3

[N31SimPre[12](Si, Sj) + N32SimPre[13](Si, Sj)]+

W4[N41SimEff[12](Si, Sj) + N42SimEff[13](Si, Sj)] (5)

where
∑4

k=1 Wk = 1 ,
∑2

j=1 Naj = 1 and a ∈ {1,2,3,4}.
The function σ is used then to calculate similarity between concepts

that are referred by functional parameters of services. Finally, this mod-
ule returns a Similarity Matrix (SimMat) containing similarity measures
between available services. The Similarity Matrix generated from the
proposed example using (5) is given in Table 5.

From SimMat, we can mainly extract several binary contexts using
a threshold θ ∈[0 , 1]. Values of SimMat, which are greater or equal to
the fixed threshold θ, are scaled to 1 and other values are scaled to
0. The binary context that corresponds to an arbitrary threshold for
operations and services are shown in Tables 6 and 7. The SimCxt is
a triple (O,O,RSimθ

), where O is a set of operations and RSimθ
is a

binary relation indicating whether an operation is similar to another
operation or not. The Context Matrix (Table 7 in our example) is the
result transmitted to the next module to build the Lattice.

c. Lattice Builder: In this sub-module a Lattice of operations is built accord-
ing to the Formal Concept Analysis (FCA)[14] formalism and its exten-
sion to complex data called Similarity-based Formal Concept Analysis
(SFCA)[15]. An example of obtained Lattice for a binary context using
the ConExp1 tool is given in Fig. 2. This Lattice shows the grouping of
similar operations.

1 http://conexp.sourceforge.net/.

http://conexp.sourceforge.net/
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Table 5. The operations SimMat

op11 op21 op22 op31 op41 op51

op11 1 1 0.40 0.35 0 0

op21 1 1 0.40 0.35 0 0

op22 0.40 0.40 1 0.32 0 0

op31 0.35 35 0.32 1 0 0

op41 0 0 0 0 1 0.45

op51 0 0 0 0 0.45 1

Table 6. The operation SimCxt for θ = 0.4

op11 op21 op22 op31 op41 op51

op11 X X X

op21 X X X

op21 X X X

op31 X

op41 X X

op51 X X

Fig. 2. Generated lattice for (SimCxt) shown in Table 7

4. Relevant Service Selector: Once the Lattice of services is built, the Rele-
vant Service Selector identifies the most relevant classes of services from the
Lattice. The Relevant Service Selector has two main roles. The first role is
to select the most relevant services for the purpose of substitution process
and thus to maintain a composite Web service application functionality as
much as possible. The second role is about finding equivalent, similar and
composable services to SR requested by users in order to transmit them to
the reasoning module.
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Table 7. The service SimCxt for θ = 0.4

op11 op21 op22 op31 op41 op51

WS1 X X X

WS2 X X X

WS3 X

WS4 X X

WS5 X X

5. Example of User Query: We consider a simple user query Q = “Find an
author of a Book based on its title” in order to demonstrate the usefulness of
the Service Classification Module in the IDECSE framework.

Table 8. SR detailed descriptions

Op Input Output In. Type Out. Type

opR Title Author String String

Parsing the query is the role of the Service Request Module. Table 8 details
SR description generated from this module. Then Table 8 is transmitted to
the Service Similarity Calculator sub-module. After adding SR to the existing
context, a similarity measure is then calculated between SR and the rest of
available services. We suppose here that available services are those given in
Table 1. Results of similarity measures are shown in Table 9.

Table 9. SR similarity measures

op11 op21 op22 op31 op41 op51

opR 0.7 0.7 0.35 0.56 0 0

Now, we add the SR to the context and build the Lattice to ensure returning
relevant results. We fix the threshold θ at 0.45. Table 11 presents the new
context builder which will be transmitted to the Lattice Builder.
The Relevant Service Selector is charged then to identify most relevant service
to SR using appropriate algorithms for browsing Lattices. In our case only
and according to the generated lattice in Fig. 3 three operations are selected
and then transmitted to the Reasoning Module. Those operations are {op11,
op31, op21}. Thus, the composition process is reduced to reason only on three
operations in which op31 can be composed with op11 or op21.

The example illustrates the advantage of the Service Classification Mod-
ule in anticipating the composition task, maintaining the composition plan
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Table 10. The operation SimCxt for θ = 0.45

op11 op21 op22 op31 op41 op51 opR

op11 X X

op21 X X

op22 X

op31 X

op41 X X

op51 X X

opR X X X X

Table 11. The service SimCxt for θ = 0.45

op11 op21 op22 op31 op41 op51 opR

WS1 X X

WS2 X X X

WS3 X

WS4 X X

WS5 X X

SR X X X X

Fig. 3. The generated lattice including SR

working as much as possible by notifying the reasoner that op11 and op21 are
similar.

2.3 Service Reasoning Module

The Service Reasoning module identifies the candidate composition plans that
realize the goal (SR) based on a logic reasoner. IDECSE relies on a logic Reasoner
that takes into account results given from the Service Classification Module.
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In order to enable working with large collections of Web services, IDECSE
distinguish between Web services types and instances. A Web service type is
a set of Web service instances with identical functionality. A Web service type
is semantically described by the inputs, outputs, preconditions and effects that
capture the functionality offered by this type of services. Web services instances
are the actual services that can be invoked. This separation allows reducing the
search space, which helps ensuring the scalability of the composition process
[16]. The main components of the Service Reasoning Module are:

– Reasoner: is responsible for checking the ontology consistency in addition
to handling the maintenance of the state including preconditions and effects
application.

– Filter: avoids redundancy from the plan by identifying service types with poten-
tial relevance to the goal and checks the dependency relationships between each
two consecutive service types.

– Matchmaker: allows querying the Service Registry for available services in
order to match the preconditions of a Web service with the effects of another
service.

– Abstract planner: can be considered as the main component of this module
and is responsible for generating a set of abstract plans.

IDECSE relies on a planning algorithm [1] to create a composition of the avail-
able service types by providing an abstract plan that meets the functional
requirements. In this algorithm, inputs and outputs are distinguished conditions
where inputs are attempted to be achieved before preconditions since precon-
ditions may have arguments consisting of several inputs. A plan of composite
services is formalized as a proof of the goal to answer the user query. Thus, a
Plan {P} = {Ai}i=1..n is a sequence of n actions Ai. Each action applies on a
state Ei to produce a state Ei+1: ∀i ∈ {0, .., n−1}, Ei∧Ai |= Ei+1. Starting from
an initial state E0 the plan produces the goal G: E0 ∧{P} |= G. Therefore com-
posite services generated are new services that meet all the query requirements.
Finally, generated plans are transmitted to the service execution module.

2.4 Service Execution Module

The Service Execution Module translates the abstract plan into an executable
one by associating to each service type its specific instances using the Service
Instances Registry. The plan generated by the previous module is considered as
a template for the composite service and drives the process of matching each
service type to a corresponding service instance. The Service Execution Module
is mainly composed of the two following components:

– The Executable Plan Generator considers non-functional requirements of the
goal (provided by Service Request Module) and enables to concretize the
abstract plan generated by the abstract Reasoning Module.

– The Executable Composition Analyzer generates executable code and invokes
the execution engine.
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In IDECSE, the Executable Plan Generator implementation is based on the
algorithm presented in [17]. This algorithm takes as input a composition plan,
the QoS permissible values imposed by the user, and their weights and generates
as output a composition plan that satisfies the requirements of the user.

2.5 Service Monitoring Module

Monitoring deals with the actual execution of the composite service and is
responsible for monitoring the execution and recording violation of any require-
ment of the goal service at run-time. For this purpose, we plan to propose an
event-based monitoring framework that allows specifying and reasoning about
the monitoring properties during composition process execution. Properties to
be monitored are specified by the user and added to process specification at
both design and execution time. These properties include functional constraints
(invocation and execution order), non-functional properties (security, QoS...),
temporal constraints (response time, invocations delay), data constraints (data
availability, validity and expiry). These properties can be also combined such as
monitoring the data validity and access control within specific time frame.

Services providers can also specify additional assumptions about the compo-
sition process in terms of events extracted from its specification. Run-time devi-
ations and inconsistencies will be monitored by using a variant of techniques
developed for checking integrity constraints in temporal deductive databases.
When requirements variations are detected, a deviation notification is sent to the
composition manager. This notification indicates: (i) the requirement that has
been violated, (ii) the malfunctioning service(s) that violated it, and (iii) diag-
nostic information regarding the violation. Based on the type of the deviation
notification and service monitoring policies, recovery policies will be triggered.

3 Implementation and Validation

The overall architecture for the IDECSE approach is under development as a
java application that presents all the functionalities from design phase to mon-
itoring and recovery phases. This application contains a user friendly interface
to specify the composition design (services/constraints/ and control/ data flow),
to automatically generate the corresponding models, to invoke the reasoner, and
show the results returned. The application provides also an assumption editor
to specify assumptions and check their correctness.

Once each type in the selected plan is bound to a concrete Web service
instance, a generator produces a concrete workflow that can be deployed onto a
runtime infrastructure, to realize the composite service. For that, we first gen-
erate the WSDL description (name, interface, port types) for the composite
service. Then, we define partner link types to link the component services, and
proceed to the generation of the composition flow (BPEL flow for instance). The
selected plan gives the invocation order. We use an Eclipse Modeling Framework
(EMF) model of BPEL (WSDL) that is automatically created from a BPEL
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(WSDL) schema. The model provides in-memory representation of constructs
and support for persistence to files (serialization) and loading from files (de-
serialization). BPEL and WSDL manipulation become significantly simplified
with the corresponding EMF models. In case of conflicts, the monitoring process
is initiated by the monitoring manager after receiving a request to start a moni-
toring activity as specified by a monitoring policy. First, it checks if the requested
constraint or property can be monitored or not. This checking is based on the
composition process identified in the policy, and the event reporting capabilities
indicated by the type of the execution environment of the composition process.
If the requested constraint can be monitored, the monitoring manager triggers
an event listener to capture events from the composition execution environment
and passes to it the events that should be collected. It also sends to the monitor
the specification of the constraint to be checked.

These components are still under refinement and tests. Then, we plan to
compare our results with important approaches close to our contribution such
as [18]. Also, it will be interesting to measure the performance of the IDECSE
framework before and after incorporating the similarity based approach in order
to show its added value. To conduct fair experiments, we need a sufficient number
of services and ontologies with a variety of sizes. However, it is very hard to col-
lect or manually construct appropriate data. For this reason, we may randomly
generate experimental data.

4 Related Work

A considerable number of research efforts have focused on various aspects of
Web service compositions ranging from semantic service discovery to service
specification, composition, deployment, and monitoring [19–25]. A deep analysis
of these efforts shows that some has focused on the execution aspects of com-
posite Web services by considering WSDL to describe Web services and BPEL
to compose them, without much consideration for requirements that drive the
development process. Some other efforts are concerned by the feasibility of the
composition process by considering semantics and AI approaches without taking
into account the run-time deployment and execution. However, we believe that
these two approaches can be complementary and can be combined for manag-
ing the global life-cycle of the composition i.e. specifying, composing, verifying,
deploying, monitoring, and analyzing to achieve a full governance of the com-
position. Semantic classification of services was also investigated. For instance,
[26] uses FCA formalism to highlight the relationships between services and per-
mits the identication of different categorizations of a certain service. Lattice of
services is built in [27], by extracting keywords from their specification. [28] com-
bines text mining and machine learning techniques for classifying services. This
approach improves the performance of Web-service clustering by considering
the two main steps in the clustering process. It introduces first a Web-service
similarity-measuring approach that uses both ontology learning and IR-based
term similarity. Second, it proposes an approach to identifying cluster centers by
using similarity values for service names to improve the performance in a second
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step. Using ant-based algorithm, [29] considers the degree of semantic similarity
between services as the main clustering criterion. The semantic description is
based on measuring similarity between ontological concepts referred by input
and output parameters of the service. A matching method and metrics are used
to measure the semantic similarity. Other approaches rely on measuring simi-
larity between service, [13] proposes a novel approach for Web service retrieval
based on measuring similarity between services interfaces. The evaluation of the
similarity between Web services considers both the semantic and the structure
of a WSDL description with a semantic annotation.

5 Conclusion and Future Work

This paper describes IDECSE, a new semantic integrated approach for compos-
ite services engineering. Compared to existing approaches, IDECSE considers
semantics in all the composition global life-cycle, addresses the challenge of fully
automating the composition processes, and proposes and adapts reasoning, mon-
itoring, and adaptation techniques. The main new added values are on the Web
services classification level. In fact, we propose to enhance IDECSE with seman-
tic measures and FCA for building Web service Lattices according to function-
ality domains. Similarity measures are used to calculate semantic and syntactic
similarity based on OWL-S. Our work in progress includes the enrichment of
service Lattices with QoS aspects and user preferences. We also plan to extend
the framework to include additional features such as failure handling, and an
interactive visual environment for testing composite services.
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Abstract. Contemporary information systems have to satisfy needs of agile and
viable enterprises. They shall include mechanisms of business intelligence, busi‐
ness process management, information technology infrastructure management,
and alignment between business and computer systems. The mechanisms for
business process handling and computer systems handling are similar, and the
mechanisms for their continuous integrated improvement also are similar, there‐
fore the architecture of information systems components that support these
processes also can have a measure of similarity if considered at a particular level
of abstraction. The paper, focusing on aforementioned similarities, uses St.
Alter’s work systems paradigm for constructing fractal architecture of informa‐
tion systems that can be used for supporting agile and viable enterprises. The
architecture includes predefined frames of processes, a frame for virtual agents,
frames of information flows in viable systems, and a frame for information flows
in the enterprise architecture that help to derive requirements for introducing
continuous changes in information systems.

Keywords: Work systems · Fractal systems · Viable systems · Information
systems · Continuous change

1 Introduction

Cloud solutions and use of business intelligence tools have transformed the landscape
of information systems from relatively rigid internal architectures to more flexible and
open structures of information handling [1, 2]. This refers to more flexible distribution
of physical devices as well as possibility to acquire real time data that can be used for
introducing changes in business and information technology solutions. The question
arises how these abilities of information technology solutions can be represented in
information systems architectures so that complexity that increases with the introduction
of higher variability and flexibility could be embraced and managed.

While business, software, and hardware systems are very different, the mechanisms
used in their analysis and management do not differ so much. For instance, similarities
can be found in the actor based approaches in business analysis and actor based
approaches in parallel programming. Moreover, according to our experience [3, 4] - data
acquisition and analysis methods for big data analysis in social networks can be
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compared with similar methods in computer networks. These similarities suggest to seek
for common architecture patterns that could be used in business and information tech‐
nology domains, since the information systems processes cross both domains.

In this paper we propose to use the work systems paradigm introduced by St. Alter
[5], and several types of architecture frames as the basis for reflecting architecture of
information systems. St. Alter has suggested the work systems paradigm after analyzing
more than 20 different information systems definitions. He defines a work system as a
system in which human participants and/or machines perform work (processes and
activities) using information, technology, and other resources to produce specific prod‐
ucts and/or services for specific internal or external customers. This paradigm gives an
opportunity to focus on common structural features of handling information at business,
software application, and technical device levels as well as to use inclusion relationship
between work systems belonging to aforementioned levels. These structural common‐
alities of information handling at different levels of abstraction are rarely addressed in
contemporary research of information systems engineering. Therefore the aim of this
paper is to discuss usage of them in information systems engineering, especially in the
context of information systems for viable enterprises.

The paper is structured as follows. We discuss related work in Sect. 2. In Sect. 3 we
propose several frames for analyzing information system issues in viable enterprises. In
Sect. 4 we discuss the benefits of viewing information system architecture as a fractal
architecture composed of multiple work systems. Brief conclusions and directions of
further research are presented in Sect. 5.

2 Related Work

The approach proposed in this paper is based on three main sources of related work,
namely, on the work systems theory [5], contemporary applications of viable systems
model [6–8], and use of fractal paradigm in information systems development [9, 10].

According to Steven Alter [5] “an information system is a work system whose
processes and activities are devoted to processing information, that is, capturing, trans‐
mitting, storing, retrieving, manipulating, and displaying information. A work system
is a system in which human participants and/or machines perform work (processes and
activities) using information, technology, and other resources to produce specific prod‐
ucts and/or services for specific internal or external customers”. The customers can be
external customers of the enterprise as well as internal customers (one sub-work system
has produced information valuable for another sub-work system). The work system is
embedded in its environment, and depends on organizational strategy and infrastructure
(see Fig. 1). The goal(s) of the work system (or the results produced by the work system)
depend on the organizational strategy; while the way how they are achieved mainly
depends on the enterprise environment and available infrastructure.

Thus, we can state that behind each organizational process there is a work system.
From the modeling perspective, there is a real or virtual work system behind of each
business process at any level of abstraction or decomposition. On another hand, for each
business process there can be identified an information processing sub-process
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(or activities that themselves perform the transformation of inputs into outputs and
therefore can be regarded as processes, which produce information). Thus, using Alter’s
work system paradigm it is possible to identify information systems architecture that
consists of work systems that are structured according to the chosen model of represen‐
tation of business processes. This issue will be discussed in more detail in the next section.

Contemporary applications of viable systems model show that an enterprise has to
handle its internal work systems as well as it has to have good environment scanning
capabilities [6–8]. For the enterprise to be viable, its internal units have to have a measure
of autonomy and it should be organized as fractals [9]. Figure 2 shows traditional outlook
of viable systems model consisting of five so-called Systems. Each “ONE” in System 1
corresponds to processes that bring value to enterprise customers. According to viable
systems model, the “ONE” recursively can be represented by similar viable systems model
of a smaller scale. Such structure enables flexibility that is essential to ensure agility of
enterprises. More details about Systems of viable systems model are given in Sect. 3.

Thus, according to the viable systems model, for the value adding (System 1) and
strategic processes (System 4) of the enterprise, i.e., processes that are directly related
to the external environment, we can distinguish at least three sub-processes: production
(transforming given inputs into given outputs), environment scanning, and internal
control or management (see Fig. 2). In this paper we extrapolate that such three sub-
processes are applicable to any process in an enterprise, because also other processes
(e.g., enabling processes and different management processes) have to scan their envi‐
ronment inside the enterprise.

The application of viable systems model for contemporary enterprises is a multidis‐
ciplinary research topic, which is out of the scope of this paper. Hereby we just borrow
the idea of necessity to be aware of external environment, to produce the value, and to
be able to manage itself (quality management, change management, etc.) for each
autonomous unit (we regard the process as an autonomous unit here). Another issue is
that while the viable systems model has a fractal architecture, the fractal architecture of

Fig. 1. Work system behind the process (the triangle in the figure is adopted from [5])

Work Systems Paradigm and Frames for Fractal Architecture 167



information systems proposed in this paper is viewed from the point of view of an
information system as a subsystem of an enterprise, not just from the point of view of
operational fractals of the viable systems model.

‘Fractality’ has been introduced as a watchword for a new way of thinking about the
collective behavior of many basic but interacting units. Fractality, thus, is regarded as
the study of the behavior of macroscopic units that are endowed with the potential to
evolve in time. Their interactions lead to coherent collective phenomena, so-called
emergent properties that can be described only at higher levels than those of the indi‐
vidual units. Fractal theory is based on relationships, emergence, patterns and iterations
[11]. It is used to describe structure and processes of flexible, adaptive and evolving
systems. Fractal theory is applied in biomedicine, fractal geometry, mathematics, stat‐
istical analysis, signal analysis, image analysis [12], manufacturing [13], product design
[14] enterprise development [15–17], software development [18], and other areas. The
above-discussed variety of applications of fractal paradigm suggests that it can be suit‐
able for information systems engineering in the context of viable enterprises, on which
we focus in this paper [19], because the main peculiarity of information systems is
interplay of many different natural and artificial systems that influence each other from
various viewpoints and at different levels of scale. Computerized part of the information
systems may consist of different software and hardware (sub)systems that are related by
supporting various organizational processes and individual requests. This computerized
information (sub)system may be directly or indirectly used by other components of the
information system, namely, particular human actors and components (software and
hardware) of other information systems [18].

Fig. 2. Viable systems model (adapted from http://www.wikipedia.org): a process perspective.
Dotted lines with arrowheads show the algedonic channel in viable systems model. Interrupted
lines without arrowheads refer to the highest level of abstraction of viable systems model
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The most common properties of fractal systems are self-similarity, self organization,
goal-orientation, and dynamics and vitality [13]. These properties well align with the
viable systems paradigm.

Self–similarity may manifest in different ways. For instance, fractals are called “self-
similar” if they can produce the same (at a particular level of conceptual abstraction)
outputs with the same inputs regardless of their internal structure. However, self simi‐
larity may be observed also in the architecture of components at different levels of
abstraction, e.g., the same architecture patterns can emerge at smaller and larger gran‐
ularities in information systems architecture. Further in this paper we will not use the
concept “pattern” (commonly applied in literature on fractal systems) regarding the
architecture. We will use the concept “frame” instead or the concept “pattern” to avoid
misunderstandings with respect to the way how particular architecture constructs are
derived.

Self-organization means ability to apply methods for controlling processes and
workflows within fractals, and optimizing the composition of fractals in the system.

Goal-orientation means that fractals perform a goal-formation process to generate
their own goals by coordinating processes with participating fractals and by modifying
the goals as necessary. To coherently achieve their goals, goal consistency supported
by an inheritance mechanism should be maintained.

Dynamics and vitality is a property that characterizes high individual dynamics and
ability to adapt to a dynamically changing environment by cooperation and coordination
between self-organizing fractals.

Besides these properties there are some other properties of fractal systems that are
essential in the context of information systems of viable enterprises. One of such prop‐
erties is emergence. Information systems depend on user requirements, organizational
structure of enterprises, relationships between enterprise partners, suppliers, and clients.
All of them are influenced by external environment, therefore requirements change in
apparently random rather than planned way which in turn introduces the same type of
changes in the information systems. Requisite variety is also mentioned among the
properties of fractal systems. This property is very important for embracing the variety
by providing appropriate variability in information systems services [20]. Connectivity
is an essential property, too. The very existence of an information system is needed
because of information it can provide. The components of the information system are
related by physical or virtual information channels. Without these channels the infor‐
mation system does not exist. Simple rules is one more property often related to fractal
systems. With passing of time we can see how very complex structures and processes
(e.g., centralized databases, ERP) are gradually replaced by simpler, more loosely
coupled alternatives e.g., data warehouses, distributed databases, service oriented archi‐
tectures, etc.).

In this paper we focus our discussion to self-similarity issues. And we handle this
property from the point of view of structure of processes and architecture components
behind of these processes. We use concept “frames” to refer to these structures. The
architecture frames and sub-frames here are regarded as work systems that perform
different types of processes.
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3 Self-similarity via Frames

In this section we discuss several frames that can be used to implement continuous
changes in information systems that support viable enterprises. The frames represent
structural (self)similarities. We assume, that utilization of these similarities can simplify
identification and implementation of changes continuously. We start with information
flow frames of viable systems, then proceed to information flow frames using constructs
of three level enterprise architecture, and we conclude with process and agent frames
for viable systems.

The frames of information flows in the viable systems model are identified on the
basis of the viable systems model communication channels described in [8]. They repre‐
sent the minimum of information flows prescribed by the viable systems model. The
flows are reflected using ArchiMate enterprise architecture language [21] by dotted lines
with arrowheads. Solid lines as well as placement of one box into another one show the
aggregation relationships. Two alternative ways of representing aggregation are used to
achieve better view on information flows. The representation is made solely from the
functional perspective. The information flows here are shown for one only fractal level
of the viable systems model. The channels between different fractal levels will not be
fully reflected [8]. In the most of cases the representation is limited to one-step flows
and one flow in one direction only to keep the models as simple as possible. The content
of the flows is not considered in this paper. In the presentation of frames the viable
systems model’s Systems are briefly described to provide the context for the flows.

System 1 (S1) in the viable systems model is responsible for such functions as
production and delivery of the enterprise’s goods or services to the pertinent environ‐
ment. It may consist of several operational units which in turn consist of smaller scale
operational and managing units. Figure 3 reflects information flows around the functions
of the S1.

Fig. 3. Frame for flows in System 1 (adopted from [22])
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Figure 3 shows that functions of S1 are strongly dependent on various information
flows inside and outside the S1 [22]. According to [8] these are information flows that
concern the Management System (System 3 (S3) and its information System 3* (S3*)
for receiving instructions (from S3 and S3* to Operational Unit i (OUi) of S1), for
accountability (from OUi to S3 and S3*), and resource bargaining; the flows to and from
specific environment (including market of products and addressees of services of OUi);
the flows to and from regulatory units of OUi from the System 2 (S2) - coordination for
OUi and coordination for other units OUj of S1; the information flows to and from other
operational functions of S1; the flows to and from managerial functions of other opera‐
tional units of S1; and the flows to and from the Meta-system (the next fractal level). It
is essential that all abovementioned units (except of the Meta-system) are represented
as functions, i.e., they are performer free at the particular perspective of consideration.
This applies also to all other viable systems model Systems, which are discussed in the
remainder of this section.

Typical functions of System 2 (S2) are associated to personnel policies, accounting
policies, legal requirements, programming of production, organizational norms, etc. [8].
Here the decisions concerning particular structure of S1 can be made. Information flows
for S2 are reflected in Fig. 4.

Fig. 4. Frame for information flows for System 2

System 3 (S3) functions as an operational management of the enterprise. System 3*
(S3*) supports S3. S3 has to integrate operational units of S1, ensure that S1 functions
harmoniously and exploits synergies that might appear in S1. S3 assigns goals for each
operational unit of S1 in cooperation with System 4 and in conformity with System 5
[4]. The main function of S3* is ensuring the completeness of information, which
reaches S3. Information flows for S3 and S3* are reflected in Fig. 5. S3 is threefold
supported by information about S1: directly from S1, via S2, and via S3*. This shows
high importance of information completeness in managerial decisions. S3 has also
information flows with System 4 and System 5. The information is used in tasks where
several management system functions interact.

The principal responsibility of System 4 (S4) is to identify and carry out, in a timely
manner, internal changes necessary for the enterprise to remain viable. This system may
exploit different tools for analyzing the environment and the impact of its changes on
an enterprise (business intelligence tools, simulation, Delphi studies, etc.). The decisions
made by S4 are produced in cooperation with S3 and under the approval of System 5.
Functions of System 5 (S5) possess the highest authority in the enterprise. They must
balance the present and future of the enterprise, establish and maintain the “identity” of
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the enterprise by, e.g., determining vision, mission, and strategic goals of the enterprise.
The information flows for S5 are also reflected in Fig. 5.

The most complex information flows are for S1. Here we have to take into consid‐
eration that at the next fractal level the S1, being a viable system, may include all infor‐
mation flows reflected in Figs. 3, 4, and 5. One more issue to be taken into consideration
is the necessity to have the information system support for each interaction reflected in
Figs. 2, 3, and 4, i.e., specific interaction facilities are to be available to ensure needed
exchange of information.

The distinction between different information flows in the enterprise architecture is
done on the basis of the way of information processing and accessibility of the meaning
of the data. The basic architectural constructs used in the frame for the analysis of infor‐
mation flows in the enterprise architecture are represented in Fig. 6.

The frame for flow analysis is represented at three levels of abstraction according to
ArchiMate language [21]. It is made for reflecting information flows between any two
information processing elements, e.g., from Actor on the left to Actor on the right. At
the technology level the information processing elements are Nodes; at the application

Fig. 5. Frame for information flows for System 3, System 3*, System 4, and System 5

Fig. 6. Frame for reflecting information flows by enterprise architecture (adopted from [22])
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level – Application Components; at the business level – Actors. The frame shows three
Representations – one human and two application made ones, as well as three Meanings,
the one for Actor on the left, the one for Actor on the right, and the official meaning
which corresponds to organizational ontology, database schemes, or other codified
shared organizational knowledge.

When considering any process, which includes information handling activities, there
will be information flow between the natural or artificial elements handling the infor‐
mation in each couple of related activities. Depending on the information processing
entity substance (human, software, or hardware), the flow will correspond to one of the
sub-structures of the frame reflecting information flows (Fig. 6). The application of the
frame gives an opportunity to ensure that all relevant architecture elements are in place
for each case of information flow inside and between the processes.

As described in previous section, the viable systems model indirectly prescribes that
each value producing unit has to handle sub-processes for being aware of its environ‐
ment, for value production, and self-management. (see Fig. 2). Each of these sub-
processes certainly needs information that, in turn, is supported by the information
systems sub-processes (see View A in Fig. 7). These information systems sub-processes
have to be supported by particular human or artificial information handling units that
represent a specific part of information systems architecture. Thus there will be an
information systems process behind of each business process as its sub-process (View
B in Fig. 7). This information systems process may include information system sub-
processes for environment scanning, value production, and self-management similarly
as processes reflected in Fig. 2.

Fig. 7. Frame for information systems process as a sub-process of business process (View A -
sub-process level dependency, View B - process level dependency)
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The information systems processes are part of work systems that are handling them.
Thus behind each information systems process, that supports business process, there is
a work system capable of information handling for the particular process (see Fig. 8).
The work system in Fig. 8 is a part of work system reflected in Fig. 1.

Fig. 8. Information systems work system behind the business process (via corresponding
information systems process)

From the process point of view, all work systems behind information system
processes are self-similar (according to the definition and explanation of notion ‘work
system’ given at the beginning of Sect. 2); they have to have a measure of autonomy;
and they are a part of a whole work system that supports all information processes in a
an enterprise. Thus work systems that support business processes form a fractal archi‐
tecture [7, 9] that can expose a high level of flexibility needed for agile and viable
enterprises.

On another hand, information systems management also is a business process, thus
the scanning of information systems environment, information production, and manage‐
ment of information system are sub-processes to be supported (recursively) by the
information system. This applies to information systems processes at a high level of
abstraction as well as to physical processes, such as cloud management or software
development process management, or hardware cluster management [1, 2]. In all these
cases the same type work system processes are present, just at different levels of scale
and using information systems architecture elements of different substance (see Figs. 2,
6, 7, and 8).

The proposed fractal elements of the information systems architecture can be recog‐
nized at two dimensions: at the value production dimension and the work systems
substance dimension. At the value production dimension we consider all business
processes including their variants and value production oriented decompositions. Value
production oriented decomposition is different from business process sub-process types
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reflected in Figs. 2 and 7. Value production decomposition means product oriented
decompositions, e.g., the process “educate students” can be decomposed into sub-
processes “educate students in chemistry” and “educate students in physics” (alterna‐
tively these can be viewed as process variants, too), the process “manufacture cars” can
be decomposed into sub-processes “manufacture sport cars” and “manufacture city
cars”, or, alternatively - “manufacture engine” and “manufacture navigation system”,
etc. We use the value production dimension from the business perspective. From infor‐
mation system perspective, we use work systems substance dimension, where the work
system can be considered as a virtual agent composed from human participants and
computer systems: software, and hardware elements (Fig. 9). Thus, using inclusion
relationship between systems of different substance, the virtual agent at the business
level of enterprise architecture can be represented by a combination of elements of all
substances (including different variants and decompositions still reflecting human actors
as part of the work system); at the application level - as software (application software
and/or systems software) together with hardware systems; as well as it can be represented
as pure hardware systems with embedded information handling functions. Systems
software (such as operating systems or data base management systems) can be attributed
to application level or, as prescribed by enterprise architecture description language
ArchiMate [21], at technology level (where hardware entities are considered as infor‐
mation processing elements). In other words, in virtual agent, we can distinguish
between two types of sub-agents - human actors and computer systems. Computer
systems include all different information handling entities excluding human actors; i.e.
application and technology level elements of the frame reflected in Fig. 6.

Fig. 9. Frame for virtual actor: the related performers in the work system behind the process

Thus the virtual agent is composed of arbitrary structured human actors and computer
systems. We assume that each human actor possesses at least partly identifiable natural
knowledge and each computer system (arbitrary network of application and systems
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software, and hardware) possesses artificial knowledge. Artificial knowledge can be (1)
built-in artificial knowledge that is transferred from human being to software or hard‐
ware component, e.g., by programming; and (2) artificially learned artificial knowledge,
as computer systems with built-in machine learning capabilities can obtain knowledge
without human assistance. Combination of this natural and artificial knowledge is an
emergent knowledge of a virtual agent, which performs a process. Virtual agent that
possesses particular emergent knowledge is capable to perform a particular information
handling activity if it can do the following: It can perceive (recognize) input information;
it can extract data from the input information; it can interpret the extracted data (turn it
into the internally interpreted information); it “knows”, what information is expected to
be produced; and it is able to produce output information in case relevant input infor‐
mation is available.

At the given level of abstraction the model presented in Fig. 9 does not prescribe
any methods for detecting knowledge models of human actors and computer systems.
We acknowledge also that obtaining models of human knowledge is only partly
possible. However, the frame in Fig. 9 clearly shows that it is necessary to consider
knowledge models built into computer systems to understand the capabilities of virtual
agents. The frame has morphological flexibility, as it can represent any combinations
of enterprise human actors and computer systems. It is applicable also in situations
where the virtual agent consists of human actors only or computer systems only. The
frame is applicable for use in fractal and viable systems, as the frame of virtual agent
supports autonomy and self-organization and it does not change due to scaling or
switching to another viewpoint of modeling [7].

4 Discussion

There are the following benefits from viewing information systems architecture as a
fractal architecture composed of multiple work systems:

• This helps to ensure that all business processes are supported by information system
services (sub-processes for environment scanning, value production, and self-
management). These services or sub-processes are essential for agile and viable
companies as these companies have to cope with unpredictable changes in their
environments.

• Consideration of information systems architecture as a fractal system of work
systems gives an opportunity to, at least, recognize (and if possible - manage) all
actual virtual information system’s work systems supporting the business system
regardless of ownership of software and hardware and regardless of functional boun‐
daries of the enterprise.

• Since the work system can be considered as a virtual system, the changes in the
architecture can be introduced on a regular basis by combining the work systems or
introducing their new versions at the needed level of abstraction or granularity, based
on self-similarity principles of fractal systems [7].

• While the particular concept of work system is introduced on the basis of viable
systems model (Fig. 2) by considering its operational and strategic processes that
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have to directly analyze the external environment of an enterprise, still the concept
is applicable also for business processes that do not belong to two abovementioned
categories. Such approach enables to look beyond not only functional boundaries of
an enterprise, but also to consider customers of the enterprise as partners and switch
between physical and virtual boundaries of enterprises in modeling of information
systems.

On the basis of frames discussed in the previous section it is possible to define the
procedure for requirements acquisition for continuous changes of information systems
(Fig. 10). The procedure consists of the following steps:

1. Identify all Systems prescribed by viable systems model (VSM) in the enterprise.
This mainly concerns analysis of organizational functions and processes. Usually
enterprises have at least part of functions prescribed by VSM. It is necessary to map
these processes to VSM systems explicitly. Further the processes have to be classi‐
fied according to the process frame reflected in Fig. 7. This is done in order to ensure
that viable systems properties are preserved in the smaller granularity sub-processes.

2. Check information flows in the identified processes and identify existing or potential
information processing elements that relate to these information flows. For this
purpose the enterprise architecture frame reflected in Fig. 6 can be used.

3. Identify virtual agents behind of each System of VSM. The processes corresponding
to each System of VSM have to be performed by human actors and/or software and
hardware systems. These performers not necessarily belong to one and the same
structural unit of the enterprise. The virtual agents can be represented using the frame
reflected in Fig. 9.

4. Check whether the virtual agents are capable to handle the information prescribed
by frames of information flows in viable systems (Figs. 3, 4 and 5). As we assume
that the virtual agent possesses some emergent knowledge; each human actor
possesses at least partly identifiable natural knowledge; and each computer system
(arbitrary network of application and systems software and hardware) possesses
built-in and possibly also artificially learned knowledge; it is essential that the agent
can receive and handle all information flows inside the agent and among the agent
and other related agents. For each two information processing elements the infor‐
mation flows may be identified using the frames for information flows in viable
systems and enterprise architecture (Figs. 3, 4, 5 and 6) [22]. If any flow cannot be
identified it is necessary to perform Step 5.

5. Define new requirements for information systems development [23].

Currently the proposed approach of considering information systems architecture as a
fractal system of work systems is applied to two library processes at Riga Technical
University. Library processes do not directly belong to System 1 or System 4, which are
related to the external environment in viable systems model. Nevertheless the library
processes may have a direct relationship with external environment of the library and
the external environment of the university. Therefore frames of processes discussed in
previous section are applicable in this situation. We consider two processes - book
ordering and acquisition of electronic resources. The information system’s work systems
for both processes cross several functional units of the university and for both processes

Work Systems Paradigm and Frames for Fractal Architecture 177



environment scanning, value production, and self-management sub-processes are rele‐
vant. Similar information technology support is used for external environment scanning
and internal environment scanning (e.g., acquisition of usage statistics and acquisition
of popularity statistics).

The analysis of information flows in identified processes and related elements of
enterprise architecture uncovered new information requirements and necessity to coop‐
erate between different organizational units to handle the information in order to improve
the process behavior. Actually the need for changes in the network of activities in book
ordering and acquisition of electronic resources was identified. Information flows were
analyzed with respect to the to-be network of the activities. The perspective taken in the
analysis did not identify the library as a System 1 of viable systems model. Therefore
frames of flows in viable systems model reflected in Figs. 3, 4 and 5 could not be fully
utilized. The frame for information flow analysis in enterprise architecture (Fig. 6) was
applied and found to be useful for identification of the virtual agents and for identification
of new information systems requirements.

The results obtained so far show that a specific, organizational processes and work
systems based, information systems architecture management system is needed to fully
benefit from the application of work systems based fractal information systems archi‐
tecture. The results also show also that the approach can be extended to the processes,
which do not correspond to specific Systems of VSM, i.e., it can be used in enterprises,
which do not fully operate according to viable systems model.

5 Conclusions

The paper proposes to use the concept of a work system for designating virtual and
physical components of fractal information systems architecture. The proposal roots in

Fig. 10. Use of frames for requirements identification (VSM - viable systems model)
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related work on work systems by St. Alter [5] and contemporary applications of viable
systems model [6–8]. Fractality of an enterprise and information systems is considered
from the point of view of the value production dimension and the work systems
substance dimension. The value production dimension concerns value for external
customers as well as value for internal customers. The approach allows to consider
customers as partners and switch between physical and virtual boundaries of enterprises
in modeling of information systems. The work systems paradigm supports fractality as
it allows to view the basic information system sub-processes at the level of virtual agents
composed of human actors and computer systems; as well as at the levels of business,
applications, and systems software and hardware by using inclusion relationship.

The work system is suggested to be considered as an architectural component that
for each given business process supports environment scanning, value production, and
self-management processes. The main contributions of the paper are the following:

• The paper integrates work systems, viable systems, and fractal systems concepts
• The paper proposes several frames for handling continuous changes in viable enter‐

prises
• The paper proposes simplified method for information systems requirements identi‐

fication based on the proposed frames and viable, fractal, and work systems para‐
digms

The paper is limited to the introduction of the concepts and methods at a high level of
abstraction. The fractal properties are mainly analyzed only regarding structural self-
similarity, connectivity, and emergence. Two experiments are currently in progress to
clarify the details and prepare the ground for defining requirements for work systems
based fractal information systems architecture management system. A number of case
studies in varieties of contexts is a part of further research for providing domain specific
guidelines for application of the proposed approach.

Acknowledgment. This work is partly supported by the research grant of Latvian Council of
Science, Project No. Z12.0342.
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Abstract. Much of the research on Performance Management (PM) for
collaborative enterprises (CE) is based on qualitative considerations and
does not consider the impact of modern Information Systems both on
the collaborative/competitive dimension of firms and on the PM process.
The peculiarities of the different types of CEs are not clearly addressed
and managed in literature, and the performance measurements are often
oriented to specific aspects rather than to assess the overall quality of
business. Moreover, in several proposals, the skills and the time required
to the managers of CEs are far from those available in the largest part
of existing SMEs. In this scenario the objective of the paper is to dis-
cuss how conceptual modeling techniques, and namely ontologies and
performance modeling, can contribute to better manage collaborative
enterprises.

Keywords: Information systems · Enterprise modelling · Performance
evaluation · Collaborative enterprises · Ontologies

1 Introduction

Collaboration among enterprises is gaining ever more importance due to global-
ization, which has forced businesses to rearrange their organizational structures.
In this work, we focus on collaboration from a systemic perspective [1,2]; in order
to emphasize this view on collaboration and to abstract from the specific forms
that it can assume (e.g., strategic alliances, networked organizations, etc.), we
use the term collaborative enterprise (CE).

In the last twenty years, organizational relationships have moved from intra-
organizational to inter-organizational ones (i.e., collaboration among enterprise,
also defined as cross-organizational) and are moving towards trans-organizational
relations (i.e., collaboration among collaborative enterprises), with a prediction
of a speed for value creation never seen before [3]. Nonetheless, it is known that
globally between 50 % and 70 % of CEs fails [4,5], often due to the lack of a com-
prehensive analysis that combine strategic goals and KPIs, whereas performance
c© Springer International Publishing Switzerland 2015
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measurement is a key element in achieving business goals [6]. In fact, although, as
outlined in a review of literature [7], several authors studied the role of manage-
ment accounting in inter-organizational environments, to our knowledge no one
applied these results in order to quantitatively analyze the performance of CEs,
of involved firms and of their linkage [3,8,9] for governance purposes. Moreover,
in several proposals, the skills required to managers are far from those avail-
able in the largest part of existing SMEs, which are the most numerous actors
in CEs. In this context, organizations would benefit from methodologies and
tools allowing them to better link desired objectives and achieved results in an
inter-organizational environment. This requires a more structured and system-
atic approach to evaluate not only the individual organizations’ performance
but also how it compares with partners and competitors [10], even in different
CEs. In practical cases, this kind of interrelated performance evaluation and
comparison cannot be conceived and realized without a set of suitable IS ele-
ments and procedures, which becomes not neutral with respect to the measured
performance and to type of collaboration, as well as a music instrument is not
neutral with respect to the played music.

In this perspective, Information Systems (IS) have to face the new challenge
offered by collaboration among enterprises [11,12] and Information Technology
(IT) concepts, such as online databases, information modeling, ontologies and
Semantic Web techniques, become relevant to CEs for their operational life.

The aim of this paper is (a) to identify the challenges for IS deriving from
the collaboration among organizations and the existing gaps in literature, (b) to
elicit a set of requirements, starting from the gaps in existing literature and (c)
to propose a IS architecture for CEs that can satisfy these requirements.

The paper is organized as follows: in Sect. 2 the research method is defined as
a foundation for the explorative research; in Sect. 3, the research problem is out-
lined and the high-level requirements for the architecture are elicited; in Sect. 4,
the related works on the modeling of performance and collaborative enterprises
are presented. In Sect. 5 the high-level architecture of the IS for collaborative
enterprises is presented, while in Sect. 6 we discuss a use case. The last section
is for concluding remarks.

2 Method

The research method here adopted is based on the Design Science Research
methodology proposed in [13,14]. This methodology implies the identification
and motivation of the problem, the definition of the possible solution (Relevance
cycle), the adoption of grounding theories and methods at the state of the art
(Rigor Cycle) and the design of the artefact and its evaluation (Design cycle). In
particular, this work is concerned with the with the identification of the problem
and with the proposition of a suitable architecture for an information system able
to satisfy the characteristics and the need of collaborative enterprises and of the
participating organizations.

As a first step, we outline the general problem in order to motivate our pro-
posal. In order to follow a technology-enabled enterprise-driven approach, as
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recommended by [11], we elicited the requirements towards the IS architecture
starting from the management literature on collaboration among organizations.
As a second step we analyze and compare the existing literature and its compli-
ance whit the above defined general requirements. Finally, we propose a set of
guidelines and a high-level architecture and we discuss its compliance towards
the requirements, in order to evaluate whether our proposition is suitable to face
the challenges posed by the collaboration among enterprises.

3 Problem Definition

In this section, we analyze both the literature on performance management for
CEs and on cross-organizational information systems, in order to outline which
challenges arise from the collaboration among organizations and are still open.
Furthermore, we elicit the high-level requirements related to performance mea-
surement.

3.1 Domain Outline

Whilst we are going towards a network-SMEs-driven society, new challenges
arise for performance measurement systems, since they have to be developed
and used across the traditional organizational boundaries. Indeed, the key ele-
ment in the future seems to be cooperation [12], thus IS should “enable new
forms of participation and collaboration, catalyze further the formation of net-
worked enterprises and business ecosystems [. . . ] ushering in a new generation
of enterprise systems” [11]. Indeed, according to contingency theory, a change in
the organizational structure implies a change in the IS. In this sense, IS usually
distinguish and oppose relations within a firm, from those across it, whilst in an
inter-organizational setting it is necessary to broaden data sources so to include
partners and to consider them as beneficiary of the information [15].

One of the roles of information systems is to allow performance measurement,
which is a key function in the assessment of the collaborative enterprises and of
how the CE is affecting the individual organizations. At the Enterprise System
level, this can be achieved through shared databases, data warehouses, work-
flow management systems, web services, SOAs or cross-organizational ERP [16],
which are used from several independent firms whom cooperate in an inter-
organizational environment [17]. In particular, cross-organizational Information
Systems can assure a flow of information among and within organizations [16],
thus permitting the coordination among partners, which is essential in order to
define and to achieve shared goals. However, the use of cross-organizational ERP
systems can lead to a lost on flexibility because it implies processes standard-
ization which is not easy to achieve in CEs, being the collaborative relations
not always stable. Anyway, most of the IS adopted are not cross-organizational;
thus, they focus on a single enterprise with some supports towards sharing per-
formance information with external parties [3]. On the other hand, there are
also non IS-based enforcement methods, such as Open Book Accounting (OBA),
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which allows firms to share accounting information. Nonetheless, they are some-
times seen as formal control mechanism that damages trust [18].

In this scenario, there is the need to manage both the performance of CEs and
of organizations (SMEs or big enterprises) [3]: it is necessary to modify existing
tools for inter-organizational settings, overcoming the clear-cut between external
and internal environment. Indeed, whilst it is possible to use the same perfor-
mance measurement frameworks used for firms, it is still necessary to structurally
and operatively change the measurement system [19]. Therefore, the question is
how to design and develop IS, allowing a monitoring at two levels of granu-
larity (i.e., the collaborative enterprise level and the organizational level), with
a guarantee of comparability between KPIs and perspectives of the two levels,
providing also suggestions for KPIs and dashboards.

3.2 High Level Requirements for the IS Architecture

Research and empirical studies [4,5] suggest that collaborative enterprises need
specialized tools to support performance management and decision-making
processes, by enabling a clear linkage between strategic goals and Key Perfor-
mance Indicators (KPIs). Indeed, the continuous monitoring of the fulfillment
of goals is a critical factor in determining the success of CE [20,21]. This can
be achieved by designing and implementing suitable information architectures,
as defined in [22], based on appropriate models and right technologies. Staring
from the papers on collaboration available in literature, it is possible to define
some high-level requirements. In the following, we will outline the most relevant
ones in connection to performance measurement issues.

When the performance measurement is related to inter-organizational aspects,
interoperability issues need to be accounted for. Indeed, different organizations
often use different terms to describe the same concept or the same term to refer to
different concepts (semantic heterogeneity), use different data structures in their
information systems [23] (structural heterogeneity) or apply diverse data formats
(syntactic heterogeneity). This is sometimes due to different accounting standards
and methods or to a different calculation and interpretation of KPIs.

Requirement 1. Interoperability issues should be accounted for.
Collaborative enterprises that differ for type, goals or other characteristics,

require different KPIs [24] in order to measure the achievement of the business
goals. However, the definition of relevant KPIs and dashboards is particularly
difficult in CEs, due to the implicit complexity of the collaboration. This is even
more difficult for SMEs, which often lack of the know-how needed to perform
these kinds of analyses. Therefore, it can result particularly useful the automatic
suggestion of relevant KPIs and dashboards, based on the context. In order to
achieve this result, there is the need to also precisely define the context and the
domain-specific KPIs.

Requirement 2. It should be possible to automatically suggest, based on the
context, domain-specific KPIs and dashboards.
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Requirement 2.1. It should be available a comprehensive analysis of the con-
text, taking into account CEs type, organizational structures, roles and goals.

Requirement 2.2. It should be possible to derive domain-specific KPIs, i.e.,
KPIs specific for the specific context.

Furthermore, the organizations participating in a CE can establish some
policies and governance rules that define their constraints on the behavior over
time, which sometimes are embedded in contracts. Some of these policies can
be easily re-used by others, creating general patterns (i.e., useful for all kinds
of collaborations) or patterns specific to a particular type of collaboration (e.g.,
rules on the supply of raw materials).

Requirement 3. It should be possible to store the information on the contracts
and on the specific type of CEs that used them and assist in the contract drawing
and enactment by means of contractual patterns.

Finally, among the organizations of a CE, there is usually a certain degree of
information asymmetry. On one hand, this is sometimes an unwanted effect of
the difficulty to communicate (e.g., interoperability issues). On the other hands,
it can also results from a choice of partners, who prefer to keep private the
information concerning, for instance, revenues and costs, because they are afraid
of potential opportunistic behaviors.

Requirement 4. The information disclosure should be balanced with the degree
of privacy defined from each organization.

4 Related Works

Enterprise Modeling is a set of formal, semi-formal and non-formal languages
able to model, represent and describe important aspects of the structure and of
the operational life of an enterprise. The research on enterprise modelling has
several topics. Some authors focus on the analysis of business processes [25–27],
others on the information architecture [28] of firms, some others on the modeling
of strategic an organizational aspects as well [29,30], of the collaboration between
enterprises, or of performance indicators, by means of domain-specific modeling
languages (DSML) and ontologies.

Performance Modeling. Domain specific modeling languages (DSML) have
been used in order to offer models able to support the creation and the interpre-
tation of performance measurement systems effectively and efficiently by provid-
ing differentiated semantics of dedicated modeling concepts and corresponding
descriptive graphical symbols [29]. Some of these works model performance for
business processes, describing, e.g., the meta-types Indicator and Indicator
Group with the aim of aggregating different KPIs and to offer different views
to the users [31]. In [29] other concepts, e.g., formula, unit of measurement,
time horizon, and the inter-relation between KPIs are accounted for. Moreover,
in [6] causal, correlation and aggregation relations are defined, as well as the
high-level relation between the concepts of KPI, task, goal, process, role and
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agent. Another approach has been used with the Business Intelligence Model
(BIM) [32,33], which provides high level concepts that can be used in order
to model the strategy and the related goals, indicators and potential situations
(Strengths, Weaknesses, Threats and Opportunities). In other works, the mod-
eling of performance is achieved by means of ontologies, which can be very effec-
tive to represent shared conceptualizations of specific domains and to infer new
knowledge, as outlined in [34]. In particular, some authors [35] focus on Process
Performance Indicators (PPIs) and on the computation methods, such as the use
of base measures, the use of aggregation functions (e.g., min, max) or of mathe-
matical functions. An interesting work has been done in [36] where an ontology
of KPIs with reasoning functionalities for Virtual Enterprises is presented. In
more detail, the main reasoning functionalities concerns the formula manipu-
lation, used to derive relation between indicators and to rewrite a formula; the
equivalence checking, used in order to check for duplicates; the consistency check-
ing and the extraction of common indicators. Both the works on DSML and on
ontologies still lack of some characteristics which are particularly desirable when
it comes to developing IS for collaborative enterprises. Even though the works on
DSML and semi-formal frameworks offer a broad analysis of performance indi-
cators and of their relations, it is not possible to add reasoning functionalities.
On the other hand, these works offer high-level models; therefore, the concrete
use of these models requires too much work for the users and it is seldom feasi-
ble in SMEs. Moreover, for what concerns ontologies, most of the works do not
take properly into account reasoning functionalities, they are seldom available
online, existing ontologies are rarely re-used and no pattern is presented, as dis-
cussed in [37]. In general, there are still few works that analyze ontologies of
KPIs and a lack of works that simultaneously take into account KPIs, goals and
CEs, which are entities far more complex than individual enterprises.

Collaborative Enterprise Modeling. Ontologies and taxonomies have been
used as well to model the collaboration among enterprises. An ontology for
Collaborative Networks has been proposed in [38], where the organizational
structure and the domain specific knowledge of Virtual Breeding Environments
(VBEs) are represented. In particular, each VBE has some assets and have some
participants. Each VBE participant has a VBE Role and to each role some tasks
are associated. Also, a VBE has some business opportunities related to the devel-
opment and commercialization of products and services. VBEs are defined as
organizations, to which are connected competencies and processes. In turn, each
Process uses some resources and produce or use as inputs other products and
services. Although this ontology provides a general representation of CNOs and
VBEs and it is possible to analyze the roles of participants, it is not possible
to understand CEs types, since the ontology is focused on VBE. Moreover, in
[39,40], a taxonomy of Collaborative Networks (CNs) is provided. The authors
start from a definition of CNs in order to classify 26 types of CNs, among which
digital ecosystems. The study is quite interesting and takes into account criteria
such as the time perspective, however, the analysis is not enough broad and deep
and accounts for a limited subset of collaboration forms. Also, the lack of a formal



Towards Ontology-Based IS for Collaborative Enterprises 187

language does not allow the semi-automatic classification of instances (CEs) nor
the suggestion of relevant KPIs for the type of collaboration. In [41] the IDEON
ontology is proposed in order to support the design and the management of col-
laborative and distributed enterprises. To this aim, the authors take into account
four views of the collaboration, namely, (a) Enterprise Context View; (b) Enter-
prise Organizational View; (c) Process View; and (d) Resource/Product View.
Finally, in [42] a model for supply chain is presented with the aim of enabling
the semantic integration of Information Systems. In order to do so, some basic
concepts, such as the supply chain structure (SC−Structure), the participants
(Party), their roles (Role), the purpose of the alliance (Purpose), the Activity,
the Resource, the Performance and the Performance−Metric. However, not
even in these two cases there is a classification of the types of collaborative
enterprises, although the basic concepts used in these ontology can be borrowed.

5 A High-Level Description of an Ontology-Based
Information System for CEs

5.1 Functionalities of the Information System

From the requirements outlined in Sect. 3.2, it emerges that the Information
System of a collaborative enterprise should have four aims, as outlined in the
following. Conceptual models in general, and ontologies in particular, play a
central role [43] both to understand the business and organizational domain
of CEs (which is essential in the IS design phase) and to support a number
of important services at runtime (data and information integration, knowledge
sharing, reasoning), which represents the collaborative hearth of any good IS
for CEs.

Performance Monitoring of Organizations and CEs and Benchmark-
ing, through the creation of personalized dashboards, KPIs evaluation and infor-
mation sharing. Through benchmarking it is possible to compare firms or CEs
with similar ones, without the necessity to provide analytic data on costs and
revenues and, thus, overcoming one of the main limits of management account-
ing solutions such as open book accounting (OBA). In this case, interoperability
issues need to be accounted for. Indeed, different organizations often use different
terms to describe the same concept or the same term to refer to different con-
cepts (semantic heterogeneity), use different data structures in their information
systems [23] (structural heterogeneity) or apply diverse data formats (syntac-
tic heterogeneity). This is sometimes due to different accounting standards and
methods.

Context-Aware Recommender System. In order to better link strategic
goals to KPIs, a context-based recommender system for performance indica-
tors could facilitate the decision of which performance to use, thus offering a
more comprehensive perspective and, based on the achieved performance, help
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managers in taking strategic decisions. The recommender system should sug-
gest relevant KPIs and possible dashboards starting from the information on
the collaborative enterprise’s and the participants’ goal system and from the
collaboration type. Indeed, each actor and CE has a goal system - explicitly or
implicitly formulated - and can use a set of metrics to monitor the goal achieve-
ment. These metrics should also be linked with the role of each participant and
to the resources used to perform the required activities. On the other hand, the
performance measurement system cannot abstract from the peculiarities of col-
laborative enterprises and from the specific types of collaboration. The system
should help organizations and collaborative enterprises to understand and man-
age the collaborative aspects. In this way, Requirement 1 and Requirement 3
of Sect. 3.2 should be satisfied. Examples of domain specific KPIs for a supply
chain with an informal-technical based connection at the early stages of the CE
and with the goal of cost reduction are the following:

1. Overall production costs variation, for a given firm, between t0 (before enter-
ing a given CE) and t1 (after entering the CE), since the comparison between
two periods of time is an effective indicator [19];

2. Overall transportation costs variation, for a given firm, between t0 and t1;

This approach enables the representation of the linkage between the goals and
KPIs of collaborative enterprises and individual organizations and makes it pos-
sible to track which KPIs are used from firms with specific goals of a specific
type and with a certain maturity, so that this information is stored and used
to suggest to not expert users which KPIs to choose (Requirements 1–5). The
effective availability of this information for the above mentioned layers, and the
creation of an online repository with a suitable set of access rights to preserve
confidentiality, could facilitate the search for partners (individual organizations
or CEs), thus supporting and simplifying the partner selection process (Require-
ment 6). In short, this approach can facilitate firms also in the choice of which
KPIs to include in the dashboard, thus which KPIs are relevant for their spe-
cific goals, CE type and maturity. Indeed, through data visualization tools and
KPIs ontologies it is possible to develop an interpretative framework able to
understand KPIs and to offer information on relevant variables, depending on
the typology of partnership. This is particularly useful for SMEs, who lack of
the skills to develop and maintain adequate performance measurement systems.

Repository of Templates. Contracts or agreements and organizational struc-
tures, whereas available, can be furthermore processed, in order to make avail-
able an online repository of domain-specific templates for CEs, such as those
provided by the Legal-IST project (http://cordis.europa.eu/project/rcn/71925
en.html), for organizations that decide to formalize or change the collaboration
and organizational structures.

Information Sharing, in order to better collaborate with partners and to
have more detailed benchmarks, with different level of privacy. This is coherent

http://cordis.europa.eu/project/rcn/71925_en.html
http://cordis.europa.eu/project/rcn/71925_en.html
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with the interest in techniques such as open-book accounting (OBA) [44], which
allows for the exchange of financial information. In this case, it would be useful to
have more information than the one on financial aspects. Indeed, organizations
that cooperate need to exchange information (e.g., on their transactions, goals),
since this can increase their performance [45]. Also, in case they decide to share
more data not only with partners but also with other organizations, this can
increase the effectiveness of benchmarking. In the collaborative IS firms should
be able to share information, in order to better collaborate with partners and to
have more detailed benchmarks, with different level of privacy. This means that
each firm can decide to be a grey box, a white box or a black box for each other
firm. In more detail, it is (a) a white box if choose to be completely transparent
for other firms, e.g., disclosing its processes and organizational structures, (b) a
black box if the firm choose to disclose to other firms only external parameters
(e.g., financial statements, information on web sites); (c) a gray box if the firm
choose to disclose only partial information.

These features can be offered through a collaborative, ontology-based Infor-
mation System delivered online. As stated in [3], IS are essential for the develop-
ment and use of Performance Measurement Systems. In order for the information
system to operate in an inter-organizational setting, it has to be Interned-based,
thus being easily accessible by all firms. In this scenario, as we will discuss in
Sect. 5.2, ontologies are particularly useful due to both the reasoning function-
alities that they enable and for their ability to offer a shared conceptualization
of both performance measurement and collaborative enterprises.

In order to exploit these functionalities, it is useful to see a collaborative
enterprise as a system [24] composed by three layers: the CE structural layer,
the organization structural layer and the dynamic layer. The CE structural layer
is about information on the CE (e.g., objectives, activities, program) and on its
performance (e.g. results achieved) as described in financial statements, web sites
and other available sources. The organizational structural layer is for information
on firms participating in CEs, such as firm objectives, activities, business sector,
characteristics, organizational structure and performance. Finally, the dynamic
layer is for information on formal and informal strategic agreements among firms
and between each firm and the CE, on partnership contracts, on their governance,
duration, obligations and expected outcomes.

5.2 The Role of Ontologies

In our proposal, the main role of ontologies is to provide a description of the
context used by the recommender system, enabling also the use of reasoning
functionalities [46]. Indeed, ontologies are often used in recommender systems
[47]. In this case, they are particularly useful, since the recommender system
should deal with different domains, such as KPIs, goals, organizational aspects
and collaborative types and features that should be considered simultaneously.
Indeed, without the use of domain ontologies, the system might return non-
accurate suggestions [46].
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For example, let us suppose we have two collaborative enterprises (Alpha
and Beta), both among organizations operating in the same business sector. The
CE Alpha is made up by manufacturing companies that want to increase their
performance through the reduction of the distribution costs. On the other hand,
the CE Beta, is made up by manufacturing companies that want to increase
their performance through innovation, thus investing in research. In both cases,
we have the same structure of collaboration with an horizontal integration, the
same general goal, the same business sector, but the performance needs to be
measured in different ways. In the first case, we have to look at costs indicators
and profits indicators, whilst in the latter what matters is the potential increase
of incomes or the potential cost reduction, since the financial effects can only be
visible after years.

A first step towards this goal, is to provide a shared understanding on what
collaboration is and what types of collaboration exist. However, the literature on
collaboration is vast and multidisciplinary, thus it sometimes lacks of coherence
in the definition and understanding of collaboration. In particular, this is due to
two issues:

1. Sometimes the same term is used to describe different concepts or, on turn,
the same concept is described by means of different terms. For instance, the
term alliance is sometimes referred indistinctly to both horizontal or vertical
partnerships [48], while it is often used only to describe vertical alliances
and sometimes only dyadic relations, which accordingly to [49] should not
be considered as alliances. The same goes for the term joint venture, which
sometimes is regarded as one of the possible types of alliances [48,50] and
sometimes as a different concepts [51].

2. In order to classify the collaboration types, different authors refers to different
perspectives (e.g., temporal, geographical, integration type, goal-related and
so on). Even when the same perspective is used, it can result in a different
classification or in a classification that refers to different meaning of the term
collaboration, as above mentioned.

In this sense, ontologies are particularly useful when there is a lack of a shared
knowledge on a specific domain.

Moreover, for what concerns the modeling of indicators and their conjunct use
among the organizations participating in the collaborative enterprise, as outlined
by Diamantini et al. (2013) “the formal representation and manipulation of the
structure of a formula is essential in Virtual Enterprises to check inconsistencies
among independent indicator definitions, reconcile indicators values coming from
different sources, and provide the necessary flexibility to indicators management”
[36]. Indeed, bot semi-formal and rigorously formal ontologies [52] are well known
as a solution to heterogeneity issues [53], which can originate when dealing with
indicators.

Finally, complex information systems rely on robust and coherent, formal rep-
resentations of their subject matter. In this sense, ontologies can provide models
of different aspects of a business entity contributing to intra- and inter-enterprise
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information systems. By committing to the same ontological specification, differ-
ent applications share a common vocabulary with a formal language and clear
semantics. Also, by representing knowledge with a well-established formalism
[54], internal consistency and compliance checking can be performed in order to
determine content adequacy.

5.3 High-Level Architecture

The block diagram of a software architecture implementing the above-mentioned
functions and satisfying the requirements specified in Sect. 3.2 is depicted in
Fig. 1.

The system is composed by two type of nodes, namely Base and Aggregator.
The internal structure of the Base Nodes is represented in the upper part of
Fig. 1. Base Nodes are replicated for each CE and, for confidentiality reasons,
the access to each base node is reserved only to the members of the belonging
CE. For the same reason Base Nodes can be deployed and managed directly by
CE members or on the Cloud. Organizations data is stored in three databases,
namely the ORG database for organizational structures, the PPI database for
inter-organizational processes and their performance indicators, and the ADM
database for financial data and the related indicators. Each CE member can
work only on its own data and on partners data for which it has been explicitly
authorized. Dashboards for the whole CE and for each one of its participants are
managed by the DSB module and by its components named CEC and SFC. The
DSB module is also in charge of receiving recommendations from the Aggregator
Node and to notify them to the proper users according to their state and to the
context. User models and context models are managed locally by the LOM (Local
Ontology Manager) Module. The non-private data and indicators representing

Fig. 1. High-level architecture
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each organization and each CE (e.g. financial statements and public reports) is
then brought to the Aggregator Node, represented in the lower part of Fig. 1,
where acquired data is stored in a global repository (CES-DW). In this Node, a
Global Dashboard module (GDB) summarizes the main indicators representing
the whole set of CEs adopting the system. Moreover, the GDB module allows
organizations and collaborative enterprises to benchmarks their performance.

One of the role of the Aggregator Node is to gather data from the Base
Nodes and to enrich KPI models with user-preferences for the collaborative fil-
tering part of the recommender system. The ontological model of the global
context is built by the GC module, also based on the information coming from
the public information available on CEs (PCE module) and on single organi-
zations (PSF module). All the above-mentioned ontological models are based
on the Global Ontology Manager (GOM) module. The ORS component collect
contextualized recommendation data and send it to the Base Nodes. To summa-
rize, the aggregator node retrieves information from different sources on compo-
nent organizations, financial and non-financial data, contracts, KPIs, etc. and
stores them in the respective databases. The Ontology-based modeling of both
single organizations and CEs easily permit to classify CEs and their organiza-
tional structures. Other context data comes from sources, such as public data
(e.g., financial statements, publicly available in several countries, web pages, col-
laboration agreements), organizations internal data (e.g., business plan, business
processes, etc.).

6 Use Case

The detailed design of the software system includes several use cases. Here, we
present one of these use cases as an example. The main actor is the agent whose
role is to monitor the performance of the collaborative enterprise. In order to do
so, the CE must be already defined in terms of participants, goals and temporal
perspective. The requirements defined in Sect. 3.2 is satisfied if the classification
of the CE type is correct and the suggestion of the KPIs is compliant with the
type and the goals.

In order to classify the collaboration, the system needs some basic informa-
tion regarding the CE. The information can be divided in information regarding
the individual organizations and information regarding the collaborative enter-
prise. The information on individual enterprises concerns the geographical area
in which the organizations operate, the business sector; the business sector of the
activities on which the individual organizations collaborate, the shared resources,
the main goals, the role that the organization play inside the collaboration. The
information on the collaborative enterprise concerns the expected years of col-
laboration, the number of participants, the main goals, the joint activities. This
data is also used in order to determine other relevant information, such as the
temporal horizon (short, medium or long term), the CE size, the organizational
structure (from the roles), the integration type (from the business sectors), etc.
Based on this, it is possible to determine the type of collaboration and to check
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its compliance with the main goals. This information, compared with the goals,
is then used to derive domain-specific KPIs.

Let us suppose that we have a CE made up by 81 organizations (bathing
establishments), which aim is to increase the overall competitiveness of the par-
ticipants, by means of the increase of security on the beaches, the improvement
of environmental sustainability and the coordination in the supply of services.
Since all organizations are operating in the same business sector, we know that
it is a big (81 members) horizontal alliance, with a long term perspective (no
term defined). From this input, the system will return some domain-specific
KPIs, such as the total occupancy of umbrellas, the space between umbrellas
(to account for the quality of the service) and the % of recycled garbage. These
KPIs are relevant for both the type of alliance and for the goals. Indeed, if we
had known only the goals of the CE, it would not have been possible to eliminate
KPIs such as, for instance, the reduction of the supply costs, the investment in
research and so on.

7 Conclusions

In this paper, through the analysis of existing literature, we discussed how the
research on Information Systems (IS) can contribute to reshape the performance
measurement process to better integrate it in the management cycle. In this
perspective, Information Systems (IS) have to face the new challenge offered by
a networked society. Starting from the literature analysis, we elicit a set of high
level requirement for the IS architecture and propose an approach to develop
a comprehensive service, based on ontologies, for CEs governance and analysis,
through the creation of a collaborative IS and of repositories. In particular, in
the present work, we analyze the functionalities required to the IS, the role of
ontologies and the high-level architecture. Finally, we discuss a use case in order
to clarify how the recommender system functionality works. Indeed, the designed
architecture is useful for understanding KPIs in relation to CEs goals, types
and maturity signaling promptly anomalies and offering information on relevant
variables, depending on the typology of CEs. The application of this approach
is particularly useful when SMEs comes into play, since they often lack of the
financial and the know-how required to enforce a complex and heterogeneous
performance measurement system. Future research should move towards the
development of cloud based IS designed for collaboration among SMEs.
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Abstract. The main goal of this work is to evaluate the feasibility to
calculate the technical debt (a traditional software quality approach) in
a model-driven context through the same tools used by software devel-
opers at work. The SonarQube tool was used, so that the quality check
was performed directly on projects created with Eclipse Modeling Frame-
work (EMF) instead of traditionals source code projects. In this work,
XML was used as the model specification language to verify in Sonar-
Qube due to the creation of EMF metamodels in XMI (XML Metadata
Interchange) and that SonarQube offers a plugin to assess the XML lan-
guage. After this, our work focused on the definition of model rules as
an XSD schema (XML Schema Definition) and the integration between
EMF-SonarQube in order that these metrics were directly validated by
SonarQube; and subsequently, this tool determined the technical debt
that the analyzed EMF models could contain.

Keywords: Model-driven engineering · Technical debt · EMF ·
SonarQube

1 Introduction

Two representative trends for the software development industry that appeared
in the nineties were the model-driven initiative and the technical debt metaphor.
Both trends promote software quality each in its own way: high abstract levels
(models) and software process management (technical debt). However, despite
the wide exposition of these trends in the literature, there are not more indica-
tions about the combination of them into software development scenarios; each
initiative is implemented in a separated way.

More than 20 years ago, the technical debt term was introduced as a way
to describe the long-term costs associated with problems of software design and
implementation. Some typical examples of technical debt exposed in [17] include:
glue code, code done and fixing it after release, hundreds of customer-specific
branches on same code base, friendly additions to interfaces, multiple codes for
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the same problem, and so on. The technical debt approach has been used as a
control mechanism for projects to lower maintenance costs and reduce defects.

In traditional software development projects (those involving manual pro-
gramming), technical debt is mainly focused in quality assurance processes over
source code and related services (e.g., common quality metrics are defined over
source code). However, model-driven engineering (MDE) promotes for modelling
instead of programming [3]. A review of the literature reveals that there is cur-
rently no application of the technical debt concept to environments outside the
traditional software development. There exist approaches to the measurement
of model quality [11,13,15,18], but these do not include technical debt calculus.
Therefore, we claim that dealing with technical debt in MDE projects is an open
problem.

Two issues pose challenges to the inclusion of technical debt into MDE.
(i) Different authors provide conflicting conceptions of quality in model man-
agement within MDE environments [7]. (ii) The MDE literature often neglects
techniques for source code analysis and quality control1. Therefore, in model-
driven developments it is difficult to perform an analysis of the state of the
project that is important for technical debt management: establishing what has
been done, what remains to be done, how much work has been left undone. Also,
other specific issues that belong to model theory such as: number of elements in
the metamodel, coverage for the views, complexity of the models, the relation-
ship between the abstract syntax and the concrete syntax of a language, quantity
of OCL verification code, among others, contribute to increase the technical debt
in model-driven projects.

Similar to software projects, model-driven projects could be affected by
events that impact the quality of the conceptual models and its derived arti-
facts. The technical debt incidents for model-driven contexts come mainly from
the software development inherent practices and model specific issues. Also, the
lack of a standardized definition about quality in models increase the complexity
of modelling tasks, so that, the bad modelling practices become specific accord-
ing to the kind of modelling project that is performed.

The main contributions of this paper are the following:

1. A discussion about the importance of considering the technical debt calculus
in model-driven projects, as part of a model quality initiative.

2. A demonstration of a integration between model-driven and technical debt
tools for supporting a technical debt calculus process performed over concep-
tual models.

3. The operationalization of a recognized framework for evaluating models.

In this work, we used the principles of research in quality over models to generate
quality metrics that can be useful to validate these models with a technical debt
focus. This work is organized as follows: Sect. 2 introduces the motivation of
1 Neglecting the code would seem sensible, since MDE advocates that the model is the

code [4]. However, few MDE tools provide full code generation and manual additions
of code and tweakings are often necessary.
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our idea, Sect. 3 presents the technical solution implemented, Sect. 4 exposes a
preliminary validation process around of our proposal, Sect. 5 presents the state
of the art; and finally, the conclusions and further works derived of our proposal
are presented.

2 Motivations

The technical debt definition was originally focused on source code; but as shown
in [12], this concept could be extended to other activities and artifacts belonging
to the software construction process. Technical debt focuses on the management
of the consequences of anything that was not done intentionally or uninten-
tionally, and subsequently, it is materialized as bugs or anormal situations that
affect a software project or product. Currently, it is possible to evidence how
software companies have assimilated the importance of technical debt control
in its software projects, highlighting the use of tools like SonarQube2, responsi-
ble for assessing the presence of technical debt through evidence of malpractices
embodied on software artifacts like source code. Also from a technical viewpoint,
these kind of tools support project management very close to code and low-level
artifacts.

The technical debt practice has become an important strategy in current
quality assurance software processes. Its application can help to identify prob-
lems over the artifacts quantifying the consequences of all the work that was not
done in order to contrast it regarding the budgetary constraints of the project.

Despite the several particular approaches involved in software quality
assurance, it has certain maturity levels due to the effort of software quality
practitioners for encompassing these approaches around the fulfillment of expec-
tations, requirements, customer needs, and value provisions [9]. It is supported by
descriptive models and standards that define the main issues of software quality.
In this way, activities such as defect detection and correction, metric definition
and application, artifact evolution management, audits, testing, and others, are
framed into these software quality definitions. Software quality involves a strat-
egy towards the production of software that ensures user satisfaction, absence
of defects, compliance with budget and time constraints, and the application of
standards and best practices for the software development.

Instead, it is possible to identify a proliferation of model quality definitions
in the model-driven context with multiple divergences, different motivations and
additional considerations due to the nature of the model artifacts. Quality in
the MDE context is particularly defined according to the specific proposals or
research areas developed by the MDE practitioners. In [7], authors note that the
quality in models term does not have a consistent definition and it is defined,
conceptualized, and operationalized in different ways depending on the discourse
of the previous research proposals. The lack of consensus for the model quality
definition produce empirical efforts for verifying quality over specific features of
models.
2 http://www.sonarqube.org/.

http://www.sonarqube.org/
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Within the MDE literature is possible to find proposals which extrapolate
particular approaches for evaluating software quality at model levels (supported
by the fact that the MDE is a particular focus to the software engineering), such
as the use of metrics, defect detection over models, application of software quality
taxonomies (in terms of characteristic, sub-characteristic and quality attributes),
best practices for implementing high quality models and model transformations;
and even, it is possible to see a research area oriented to the usability evaluation
of modelling languages [23], where the usability is prioritized as the main quality
attribute.

Most of the model quality frameworks proposed act over specific model arti-
facts, generally evaluation of notations or diagrams. These frameworks do not
consider the implications around the performed activities over models in terms
of the consequences of the good practices that were not made. This is a critical
issue because the model-driven projects have the same project constraints with
respect to software projects. The only difference is the high abstract level of the
project artifacts and the new roles with respect to domain experts and languages
users.

Notations and diagrams are the main way of interaction for the final users of a
language, and in this sense, most of the model quality proposals are around spe-
cific attributes of interaction, cognition, readability, usage and comprehensibil-
ity. The evaluation of the global quality of a conceptual model is a very complex
task. A first important attempt is the quality evaluation based on notations used
by the model, avoiding the incorrect combinations of conceptual constructs and
ambiguous situations that could violate the principles and rules of the language
and its associated constructs. Notations in a key aspect for the evaluation of
model quality. However, we claim that model-driven activities can contribute to
establishing a technical debt for modelling projects beyond a notation perspec-
tive, because it considers both modelling issues and software practices involved.
The technical debt for model-driven projects could be more complex than soft-
ware technical debt. Also, the use of technical debt at the model-driven context
could help to manage and evaluate the employed process over a model-driven
specific context.

The main concern of the technical debt is the consequence of poor software
development [27]. This is a critical issue not covered in model-driven processes
whose focus is specific operation over models such as model management or
model transformations. A landscape for technical debt in software is proposed
in [12] in terms of evolvability challenges and external/internal quality issues;
we think that model-driven iniatives cover all the elements of these landscapes
taking into account that authors like [20] suggest models as elements of internal
quality software due to its intermediate nature in a software development process.
Integration between model-driven and technical debt have not been considered
by practicioners of each area despite the enormous potential and benefits for
software development processes.
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3 Our Proposal

3.1 Proposal in a Nutshell

In order to demonstrate the feasibility to calculate technical debt over models
in a model-driven working environment, we performed the following steps:

1. We operationalized a quality framework for models to derive technical debt
evidences w.r.t. a previous quality reference (Sect. 3.2).

2. An integration of a MDE working environment with an instance of a Sonar-
Qube server (the selected technical debt tool) was implemented. This was
made through a plugin that automatically invokes the SonarQube tool
(Sect. 3.3).

3. A technical debt verification process is performed over a model sample. Since
the models workspace the Sonarqube instance is invoked. This instance uses
the operationalization of the quality framework to find technical debt over the
model sample under evaluation (Sect. 3.4).

3.2 Definition of an XSD for SonarQube

One of the most critical issues in a technical debt program is the definition of
metrics or procedures for deducting technical debt calculations; in works like
[6,10] it is highlighted the absence of technical debt values (established and
accepted), and features such as the kinds of technical debt. Most of the techni-
cal debt calculation works are focused on software projects without an applied
model-driven approach; some similar works report the use of high level artifacts
as software architectures [22], but they are not model-driven oriented. Emerging
frameworks for defining and managing technical debt [24] are appearing, but
they focus on specific tasks of the software development (not all the process
itself).

From one technical perspective, the SonarQube tool demands an XSD (XML
Scheme Document) configuration file that contains the specific rules for vali-
dating the code; or in this case, a model. Without this file, the model could
be evaluated like a source code by default. In order to define these rules, we
chose one of the most popular proposals for validating models (Physics of nota-
tions - PoN - of Moody [21]) due to its relative easiness to implement some of
its postulates in terms of XSD sentences.

In the case of this work, visual notation was taken as the textual information
managed by XMI entities from EMF models (text are perceptual elements too),
focusing that each item meets syntactic rules to display each information field
regardless about what is recorded as a result of the EMF model validation. The
analysis does not consider the semantic meaning of the model elements to be
analyzed.

The operationalization of Moody principles over the XSD file posteriorly
loaded in SonarQube was defined as follows:
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– Visual syntax - perceptual configuration: in the XSD file, it is ensured that all
elements and/or attributes of the modelled elements are defined according to
the appropriate type (the consistence between the values of attributes and its
associated type is validated).

– Visual syntax - attention management: a validation order of the elements is
specified by the usage of order indicadors belonging to XML schemes.

– Semiotic clarity - redundant symbology: a node in the model can only be
checked by an XSD element.

– Semiotic clarity - overload symbology: an XSD element type only validates a
single model node type.

– Semiotic clarity - excess symbolism: a metric to validate that there are no
blank items was implemented (for example, we could create several elements
of Seller type, but its data does not appear).

– Semiotic clarity - symbology deficit: a validation that indicates the presence of
incomplete information was made (e.g., we could have the data of a Customer
but we don’t have his/her name or identification number). For this rule, we
made constraints with occurrence indicators to each attribute.

– Perceptual discriminability: in the XML model, nodes must be organized in a
way that they can be differentiated, e.g., one Seller element does not appear
like a Location element. This is ensured by reviewing in the XSD that it does
not contain elements exactly alike, and in the same order.

– Semantic transparency: this was done by putting restrictions on the names
of the tags, so that the tags correspond to what they must have, e.g., a data
label must be of data type.

– Complexity management: this was done by the minOccurs and maxOccurs
occurrence indicators. With these indicators it is possible to define how many
children one node can have.

– Cognitive integration: this was done using namespaces in the XSD file, so that
it is possible to ensure the structure for the nodes independent from changes
in the model design.

– Dual codification: this was done by measuring the quantity of commented code
lines with respect to the XML lines that define the elements of the model.

– Graphic economy: we established a limit for different items that can be handled
in the XSD, and reporting when different elements are found marking the
mistake when these data types are not found in the schema.

– Cognitive fit: this was done by creating several XSD files where each one is
responsible for reviewing a specific view model.

Figure 1 exposes a portion of the XSD code implemented for some Moody prin-
ciples.

3.3 Implementation of a Technical Debt Plugin for EMF

We implemented an Eclipse plugin for integrating the EMF environment with
SonarQube; so that, results of the technical debt can be shown directly on the
Eclipse work area instead of changing the context and opening a browser with
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Fig. 1. Mapping between some Moody principles to XSD code.

the SonarQube report. Figure 2 exposes main issues of the developed plugin. We
used configuration options belonging to EMF XMIResource objects to export
the XMI file as an XML without the specific XMI information tags (Fig. 2, part
C). Also, the integration with the Eclipse IDE was done by a button and a menu
as it can be seen in part A and B of the same figure.

3.4 Verification of Technical Debt from EMF Models

In order to demonstrate the integration of both tools (EMF-SonarQube), a sam-
ple metamodel (Fig. 3) was made in EMF. This model is extracted from the case
study formulated in [8], and it is complemented with data patterns exposed in [2]
such as Location, Client, Payment and Master/Detaill. Regarding to the rules
specified in the Sect. 3.2 we introduce some errors like no valid options, date
format and specific quantity of elements, to evidence abnormalities not covered
with model conceptual validation approaches like OCL.

Once the validation option had been chosen (by the SonarQube button or
menu), we obtain a report similar to Fig. 4. Part A indicates the number of lines
of code that have been tested, comment lines, and duplicate lines, blocks or files.
Also, part B of this figure reports the total of errors that contain the project
(in this case the EMF model), as well as the technical debt graph (part C),
which shows the percentage of technical debt, the cost of repair, and the number
of men needed to fix errors per day (this information was not configured for
this case).
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Fig. 2. Supressing XMI tags to analyze the EMF model as a XML document.

Fig. 3. Sample metamodel implemented over EMF.

SonarQube offers an issues report where it indicates the number of errors
found; and consequently, the error list distributed in order of importance from
highest to lowest:

– Blocker: they are the most serious errors; they should have the highest priority
to review.

– Critical: they are design errors which affect quality or performance of the
project (model errors can be classified in this category).

– Major: although these errors do not affect performance, they require to be
fixed for quality concerns.
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Fig. 4. SonarQube screen report loaded into EMF work area

Fig. 5. Example of error (issue) detected by SonarQube over the EMF model.

– Minor: they are minor errors that do not affect the operation of the project.
– Info: they are reporting errors, not dangerous.

Figure 5 present the reports about technical debt errors detected over the sample
model. In the first place, an error category was chosen. For the respective category,
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the error list associated is show in detail posteriorly. Intentionally, we introduced
errors over the XML information of the model to test the respective detection by
SonarQube according with the rules defined in the XSD file from the Moody pro-
posal.

4 Validation

A first validation of our proposal was performed using some basic usability test-
ing procedures. The main goal of these validation was to identify interaction
issues associated to the Eclipse EMF-SonarQube integration. Also, the utility
of this integration (from a model-driven practioners perspective) was checked.
The participant population were students from software engineering courses that
work with conceptual models and structural data models in Eclipse EMF, and
software engineering researchers (experts) who work with EMF in real software
projects using the model-driven paradigm. The chosen public was invited by
their previous knowledges in EMF and data productions with EMF. The total
population was 17 participants.

4.1 Test Design and Procedure

In first instance we defined a data production for the model exposed in the Fig. 3.
Intentionally we have introduced ten defects over the data of the generated EMF
model production. These defects are related to rules configured in a XML schema
previously defined and associated to SonarQube instance server. These rules are
derived from some Moody PoN principles (Sect. 3.2). The employed rules over
the model were the following:

– Accepted payment types are Cash, Credit Card and Bank Check.
– Cities that are permitted for the data model are London, Medellin, SaoPaulo,
NewYork, Washington, Valencia, Madrid, Paris, Bogota.

– Seller ID must be a number between 0 to 10.
– Valid date format is YYYY-MM-DD.
– In the production, the maximum number of elements type Location, Seller,
HostingOrder, Payment, Hosting and Customer are ten elements for each one.

These rules were accesible for all participants during the test execution.
For the usability test a Tobii X2-30 Eye Tracker3 device was employed in

order to precisely capture and determine where the participants are looking
when we shown them the Eclipse enviroment with the EMF-SonarQube inte-
gration mechanisms. Figure 6 presents the test scenario with the hardware and
software used with each participant. Figure 7 presents the software testing sce-
nario (supported by the Tobii Studio Eye Tracking Software).

This test was split into three parts or momentums as follows:
3 http://www.tobii.com/en/eye-tracking-research/global/products/hardware/tobii-

x2-30-eye-tracker/.

http://www.tobii.com/en/eye-tracking-research/global/products/hardware/tobii-x2-30-eye-tracker/
http://www.tobii.com/en/eye-tracking-research/global/products/hardware/tobii-x2-30-eye-tracker/
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Tobii X2-30 Eye 
Tracker

Traces capture from 
eyes movement 
detected 
by Tobii Eye Tracker

Fig. 6. Test enviroment used for the validation.

– Momentum 01: for each participant he/she was asked about evidenciable
defects over the EMF production directly. The main goal of this part is to
check if the participant can detect the defects intentionally introduced in the
production using the information given by EMF.

– Momentum 02: in this section of the test researchers request to each par-
ticipant to validate the model in SonarQube using the provided mechanism
(button or menu). The main goal of this was detect if the participants could
recognize the graphical elements (plugin) that link the EMF with SonarQube.

– Momentum 03: each participant was asked about how to access to the defects
reported by SonarQube using the user interface provided for this tool and loaded
into Eclipse.

Finally, a Retrospective Think Aloud (RTA) procedure was performed with each
participant. Using the recordings of the previous usability test researchers asked
to the participants about their actions during the usability test. The RTA activity
considered these issues:

Eclipse EMF 
workspace
(with 
SonarQube)

Participant

Model under 
analysis
(loaded in 
Rational Rose)

Traces capture from 
eyes movement 
detected 
by Tobii Eye Tracker

Fig. 7. Test software environment supported by the usability testing tool.
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– The identification of defects over the EMF production directly.
– The easiness for identifying defects directly from the EMF production.
– The easiness to invoce the SonarQube validation over the EMF model.
– The sufficiency of the information provided by SonarQube in order to find

defects in the EMF production.
– The usefulness of the EMF-SonarQube integration.

4.2 Results

Results of the usability test are exposed in Table 1. It is splited in the three
momentums described above. For the momentum 01 - the participant detected
defects over the production - the percentage of participants that report defects
directly over the EMF production is high but the defects reported (in average)
is too low with respect to the total of defects intentionally introduced (15 % in
average). This reflects that finding defects directly over the EMF production is
a hard task, and the probability of accidently discard defects are representative.

Table 1. Results of the usability test over the EMF-SonarQube integration.

Momentum 01 Momentum 02 Momentum 03

No Yes Def. Button Menu No Yes Time

Av. Av.

Experts 16,67 % 83,33 % 1,80 66,67 % 33,33 % 16,67 % 83,33 % 83,00

Students 18,18 % 81,82 % 1,33 90,91 % 9,09 % 45,45 % 54,55 % 89,83

Participants 17,65% 82,35% 1,50 82,35% 17,65% 35,29% 64,71% 86,73

For the momentum 02 - Can the user validate the model in SonarQube from
Eclipse EMF?- all the participant reports that they did this, mainly through
the button exposed in the Fig. 2-A. EMF experts users have found the new
graphical elements associated with SonarQube so that they access directly to
these elements to make the validation. However, in the case of the students,
45,45 % of them request an additional explanation to researchers in order to
identify the elements and make the validation. It’s due to the low contact of the
students with quality platforms in their software engineering courses.

Finally, in the momentum 03 - Do the participant access to the reported
defects in SonarQube? - we found a representative percentage of participants
who reported no access to the defects of the model reported by SonarQube. This
is consequence of the native navigation model of SonarQube (no considered in
the scope of our validation process as such).

Main findings from the RTA procedure were: (i) The relative big size of
the proposed button proportional to the Eclipse tools area. This in particularly
important due that this feature let to users (mainly experts) to identify the new
proposed tool. (ii) The image icon used in the SonarQube button does not asso-
ciate it to the model validation process itself. Most of the users request a new
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icon that express the model validation more natively from Eclipse EMF. (iii) A
new requirement from the participants that exist a doble via navigation between
the defects of the model reported in SonarQube and the EMF model/production
in order that the context of the validation does not disappear when the Sonar-
Qube browser is invoked. All these findings promote a second version of our
proposal.

5 State of the Art

There are not major reports about the integration of technical debt with model-
driven works; it is evident the works where technical debt is applied jointly with
specific methods of software quality [14]. A closer work is reported in [16] where
a technical debt evaluation framework was proposed, and it was applied over the
EMF project for determining the technical debt of this Eclipse project based on
all the versions of it. EMF was chosen because it contains some features expected
by the framework (popularity, maturity, proficiency and open source), but the
quality assessment was made with a tool different to SonarQube.

The main challenge of this kind of work is the derivation of quality metrics or
rules from model quality frameworks. High abstraction and specific model issues
influence the operationalization of model quality frameworks, so that quality
rules or procedures could no be full implemented by operational mechanisms
such as XSD schemas. Authors in [26] expose an attempt to make operational
the Physics of notations evaluation framework, but this operationalization (and
any similar proposal) could be ambiguous as consequence of the lack of precision
and detail of the framework itself. Also, they suggest the need of a guideline for
the evaluation framework prior to the production of its associated metrics.

Regarding the usage of the SonarQube platform to evaluate models a similar
work is exposed in [25] where a SonarQube plugin was implement in order to
support the evaluation of business process models described in the event-driven
process chains language. This plugin uses the software quality model ISO 9126 (in
terms of characteristics and subcharacteristics) and other measures previously
formulated.

An example of model quality assurance tools as reported in [1] where it is
presented an operational process for assessing the quality through static model
analysis to check model features like consistency (with respect of language syn-
tax), conceptual integrity, and the conformity with modelling conventions. Instead
of having an operational model quality framework, we can see how a quality
framework like 6C [19] has been used as a conceptual basis for derivating a
quality assurance tool.

6 Conclusions

In this work we show the technical feasibility to integrate a technical debt tool
like SonarQube with a model-driven development enviroment such as the Eclipse
modelling framework. We present an example of technical debt validation applied
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over a sample metamodel implemented for testing purposes. Thereby, we demon-
strate the technical feasibility for measuring any artefact used in an model-
driven engineering process [5]. However, the main challenge is the definition
of the model quality metrics and the operationalization of the model quality
frameworks reported in terms of expressions that can generate metrics, and its
association with a model-driven development process.

A plethora of model quality frameworks are proposed, but their operationa-
lization is very incipient and these are used as reference frameworks. A metric/
rules derivation process from quality frameworks is needed taking into account
its operationalization in order to support a model quality assurance process
by tools. An important further work is the applicability of technical debt to
the visual quality of diagrams because these are the most representative quality
proposals for models; it means, evaluting the quality of diagrams in a similar way
as SonarQube evaluates quality at the source code. Also, the implementation of
automatic checks over the OCL code could be an important strategy to verify
quality issues over models.

From a technical perspective, as another further work, we propose to use
SonarQube plugins that offer technical debt evaluation through specific
approaches like the SQALE Methodology (software quality assessment based
on lifecycle expectations)4 [14]. The main challenge of this proposed work is
the extrapolation of the particular technical debt method to the model-driven
context; this could be supported by the quality taxonomy of characteristics/sub-
characteristics/metrics or quality attributes common employed in model quality
proposals.
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Abstract. Open-Source Software (OSS) community members report
bugs, request features or clarifications by writing messages (in unstruc-
tured natural language) to mailing lists. Analysts examine them dealing
with an effort demanding and error prone task, which requires reading
huge threads of emails. Automated support for retrieving relevant infor-
mation and particularly for recognizing discussants’ intentions (e.g., sug-
gesting, complaining) can support analysts, and allow them to increase
the performance of this task. Online discussions are almost synchronous
written conversations that can be analyzed applying computational lin-
guistic techniques that build on the speech act theory. Our approach
builds on this observation. We propose to analyze OSS mailing-list dis-
cussions in terms of the linguistic and non-linguistic acts expressed by the
participants, and provide a tool-supported speech-act analysis method.
In this paper we describe this method and discuss how to empirically
evaluate it. We discuss the results of the first execution of an empirical
study that involved 20 subjects.

Keywords: Online discussions · Intentions extraction · Speech act
theory

1 Introduction

The increasing participation of stakeholders to online discussions of Open-Source
Software (OSS) is turning these discussions into an attractive source of infor-
mation, although still costly to exploit. OSS is usually produced by distributed
collaborative communities composed of heterogeneous and diverse stakehold-
ers (including users, developers, and analysts [1]). Such stakeholders extensively
rely on online communication channels such as open forums or mailing lists, to
elaborate solution design, code writing, software deployment, maintenance and
evolution. Mailing-list discussions are highly exploited by all kind of stakehold-
ers to provide bug reports, feature requests or simply to ask for clarifications.
Wherein discussants express their arguments mainly as unstructured natural
c© Springer International Publishing Switzerland 2015
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language (NL) text. The immediacy that email offers to its users makes it the
preferred channel of communication, as reported in [2]. But this can result in
huge threads of emails that the analysts need to carefully check in order to
identify information that could be important for software development tasks.
Similarly, open forum is a communication channel typically chosen by users of
software applications to discuss about tips, bugs or features related to such an
application, still using unstructured NL text.

Analysts who aim at recognizing feature requests or bug identification by
reading the resulting huge threads of messages or emails, face an effort demand-
ing and error prone task. This motivates research on techniques for automating
the extraction of relevant information from online discussions. Our research has
the ultimate goal of lighten the burden of analyzing online discussions related
to software development by supporting developers or requirements analysts to
identify discussants’ intentions (such as suggesting or complaining). We take the
inspiration from the Speech Act Theory (SAT), originally formulated by Austin
and Searle [3,4], whose core idea is captured in the following quotation: “by
saying something, we react by doing something”. Indeed, a speaker may aim at
persuading, inspiring or getting a hearer to do something. Concretely, speech
acts are classified according to specific performative verbs, such as suggest, rec-
ommend, and advise, among other verbs. Since online discussions are considered
almost synchronous written conversations, we propose to analyze them in terms
of speech-acts including linguistic acts, which corresponds to the speech-act types
as per the SAT, and non-linguistic acts that are commonly used in such type
of discussions, e.g. log files or URL links. We define a tool-supported method
at use of analysts during the processing of online discussions. This tool aims
at facilitating the recognition of speech-acts frequently used in sentences that
describe bug identifications, features or clarifications requests, by supporting
speech-acts annotation of online discussions. The tool builds on a natural lan-
guage processing (NLP) framework [5] and the SAT along with its application
in computational linguistic [6].

In this paper, we describe our method and the first phase of an empirical eval-
uation plan, which aims at providing evidences about the method’s effectiveness.
Indeed, to empirically evaluate the approach we designed a three-phase plan: the
first phase is devoted to the investigation of how non-trained humans perform
the activity of annotating sentences; the results are used in the second phase
as ground truth, as well as input for improving the classification rules exploited
by the tool; and the third phase is aimed at evaluating if the tool-supported
identification of bug and feature requests will be effective in a realistic setting
with expert analysts. As said before, here we focus on the first phase whose
research question is: RQ: How difficult is for non-trained human annotators to
recognize speech-acts in online discussions? We present the design of an empir-
ical study and report the results of the analysis of the first execution with 20
subjects, who were requested to annotate 20 OSS online discussions containing
1685 sentences in total. The results allow us to estimate the effort required to
manually annotate sentences. Moreover, the study provided interesting sugges-
tions on how to improve the study design towards building a ground truth to be
used for evaluating the performance of our proposed tool-supported method.
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The remainder of the paper is structured as follows. In Sect. 2 we give some
background on SAT and on the NLP framework used in our approach. In Sect. 3
our tool-supported approach for analyzing online discussions is presented. The
design of an empirical study for the first phase of the evaluation plan is pre-
sented, together with a description of its execution in Sect. 4. The discussion of
the results is given in Sect. 5. The related work is presented in Sect. 6 and the
conclusion in Sect. 7.

2 Background: Speech Act Theory and the NLP
Framework

The Speech Act Theory (SAT) was developed by Austin and Searle in the field of
philosophy of language [3,4]. In a nutshell, the theory claims that when a person
says something she/he attempts to communicate certain things to the addressees,
which affect either their believes and/or their behavior. So, for instance, if I say
“I’ll bring you a chocolate”, this utterance expresses my intention (technically
named illocutionary act) to make you aware that I’m committing to bring you a
chocolate, and the effect (technically named perlocutionary act), is that you get
convinced about my intention and expect to receive a chocolate. According to
the classification proposed by Bach and Harnish in [7], this type of speech-act is
called Commissives since it expresses the speaker’s intention to commit to do
something for the benefit of the hearer. Other types are: the Constantives type,
which expresses the speaker’s belief and her intention or desire that the hearer
forms a like belief; the Directives type, which expresses the speaker’s attitude
toward some prospective action that should be performed by the hearer; and the
Acknowledgements type that expresses the speaker’s intention to satisfy a social
expectation.

The NLP framework used is GATE (General Architecture for Text Engineer-
ing) which is a Java suite of tools [5], developed by the University of Sheffield
in UK, for building and deploying software components to process human lan-
guage. GATE can support a wide range of NLP tasks for Information Extraction
(IE). IE refers to the extraction of relevant information from unstructured text,
such as entities and relationships between them, thus providing facts to feed a
knowledge base [8]. GATE is widely used both in research and application work
in different fields (e.g. cancer research, web mining, law). This tool is composed
of three main components for performing language processing tasks, namely the
Language Resources component that represents entities such as lexicons, corpora
or ontologies; the Processing Resources component, which contains a library of
executable procedure, such as parsers, generators or ngram modelers; and the
Visual Resources component that provides visualization and editing functions
that are used in GUIs.

3 Approach to Analyse Online Discussions

In order to analyze online discussions through mailing lists, as those used in
OSS development, we apply the concepts related to SAT and a communication
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ontology that we have described in a previous work [9]. Specifically, we first
identify which linguistic and non-linguistic acts can be used to model such online
discussions, we define a suitable speech-act taxonomy and, based on it, a proposal
for analyzing online discussions.

The concepts are: a sender, a receiver and an expression (typically a sentence
or proposition). The expression is written in a given language and within certain
context that is determined by a topic. For example, by analyzing the directive
speech-act - “Open the door, please!”- results in: the sender is me; the receiver is
you; the sentence or proposition is “Open the door, please!”; in English; and the
context could be a situation in which we are exiting the office and I’m carrying
a heavy box.

Mailing-list discussions are organized as emails threads. A thread is initiated
by a member of the mailing list, who proposes a topic to be discussed (i.e., the
field Subject: of such an email). The discussion develops as a thread of replies by
interested people who give their contribution, writing NL text. Different behav-
iors of the participants emerge in a conversation: someone asks about a topic,
or states problems related with it; others provide suggestions, answer questions
or simply add details.

To analyze these conversations we first apply the concepts mentioned pre-
viously, as shown in the excerpt depicted in Fig. 1: the sender corresponds to
the writer who is specified in the field From; the receiver is the addressee who
is the person in the field To (it can be also addressees); each proposition is a
sentence in the email body; the language is English, with terms that may be
typically used in the context; and the context is determined by the topic in the
field Subject.

Fig. 1. Excerpt of an online discussion in OSS.

In terms of SAT concepts we can characterize emails of discussion threads
as a set of linguistic acts (speech-acts) and non-linguistic acts, such as email
attachments, URL links, fragments of code, etc. For the sake of simplicity we
will use the term speech-act to name both types of acts. We find that speech-
acts, hence, are composed of verbal, syntactic and semantic aspects that reflect
the intention of a writer. In this paper we consider that an intention is found
in a sentence and it is reified by a sequence of specific words, e.g. the sentence
“Please help me . . . ” makes an addressee recognize the speaker’s intention of
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requesting something. In the right part of Fig. 1 the sentence in the rectangle
shows a non-linguistic speech-act with the intention to make the addressee give
a look at an URL link.

3.1 Taxonomy of Speech Acts

We have elaborated a taxonomy1 of categories and subcategories of speech-
acts, shown in Table 1. Column Category refers to the main types of speech-
acts found in the literature, the column Subcategory refers to the specific types
of speech-acts. The column Analysis category is the aggregation of speech-acts in
a reduced number of categories. Finally, the column Some definitions presents
some speech-acts definitions and examples. For instance, the category Constan-
tives is specialized into seven subcategories, from which Assertives, Confirma-
tives and Concessives are aggregated into the analysis category Assertives. The
speech-act Assertives is considered as a strong belief and intention by a sender
who maintains his/her belief about something.

Table 1. Categories of speech-acts.

Category Subcategory Analysis category Definition (excerpt)(see

Footnote 1)

Constantives Informatives Not used Assertives: speech-act that is

considered as having a strong

belief and intention by a

sender who maintains his/her

belief about something, e.g., “I

know the chocolate is good for

your health...”. Suppositive:

speech-act conveying that is

worth considering the

consequences of something

regardless of whether it is

true, e.g. “I suppose the

configuration file ...”

Requestive:

speech-act expressing sender’s

intention that the receiver

take the expressed desire as

reason to act, e.g., “I kindly

ask you to provide me ...”

Assertives Assertives

Confirmatives

Concessives

Suggestives Responsives

Suppositives

Responsives

Directives Requestives Requestives

Questions

Requirements

Expressives Thank Not used

Accept Accept

Reject Reject

Negative opinion Negative opinion

Positive opinion Positive opinion

Attach (non-linguistic) URL link Attach

Code line

Log file

3.2 Automated Tagging of Speech Acts

The procedure we followed to build our method includes a gathering of seed
words and the computation of their frequencies. This was done in order to have
evidence of a presence of performative verbs in messages of OSS community
1 Taxonomy and definitions have been adapted from the work of Bach and Harnish [7].
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Fig. 2. Process to select the seed words.

discussions. The resulting seed words compose sets of words that are used later
to elaborate rules for tagging speech-acts. In the following we explain the steps
of the procedure.

Selection of Seed Words for the OSS Context. To find out what are the
words reifying the intentions that we want to identify, we examined crawled mes-
sages from Apache OpenOffice bugzilla2 to find regularities in written messages.
We analyzed empirical data from other OSS project to not be biased in defining
the kind of words regularly used by participants in online discussions. Following
a supervised selection of seed words, we executed the process depicted in Fig. 2,
from step (a) to (f):

(a) Crawling of data: we used a tool for crawling data, called Teleport Ultra3.
We first executed a simple search on Apache OpenOffice bugzilla platform
using a single word, i.e. feature, in the searching box. Then we took the web
link appearing and used it for the crawling tool.

(b) Parsing of data: we applied an algorithm to parse them into files with the
extension properties, by using Jsoup4. We obtained 3,507 files.

(c) Indexing files: we indexed all the files, using Lucene5, to have a corpus of
messages.

(d) Setting a reference list or verbs: we then elaborated a preliminary reference
list of performative verbs taken from the suggested list described by Bach
and Harnish [7].

(e) Searching messages containing verbs: for this step we sampled 150 files that
we selected randomly and we took the reference list to search for the perfor-
mative verbs contained in the messages, using Lucene. The output is a set
of messages that were analyzed.

(f) Analyzing messages: we read each one of the messages from the resulting set
of files matching the searched verbs (output from step (e)). By reading and

2 https://issues.apache.org/ooo/.
3 http://www.tenmax.com/Teleport/ultra/home.htm.
4 http://www.jsoup.org.
5 http://lucene.apache.org/core/.

https://issues.apache.org/ooo/
http://www.tenmax.com/Teleport/ultra/home.htm
http://www.jsoup.org
http://lucene.apache.org/core/


Towards Supporting the Analysis of Online Discussions in OSS Communities 221

interpreting the whole message wrt. the intentions described in our taxon-
omy, see Table 1, we classified the sentence containing the verb in the cor-
responding subcategory. A given set of seed words accompanying the verbs
that appear in the message become candidate indicators for the identified
subcategory if we found at least three occurrences of the same set of seed
words in the same subcategory. We returned to step (e) till we finish the
reference list of verbs.

For example, the final list of seed words and their occurrence contains the inten-
tion Requirements, whith the following three instances of seed words: “I want”
with a frequency of 11 messages, “I would like to have” found in 7 messages,
and “It would be nice” in 65 messages.

Design of the Speech-Acts Tagging Tool. Our tool is based on a knowledge-
heavy approach [10], this means the use of a part-of-speech (POS) tagger, java
annotation patterns engine (JAPE) rules, a tokenizer, a lemmatizer and gazetteers
(list of performative verbs). Gazetteers and JAPE rules have been tailored to anno-
tate the intentions applying some tags. These tags are used to annotate fragments
of text, the tags are the subcategories of speech-acts defined in Table 1. To adapt
the JAPE module we have formulated lexico-syntactic rules, by using a set of
words inspired from the examples given by Jurafsky [11] and by the obtained seed
words from the previous step. The Gazetteers used in our approach are the lists
of verbs and seed words for each subcategory of speech-act. Some JAPE rules use
the Gazetteers to annotate intentions. The linguistic analysis is executed on dis-
cussion threads in the format of TXT files, which are the input. The tool is used to
annotate sentences on the text messages of each thread. After this, the files anno-
tated with intentions are parsed to extract the intentions found in each message.
Finally, an analysis of intentions is performed, following an analysis model that
we are elaborating.

Examples of design of JAPE rules are illustrated below in Table 2, the full set
of rules are available online6. The first column, Category, refers to the category
of speech-act. The second column, Tag, refers to the name for tagging sentences.
The third column, Rule, shows the rule for tagging the speech-act, for example,
the category Constantives has two tags, namely, Suggestives and Responsives.
Along these lines, the tag Suggestives presents two rules to annotate. As it can
be seen there are POS tags and seed words that are used by the tool to annotate
the speech-acts. The POS tags < PRP > and < MD > refers to the initial set
of words to annotate, the < Keyword > refers to the list of verbs or seed words
defined in the Gazetteer7 modules and that are used by the JAPE rules.

We manually designed the rules considering some characteristics for extract-
ing the intentions, such as preceding and succeeding words, length of the words,
root of the words, special types of verbs, using the seed words, syntax and the

6 JAPE files are available at http://selab.fbk.eu/imramirez/JAPErulesSep2014/files.
zip.

7 Gazetteer files are available at http://selab.fbk.eu/imramirez/GazetteerSep2014/
files.zip.

http://selab.fbk.eu/imramirez/JAPErulesSep2014/files.zip
http://selab.fbk.eu/imramirez/JAPErulesSep2014/files.zip
http://selab.fbk.eu/imramirez/GazetteerSep2014/files.zip
http://selab.fbk.eu/imramirez/GazetteerSep2014/files.zip
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Table 2. Example of rules for tagging speech-acts Directives and Constantives.

Category Tag Rule

Directives Questions < WRB >+< PRP >+< content >+“?”

< MD >+< PRP >+< content >+“?”

Constantives Suggestives < PRP >+ (< MD >)* + (“try”|“check”)

< PRP >+ (< MD >)* + (“suggest”|“recommend”)

Responsives (< PRP >)* + “[Hh]ope” +< content >+ “help”

codification of the POS tagger used by GATE. The tag is used to label a text
fragment when one of the corresponding rule matches it. Each rule is formulated
as a regular expression. The regular expressions < content >, (< MD >)∗ and
[Hh], for example, make reference to a set of words in the middle of two keywords
or POS tags, to the presence or absence of the POS tag and to the uppercase
or lowercase of the first letter of a word, respectively. More details can be found
our previous work [12].

Analysis Model. We are building an analysis model of the intentions in a
discussion thread that can be performed at different levels of granularity, see
Table 3. At the sentence level we can identify single and nested speech-acts.

Table 3. Granularity of analysis.

Granularity level Aggregation of intentions Example

Sentence Single intention

Suggestives︷ ︸︸ ︷
”I suggest you”

Nested intentions

Questions︷ ︸︸ ︷
”Why don

′
t you try︸ ︷︷ ︸

Suggestives

?”

B
ug

in
di

ca
to

r

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

”There is a problem”︸ ︷︷ ︸
Negative opinion

”Can anyone help me?”︸ ︷︷ ︸
Questions

Message Compound intentions

Fe
at

ur
e

in
di

ca
to

r

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

”I really like the application”︸ ︷︷ ︸
Positive opinion

”It would be nice”︸ ︷︷ ︸
Requirement

For instance, in the sentence “I suggest you to make a copy of your data”,
the single intention of suggesting is triggered by the sequences of words “I sug-
gest you...”, which refers to the speech-act Suggestives. An example of nested
intentions is expressed in the sentence “Why don’t you try to use the wizard?”.
In this case there are two speech-acts, one is “Why. . . ?”, and the other one
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is “don’t you try”, representative of the intentions of questioning and suggest-
ing, respectively. At the message level the occurrences of pairs of intentions is
analyzed, called compound intentions, and we claim can be indicators of Bug,
Feature, or Clarification requests. For example, a combination of speech-act Neg-
ative opinion (“There is a problem”) and Question (“Can anyone help me?”)
can be an indicator of a bug. Therefore, a set of nested or compound linguistic
and non-linguistic acts can be considered as indicators of bugs, features, etc.

4 Empirical Evaluation Phase 1: Human Annotation
of Speech-Acts

4.1 Overall Plan

Our plan for empirically evaluating the proposed approach consists of three
phases. In the first phase we investigate how non-trained humans perform when
annotating speech-acts, for which we have formulated the following research
question: RQ1. How difficult is for non-trained human annotators to recognize
speech-acts in online discussions? For the second phase we would use part of
the annotated database for improving the rules of our tool and to evaluate the
performance of it. Then, we want to investigate RQ2. What is the accuracy of the
tool for annotating speech-acts in terms of precision and recall? The third phase
is aimed at evaluating if the tool-supported identification of bug and feature
requests will be effective in a realistic setting, possibly with the participation of
expert analysts. In the following subsections we describe the details of the first
execution of phase one.

4.2 Context

The context of the study is the following: the subjects are people playing the role
of a receiver of messages that must interpret the predominant intention in each
sender’s sentence. The objects are 20 discussions from an OSS project, namely the
XWiki project whose data is publicly available8. The 20 discussions are split into
1685 sentences in total. We sent email invitations to 38 people to participate in
the empirical study. The people invited have a position either as a PhD student,
Post-doc or technician. Their field of expertise is in Computer Science, Software
Engineering or Biology. All of them are from different countries (e.g., China, The
Netherlands, Mexico, Brazil, Germany, among others). We informed them that
the activity should have been performed through an online platform and that it
should have required approximatively 1 hour and 30 min to be completed. We did
not specify time constraints, although we expressed our expectation to collect
data after a week. Only 20 subjects accepted the invitation, we grouped them
in pairs (labeled as G1 . . .G10) but they worked individually. The members
of a group were selected randomly. Each group was assigned with two online
discussions to annotate.
8 XWiki is an OSS generic platform for developing collaborative applications, http://

www.xwiki.org/xwiki/bin/view/Main/WebHome.

http://www.xwiki.org/xwiki/bin/view/Main/WebHome
http://www.xwiki.org/xwiki/bin/view/Main/WebHome
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4.3 Metrics

Given the research question RQ1. How difficult is for non-trained human annota-
tors to recognize speech-acts in online discussions? We collect these (dependent)
metrics:

• Timei = seconds spend by subject to annotate the sentence i;
• Effortp = sum(Timei)/# of sentences [for the participant p];
• AgreementN = Kappa(i,j) between subject i and j (on the same discussion)

with N number of classes.

The first two metrics measure respectively the Time required to annotate a
single sentence, and the Effort to annotate an entire session, as the average time
per sentence in the session. The last metric represents the Agreement between a
pair of subjects in annotating the same sentences, computed with the statistical
measure Cohen’s Kappa (see Analysis, Sect. 4.5).

Moreover, based on a profiling questionnaire, we also measure independent
factors that possibly influence our dependent metrics, such as:

1. Working field: we have classified the annotators according to three fields,
namely, Biology, Computer Science and Software Engineering.

2. Years of experience: according to the answers we created 4 ranges of years of
experience (i.e., 1–3, 4–5, 6–8, 9–15).

3. Current position: another possible factor could be if the participant is a PhD
student, Post doc or technician.

4. Distributed collaboration: we have asked to the participants their experience
in working collaboratively in a distributed setting.

5. Channel of communication: we also wanted to know which is their preferred
channel of communication.

6. Knowledge about OSS: the participants’ knowledge about OSS is also one
possible factor.

4.4 Experiment Material and Procedure

In this first execution we exploited an online platform that allows us to set
up annotation tasks on preprocessed sets of OSS online discussions, involving
distributed annotators9. We gave the subjects instructions about how to perform
the assigned task, by sending individual emails including: a password and a
URL link to access the online platform; and a PDF document containing a short
guide about the speech-act annotation. The guide briefly introduces the goal
of the annotation task, it lists speech-acts, gives some hints of what is meant
by the speaker’s intention expressed through a speech-act, and illustrates some
screenshots of the platform they would have been presented along the basic steps.
A screenshot is depicted in Fig. 3. Each text box, from the top to the bottom,
shows a sentence in a discussion. Above each text box there is a drop down
9 Similar to crowdsourcing platforms, such as CrowdFlower http://www.crowdflower.

com/.

http://www.crowdflower.com/
http://www.crowdflower.com/
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Fig. 3. Interface of the online platform to annotate sentences.

menu containing the list of the labels for the different speech-act subcategories.
After reading each sentence the subjects should select the speech-act label that
represents the intention of the sentence. The annotation session is saved by
clicking the button SAVE before being given a new set of sentences (varying the
# of sentences).

The list of speech-acts labels to be used for the annotation study was reduced
from the 18 presented in Table 1, column Subcategory, to 17. Indeed, the speech-
act Thank was ignored since it is trivially identifiable by the word “thank” and
its variants. We added a label “NONE” to describe a nonsense sentence in case
the participants were not satisfied with any other label. However, we did not
consider it as well as the default speech-act Informative in the analysis of the
data, reported below.

4.5 Analysis

For the analysis we have used descriptive statistics and ANOVA tests to make
our interpretations of how difficult is for human annotators to identify expressed
intentions in online discussions. Since each group was assigned with different
number of sentences, for the purpose of our analysis, and taking into account
space limits, we have selected the first 100 sentences that each participant anno-
tated10. We have computed descriptive statistics such as the mean, median and
standard deviation. We have applied the ANOVA test of time and ANOVA test
of time by participant profile to analyze possible influencing factors. We present
some plots for cases where the statistical significance is reached with a confi-
dence of 95%, i.e. with a p-value < 0.05. We have used the R tool to compute
the descriptive statistics and ANOVA tests.

We computed the Cohen’s Kappa coefficient [13] to obtain the percentage of
agreement of a pair of annotators. There is a perfect agreement when k= 1 and
no agreement when k= 0. We interpret the quality of agreement, thereby quality
10 The complete analysis is described in the technical report available at http://selab.

fbk.eu/imramirez/TR CAiSEDec2014.pdf.

http://selab.fbk.eu/imramirez/TR_CAiSEDec2014.pdf
http://selab.fbk.eu/imramirez/TR_CAiSEDec2014.pdf
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of the data, according to two different scales, namely Landis and Koch [14] and
Green [15].

Eventually, in order to understand how difficult is for non-trained human
annotators to recognize speech-acts in online discussions, we present our inter-
pretations based on the empirical evidence.

5 Results

In this section we describe the results of the measurements applied and the
interpretation of the ANOVA tests.

Analysis of Time. We observed that the time for annotating has the following
distribution: a mean of 35 s, a median of 18 and a standard deviation of 56 s.

The ANOVA test of time shows that the time for annotating a sentence is
influenced by the order of the sentences, i.e. there is a learning effect. Another
factor that influences the time is the participant profile, whose ANOVA test is
shown in Table 4 (see Footnote 10).

Table 4. ANOVA of time by participants’ profile.

Df Sum Sq Mean Sq F value Pr(>F)

Field 1 28461.79 28461.79 9.72 0.0019

Years 3 180122.91 60040.97 20.50 <0.01

Position 1 16577.79 16577.79 5.66 0.0175

Distributed 1 156474.19 156474.19 53.43 <0.01

Channel 1 11737.71 11737.71 4.01 0.0455

OSS 1 4165.79 4165.79 1.42 0.2332

Residuals 1454 4257992.54 2928.47

As it can be observed the participant’s field of expertise, years of experience,
position (PhD vs. Post-doc), the past experience in working with a distributed
team and the preferred communication channel are co-factors that influence the
time to annotate a sentence. Therefore, the difficulty (in terms of time) that each
participant experienced during the annotation of sentences varies according to
these factors. Focusing on the years of experience, we see that for experienced
participants it took 25 s per sentence, while for participants with less experience
it took 10 s per sentence. Our interpretation is that with more years of experi-
ence, participants become more meticulous in analyzing something, paying more
attention in performing the assigned tasks. Instead, less experienced participants
take risks and act more by instinct or common sense. However, we cannot exclude
that participants who spent more time in annotating just experienced a higher
difficulty.
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Analysis of Effort. While the analysis of time is focused on the answers of
the questionnaire, the analysis of effort involves the complete annotation ses-
sion. Regarding the distribution of effort spent by subject, we observed a mean
of 36 s per sentence, a median of 33 and a standard deviation of 19 s. We com-
puted the ANOVA of effort with factors such as the participant’s group, the
kappa agreement for 8-type speech-act categories and the agreement for 16-type
speech-act categories. Also, we computed the ANOVA of effort by participant
profile. We found in the ANOVA of effort that the agreement for 16-categories
has a slight influence on the effort, and that the experience in working in a dis-
tributed setting can be a factor on the effort. Figure 4 shows that participants
who exchange many emails per day have spent around 10 s per sentence, which
can be interpreted as the annotation task is less difficult due to their high experi-
ence in working collaboratively, differently from other participants who exchange
emails less frequently.
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Fig. 4. Boxplot of effort by collaborative working frequency.

Analysis of Agreement. The third metric refers to the Cohen’s Kappa value,
we computed the k-values by considering the 16-categories (called Subcategory
in Table 1) and the 8-categories, shown in Table 5. The first column reports the
number of types of speech-acts . The following 10 columns present the k-value
of each group (G#). The second row reports the k-value computed on the 16-
categories and the third row on the 8-categories. These 8-categories correspond
to the aggregated subcategories of speech-acts, ignoring Default and Thank; and
including the single categories Accept, Reject, Negative and Positive opinion.

According to the Landis scale, values of k from 0.0 to 0.2 correspond to
Slight, from 0.2 to 0.4 to Fair, from 0.4 to 0.6 to Moderate, from 0.6 to 0.8 to
Substantial and from 0.8 to 1.0 to Perfect. While for Green’s scale values of k
ranging from 0.0 to 0.4 are considered Low, from 0.4 to 0.75 Fair/Good, and
from 0.75 to 1.0 High. The best agreement is between the participants of group
G6 with 0.51 for 16-categories and 0.66 with 8-categories. The interpretation are
Moderate and Substantial on the Landis scale and Fair/Good for both cases in
the Green scale. The slight correlation between the agreement on 16-categories
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Table 5. k-value per group for the speech-acts subcategory and analysis category
(#speech-act). Gray-colored cells are the highest k-values.

#speech-act G1 G2 G3 G4 G5 G6 G7 G8 G9 G10

16 0.38 0.31 0.15 0.33 0.22 0.51 0.41 0.28 0.29 0.28
8 0.49 0.44 0.29 0.34 0.23 0.66 0.48 0.43 0.38 0.39

and effort can be seen in the plot of their correlation in Fig. 5. This can be
interpreted as the participants who put more effort in annotating sentences,
indeed, take more time to analyze the sentences. Therefore, there is an increase
in the agreement and probably the quality of the task also increases. Thus the
annotation task becomes difficult because there could be a cognitive overload
while understanding all the categories and select only one for a given sentence.
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Fig. 5. Correlation of effort and kappa agreement for the 16-type speech-act categories.

5.1 Threats to Validity and Observations

We discuss the threats to validity as recommended by the literature in empirical
software engineering [16]. Conclusion validity threats concern issues that affect
the ability to draw the correct conclusion on the observed phenomenon. The
evidence obtained so far does not show a trend, thus we need replications and
more data to confirm the difficulty experienced by the human annotators. Inter-
nal validity threats concern the possible confounding elements that may hinder
a well performed experiment. On one side, since the participants did not receive
any training we consider that they were not biased while performing the activ-
ity. On the other side, variables as different background, not enough attention
or low understanding of the task and that participants are non-native English
speakers could have affected the results. Construct validity threats concern the
relationship between theory and observation. As we requested to participants to
annotate sentences using 16 speech-acts labels (based on the theory) and then for
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the analysis we aggregated the classes and reduced them to 8, we see that there
might not be a clear disambiguation of all the classes and for further experiments
we will reduce the number of labels. External validity threats concern extending
the validity of observations outside the context. Speech-acts are not limited to a
certain domain and are expressed by people mainly in spoken language, but the
NLP research field exploits transcripts of telephone conversations to find speech-
acts. We claim that speech-acts can be found in any type of written document,
specially but not uniquely, in archives of online discussions.

Observations. The execution of the empirical evaluation brought to our atten-
tion important aspects to be considered in future empirical evaluations, which
did not emerge in a pilot execution with one of the authors acting as annotator.
We shortly discuss them in the following. We need to consider speech-acts as
an aggregated category. Indeed, we have recognized that there were misunder-
standings between speech-acts such as Question and Requestive. Some partici-
pants were labeling as a Requestive act a Question act that other participant
was annotating. For example, the participants 19 and 20 with the sentences: Is
SQL Server 2005 a hard requirement? and Which errors do you meet? Based
on this, we acknowledge that the tool will likely fail since we rely on a lexico-
syntactic approach for annotating. We need to train people in this matter for
the software domain, in line with what reported by Plaza [17], where a similar
recommendation is discussed with reference to the maritime domain. The tutor-
ial must be revised to include feedback from the annotators in order to improve
their understanding of the task and increase their motivation to perform it at
best. We are planning to increment the number of annotators per group, i.e. by
having at least three annotators per group.

6 Related Work

The analysis of NL text messages in online forums, bug-tracking systems or
mailing lists has been addressed by research works in HCI, computer-mediated
business conversation analysis, and more recently in software engineering. We
briefly recall relevant works in the following. Ko et al. [18] perform a linguistic
analysis of titles of bug reports to understand how people describe software prob-
lems. In their approach they use a part-of-speech tagger to identify nouns, verbs,
adjectives, etc. and obtain their frequency. They make reference to an intent of a
sentence or grammatical mood that is indicated by the verbs, which can help in
classifying problem reports from requests, but they only analyze the titles and
conclude that the use of such a mood concepts need further investigation. Con-
trary, we analyze speech acts in the body of the emails of a discussion thread.
An automated identification of intentions is presented by Twitchell et al. [19].
This investigation proposes a tool that is based on SAT, dialogue acts and fuzzy
logic to analyze transcripts of telephone conversations. The goal of this research
is to derive participant profiles based on a map of the intentions expressed in the
conversation. Our work aims at supporting automated identification of discus-
sants’ intentions in OSS communities, such as requesting for features, reporting
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bugs, or others. The classification of emails using speech acts is investigated by
Carvalho et al. [20]. They are interested in classifying emails regarding office-
related interactions as negotiation and delegation of tasks. They introduce the
term email acts which follows a taxonomy of verbs and nouns and they highlight
the fact that sequential email acts in a thread of messages contain information
useful for a task-oriented classification. Moreover they consider non-linguistic
acts as deliver. Analogously, we define speech acts to characterize the commu-
nication actions in the context of mailing-list discussions in OSS development
and consider non-linguistic acts as attachments. The investigation of speech acts
by Ravi et al. [21] on thread of discussions in student forum aims at identify-
ing unanswered questions, to be assigned to an instructor for their resolution.
They present some patterns of interaction found in the threads, the patterns
correspond to the acts Responsive and Question.

With reference to Requirements Engineering tasks, Knauss et al. [22] ana-
lyze discussion threads for requirements elicitation purposes. They focus on the
content of communication between stakeholders to find patterns of communica-
tion used by stakeholders when they are seeking clarification on requirements.
Their approach is based on a Naive Bayesian classifier, a classification scheme of
clarification and some heuristics, with interesting results. Worth mentioning is
the work of Galvis Carreño et al. [23] that aims at analyzing messages, or com-
ments, from users of software applications. Information extraction techniques
and topic modeling are exploited to automatically extract topics, and to provide
requirements engineers with a user feedback report, which will support them
in identifying candidate new/changed requirements. A similar approach is the
one of Guzman et al. [24] where App reviews are the input of an automated
tool that supports the tasks of filtering, aggregating and analyzing the reviews
by applying topic modeling and sentiment analysis. All the above mentioned
research works in the area of Requirements Engineering use NL text messages
or documents to discover patterns, relevant topics or identify domain key terms,
but none of the them consider SAT based techniques to understand stakehold-
ers’ intentions behind their messages. We consider that the application of SAT
in Requirements Engineering can be a powerful strategy to understand stake-
holder’s intentions, thus supporting the analysis of the messages they exchange
in current distributed collaboration and deriving requirements knowledge.

7 Conclusion

In this paper we proposed a tool-supported method approach to analyze OSS
mailing-list discussions in terms of linguistic and non-linguistic acts. We described
how the method builds on the idea that the recognition of speech-acts expressed
in these conversations is key to reveal discussants’ intentions, such as suggesting,
or complaining. We introduced a three-phase plan to empirically evaluate it and
discussed a first execution of phase one, which involved 20 human annotators that
were doing the activity of annotating sentences with intentions. The result of this
execution gave us a first dataset of speech-acts annotations in the domain of OSS
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online discussions, which may represent a valuable resource for the research com-
munity in itself. So far, the interpretation of the results indicates that human anno-
tators might have experienced difficulties when identifying intentions in sentences,
mainly if their expertise is not in Software Engineering. But a replication of the
experiment must be performed to draw a stronger conclusion. We are working on
improving the study design to build a ground truth. This data would be used for
evaluating the effectiveness of the proposed method, which is part of the second
phase of our empirical evaluation. We are also using the dataset with machine
learning algorithms to identify patterns of speech acts. The long-term objective
is to use our tool for supporting the classification of messages as bug reports, fea-
ture requests or clarifications. We are also considering to collect online discussions
of non OSS projects to evaluate the generalizability of the proposed approach in
different distributed development settings.
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Abstract. To remain competitive in dynamic environment, enterprises
need to make effective and efficient decisions in response to changes.
Good modeling tools and analysis support is a necessity in this regard.
Such modeling and analysis tools should to be able to visually model and
programmatically analyze several descriptive and prescriptive modeling
languages in concert. We recount our experience with visual model-
ing editor and ontological representation for both descriptive and pre-
scriptive models for enterprise decision making. Starting with purposive
modeling tools, we shifted to integrated modeling environment where
all relevant models of enterprise coexist and are analyzed together. Our
ongoing research suggests that apart from integrated modeling environ-
ment, scalable modeling facilities for better interaction between modelers
and domain experts are also necessary to make modeling and analysis of
enterprise models more streamlined.

Keywords: Enterprise modeling · Intentional models · Visual model-
ing · Enterprise analysis · ArchiMate · Adex

1 Introduction

Modern enterprises face external change drivers such as evolving market
conditions, pressure from competitors’ innovation, technology obsolescence and
advance, dynamic supply chains and complying with increasingly strict regu-
lations. While external change drivers often demand enterprise transformation
[1], internal policies within enterprises tend to be targeted at improvement of
enterprise’s business as usual (BAU) situation [2]. To remain competitive, enter-
prises need to respond to changes in an efficient and effective manner. Current
state of the art and practice in enterprises rely extensively on expert knowledge
with much of the artifacts being document-oriented [1]. We take the stance that
responding to changes requires a model-based treatment of four tasks- creating
the AS-IS enterprise architecture (EA), coming up with possible TO-BE EAs,
devising a way to evaluate TO-BE EAs based on some criteria, and enabling the
operationalization of the desired TO-BE EA.

c© Springer International Publishing Switzerland 2015
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Using purpose-specific, machine-processable models to capture AS-IS and
TO-BE EAs, it becomes possible to lessen the reliance on experts by constructing
meaningful analyses on such models. The ability to model enterprise change
contexts along with rationale is required to be able to relate reasons behind
design decisions with on-ground actions of enterprise in both transformation
and BAU improvement scenarios. For this we chose ArchiMate [3] and i* [4] as
respective modeling languages [5] and Archi [6] and OpenOME [7] as respective
modeling tools.

Since the EA and intentional models existed in separate tools, it was not
possible to construct combined EA- and intentional modeling-specific analyses.
This created problems in terms of traceability between intentional models and
elements of TO-BE EA, as it was not preserved in this approach [5]. We had
to adopt an ad-hoc process in enacting desired TO-BE EA model presuming
that concerns expressed in intentional models are represented completely and
consistently in TO-BE EA model.

In accordance with these pointers, we extended Archi to enable integrated
visual modeling of EA models as descriptive models and intentional and moti-
vation models (called IM models henceforth) as prescriptive models. We also
extended our EA ontology [1], originally containing only EA modeling elements,
similarly to carry out various analyses required in terms of prescriptive courses
of actions from AS-IS to TO-BE EAs. Our ongoing model building effort with
real world case studies suggests that integrated visual modeling support simpli-
fies and streamlines modeling process. At the same time, integrated ontological
modeling support enables expressing requisite analyses with ease.

Yet, we perceive the need to be able to carry out both modeling and analy-
sis of EA and IM models using single modeling framework that is capable of
providing metamodeling, visualization, and programming support. In practical
implementation of EA and IM models, there would be other needs in terms of
scalability as well as support for a method for EA and IM modeling and analysis.
For this, we propose to use our own reflexive (meta-) modeling framework [8,9]
which includes all the above necessary components as well as scalability features.

This paper recounts our experience from our experiments with explicit inten-
tions in EA change response from using separate visual modeling environments
to carrying out the visual modeling in integrated modeling environment [10].
Sections 2 and 3 discuss the requisite elements for modeling change response in
enterprise context and transition to integrated visual and ontological modeling
environment respectively. In Sect. 4, we outline the proposal for knowledge trans-
fer to our modeling environment which has proven scalability features. Section 5
discusses related work and several observations. Section 6 concludes the paper.

2 Modeling Enterprises with Explicit Intentions

With more than 15 years of experience in delivering 70+ large business-critical
enterprise applications, we know that the cost of incorrect decisions is pro-
hibitively high in building and evolving these applications, especially in the face
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Fig. 1. Mapping EA and intentional modeling elements [5]

of imminent changes. In this regard, we investigated an approach for modeling
EA with explicit intentions of enterprise actors. Such a treatment would enable
modeling and analyzing strategic alternatives available to enterprise in response
to change. We chose ArchiMate for its economy of core concepts and coverage
of concepts pertaining to various aspects of enterprise [5]. We chose i* for repre-
senting strategic alternatives because of its actor-orientation and availability of
evaluation algorithms for ranking strategic alternatives.

We represented AS-IS enterprise architecture (EA) models using Archi [6].
Intentional models were treated as models of the problems an enterprise is try-
ing to solve [5]. These were modeled using OpenOME [7]. We came up with a
metamodel mapping between ArchiMate metamodel and intentional metamodel,
enabling us to derive intentional models from AS-IS EA models. We represented
strategic alternatives in given change situation in OpenOME and evaluated them
with label propagation algorithm [11]. Only a single alternative from amongst
the optimum alternatives was then chosen to be realized on top of AS-IS EA
[5]. The next section describes the elements necessary to model and analyse
enterprise rationale using the mapping between EA and intentional modeling
elements shown in Fig. 1.

2.1 Requisite Elements for Modeling and Analyzing Explicit
Rationale

The ArchiMate generic metamodel defines active structure elements (ASEs) as
the entities that are capable of performing behavior. These are assigned to behav-
ior elements (BEs), which indicate units of activity. The passive structure ele-
ments (PSEs) are the objects on which behavior is performed [3].

The i* metamodel from [12] considers actors performing tasks as means to
ends that are captured as (soft) goals [13]. Resources may be used or created by
actor while performing tasks. Actors may depend on each other to perform a task
and/or to use or create a resource to achieve a goal or soft goal. Two kinds of
models are used in i* namely, strategic dependency (SD) and strategic rationale
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(SR) models, to capture dependencies between actors and to model the intentions
of actors in performing their appointed tasks respectively. SR models describe
reasoning that actors employ in determining the merit in organizing their tasks
one way or the other. SD models describe an enterprise in terms of dependencies
that enterprise actors have on each other in accomplishing their work.

We mapped the active structure entities (ASEs) such as business actors,
application components, hardware and system software, as well as interfaces
to actors in i*. The behavioral entities (BEs) such as business processes, and
business, application, and infrastructure services were mapped to tasks in i*.
The passive structure entities (PSEs) were mapped to resources in i*, which are
essentially informational or physical entities used or created by actors. Via this
mapping, it was possible for us to model facts of enterprise summarized by ASEs
use or create PSEs while performing BEs as means to ends that are goal(s) or
soft goal(s).

2.2 Using Explicit Rationale

We used this metamodel mapping in a case study in which we re-imagined our
Model-driven Engineering-based software development unit as an enterprise and
presented two distinct stages in its evolution as current and future states in
retrospect [5]. The EA models of this enterprise were developed using Archi [6]
and the intentional models were developed using OpenOME [7]. This consisted
of the following steps:

1. Obtain/create AS-IS models of the enterprise using Archi.
2. Using these, create intentional models devoid of goals via metamodel mapping

using OpenOME.
3. Represent the problems in the change context in terms of goals to be achieved.
4. Model new tasks for original actors and new actors with tasks that might be

necessary for achievement of goals modeled in earlier step.
5. Model the dependencies between actors.

The process that an enterprise would follow to go from AS-IS EA to TO-BE EA
is shown in Fig. 2. Using the metamodel mapping it was possible for us to rep-
resent ASEs, PSEs, and BEs in EA models modeled in Archi in terms of actors,
resources, and tasks in intentional models in OpenOME. Using OpenOME’s in
built alternative evaluation mechanism based on satisfaction label propagation
[11], the optimum alternative would be decided.

This alternative existed in the intentional model. The new set of actors
and their dependencies would be then transferred back on top of AS-IS EA
model via metamodel mapping, thus giving a specific TO-BE model. This TO-
BE model would dictate what needs to be operationalized on ground to reach
desired response to change under consideration.

This arrangement worked as far as a specific TO-BE model was to be built.
As we applied the same process to create considerably larger models [14], we
found that:
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Fig. 2. Using explicit rationale for transition to desired TO-BE EA [5]

– For really large enterprise models containing thousands of entities, keeping
the EA and intentional models in sync in two different modeling tools became
nearly impossible as models started to grow in size.

– In our original approach, the transformation of intentional models from EA
models and the other way round was manual because of the independent tools.

– This also meant that only a single TO-BE EA model could be obtained at
a time. Ideally, it should be possible to derive any TO-BE EA model corre-
sponding to selected optimum strategic alternative.

In short, we needed a way to be able to visually model both EA and intentional
concerns together. Our ongoing efforts in this regard are discussed in the next
section.

3 Modeling EA and IM with Integrated Visual Modeling
Support

As explained at the end of last section, we needed both visual modeling and
analysis support for combined EA and intentional models. Furthermore, the
process of capturing AS-IS had to be more guided as otherwise domain experts
were found to be at loss as to what it is that modelers wanted to model in a
particular change context. Finally, the analysis had to make a way for preserving
the information about specific alternatives in the TO-BE EA models.

3.1 Adding Motivation Elements to Intentional Models

In spite of the fact that ArchiMate motivation extensions provide goal related
elements already [15], we chose intentional modeling for capturing goals for the
following reasons:
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1. Actors should own the tasks that are used as means to achieve certain ends.
Intentional models take the actor/agent-oriented view in SR models whereas
ArchiMate’s treatment in motivation extensions is more generic as well as
implicit via associated with links.

2. Dependencies between actors are captured in intentional models in SD mod-
els; ArchiMate motivation extensions do not provide any specialized elements
for capturing dependencies.

3. Qualitative aspects of a solution to problem in enterprise change context are
not explicitly captured in motivation extensions as opposed to soft goals and
their semantics in intentional modeling.

4. Finally, motivation extensions do not provide any evaluation mechanism for
strategic alternatives similar to satisfaction label propagation in intentional
modeling [11].

As we started modeling EA and intentional models of various problems in real
world case studies, we found that domain experts were more at home with ele-
ments like internal and external drivers (motivations), stakeholders, assessment,
and so on, although they agreed that sharp goal definitions with qualitative
aspects were also used in change scenarios. Drivers, both within an enterprise
and from the enterprise’s environment, influence rest of the IM elements. Gen-
erally, a stakeholder becomes interested in assessment of a driver and it is this
assessment that leads to formulation of a goal. From thereon, intentional model-
ing begins in terms of actor who is responsible for achieving the goal and actions
that need to be taken by that actor, in most cases depending on other actors.
Reader is redirected to some of our case studies presented in [2,16] for further
details.

We needed to amend the intentional metamodel with motivation related
elements for better articulation in interaction between modelers and domain
experts. Also, earlier approach consisted of including additions and modifica-
tions to EA elements of AS-IS model to represent the TO-BE model. Instead of
this ad hoc process, a model-based process would be more helpful where for a
given strategic alternative, the corresponding TO-BE model could be obtained
without manual adjustment to the AS-IS EA model.

Figure 3 shows the extended enterprise metamodel with motivation modeling
elements. This mapping enabled us to specify that key stakeholders’ assessments
of external and/or internal drivers of enterprise lead to goals and soft-goals
that active structure entities are motivated to achieve by performing behavior
(entities) and using or creating passive structure entities.

To streamline this kind of articulation of problems in enterprise change
context as well as to overcome limitations of independent modeling environ-
ments, we created integrated visual modeling support. We chose Archi as it
already supports modeling the business, application, and infrastructure layers of
ArchiMate [6] and we would have to add only the IM elements to it. The next
section describes how we created the integrated visual modeling environment.
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Fig. 3. Extending enterprise metamodel in Fig. 2 with motivation elements

3.2 Enabling Integrated Visual Modeling Environment

Archi is based on Eclipse Modeling Framework (EMF). The process of adding
IM elements and relations to base EA metamodel in Archi consisted of adding
IM element- and relation-specific classes and then specifying permitted relations
between specific elements.

After this, visualization aspects of elements and relations need to be defined.
By defining all the elements required by EA and IM models and sets of allowed
relations between various elements, EA and IM models can be drawn as shown
by ©3 in Fig. 4. The models panel in Fig. 4 enlists AS-IS EA models as well as
IM models of these problems we refer to as global views. ©4 shows such a global
view of products and services rationalization problem. Current version of Archi

1

4

2

3

5

Fig. 4. Extended Archi for EA and IM modeling
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Fig. 5. Architecture of integrated EA and IM modeling environment

supports visualization of a selected model element in terms of all other elements
that it is related to as shown by ©5 in Fig. 4.

In Fig. 4, ©1 shows list of integrated models enterprise under consideration
with the facility to model both EA and IM elements. The extended Archi ele-
ments based on the extended enterprise metamodel in Fig. 3 are shown by ©2 in
Fig. 4. With the core metamodel of Archi extended to metamodel in Fig. 3, it
became possible to visually model both EA and IM elements together.

The architecture of integrated tooling is shown in Fig. 5. We were already
using ontological representation of EA models for easier specification of EA-
specific analyses. While extended Archi enabled visual modeling, constructing
analyses in EMF would require considerable boilerplate coding which could be
easily done away by extending EA ontology with IM elements and then specifying
various analyses using ontology APIs as shown in Fig. 5. Archi enables export
to CSV files which retain EA element type and name of both source and target
nodes along with relation and documentation if any. The next section describes
how the ontological representation is leveraged for EA- and IM-specific as well
as combined analyses.

3.3 Extended Enterprise Ontology for Purposive Analysis

We presented an ontological representation that captures ArchiMate’s core meta-
model as well as layer specific metamodels. This is shown in Fig. 6. The relations
between generic elements reflect in each of business, application, and infrastruc-
ture layers. This is shown in the middle of Fig. 6 with two example elements each
in business and application layers. An active structure element is assignedTo a
behavior element. In the business layer, a BusinessRole is assignedTo a Busi-
nessProcess. A behavior element accesses a passive structure element. In the
application layer, an ApplicationFunction accesses an ApplicationDataObject. This
representation was versatile enough for conducting change impact and landscape
mapping analyses. For a more complete elaboration of these analyses, reader is
requested to refer to [1].
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Fig. 6. EA-based ontology [1]

We extended the EA ontology presented in [1], with intentional elements as
shown in Fig. 7. We found that all of the relations in intentional model namely,
means-ends (MELink), task decomposition (TDLink), contribution (CTLink), and
strategic dependency (SDLink) relations, benefit from being represented as reified
relations [17]. For instance, a contribution link indicates not only which element
contributes to a soft goal but also what that contribution is. This ontology also
includes motivation elements shown in Fig. 3.

The model exported from Archi is easily read into ontology model by first
constructing the dictionary, leveraging the type information of instances and
then constructing the data in terms of relations.

We import an important convention introduced in the ArchiMate motivation
extensions to connect requirements of goals with behavior of active structure
entities [3, ArchiMateSpecification 10.2.5]. This convention is captured in the
ontology in the definition of EABehavior class which realizes some IntegrationITask
element from IM models. Integration tasks essentially represent leaf tasks in SR
models which are not dependent on any other elements. These are treated as
primitively workable elements [4] and used in defining operationalization models
of TO-BE EA via connecting elements which are instances of sub-classes of
EABehavior class.

3.4 Conducting Combined EA and IM Model Analysis

We have implemented the bottom-up label propagation algorithm in [11] to
compute satisfaction level of the root goal. The ontological representation easily
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Fig. 7. Extending EA ontology with IM elements and relations [2]

enables implementing the label propagation as well as computation of specific
routines in terms of ontology APIs. The concept of actor’s routine is central in
computing optimum alternatives. It is the set of tasks an actor needs to carry
out to achieve a goal which may also include set of tasks of other actors via
dependency links. Both label propagation and actors’ routine computation is
carried out by recursively traversing down the intentional graph starting with
the root goal and using queries to traverse over means-ends, task decomposition,
contribution, and strategic dependency links.

Leaf tasks in IM models are related to EA elements that will operationalize
them from TO-BE EA perspective. It is possible that in some cases some of
the AS-IS elements could be reused, mostly by reference through a relation
between newly added element and existing AS-IS element. In order to preserve
which elements were added for specific leaf tasks, we tag them in the ontological
representation. With this tagging, the EA elements that are added anew in
contrast to AS-IS elements are identified. Using this combined analysis, both
EA and IM models can be refined such that they capture the reality to the
satisfaction of domain experts [10].

3.5 Toward Industry Strength Modeling and Analysis
for Enterprises

With ontological representation we have been able to apply various decision mak-
ing analyses to EA and IM models thus created. Yet, our experience in devel-
opment of model-driven applications suggests that for practical implementation
of EA and IM modeling and analyses, we need scalable tooling [18]. In the next
section, we propose to use our proprietary reflexive (meta-) modeling framework
called Adex which we have successfully used in over 70+ applications in multiple
domains for organizations spread across the globe.

4 Scalable Modeling and Analysis for Enterprise Decision
Making

Our current tooling for modeling and analysis is based mainly on visual modeling
of EA and IM elements enabled by extended Archi and ontological representation
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to which extended Archi models are exported. We are using this tooling for
experimenting with various EA and intentional decision making modeling and
analyses. Eventually though, EA and IM modeling and analysis will need to be
supported in industry strength tooling with proven scalability characteristics.
We propose to implement the EA and IM modeling support showcased so far in
proprietary (meta-) modeling framework Adex [8].

4.1 Enabling EA and IM Modeling and Analysis in Adex

The process of creating purpose-specific metamodel in Adex is similar to EMF.
Visualization functionality is provided with Adex through symbol designer as
shown on the right of Fig. 8. Visual aspects of elements and relations can be
defined not unlike in EMF-based Archi. The minor difference is that symbols
and connectors for elements and relations can be defined separately and then
mapped to existing elements and relations, whereas in Archi, specific classes
related to defined elements and relations have to be extended in specific ways
manually to construct visual representations.

The ontological representation to which Archi models are exported enables
flexible analysis implementation with various ontology APIs [1]. A similar sup-
port is provided in Adex with OMGen language, which is a (meta-) model-aware
language [8]. OMGen scripts can be used to perform desired actions such as ini-
tialization of instances, value computation and propagation to related instances,
performing validations, and triggering external actions. Scripts can interface
with external C programs, allowing custom software and third-party utilities
to be linked in. Adex’s scripting feature can be effectively utilized to integrate
modeling activity with analysis building.

Fig. 8. Shifting modeling and analysis for EA and IM models from extended Archi to
Adex
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Table 1. Modeling and analysis features for EA and IM models [2]

While SPARQL1 query language provides SQL-like syntax and functionality
that is declarative in nature, OMGen is an imperative language. We may need to
provide a declarative wrapper over imperative scripts, as we have found SPARQL
like syntax to be quite effective in building EA [1] and intentional analyses.

4.2 Scalability Features for EA and IM Models

As shown in Fig. 8, both visual modeling and analysis can be supported out
of the box using Adex. But Adex provides substantially different functionality
beyond representation and manipulation of (meta-) models that is a must for
highly scalable modeling activity including EA and IM modeling and analyses.

Table 1 distinguishes between such requisite features from the common ones
between Adex and (extended) Archi. There are set of features that Adex supports
which we have found to be absolutely critical for scalable model-driven devel-
opment and we think that these features will also be needed to scale EA and
IM models of enterprises. We discuss these features in brief here. For detailed
explanations, reader is directed to [8,18]. Note that the lack of scripting over
Archi models is balanced by ontological representation in our ongoing approach.
Ontological representation can be used also to include domain-specific consis-
tency checks. In Adex, this can be done with OMGen.

While Adex’s metamodel is similar to OMG’s metaobject facility, Adex pro-
vides much richer set of constructs that enable model consistency checks, work
units partitioning, database, multi-user/role support, versioning and diff-merge
abilities [8].

Adex uses components for partitioning given models. Versioning of models
is carried out at component level. Configurations are provided as containers
for assembling different versions of components. A configuration is what repre-
sents the notion of a work unit. Inter-component associations (between objects
1 http://www.w3.org/TR/rdf-sparql-query/.

http://www.w3.org/TR/rdf-sparql-query/
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belonging to different component versions) provide a mechanism to establish and
enforce compatibility semantics between two component versions.

When a component is developed concurrently by independent teams, diff-
merge operations can be used to do so in a non-interfering way at configuration,
component, or object level. Both metamodels and models are stored in separate
repositories. Together these features have been and are being used in several
active assignments with model size often rising to many gigabytes and several
teams with differing roles across the globe using these models.

We believe that in the context of combined EA and IM modeling and analysis,
such features will become essential and with Adex we are poised to transfer our
ongoing efforts to a unified and scalable modeling and analysis environment.

5 Related Work

Elements for Explicit Intentions, Motivation, and Operationalization.
ArchiMate provides essential elements for modeling business, application, and
infrastructure layers of an enterprise. Further extensions such as ArchiMate moti-
vation extensions add motivation/goal related elements [15]. As discussed earlier
in Sect. 3.1, from strategic analysis point of view, we preferred to use inten-
tional modeling while adding some elements from motivation extensions as well
as referring to business motivation model (BMM) for better understanding of
motivation elements. We tried to keep new elements less in number as similar
studies related to requirements modeling languages such as ARMOR language
[19], have indicated that adding several elements from different goal modeling
languages is not useful from practitioners’ perspective [20].

Our focus in selecting additional elements on top of regular intentional mod-
eling elements was to make the process of modeling EA and intentional aspects
of enterprise easier for modelers and domain experts. At the same time, we
found it necessary to record assessments of drivers because assessments and
assumptions influence the rest of decision making. Our ongoing research with
regards directives, policies, and regulations compliance makes use of these con-
cepts and follows BMM’s logical progression in reaction to change [21, Fig. 7.2].
With regards specific elements, our internal surveys revealed that domain experts
are often exposed to notions of drivers or influencers as well as sharply defined
goals (internally we use balanced scorecard for capturing goals). Some of our
observations are contrary to other studies such as [20], which found goal and
motivation elements like means-ends relationship, distinction between hard and
soft goals, and assessment did not make much sense to practitioners. We believe
that every enterprise should decide on the set of elements that all the key actors
in that enterprise agree on as to what they mean and how useful they are for
capturing AS-IS and TO-BE EAs for decision making.

Failure of strategic response to changes is found to be rooted in the lack of
strategy operationalization [22]. Still goal modeling approaches for enterprises
tend to focus only on strategy making, often referred to as problem of con-
structing design/solution alternatives, and evaluation of strategic alternatives



246 S. Sunkle and H. Rathod

[20,23,24]. Operationalization, if at all, is considered from business perspective
as in strategy maps [25] or from IT perspective [26]. Also operationalization is
either presumed to just happen or it is generally just a set of guidelines. We
have borrowed the notion of goal requirements realized by behavior entities in
EA from ArchiMate. We treat this as the glue between suggested alternatives
and TO-BE EA. In future, we intend to investigate the ways in which TO-BE
EA is operationalized via human resources and IT systems. We have presented
some initial work in this regards with respect to operationalizing internal poli-
cies by persisting suggested alternatives to business processes [2], which is in line
with ArchiMate’s implementation and migration extensions [3].

Visualization of EA and other Models. An approach is suggested in [27],
which enables visualization of purposive analyses upon EA model. This EA
modes conforms to metamodel that incorporates elements from ArchiMate,
BMM, and Business Process Modeling Notation, etc. Their modeling environ-
ment visualizes purposive analyses like business-IT alignment in terms of paths
between motivation and IT elements using visualization techniques like sun-
burst. In contrast our work focuses on using visual environment for modeling
alone, whereas analyses are always conducted using ontological representation.

For capturing enterprise transformation to TO-BE states, graphical view-
points on TO-BE states are suggested in [28,29], whereas [30] proposes to visu-
alize migration roadmap. As shown earlier, our approach so far has been to use
visual modeling for creating the models and then using ontological representa-
tion for coming up with TO-BE states as well as paths to TO-BE states. The
models used in these are also EA models without other purposive models like
intentional models.

Analysis of EA and Other Models. Most research in EA analysis focuses on
analysis of EA models themselves, e.g., change impact analysis of EA models [31],
quantitative analysis of EA models [32], and analysis of various non-functional
properties in EA while incorporating treatment of uncertainty in EA models
[33–35]. In contrast, we treat EA models as descriptive models and use inten-
tional models [5] and system dynamic models [36] as prescriptive models upon
which to base decision making. The modeling and analysis need to be supported
by tooling environment that supports visual modeling of purposive modeling
languages and also programmable analysis.

6 Conclusion

Our ongoing explorations with visual modeling support for extended enterprise
models suggests that integrated visual modeling streamlines the enterprise mod-
eling activity while integrated ontology modeling support enables implement-
ing requisite analyses. Visual models are imported into ontology because of
which, models and analysis results remain in sync. While visual modeling sup-
port explained in the paper is working as desired, we suspect that when many
modelers are simultaneously modeling various problem-specific IM and enterprise
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models in multiple interactions with domain experts, a more robust distributed
enterprise and IM modeling environment will be necessary. We have outlined how
current support for enterprise and IM modeling can be shifted from open source
Archi to our own (meta-) modeling framework Adex. Our long term goal in this
regard is to make enterprise and purposive modeling and analysis as simple and
effective as it is when it comes to code generation.
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Abstract. UPROM tool is a business process modeling tool designed to conduct
business process and user requirements analysis in an integrated way to constitute
a basis for process automation. Usually, business process models are not utilized
systematically to develop related artifacts, specifically when a process-aware
information system is to be developed to automate those processes. This results
in completeness, consistency and maintainability problems for those artifacts.
Unified business process modeling methodology, UPROM, is developed to inte‐
grate process modeling and practices. Enabling the application of UPROM, the
tool provides editors for six different diagram types based on a common meta-
model. It offers features so that modelers can develop a cohesive set of models.
Using these models, UPROM tool can be used to automatically generate artifacts
of user requirements document, COSMIC based software size estimation, process
definition document and business glossary.

Keywords: Business process modeling · User requirements analysis · Software
functional size estimation · Business glossary · Process documentation · Artifact
generation

1 Introduction

Business process models (or shortly process models) represent the organizational
processes in an abstract way including at least the activities, control flow between the
activities, roles, events and artifacts [1]. Process models are utilized for pure organiza‐
tional purposes such as process improvement and communication between stakeholders;
and for many other practices such as project management, requirements specification,
conformance to regulations and knowledge management [2, 3].

We frequently observe in the organizations that process models are not utilized in a
systematic manner to develop artifacts of related practices that can benefit from this
knowledge. This increases the development effort and makes it hard to achieve
completeness for those artifacts, as process analysis is repeated for each artifact. The
separate development of artifacts also results in broken traceability between the artifact
and business processes. Later, as business process definitions and artifacts are updated
separately, they may become unrelated and conflicting; and high amount of effort is
spent for maintenance. The problem is more critical if the organization plans to automate
its processes by a process-aware information system (PAIS) [4]. In this case, process
models are essential for the design of PAIS [5] and many artifacts are developed in
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software development life cycle (SDLC) based on business process knowledge. Failing
to use process models systematically in SDLC means that the knowledge captured in
business domain cannot be transferred to technological domain, thus it becomes difficult
to meet business needs by the PAIS.

To overcome the problems, we developed a unified BPM methodology, UPROM.
UPROM components include notation, process, guidelines and artifact generation prin‐
ciples. UPROM notation and process guide the users to analyze business processes and
user requirements in an integrated way [6]. When the methodology is followed, the
following artifacts can be generated automatically: user requirements document and
COSMIC software functional size estimation [7] for the PAIS, and process documen‐
tation including process definition document and business glossary.

UPROM tool is a graphical BPM tool that supports UPROM methodology and auto‐
matically generates the mentioned artifacts. Model driven approach is followed based
on Eclipse Modeling Framework (EMF) [8] and Eclipse Graphical Modeling Frame‐
work (GMF) [9]. Diagram editors are developed as Eclipse plugins. All editors are based
on a meta-model. Some plugins were reused from bflow* Toolbox [10], thus inheriting
its specific features such as continuous verification.

UPROM tool provides editors for six diagram types in conformance with the nota‐
tion: Value Chain (VC), Function Tree (FT), Event Driven Process Chain (EPC),
Organization Chart (OC), Conceptual Entity Relationship (ER) and Function Allocation
(FA). Diagrams represent different business process perspectives which are functional
(VC and FT), behavioral (EPC), organizational (OC) and data (ER and FA). The core
diagram of the notation is EPC which is known with the ARIS framework [11].

The objective of the UPROM tool is to provide a modeling environment to analyze
and model business processes and user requirements in an integrated way. The modeling
environment provides editors for six diagram types; together with the features to enrich
the diagram objects for analysis, form a coherent modeling project structure and generate
artifacts that can be utilized as input to software design and development.

UPROM tool is used by process modelers for analysis of processes in the business
domain. End users utilize it to review and validate the models. The tool provides func‐
tionality for modelers to integrate business process and user requirements analysis.
There are tools that can generate process documentation, but we did not encounter a
BPM tool generating also textual user requirements and functional size estimation.
UPROM tool was utilized in various projects, including two e-government projects for
Company and Trademark Central Registration Systems, Public Investment Analysis of
Ministry of Development, Integrated Information System Project of METU Campus and
three small internal applications.

In this paper, we present the features particular to UPROM tool to support the meth‐
odology and generate the artifacts. In Sect. 2, UPROM methodology is briefly presented.
Section 3 describes the tool features and the generation of artifacts. Section 4 provides
related work with a brief comparison with other tools. Section 5 provides the conclusion,
summarizes the findings from the applications and presents the future work.
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2 UPROM Methodology

UPROM methodology aims to integrate the practices of business process analysis and
user requirements analysis By unifying analysis activities, a set of models can be devel‐
oped that embeds all information to generate artifacts related to user requirements, soft‐
ware size estimation and process documentation practices. The methodology includes
the notation, meta-model, process, guidelines and artifact generation procedures. The
artifacts that can be generated by UPROM methodology are: textual user requirements
document, COSMIC software functional size estimation, process definition document
and business glossary. As all of these artifacts are based on a single source of model set,
completeness and consistency of them are improved, they become traceable to business
processes and maintainability is enhanced. More information on UPROM methodology
and outputs of case studies can be found in [6, 12]. UPROM process consists of three
main activities as shown in Fig. 1.

Fig. 1. UPROM high level process and related outputs

2.1 Developing Core BPM Diagrams

This step includes the analysis of business processes by developing core BPM diagrams.
Initially, the scope of BPM studies is defined. Then, highest level decomposition of
processes is identified as process modules and modeled in a process map (as a VC, FT
or EPC diagram). The processes are decomposed further into lower level process
modules. Detailed business process analysis is then conducted for process modules. The
process shown in Fig. 1 can be conducted in parallel for multiple process modules by
different teams in an iterative manner. Alternatively, process modules can be analyzed
one by one with a waterfall-like approach.

Functional, behavioral, and organizational perspectives of business processes are
analyzed in this step. Process information is elicited through workshops. Available
process documents, legislations and laws applicable to the domain are also important
sources of information. The modelers depict the decomposition of processes by using VC
and FT, and model control flow by means of EPC diagrams. A VC diagram represents
high level value added activities to obtain products and services. Other VC or EPC
diagrams can be assigned as sub-diagrams for value chain symbols. A FT diagram depicts
decomposition of related activities. Functions in FT diagrams can have other FT or EPCs
as sub-diagrams. EPC is the core of the notation to analyze the control flow [13].
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Another EPC, FT or FA can be assigned to a function; and an EPC or FT diagram can be
assigned to a process interface in an EPC diagram. In parallel, all organizational elements
placed in EPCs and their relations are modeled in an OC diagram.

2.2 Developing Analysis Diagrams Associated to BPM Diagrams

In this step, each leaf function in EPC diagrams is analyzed to identify if that function
is required to be automated in the PAIS to be developed. If so, an FA diagram is created
as a sub-diagram of that function. Leaf functions in EPCs are the functions in the lowest
level of the hierarchy, which have no further EPC or FT sub-diagram assigned. FA
diagram serves the purpose of analyzing user requirements for the related function. An
FA diagram is used to analyze the responsibilities to conduct the function, related enti‐
ties, operations on entities, related applications and constraints. In parallel to FA anal‐
ysis, entities that are placed on FA diagrams and their relations are modeled in conceptual
ER diagram. An ER diagram provides an overview of all entities in the system, together
with generalization, aggregation and named relations between them. Further features
provided by UPROM tool are described in Sect. 3.

2.3 Generating Artifacts

Upon completion of business process and user requirements analysis steps, artifacts can
be generated automatically by using UPROM tool. Artifact generation principles are
detailed in Sect. 3. Generated artifacts can be utilized as inputs to subsequent phases
of software design and development. User requirements, core business process and
analysis models and process documentation are inputs to the detailed requirements
analysis, testing and acceptance phases. Functional size estimation is critical for soft‐
ware development planning in early phases. Process definition document and business
glossary are used by different stakeholders types in the operation phase of the software.

3 UPROM Tool

UPROM tool provides an integrated environment to develop six different diagram types
based on a meta-model. A snapshot of the modeling environment with EPC diagram
editor can be seen in Fig. 2. In conformance with the tool’s objectives, the tool features
described in the following sections enable users to apply the methodology. The feature
described in Sect. 3.1 is on the structure of the modeling project. This feature helps the
user to organize core BPM and analysis diagrams in a structured way in the form of a
coherent modeling project. Independent of the complexity of the models, the user can
understand the process hierarchy. This structure also helps to generate artifacts in a
standard form. Feature in Sect. 3.2 forces the users to develop diagrams conforming to
the meta-model. Section 3.3 is about defining unique objects. This feature helps to
establish conceptual connections between the business process and analysis concepts.
The same concepts in the project, independent of being used in business process or
requirements analysis, become cohesive. It enables business processes and generated
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artifacts become consistent and traceable to each other. Section 3.4 is on additional
attributes. This feature is used to enrich the diagrams and the objects so that extra infor‐
mation required for detailed business process and user requirements analysis can be
trapped all in the same set of models. The extra information is then utilized in artifact
generation. Section 3.5 includes artifact generation procedures.

3.1 Structure of the Modeling Project

The repository in which the set of diagrams in the same BPM scope is maintained is
called modeling project. Within a modeling project, all functional and behavioral
diagrams of types VC, EPC and FT must be connected to each other by sub-diagram
relations. The folder structure of the modeling project is established in conformance
with its sub-diagram decomposition. Each sub-diagram of type VC, EPC or FT shall be
placed under a folder with the same location with the higher level diagram this sub-
diagram is referenced to. There can be no FA diagrams in the top level hierarchy, as
they can only exist as a sub-diagram of a function in an EPC diagram.

UPROM tool checks if the folder structure conforms to the hierarchical structure of
the modeling project. An example modeling project structure is shown on the left part
of Fig. 2. Only one diagram of type VC, FT or EPC exists at the top level, which is the
process map (e.g. Company.ftd). For each sub-diagram referenced from the process map,
the sub-diagram file is placed inside a folder. The same rules apply for lower level
diagrams. FA diagrams are placed inside the folder of their related EPC. ERD and OC
diagrams can be placed anywhere, preferably in the highest level to be easily accessible.

Project Hierarchy

Modeling Editor Area

Property View for 
Selected Element

Diagrams opened in tabs
Menus, toolbars 
and shortcuts

Palette (changes with 
the diagram types)

Fig. 2. Typical UPROM tool modeling environment and example project structure
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3.2 Diagram Editors and Relation Constraints

UPROM tool editors run in conformance with the meta-model. VC diagram comprises
value chain, risk, objective and product objects. FT diagram has only the function object.
EPC diagram include event, function, process interface, logical operators (and, or, xor),
business rule, application, organizational elements (position, organizational unit, group,
internal and external person), information carriers (document, list, log, file, reference),
key performance indicator (KPI), risk and improvement objects [14]. OC diagram nota‐
tion has organizational element objects. FA diagram has organizational elements, func‐
tion, entity, application and constraint objects. ER diagram covers entity, cluster,
attribute, generalization, aggregation and relationship objects. Simplified meta-model
of the most distinguishing diagram types of UPROM, EPC and FA, are provided in
Fig. 3. Inheritance relations and connection types (control flow, information flow and
relation) are not shown. An EPC diagram can contain any number of these objects, but
must at least have two events (start and end) and a function. An FA diagram can contain
one and only one function, and must have at least one application and entity.

UPROM tool prevents formation of a connection not allowed in the meta-model.
Predefined connection names are assigned between some constructs. An organizational
element and a function can be connected via a relation named as: “carries out, approves,
supports, contributes to, must be informed”. A function can be connected to an entity
with a relation named as: “reads, changes, lists, creates, deletes, views, uses”.

Fig. 3. Simplified UPROM meta-model for EPC (up) and FA (down) diagrams

3.3 Unique Object Assignment

The objects in the same modeling project are assigned to be unique if they are assigned
the same name and they are of the same object type or group. Instances of the same
object can exist in any diagram. Objects from these groups can be assigned to be unique:

Unified Process Modeling with UPROM Tool 255



• Information carriers, entity, cluster, attribute, key attribute.
• Function, process interface, value chain.

When a new object is added, if there is already an object with the same name and type
(or one of the object group types) in the project, the user is asked if the new object is
the same with existing object(s). If the user approves that they are the same, attribute
values of the objects are assigned to be the same. When attributes of any instance of the
unique object are updated, all other instances also have the updated values. Users can
search for the occurrences of unique objects and see the list of instances.

3.4 Process and Object Attributes

A set of attributes representing meta-data of a process can be assigned to each diagram.
The meta-data of a process include description, model name, purpose, scope, status and
version. All objects have the attributes of name, id, description, incoming and outgoing
connections. In addition, some object types have specific attributes. Organizational
elements, information carriers, application, entity, cluster, KPI and attribute type objects
can be assigned a technical term attribute. Information carriers, entity, cluster, business
rule and constraint type objects can have document link attribute. Sub-diagrams can be
assigned to function, process interface and value chain objects.

3.5 Generation of Artifacts

Utilizing the information embedded in the modeling project which is developed by using
the features explained in the above sections, UPROM tool can be used to automatically
generate artifacts. As a characteristic of EMF and GMF libraries; files for six diagram
types and related attributes are all saved in a standard XML format by UPROM. The
only information used by UPROM to generate the artifacts are the folder structure (to
find the diagram files) and the files in XML format. UPROM tool finds the diagram files
under the selected project by using the folder structure, parses these XML diagram files
to obtain variables for each diagram and object (using dom4j libraries); and generates
the artifacts in PDF format using iText library [15].

When a user reads the diagrams by using the tool, she can dynamically navigate
through the hierarchy, jump between the diagrams using sub-diagram relations and
examine the attributes on will. The problem with the static reports in PDF format is that,
the information is provided to the users in a static and non-navigable way. To present a
report where the user can still have the feeling of the hierarchy, we arranged the diagrams
so that they are initially ordered through the lower levels of the hierarchy, then go back
to the upper levels in conformance with the placement of objects in the process models.
For all reports except business glossary, the information presented is grouped under
headings for functional diagrams (VC, FT or EPC). In all these reports, the placement
of the diagram in the hierarchical structure is written in the heading.

When the report is to be prepared using the information only from a single diagram,
such as business process models report, generating the related section of the report is
easy. But in most of the reports, we need to parse information regarding diagrams in the
whole project, and interpret the cross-relations across diagrams. Two examples of this

256 B. Aysolmaz and O. Demirörs



are identification of external applications (on which no entities are created, changed or
deleted in any of the FA diagrams) and identification of the processes that triggered an
EPC diagram (which requires examining all other EPC diagrams that have the same end
event(s) of that EPC’s start event). Such reports are more complex and requires accurate
analysis algorithms. However, they add value by providing extra information to the user
which cannot be directly observed by reading the diagrams.

Business Process Models Report and Analysis Models Report present pictures of the
diagrams in pdf format so that the users can read the diagrams independent of the tool.
In business process models report, VC, FT, EPC and OC diagrams in the modeling
project are reported. Diagrams are placed under headings with name and address of the
related process. FA and ER diagrams are listed in Analysis Models Report. For FA
diagrams, model name, address, and the related EPC process are placed as the heading.

User requirements document, functional size estimation report, process definition
document and business glossary require detailed generation procedures and formatting.
Generation details are explained in the following sections based on example diagrams
in Figs. 4 and 5. A partial EPC diagram is depicted in Fig. 4. Figure 5 is the FA diagram
for the function named “Identify company director” in this EPC. Complete versions of
the artifacts in four different case studies can be seen in [12].

Fig. 4. A partial EPC diagram
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Fig. 5. An example FA diagram for “Identify company director” function of the above EPC

User requirements document, functional size estimation report, process definition
document and business glossary require detailed generation principles and formatting.
The details for generating these artifacts are explained in the following sections based
on example diagrams in Figs. 4 and 5. A partial EPC diagram is depicted in Fig. 4.
Figure 5 is the FA diagram for user requirements analysis of the function named “Iden‐
tify company director” in the EPC. The complete versions of the artifacts generated in
four different case studies can be seen in [12].

User Requirements Document: User requirements statements are generated using FA
diagrams. Requirements derived from an FA diagram are for the function in focus.
A requirement is related to the EPC diagram which carries this function. Each FA
diagram is utilized to generate three types of natural language sentences [16]. Example
user requirements sentences generated for the FA diagram in Fig. 5 are provided below:

Type 1: Organizational Element – Function:

– Company Establishment Applicant or Company Responsible shall carry out the
operation of identifying company director.

This requirement type specifies the role(s) to execute the function. The name of
the connection type can be selected from: “carries out, approves, supports, contributes
to, must be informed”. More than one organizational element can be connected to a
function with the same or different connection types. If the connection is labeled with
a number as in Fig. 5, either of the organizational elements can conduct the function.

Type 2: Function – Entity – Application:

– During entering company director, by using id no residence address and personal
credentials shall be viewed on Central Civil Registration System; by using eCompany
no legal entity id shall be used on eCompany System; company director info shall be
created and updated on eCompany Application Module.

This type of requirement specifies the entities involved and the operations
conducted on those entities during the execution of the function, and also the
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applications related to those entities. The type of operations can be chosen from the
list: “uses, views, creates, changes, reads, deletes, lists”. Each operation has a
meaning in terms of defining the user requirement for the function [16]. As seen in
the example, parts of this sentence are formed for each application on the FA diagram,
then joined as a single sentence.

Type 3: Application – Constraint:

– During entering company director, at least one director shall be assigned.
– During entering company director, definition of more than one director shall be

allowed.
– During entering company director, director shall not be accepted if she is not a resi‐

dent of the country.

Constraints to be considered by the applications during the execution of the function are
stated in this sentence type. Constraints can include state changes, limitations on attrib‐
utes of entities, time and other limitations. The formation of this sentence is relatively
straightforward, as constraints are already defined in the models in natural language
form. Still, constraint object is helpful as analysts are guided to identify the related
constraints during their analysis specific to the function.

The textual requirement statements identified according to the algorithms above are
placed in a user requirements document. The organization of the statements in the docu‐
ment is important to enhance readability of the document. A new heading is put in the
document for each VC, FT and EPC diagram. Requirements formed by all FA diagrams
referenced from an EPC are placed under the heading of the related EPC. When there
is an EPC sub-diagram in that VC, FT or EPC diagram, a subheading is placed for that
EPC diagram and related requirements are placed under that heading. A hierarchical

Fig. 6. Excerpt from user requirements document for the example EPC diagram.
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number and a unique ID is assigned to each statement. An excerpt from the generated
user requirements document can be seen in Fig. 6. This document includes sample
statements from the same EPC in Fig. 4, but this time for the functions of: “Apply for
company establishment” and “Select company type”. The details of user requirements
analysis and generation in UPROM can be found in [16].

COSMIC Functional Size Estimation Report: FA diagrams which serve the purpose
of user requirements analysis are also utilized to generate an early functional size esti‐
mation of the software to be automated. The estimation is based on COSMIC standard
[7]. COSMIC method defines the size of a software as the total number of data move‐
ments (DM), which is added up to calculate the size in function points (FP). DM types
are: Entry, Read, Write, eXit [7]. According to COSMIC method, DMs are identified
from software requirements. In this early phase where we do not yet have the software
requirements, we utilize the user requirements to establish an early size estimation of
the system. For this, we convert operations defined in FA diagrams to DMs, as it is a
high level way of expressing data manipulations in the system. Functional size estima‐
tion is achieved by, first converting operations to DMs; then applying various rules. In
the first step, for each operation, the following conversion is applied to identify DMs:

Following the conversion step, four rules are applied to fine-tune estimated DMs
identified for each application in an FA diagram. Then, two rules are further applied by
scanning the overall modeling project. At the end, for each FA diagram, total size is
identified separately for each module in the diagram that is to be developed to automate
the processes. For example, for “Identify company director” diagram (in Fig. 5), there
is no FP assigned to “Central Civil Registration System” (shown in Fig. 7-right). This
is because it is an external system and is not to be developed as part of the process
automation. The details of the rules can be found in [17].

In functional size estimation report, a heading is placed for each EPC diagram
numbered in conformance with its hierarchical position as in the user requirements
document. For an EPC diagram, each FA diagram referenced from that EPC is placed
in a subheading, given a unique ID. DMs for each application in that FA diagram are
listed. An excerpt from the functional size estimation report can be seen in Fig. 7. This
figure includes the estimated FP values for the functions: “Apply for Company Estab‐
lishment”, “Determine Free Zone Status”, “Identify Company Director” which are all
part of the EPC in Fig. 5, and “Enter Company Communication Info” function which is
in another EPC. The total FP size of each application is calculated and provided in the
summary section of this report.

Process Definition Document: This document presents natural language definitions of
processes in a predefined template format. VC, FT and EPC models are utilized to
generate the document conforming to a template. A separate numbered section is gener‐
ated for each VC, FT and EPC diagram in the project. Those sections are concatenated to
form the whole document. Sections of the document for an EPC diagram are as follows:
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– Process Information: Process purpose, scope, status, version, author, description.
– Process Responsibilities (table): Responsible name, type (e.g. organizational unit,

position, etc.) and responsibility types.
– Inputs (table): Name, type, source (if input is provided by another role), link.
– Outputs (table): Name, type, target (if outputs are handed to another role), link.
– Entrance criteria (table): Event, processes that exit with this event, their address.
– Exit criteria (table): Event, processes that start with this event, their address Activities

(listed in the order of vertical placement on the diagram): Responsibilities of that
activity, inputs and outputs, application, risks, sub-diagrams/external processes,
description, business rules.

– Business rules: Name, related activity.
– External processes and sub-processes utilized by the process.
– KPIs: related activity, information sources used, measurement period, target.

Some fields of the process definition document are filled by using the attributes described
in Sect. 3.4. These are all fields under process information heading, link for inputs and
outputs and description of activities. Some fields are identified by examining inter-
relations between diagrams. For entrance criteria, “other processes that exit with this
event” is achieved by scanning all EPC diagrams in the modeling project and identifying
other processes that have the same event as the exit event. The same applies for the
corresponding field of exit criteria. In this way, the user can, at a glance, obtain cross-
process information that she could only achieve by examining the whole project. The
excerpt shown in Fig. 8 provides an example for the partial EPC given in Fig. 4.

Fig. 7. Excerpts from a functional size estimation report
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Fig. 8. Excerpt from process definition document

Business Glossary: Business glossary is a supplementary document to ensure common
understanding of the terminology used in the processes. This report also requires scan‐
ning of the modeling project to find out distinct terms. All definitions in the project are
obtained from the models by using technical term attributes of organizational element,
information carrier, application, entity, cluster and attribute objects. By means of unique
object property, an object has a single definition regardless of the number of its instances.
Easy maintenance is also ensured, as the terminology definitions can be updated on any
instance of an object. As exemplified in Fig. 9, the report is composed of three parts:
organizational, application and general definitions. The ER diagram is utilized to
organize general definitions. An aggregate entity is placed at the top of the general
organization list, left indented. The components of the aggregate entity are grouped
under that item and indented right. Indentation is used in a similar manner for relation‐
ships and generalizations. In this way, a business user can get an understanding of the
entities in the system and their relations with each other by reading the document.
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Fig. 9. Excerpt from business glossary

4 Related Work

BPM tools provide a software environment to develop business process model diagrams.
They are usually more comprehensive than just a drawing tool. These are named as
“suite” providing many other functionalities to the users, including model object data‐
bases, model checkers, various modeling techniques, guidance for users, creation of
reports, support for customization and process execution environments.

UPROM tool is developed specifically to apply UPROM methodology. Before
developing this tool in our research group, we tailored diagrams in ARIS Business
Architect [14] to meet meta-model needs and develop scripts to generate the artifacts.
Thus, ARIS Business Architect or any other tool which has a tailorable meta-model and
produce custom reports can be used to apply UPROM methodology. However, ARIS
and similar suites provide abundant notation alternatives. On the contrary, diagram types
of UPROM tool are limited and focused on integrated analysis of process models and
user requirements as defined by the methodology.

As an alternative to Eclipse, we could also use a modeling language creation tool
such as MetaEdit+ [18] to design and use the diagrams based on the meta-model. Meta‐
Edit+ already provides many notations including business process notation. If tailored
to include the diagram types of UPROM and generate the artifacts in the same manner,
MetaEdit+ environment, instead of Eclipse, can as well be used. Moreover, MetaEdit+
can also be utilized to generate code for the diagrams; which is not a functionality
provided and aimed by UPROM tool. However, we preferred an Eclipse based tool as
we were able to reuse plugins from the open source bflow* Toolbox. bflow* Toolbox
provides EPC and VC diagram editor plugins that are similar to UPROM notation and
an integrated environment for multiple diagram editors; together with continuous vali‐
dation for EPC.

There are other BPM tools with process documentation and glossary functionality
such as Signavio [19], Bizagi [20], ARIS and Visual Paradigm [21]. These tools could
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be used as well, if tailored, to generate similar process documentation. However,
although value is observed in generating textual requirements from models, approaches
do not exist to generate textual requirements from business process models [22]. We
cannot also find any tools to support such approaches. As the measurement procedure
for functional size requires too much effort, many researchers worked on automating
the measurement from software models, mostly using UML models such as use cases,
sequence and class diagrams [17]. But we observe no tool to automate the estimation
by using process models. Thus, to our knowledge, there are no tools that can generate
textual user requirements and functional software size estimation for process automation
together with the process documentation.

5 Conclusion and Future Work

In this paper, we presented a unified BPM tool. UPROM tool is based on EPC for control
flow modeling, and supports five other diagram types. It provides an integrated modeling
environment for business process and user requirement analysis. Using the diagrams
developed, the tool can automatically generate textual user requirements document,
software size estimation and process documentation that can be used as input to software
design and development phases.

UPROM was used in two e-Government projects (Company and Trademark Central
Registration Systems) and Public Investment Processes of Ministry of Development.
The first two projects included 3 analysts from the main contractor, 3 analysts from
organization and 2 domain experts. These projects aimed to automate the establishment
of new companies and trademarks, and manage them through their lifetime. The first
phase covered the analysis of processes and user requirements, and preparation of the
technical contract to automate the processes. 3 analysts and 70 domain experts were
involved in the third project. The scope was the analysis of the development and
publishing of the governmental investment programs.

Generated artifacts were used as project deliverables and acceptance is completed
by the users [12]. The results collected by observations and interviews revealed that
completeness, consistency and maintainability of the generated artifacts were improved.
Another case study was conducted in a retrospective manner to compare business
process and requirements analysis outputs of the Integrated Information Systems project
for our university campus with the ones developed by applying UPROM. Ninety seven
percent of the items in the existing documents were covered and 40 % of these items
were improved by the artifacts generated by UPROM. A case study set of three internal
business applications was conducted to evaluate size measurement estimation capability
of the method. The results deviated at most by 5.6 % compared to formal COSMIC
measurement results.

We observed various benefits in these projects by applying UPROM [6]. Apart from
the benefits achieved by means of the methodology, which is out of scope of this paper,
many of the benefits were enabled by the tool. The analysts reported that integrated
modeling environment for six diagram types supported them to smoothly move from
process to user requirements analysis and transfer the process knowledge to analysis
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phase. The analysts mostly enjoyed the automated artifact generation. In three of the
projects, the analysts needed to develop these artifacts manually if they were not gener‐
ated. Another important point mentioned was the reduced maintenance effort. The
customer required many changes (specifically in the Public Investment Processes). The
analysts emphasized the ease of regeneration instead of manual update of documents.
The artifacts were traceable to the models. However, the generated statements did not
cover all possible requirements. The analysts needed to manually add non-functional
and general system requirements to prepare the technical contract (for two projects).
Moreover, specifically for process definition document, different templates were
required in different projects, so we needed to tailor the code generation.

The users in our projects, being nontechnical, were not confident in analyzing the
requirements. However, they mentioned that they were able to understand and review
the generated requirements. Process documentation was favored by many domain
experts of different backgrounds. Both domain experts and analysts found the business
glossary helpful to ensure a common understanding of the concepts. In the organizations,
project managers were using subjective methods to estimate the project effort. The
availability of an objective estimation without the need of an expert and even an extra
effort, was highly appreciated by them.

The artifacts generated by UPROM tool only cover analysis results in the business
domain and create an opportunity to transfer this knowledge to the technical domain.
Additionally, traceability to the process models is limited only to the artifacts, whereas
the big challenge is achieving traceability to the implementation. The project team needs
to design necessary methods to directly utilize these artifacts as direct inputs to software
requirements analysis, design and development, and complete traceability until imple‐
mentation. We will work on such methods in the following phases of the mentioned
projects.

For future versions, we plan to develop a functionality to enable users design the
format and content of the artifacts and add new process documents presenting process
information from different perspectives like RACI charts. At the moment, requirements
sentences are generated in Turkish and generation of English sentences are planned for
future versions. BPM tools supporting EPC notation are rather restricted in number. EPC
is commonly accepted as a good notation for analyzing processes with end users. We
believe that similar functionality can be achieved for also BPMN and plan to implement
the methodology in a similar way also based on BPMN.
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Abstract. Decentralization of organizations and subsequent change of their
management and operation styles require changes in organization’s processes and
heavily involve IT. Enterprise Architecture (EA) frameworks fit to primarily
centralized organizational structures, and as such have shortcomings when used
in decentralized organizations. We illustrate this idea on the example of one
organization in the Higher Education sector that faces decentralization of its
structure and has to adapt to it. Overcoming these challenges requires some new
principles to be introduced and incorporated into the EA knowledge. In particular
for IT governance, in this study we argue that peer-to-peer principles can offer
more suitable governance over current EA frameworks as they are able to better
align with decentralized components of an organizational structure.
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1 Introduction

Enterprises have traditionally implemented formal, centralized forms of organizational
structure [1], such as hierarchical or matrix structures. In these structures, communica‐
tion patterns, roles and decision rights are strictly defined. This allows for management
to have a high degree of control over the enterprise and therefore enforce compliance
with standards, procedures and policies which results in a highly stable enterprise.
However, this comes at the expense of agility; it is difficult for these organizations to
quickly adapt to a changing environment. While centralized structures were appropriate
for the business environments of the past, modern business environments demand a high
level of agility [2].

The objective of EA methodologies created in early 1990s was to align IT capabilities
with business needs via IT centralization. The main price to pay was the loss of flexibility
and the inertia in decision making for IT. By that time, however, this was much less
critical than to make the IT “disciplined” and to justify the investments in IT. Today,
the flexibility in IT becomes more and more strategic. For modern organizations with
transparent boundaries, loose business units and agile processes, it is impossible to
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centralize IT. On the other hand, it is still crucial to maintain “disciplined” approach in
IT evolution using appropriate IT governance principles so that the organizational units
not only remain independent but could also efficiently work together as a whole [3, 4].

Rapidly changing business conditions and structures have been identified as an
important problem in EA [5, 6]. For these reasons, ensuring suitability of EA frameworks
for decentralized organizational structures and IT governance which are highly dynamic,
are increasingly relevant [7].

Our research has envisioned to addresses the problem of suitable EA and IT
governance principles for decentralized organizations. The three concepts in focus
interrelate - EA should be compliant with IT governance by including its principles
or correlating with them, and in the way to reflect a given Organizational Structure.

Upon the described challenge, we have defined the following research question: Do,
and if yes - how existing EA frameworks need to be extended in order to support IT
Governance in decentralized organizations? Using a Design Science research method
[8, 9], including literature studies, interviews and document studies from an empirical
case for data collection, and a qualitative approach for data analysis, we propose the
artifacts summarizing shortcoming of current EA frameworks and formulating the
requirements for IT governance for decentralized environments.

The paper is organized as follows: Sect. 2 gives an overview of different organiza‐
tional structures; in Sect. 3 a brief description of the research method and proposed
artifacts is given; in Sect. 4, we describe the deficiencies of conventional EA frameworks
for providing decentralization support; Sect. 5 illustrates misalignment between EA
principles, organizational structure, and IT governance principles on the example of one
organization in Higher Education sector; based on that study, in Sect. 6, we revisit the
IT governance principles defined by Weill and Ross in [4] and provide explicit require‐
ments for IT governance to support decentralization. Discussion, conclusions and direc‐
tions of future work are presented in Sect. 7.

2 From Centralized to Decentralized Organizations

The organizational structure defines the rules according to which allocation of respon‐
sibilities and resources, coordination and supervision, is made for an organization. In
order to differentiate between centralized and decentralized organizations, we consider
three organizational properties: geographical dispersion, coordination, and communi‐
cation patterns [10–12].

On the continuum from centralized to decentralized structures, federated organiza‐
tions have emerged combining characteristics of centralized organizations, such as
centralized authority, planning and regulations, with for example local leadership, as
well as competitive local objectives of including business units (decentralized aspects)
(Table 1).
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Table 1. Organizational properties of centralized vs. decentralized organizations.

Property Centralized Decentralized

Geographical dispersion Single location Geographically distributed with a
reliance on IS to work together

Coordination: authority,
decision rights, and
regulations

Vertical coordination: decision
rights are strictly defined and act
down from the top; strict gover‐
nance and control by the upper
management; rigid structuring of
accountability, roles and respon‐
sibilities; standardized methods
and procedures; homogeneous
goals set by high-level authorities

Lateral coordination: authority and
decision making rights are
pushed down to the level of busi‐
ness units, groups, or even indi‐
viduals; individuals can define
their own roles and responsibili‐
ties; heterogeneous goals; indi‐
vidual entities in the organization
are collaboratively working
towards some common or
complementing goals

Communication patterns Communication patterns follow the
hierarchy; direct interactions
and communications are not
practiced

Informal communication lines; flex‐
ible, constantly changing
communication lines; fluid,
project-oriented teams.

3 Research Method

Having the desire in our research to combine literature and empirical research to develop
novel artifacts addressing the problem emphasized in Introduction, we have followed
Design Science (DS) research method [8], also presented in [9] In a nutshell, the method
is composed of five research activities with input-output relationships: explicate
problem, outline artifact and define requirements, design and develop artifact, and
evaluate artifact. These activities are commonly carried out in an iterative and incre‐
mental manner to enable changes and improvements of intermediate results, as well as
of final research artifacts.

Adhering to space limitations of this paper, we will in our presentation mostly pay
attention to the content of the artifacts and not to the DS process of achieving them; for
details of the application of DS to our research, the reader can refer to [23].

The research has aimed to develop several artifacts. The first artifact presents conclu‐
sions obtained from the literature study on potential deficiencies of current EA to support
decentralized organizations. The artifact has been in details elaborated in [13], while in
Sect. 4 we present its summary. The second artifact is the result of the empirical case
study presented in Sect. 5, proposing EA principles supportive for decentralized organ‐
izations [14]. The third artifact, making the use of the previous one, followed by an
additional literature study, proposes a set of IT governance principles for a decentralized
organizational context; it is presented in Sect. 6.
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4 Deficiencies of EA Frameworks to Support Decentralization

EA frameworks include artifacts to specify the current state of a company’s architecture
(“as-is”), the target architecture (“to-be”), identify how to best cross the gap between
them (architectural roadmap), and to set up the standards and rules to follow during this
transformation (EA principles). These elements are often addressed in literature as EA
description; the process that an organization has to execute in order to obtain its EA
description is called EA method. To assure that the organization will continuously follow
the EA principles and achieve the designated goals (architecture “to-be”) a third element
has to be defined: EA engine. The presence of this reflects the fact that EA is not static:
it makes the organization to change while changing itself over time.

In our research effort, the first task was to investigate how existing EA frameworks
are supportive for decentralized organizations. The three key organizational properties
from Sect. 2 – geographical dispersion, coordination, and communication patterns were
used to assess three wide-known frameworks - TOGAF [15], FEA [16], and Zachman
Framework [17].

While the analysis [13] revealed some support for decentralization, the main conclu‐
sion drawn was that the EA frameworks of TOGAF, Zachman, and FEA are primarily
supportive of centralized organizational structures, and therefore fail to address the
demands of decentralized. A summarized view is provided in Table 2:

Table 2. Existing support of decentralization by EA frameworks.

EA
Component

Existing support for centralized organiza‐
tions

Existing support for decentralized
organizations

EA Method Approval process is based on hierarchy;
architecture development is coordi‐
nated, supervised and evaluated by
well-defined roles in a company; EA
teams coordinate architectural work
and communicate results; results are
controlled and evaluated centrally.

Federated architectures; possibility
to adapt ADM for specific
organizations; architecture
development process involves
multiple stakeholders.

EA Description Strategic level architectures; hierarchy
Of architecture principles; a common
set of reference models; hierarchical
organization of EA artifacts with
explicitly defined roles and domains.

Architecture partitions; architec‐
ture reference models; segment
architecture; the concept of
“shared vision”.

EA Engine Architecture board; formal governance
framework; common principles for
entire organization (global commit‐
ment is taken for granted); centrally
managed architecture repository.

Integration of various (segment)
architectures is assured by
(centralized) management and
governance.

The important properties of a decentralized business environment that need to be
supported by EA are horizontal coordination and lateral communication patterns.
However, the three EA frameworks primarily support vertical coordination in their
governance styles and top-down/bottom-up formal communication patterns.
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5 Case Study

We have analyzed a prominent university for higher education in Sweden. Our objective
was to investigate the alignment between the organizational structure (including the
organization of IT functions), and the EA and IT Governance rules in use. As common,
the university includes a number of entities - faculties, faculty departments, and units.
Nowadays, the entities are becoming more independent than before, due to several factors:

• Geographical dislocation. Some faculty departments have been moved out of the main
university campus. An example is the Computer and Systems Sciences department
located in Kista, the leading Swedish IT cluster. This proximity enables cooperation
between IT companies and students through mentoring programs, internships, grad‐
uate work opportunities, guest lectures, etc.

• Decentralization of management. Decision rights are of the type “push-down” dele‐
gated by the principal to the faculty boards and deans, and some to the faculty depart‐
ments and their units.

• Both formal and informal communication patterns. Formal hierarchical communica‐
tion from the faculty to its departments, and informal direct communication between
and within the departments are present. For example, the administrative tasks (such as
registration for graduate courses, or postgraduate research, etc.) are primarily formal,
whereas course curriculum can be established between departments cooperatively,
using informal communication links.

Hence, the university is seen as having high decentralization tendencies. The study was
to analyze the aspects of organization’s EA and IT governance in order to assess the
decentralization support provided, to reveal the deficiencies and to formulate the guide‐
lines for an EA and IT governance in order to overcome these deficiencies.

This case is representative for the Higher Education sector: universities adopt more
agile forms of organization including virtual research labs, scientific interest groups in
research, joint master programs in education, and so on. As in the studied university,
these examples involve geographical dislocation, decentralization of management,
virtualization of communication, and use of informal communication patterns.

5.1 Approach

Four separate interviews were conducted in one of university’s departments in order to
get a holistic view of the way of work across the whole university. The roles of the
interviewees were chosen to cover the major business activities of the institution –
management, research, education, and IT support: vice division lead, head of postgrad‐
uate studies, head of undergraduate studies, and head of IT support. The interviews were
conducted face-to-face in a semi-structured manner, starting with a set of open-ended
questions that promote the interviewees to elaborate on their views to organization’s
processes, decision making, coordination, etc.; for details of the interviews, the reader
is referred to [23]. In addition, many official documents on the organizational structure
are available, thus making a document study viable. The documents that formed this
study are described in Table 3:
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Table 3. Documents used in the documentation study

Document Description

Institution’s homepage Contains descriptions of different topic areas of the institu‐
tion as well its organizational structure

Authority delegation
documents

Publicly available documents specify authority and dele‐
gations of said authority of the insinuation’s organiza‐
tional units

Rule book The official rule book of the institution detailing the rules
and decisions that must be followed by the institution

5.2 Results

During our study, we found that despite an evident decentralization, EA principles used
by the studied organization largely rely upon centralized coordination and vertical
communication patterns. On the other hand, IT governance mechanisms currently used
by this organization often adhere to decentralization and thus represent a mismatch with
the existing EA. This problem is a serious constraint for successful evolution of organ‐
izational IT. For the purpose of this study, we illustrate our findings on the example of
one established EA principle:

– Integrated IT systems across the university.

Owing to a federated organizational structure, and as in more details uncovered during
the interviews, some decision rights are pushed down to the operational level, which for
the IT-related organizational structure has resulted in highly decentralized governance:

The IT governance mechanisms described in the table are in a non-alignment with
the established EA principle to integrate IT systems. As a consequence, IT governance
initiatives typically fail, and decisions about IT become inefficient.

An example of immediate consequence of this is wasted financial resources: we
consider a situation outlined in the interview with the head of IT of the department which
concerned the acquisition of a software system with the objective of integrated facility
management across departments (i.e. “integrated IT systems” principle). Following the
principle, a software system has been bought for university-wide use; since the principle
holds for the whole organization, the purchase was the decision of the university-board,
i.e. the departments were not involved in the decision making process. In contrast,
following the decentralized IT governance in-place for the use of “non-essential” soft‐
ware systems (Table 4), a subset of them consequently refused to shut down their local
systems and switch to the global one. As a consequence, the principle of integration
failed; the departments were able to protect their interests (local, decentralized systems
tailored for their needs), but were still charged for the acquired system they never used.
To improve the situation, the following problems need to be resolved:

• EA principles have to be aligned with the evolving organizational structure by
acknowledging novel modes of coordination and communication;
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• As a part of the EA engine, the IT governance has to be transparent and aligned with
the established EA principles; in particular, it has to adequately support decentrali‐
zation and to ensure efficient coordination and communication between organiza‐
tional center and its sub-entities.

Table 4. In-place IT governance mechanisms

Name Org. Property /
Centralization

Description

Authority structure Coordination /
Decentralized

The department and the university have
separate IT and the departmental IT
does not report to the university.

IT adoption
(department)

Coordination /
Decentralized

Department IT does not dictate all IT used
in the department; research projects
and centers; for example, units can
develop and use their own IT systems
should they desire.

Approval (depart‐
ment)

Coordination /
Mixed

IT projects are run independently by
groups, though they sometimes need
approval from the department if they
are expensive.

IT collaboration Coordination /
Decentralized

Any decision to cooperate with other
departments or with the university IT is
made by the departmental IT itself and
is based on cooperation resulting in
mutual benefit.

Management
of “essential”

central IT
systems

Coordination /
Centralized

“Essential” systems (e.g. administrative
systems such as HR) for the whole
university are controlled by the univer‐
sity board. The department is required
to pay for, and use these systems.

Management
of “non-essential”

central IT
systems

Coordination /
Mixed

“Non-essential” systems (such as course
portals and schedules) are centrally
budgeted, but departments are not
required to use them.

Use of IT systems
(department)

Communication /
Decentralized

Informal communication patterns are
used, i.e. when changes are performed
on systems, they are informally spread
to those who use the systems.
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5.3 Recommendations: Peer-to-Peer Principles

Drawing parallels between the domains of peer-to-peer systems used to provide a mech‐
anism and architecture for organizing peers in such a way so that they can cooperate to
provide a useful service to a community of users [18] and decentralized organizations,
we think that the peer-to-peer concept may be a source of the principles forming a basis
for evolving current centralization-focused EA frameworks into ones that are supportive
of decentralization.

Peer Production: we see organizations as being composed of peers (a peer could be
individual, or an organizational unit), For example, TOGAF relies on an Architecture
Board responsible for high-level decisions and governance. Instead of a central board
responsible for making decisions, a model based on the principle of peer production [19]
for creation and evaluation of EA artifacts could be used instead. This would better
support decentralization as decision making would then be distributed amongst the peers
that make the organization. In the university case, departments’ members could produce
strategy, or budget, using peer production (such as for use of information systems).
Eventually, faculty or university boards could have control/advisory roles.

Peer Trust Management: TOGAF employs the idea of an approval process grounded
on the presence of centralized authority. This is to ensure that the presented architectural
material is in fact valid for the enterprise. According to peer trust management [20],
whether some content proposed by a peer is of a sufficient quality to be included in the
overall architecture, is determined by other peers. In the studied case, this principle could
provide a formal mechanism for communication among peers when needed, hence avoid
the situations when other peers are not informed about a new proposal (such as a change
in IS use).

The suggested peer-to-peer principles will seek to maintain the departmental inde‐
pendence becoming prevalent at the university, while addressing the incompatible
architecture components this results in. This would be accomplished through a cooper‐
ative classification of essential and non-essential software systems by the departments,
for example by giving each department a vote. Systems classified as essential are
required to be used or integrated by the departments, while departments have the option
to choose if they want to utilize systems classified as non-essential. These changes would
help at reconciling differences between the architecture principles emphasized in the
case without actually changing it. Decision rights are still pushed down, and IT systems
are still integrated throughout the organization; this change in IT governance at the
university level addresses the conflict that can arise when a decision is made to use a
decentralized system that the rest of the organization is integrating (as occurs in the
current state).

6 IT Governance Principles in Federated and Decentralized
Organizations

We have emphasized in the beginning that the notions of Organizational Structure, IT
governance, and EA are interrelated: EA specifies architecture principles according to
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which both business and IT environment of the organization will evolve. Thus, it has to
reflect the style of organizational structure. IT governance ensures that these architecture
principles are respected by handling the everyday IT operations within the organization.
In [21], the authors acknowledge that the organizational structure of a company (central‐
ized, federated, decentralized) and its IT functions in particular affect the IT governance;
the IT governance mechanisms hence need to be selected or designed taking this struc‐
ture in to account. As a result of an extensive study of different organizations, in [4],
Weill and Ross define 10 generic principles of IT Governance. Practice-inspired, these
principles do not consider the organizational structure in-place.

Upon an analysis, we concluded that some of the principles refer to structures and
mechanisms adhering only to centralized organizations and require hence adaptation for
federated and decentralized organizations. In particular, adaptation is needed for coor‐
dination mechanisms and communication patterns on which IT governance relies upon.

Our proposed adaptations are mainly based on the concepts defined by peer-to-peer
domain, i.e. peer production and peer trust management (Sect. 5): distributed content
production, peer production of relevance and accreditation, peer review process and
moderation, peer produced rating, peer trust management, decentralized decision
making or group decision-making [19, 20].

The objective we pursue is twofold: first, we want to formulate requirements for IT
governance in order to better support decentralization in organizations and, second, to
provide relevant recommendations about tools to use in order to facilitate the coordi‐
nation and communication (Sect. 2).

Principle 1: Actively Design Governance. According to [4], management should
actively design IT governance around enterprise’s objectives and performance goals.
Actively designing governance involves senior executives taking the lead and allocating
resources, as well as for support to business processes.

Decentralized Organizations: Due to management decentralization, senior executives
do not play the leading role in the process coordination and resource allocation. Instead,
coordination has to be grounded on the principles such as distributed content production
and group decision-making. Traditional reporting/approval process used in centralized
organizations can be replaced by peer review processes and peer produced rankings.
Senior executives can play the role of moderators during the content creation. Lateral
communication patterns (e.g. on-line and off-line informal discussions, content sharing)
have to be employed replacing formal top-down/bottom-up communication patterns
based on a hierarchy. Use of social software for communication and production of rele‐
vant content is an important requirement for IT governance in decentralized organiza‐
tions: traditional meetings or workshops devoted to IT governance design can be highly
inefficient as they assume centralized planning and require physical presence of assigned
specialists in a given location, and at a given time.

In the studied case, IT governance principles supporting peer review of design are
well recognized - one example is a by a unit proposed software system for thesis
management; reviewed by the other units in iterations of system’s development. Hence,
a next step could be to extend good practices of coordination and communication
patterns for reviewing to facilitate peer production as well. To summarize:
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RQ1 With a lack of centralized coordination, governance design process should
adhere to principles of distributed content creation and management.

Recommendation: group decision-making and peer reviewing can be seen
as an alternative to centralized approval process for coordination.

RQ2 IT governance should encourage collaborative design, where each entity can
easily benefit from and contribute to a common organizational knowledge.

Recommendation: adoption and systematic use of IT and non-IT knowledge
management tools.

RQ3 Mechanisms supporting lateral communication patterns (informal social
exchange, semi-formal discussions) have to be encouraged replacing
vertical (hierarchy-based) communication patterns.

Recommendation: lateral communication can be facilitated using social
software platforms.

Federated Organizations: IT governance has to be designed at multiple levels: at the
unit level, to support the autonomy of each unit, and at the corporate level, to maintain
the consistency and foster cooperation between units. Successful coordination mecha‐
nisms should involve both elements of centralized coordination (e.g. centralized defi‐
nition of objectives and performance goals, hierarchical assignment of tasks from the
corporate level to the unit level), and decentralized elements based on the peer produc‐
tion principles (as defined for decentralized organizations). Both lateral communication
patterns (i.e. from a unit to a unit) and top-down/bottom-up communication patterns
(from a unit to the corporate level, and vice versa) have to be used. Efficiency in
communication and content creation for both decentralized and federated organizations
can be gained using commenting tools, on-line discussions, ranking and many other
features provided by social software. Possibility to easily and instantaneously evaluate
the content, to see evaluation of the others, and to get/receive feedbacks, guarantees a
massive user involvement and fosters relevant content creation.

RQ4 IT governance needs to support the synergy of units at the corporate level,
and units’ autonomy at the unit level, by combining centralized coordina‐
tion with distributed (peer) production. See also RQ1.

RQ5 Mechanisms combining lateral and vertical (top-down/bottom-up) commu‐
nication patterns have to be adopted (e.g. peer reviewing, moderation) See
also RQ3.

Principle 2: Know When to Redesign. According to [4], rethinking the whole gover‐
nance structure requires that individuals learn new roles and relationships. Learning
takes time. Thus, governance redesign should be infrequent. The recommendation is
that a change in governance is required with a change in desirable behavior.
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Decentralized Organizations: Compared to centralized organizations, where the
governance structure is global and its change impacts the whole organization, entities
in decentralized organizations can redesign the IT governance locally. Thus, on the
smaller scale, the organizational learning takes less time and the changes can be made
more frequently, allowing for more agility and flexibility. The whole organization can
benefit from the experience of each of its business units by reusing their best practices.
By sharing best practices and lessons learned, units contribute to the common pool of
knowledge and foster the organizational learning.

In the studied case, a unit specialized for technology-enabled learning (TEL) is
capable to propose redesign, such as use of new IT solutions and principles for “flexible
learning” (spanning from off- to on-line) to improve organization’s business. However,
at the present time, neither a systematic coordination is installed, nor the TEL unit has
real communication mechanism in place to share its knowledge for redesign.

RQ6 IT governance needs to encourage shorter cycles of organizational learning
for more flexibility and agility.

RQ7 Systematic sharing of practice and lessons learned has to be an integrated part
of any governance redesign.

Recommendation: communities of practice, social networks, and document
libraries are examples of tools facilitating knowledge sharing.

Federated Organizations: Organizational learning process consists of both short cycles
when business units redesign their governance locally, and long cycles when the corpo‐
rate IT governance is reorganized. The local redesigns have to be aligned with the
corporate governance. IT governance evolution strongly depends on the capacity of units
to share and reuse their local practices. Both lateral communication patterns (from unit
to unit) and top-down/bottom-up communication patterns (from unit to the corporate
level, and vice versa) have to be used.

RQ8 IT governance needs to support short cycles of organizational learning at the
unit level and long cycles at the corporate level. See also RQ7.

Principle 3: Involve Senior Managers. In [4] it is argued that organizations with more
effective IT governance have more of senior management involvement. For example,
CIOs must be effectively involved in IT governance for success. Other senior managers
must participate in the committees, the approval processes, and performance reviews.

Decentralized/Federated organizations: It is important to involve both senior manage‐
ment and local (unit) management in IT governance by forming committees, boards,
and expert groups. Communities of practice (COP) can be seen as an alternative for
“assigned” groups of senior managers to steer the IT governance. A COP refers to a
group of people who share a concern or a passion for something they do and has an
objective to share and create common skills, knowledge, and expertise. These groups
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are formed on the volunteer basis and not by a hierarchical assignment; they also gain
trust and reputation within the community of by professionals where they exist. Due to
the lack of central authority, an approval process has to be grounded on the principles
of group decision-making. In communication, an accent has to be made on knowledge
sharing and cooperation over authority and hierarchy.

Due to a lack of appropriate coordination mechanisms, in the discussed case, there
is a problem of non-involving units in management of the IT governance on the corporate
level. The example in Sect. 5.2 is an illustration of that.

RQ9 Units have to be involved in IT governance management via boards and
expert groups.

Recommendation: COPs as an alternative to centrally assigned boards/
groups.

RQ10 Combination of centralized approval process and distributed decision-
making has to be adopted for federated organizations.

Recommendation: Performance review can be done using peer-reviewing
principles.

Principle 4: Make Choices. According to [4], governance can and should highlight
conflicting goals for debate. As the number of tradeoffs increases, governance becomes
more complex. Top-performing enterprises handle goal conflicts with a few clear busi‐
ness principles.”

Some of the most ineffective governance observed in [4] was the result of conflicting
goals. The unmanageable number of goals typically arose from not making strategic
business choices and had nothing to do with IT. It is observed that good managers trying
diligently to meet all these goals became frustrated and ineffective.

Decentralized Organizations: Having maximum autonomy, units can have different
(event conflicting) goals. Peer ranking, peer trust management, peer reviewing and group
decision-making are examples of the mechanisms to be adopted for coordinating conflict
solving and decision-making. Social software platforms are indispensable instrument to
support these mechanisms within the organization. Lateral communication patterns
replace the traditional approval process.

In the case illustrated in Sect. 5, this principle has not been yet implemented
adequately: at the present time choices/goals are either determined centrally, or solely
by the units, i.e. without communication to other units (i.e. goals are not shared).

RQ11 IT governance needs to support local units’ goals supporting group decision
making.

Recommendation: peer reviewing, peer ranking, peer trust management are
examples of mechanisms that can support “democratic choice” in decen‐
tralized organizations.
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Federated Organizations: The goals and priorities are set up at different levels (corpo‐
rate, and unit). Unit level goals have to be compliant with the corporate level goals.
Between the units, the same coordination mechanisms and communication patterns as
for decentralized organizations can be used to negotiate and to resolve the local conflicts.

RQ12 IT governance needs to support both centralized and decentralized mecha‐
nisms for decision making: “democratic choice” (see also RQ11) on the
unit level, and compliance with few high level business principles.

Principle 6: Provide the Right Incentives. Following [4], a common problem encoun‐
tered in studying IT governance was a misalignment of incentive and reward systems
with the behaviors the IT governance arrangements were designed to encourage. If IT
governance is designed to encourage business unit synergy, autonomy, or some combi‐
nation, the incentives of the executives must also be aligned.

Decentralized Organizations: Decentralized organizations support maximum of units’
autonomy. In a number of situations, however, the benefits from the “whole” produced
collectively, by units’ synergy, exceed the benefits from components contributed by
individual units. With the lack of central authority, these synergies can hardly be
“encouraged” using regular market incentives. Their formation, however, can result
from application of peer production principles and creation of production system based
on collaboration among business units who cooperate without relying on either market
pricing or managerial hierarchies to coordinate their common enterprise [22]. In this
case, the incentives can include status, benefits to reputation, value of innovation to
themselves [13]. Motivations can be cooperation are characterized by a combination of
a will to create and to communicate with others [19].

Federated Organizations: The challenge of federated organizations is to encourage
units’ synergy at the corporate level and units’ autonomy - locally. To do so, an organ‐
ization has to promote the culture of collaboration rather than competition between
units. Collaborative environments pave the road to peer production systems; here the
individual units are much more sensitive to non-market incentives and are willing to
form synergies more than in the competitive environments based on “survival of the
fittest” principles.

Contradictory incentives can represent a problem in Higher Education organizations
like the one we studied: encouraging interdisciplinary Master programs on the university
level (synergy) in exchange to reputation and recognition will not be efficient until each
department is evaluated and financially rewarded based on its individual performance.

RQ13 IT governance needs to encourage cooperation instead of competition.
Recommendation: use of nonmarket incentives (e.g. status, reputation)

Principle 8: Design governance at Multiple Organizational Levels. The authors of
[4] argue that in large multi-unit organizations, it is necessary to consider IT governance
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at several levels. The starting point is enterprise-wide IT governance driven by a small
number of enterprise-wide strategies and goals. Enterprises with separate IT functions
in divisions, business units, or geographies require a separate but connected layer of IT
governance. Assembling the governance arrangements matrixes for the multiple levels
in an enterprise makes explicit the connections and pressure points. This principle
explicitly refers to IT governance with a complex organizational structure, and proposes
multi-level governance.

Decentralized Organizations: Governance arrangements for decentralized organiza‐
tions can vary from a set of autonomous “silos” to a single, distributed IT governance
resulted from collaborative efforts of individual units. In both cases, only one governance
level is explicitly defined.

In the discussed case, IT governance has been defined at multiple levels (department
level, faculty level); its design, however, was not systematic as no coordination within
level or between levels was provided.

RQ14 Distributed IT governance can be encouraged in the organizations with coop‐
erative culture; For highly competitive environments, governance “in
silos” needs to be supported.

Federated Organizations: For federated organizations that support both units’ synergy
(on the corporate level) and units’ autonomy (locally, at the unit level), at least two IT
governance levels have to be defined. The special attention has to be paid for adoption
of collaborative software for facilitating lateral communication between units.

RQ15 IT governance needs to be defined at (at least) two levels: corporate and unit.

Principle 9: Provide Transparency and Education. According to [4], transparency
and education often go together - the more education, the more transparency, and vice
versa. The more transparency of the governance processes, the more confidence in the
governance. Also, the less transparent the governance processes are, the less people
follow them. Communicating and supporting IT governance is the single most important
IT role of senior leaders.

Decentralized Organizations: Communication and knowledge sharing supported by
social software is extremely important for providing transparency and education in IT
governance. Adopting technique and tools for distributed content production and collab‐
orative content management, an organization can easily and naturally involve its
employees into design of the IT governance process, thus guaranteeing its transparency
for the users. Lateral communication patterns should be used - facilitated by senior
experts, virtual or live, structured, semi-structured (e.g. webinars, workshops) or
informal discussions (e.g. forums, chats, knowledge cafes) on the existing IT governance
practice contribute to education and foster the organizational learning.
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In the given case, this principle is enabled through the means of internal social soft‐
ware, however its broad use is typically ensured only in the situations when a higher
level has provided the approval of a “knowledge” and has given recommendations for
its use (.i.e. lateral communication is not in place).

RQ16 IT governance needs to ensure employees involvement into the IT gover‐
nance design process.

Recommendation: distributed content production and management, social
software.

RQ17 To foster the education and organizational learning, IT governance needs to
extensively use lateral communication patterns

Federated Organizations: Techniques and tools for distributed content production and
collaborative content management play equally important role in achieving transparency
in the IT governance process as in decentralized organizations. The role of senior leaders
is to setup learning objectives, to supervise the education process, and to evaluate its
outcomes.

7 Discussion, Conclusion and Future Work

In this study we have addressed the challenge of suitable EA and IT governance prin‐
ciples for decentralized organizations arguing that existing frameworks offer a limited
support, and that new principles are needed in order to make them to fully support
decentralized organizational structures.

While technology serves as a catalyst for organizational transformations, it is impor‐
tant to utilize right IT resources, and in a supportive manner. To accomplish this in
decentralized organizations, adequate EA processes, principles and concepts need to be
employed to both handle the IT resources and to foster business/IT co-evolution.

We have used an institution of Higher Education in Sweden as an illustrative case
study. This case was chosen as an example of an organization that exhibits many decen‐
tralized properties (in particular with respect to IT governance). The focus was on
analyzing the state of its EA in order to assess the decentralization support provided, in
contrast with what is needed; and proposing features of an EA and in particular IT
governance principles, that could provide the needed support. Our proposed recom‐
mendations are mainly based on the 2 principles defined by peer-to-peer domain – peer
production and peer trust management. These principles were evaluated by a demon‐
stration to the interviewees in the case; and argumentatively seen as applicable /valid to
“university” contexts, which are shifting more and more to decentralization; however
no validation on this issue was conducted for other organization types. Hence, the current
work is based on a single case study that illustrated the argued limitations of current EA
and non-alignment with IT governance in-place, and thus gave us a foundation for
proposing new principles for EA and IT governance; however the case study did not
validate the proposed principles.
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To generalize and stream-forward our foundations from the case, we have in
Sect. 6 revisited the IT governance principles defined by Weill and Ross in [4], and
following them defined a set of requirements for IT governance in supporting the
specifics of federated and decentralized organizations. We believe that they may be of
interest to three groups: the case organization, researchers in the field of EA, and,
potentially, other organizations with decentralized structures interested in imple‐
menting some form of EA. For the case organization, the proposed mechanism of peer
production, reviewing and trust, also embedded into requirements for adequate IT
governance, might be important as their application could offer some improvements to
their governance structure. For researchers, this study work might be of interest as it
highlights some potential issues with traditional EA knowledge, while giving guide‐
lines on how they could be solved. This work may be of interest to organizations that
have adopted, or are interested in adopting a decentralized structure and are looking
for the insights into how governance can be successfully done in this environment.

For the future work, our short term objective is to evaluate our conclusions in the
given case context, and then to extend our study and in other organizations. In long
terms, we envisage to in more details analyze mechanisms for coordination (decision
making) as well as communication patterns, in centralized, decentralized and mixed
(federated) organizations, and to see how they can be transformed into IT governance-
type patterns, and how to merge them into exiting EA methodologies.

References

1. Pearlson, K.E., Saunders, C.S.: Strategic Management of Information Systems, 4th edn.
Wiley, Chichester (2009)

2. Fulk, J., DeSanctis, G.: Electronic communication and changing organizational forms. Organ.
Sci. 6(4), 337–349 (1995)

3. Rockart, J., Earl, M., Ross, J.: Eight imperatives for the new IT organization. Sloan Manag.
Rev. 38, 43–56 (1996)

4. Weill, P., Ross, J.W.: IT Governance: How Top Performers Manage IT Decision Rights for
Superior Results. Harvard Business School Press, Boston (2004)

5. Lucke, C., Krell, S., Lechner, U.: Critical issues in enterprise architecting - a literature review.
In: Proceedings of AMCIS 2010 (2010). http://aisel.aisnet.org/amcis2010/305

6. Bente, S., Bombosch, U., Langade, S.: Collaborative Enterprise Architecture: Enriching EA
with Lean, Agile, and Enterprise 2.0 Practices. Morgan Kaufmann, Waltham (2012)

7. Ross, J.W., Weill, P.: Enterprise Architecture As Strategy: Creating a Foundation for Business
Execution. Harvard Business Review Press, Boston (2006)

8. Hevner, A.R., March, S.T., Park, J., Ram, S.: Design science in information systems research.
MIS Q. 28(1), 75–105 (2004)

9. Johannesson, P., Perjons, E.: A Design Science Primer, 1st edn. CreateSpace, Boston (2012).
http://designscienceprimer.wordpress.com

10. Luthans, F.: Organizational Behavior. McGraw-Hill/Irwin, New York (2006)
11. Ahuja, M.K., Carley, K.M.: Network structure in virtual organizations. J. Comput.-Mediated

Commun. 3(4), 1–31 (1998)
12. Bolman, L.G., Deal, T.E.: Reframing Organizations, 4th edn. Wiley, San Francisco (2008)

284 J. Zdravkovic et al.

http://aisel.aisnet.org/amcis2010/305
http://designscienceprimer.wordpress.com


13. Speckert, T., Rychkova, I., Zdravkovic, J., Nurcan, S.: On the changing role of enterprise
architecture in decentralized environments: state of the art. In: Proceedings of 8th
International Workshop on Trends in Enterprise Architecture Research (TEAR), Vancouver,
BC, Canada, 9–13 September (2013) (to appear)

14. Zdravkovic, J., Rychkova, I., Speckert, T.: IT governance in organizations facing
decentralization – case study in higher education. In: Proceedings of the 26th CAiSE 2014
Forum (2014). http://ceur-ws.org/Vol-1164/

15. The Open Group, TOGAF Version 9.1. The Open Group (2011)
16. Federal Enterprise Architecture Program Management. FEA Practice Guidance (2007)
17. Zachman, J.A.: John Zachman’s Concise Definition of the Zachman Framework (2008).

http://www.zachman.com/about-the-zachman-framework
18. Saroiu, S., Gummadi, P.K., Gribble, S.D.: Measurement study of peer-to-peer file sharing

systems. In: El. Imaging, International Society for Optics and Photonics, pp. 156–170 (2001)
19. Benkler, Y.: The Wealth of Networks: How Social Production Transforms Markets and

Freedom. Yale University Press, London (2006)
20. Aberer, K., Despotovic, Z.: Managing Trust in a Peer-2-Peer Information System. In:

Proceedings of the 10th International Conference on Information and Knowledge
Management ACM, pp. 310–317 (2001)

21. De Haes, S., Grembergen, V.W.: IT governance and its mechanisms. Inf. Syst. Control J. 1,
27–33 (2004)

22. Benkler, Y.: Coase’s penguin, or Linux and the nature of the firm. Yale Law J. 112, 369–446
(2002)

23. Speckert, T.: Enterprise architecture for decentralized environments. Master thesis (2013).
https://daisy.dsv.su.se/fil/visa?id=104520

Requirements for IT Governance in Organizations Experiencing Decentralization 285

http://ceur-ws.org/Vol-1164/
http://www.zachman.com/about-the-zachman-framework
https://daisy.dsv.su.se/fil/visa?id=104520


Author Index

Abid, Ahmed 148
Abid, Mohamed 148
Ahmed, Naved 20
Anton Fröschl, Karl 68
Aysolmaz, Banu 250

Bochicchio, Mario 181

Ceccato, Mariano 215
Cleve, Anthony 85

Dahman, Karim 3
Demirörs, Onur 250
Devogele, Thomas 148
Dunkl, Reinhold 68

Eder, Johann 133
España, Sergio 199

Gateau, Benjamin 3
Giraldo, Fáber D. 199
Giraldo, William J. 199
Godart, Claude 3
Goettelmann, Elio 3
Grambow, Gregor 52
Gross, Daniel 102
Grossmann, Wilfried 68

Joham, Dominik 133

Kirikova, Marite 165
Kolb, Jens 52
Kop, Christian 116
Köpke, Julius 133

Leopold, Henrik 36
Livieri, Barbara 181

Malinova, Monika 36
Matulevičius, Raimundas 20
Mayr, Heinrich C. 116
Mendling, Jan 36
Messai, Nizar 148
Morales-Ramirez, Itzel 215
Mori, Marco 85
Mundbrod, Nicolas 52

Nalchigar, Soroosh 102
Noughi, Nesrine 85

Pastor, Oscar 199
Perini, Anna 215
Pineda, Manuel A. 199

Rathod, Hemant 233
Reichert, Manfred 52
Rinderle-Ma, Stefanie 68
Rouached, Mohsen 148
Rychkova, Irina 269

Shekhovtsov, Vladimir A. 116
Speckert, Thomas 269
Sturm, Arnon 102
Sunkle, Sagar 233

Wang, Jian 102

Yu, Eric 102

Zdravkovic, Jelena 269


	CAISE 2014 Forum Preface
	Organization
	Contents
	Visionary Papers
	A Formal Broker Framework for Secure and Cost-Effective Business Process Deployment on Multiple Clouds
	1 Introduction
	2 Motivating Example and Overview
	3 A Formal Cloud Security Risk Assessment Model
	4 Instantiation on the Motivating Example
	4.1 Calculating the Harm
	4.2 Calculating the Coverage
	4.3 Calculating the Security Risk

	5 Experimentation and Evaluation
	5.1 Cloud Selection
	5.2 Process Deployment in the Cloud

	6 Proof of Concept Implementation
	7 Related Work
	8 Conclusion and Future Work
	References

	Presentation and Validation of Method for Security Requirements Elicitation from Business Processes
	1 Introduction
	2 The SREBP Method
	2.1 Illustrative Example: Land Management System
	2.2 Security Requirements Elicitation Method
	2.3 Stage 1: Business Assets Identification & Security Objectives Determination
	2.4 Stage 2: Security Requirement Elicitation

	3 Validation
	3.1 Validation Design
	3.2 Coverage of Security Requirements
	3.3 Laboratory Information Management System
	3.4 Football Federation Information Management System
	3.5 Threats to Validity

	4 Related Work
	5 Conclusion and Future Work
	References

	An Explorative Study for Process Map Design
	1 Introduction
	2 Background
	2.1 Organizing business processes 
	2.2 Process Maps

	3 Research Design
	3.1 Methods
	3.2 Data Collection

	4 Findings
	4.1 Process Map Meta-Model
	4.2 Use of Process Map Concepts

	5 Implications
	6 Conclusion
	References

	Supporting Data Collection in Complex Scenarios with Dynamic Data Collection Processes
	1 Introduction
	2 Data Collection Governed by Processes
	3 Variability Aspects of Data Collection
	3.1 Context Mapping
	3.2 Process Configuration

	4 Implementation
	5 Preliminary Practical Application
	6 Related Work
	7 Conclusion
	References

	A Method for Analyzing Time Series Data in Process Mining: Application and Extension of Decision Point Analysis
	1 Introduction
	2 Business Processes and Time Series Attributes
	3 DPATS Method
	3.1 Data Preparation
	3.2 Temporal and Visual Data Mining

	4 Evaluation
	4.1 Univariate Scenario: Container Transportation
	4.2 Multivariate Scenario: Hypertension in Pregnancy

	5 Related Work
	6 Conclusions
	References

	Extracting Data Manipulation Processes from SQL Execution Traces
	1 Introduction
	2 Data Manipulation Behavior Recovery
	3 Validation
	3.1 Tool Support
	3.2 Experiment Inputs
	3.3 Experiments
	3.4 Threats to Validity

	4 Related Work
	5 Conclusions and Future Work
	References

	Mapping and Usage of Know-How Contributions
	Abstract
	1 Introduction
	2 Related Work
	3 Specializing Concept Maps for Specific Domains
	3.1 Two Examples of Know-How Domains
	3.1.1 The Customer Relationship Management Domain
	3.1.2 The Data Mining Domain

	3.2 The Knowledge Mapping Approach

	4 Evaluation of the Know-How Mapping Approach
	5 Discussion
	6 Conclusion and Future Work
	Acknowledgement
	References

	Facilitating Effective Stakeholder Communication in Software Development Processes
	Abstract
	1 Introduction
	2 Knowledge Structures for Representing the Communication Environment and the Communicated Information
	2.1 Project Repositories
	2.2 QuASE Site Ontology
	2.3 QuOntology

	3 QuASE System Architecture
	3.1 Architectural Components and Their Interaction
	3.2 Defining QuASE KB Architecture
	3.3 QuASE System Usage Scenarios

	4 Defining QuASE Site Model and QuASE Site Ontology
	4.1 Metamodel for QuASE Site DSL
	4.2 Defining the QuASE Site Model by Means of the QuASE Site DSL
	4.3 Generating QuASE Site Ontology

	5 Related Work
	6 Conclusions and Future Work
	References

	Towards Path-Based Semantic Annotation for Web Service Discovery
	1 Introduction
	2 Annotation Path Method
	2.1 Example and Motivation
	2.2 Examples for Annotation Paths
	2.3 Formal Definition
	2.4 Representing Annotation Paths as Ontology Concepts

	3 Service Matching Based on Annotation-Paths
	3.1 Preliminaries
	3.2 Path-Based Service Matching Prototype

	4 Evaluation
	4.1 Scenario 1
	4.2 Scenario 2
	4.3 Results and Comparison

	5 Conclusions and Future Work
	References

	A Semantic-Aware Framework for Composite Services Engineering Based on Semantic Similarity and Concept Lattices
	1 Introduction
	2 IDECSE Framework
	2.1 Service Request Module
	2.2 Service Classification Module
	2.3 Service Reasoning Module
	2.4 Service Execution Module
	2.5 Service Monitoring Module

	3 Implementation and Validation
	4 Related Work
	5 Conclusion and Future Work
	References

	Work Systems Paradigm and Frames for Fractal Architecture of Information Systems
	Abstract
	1 Introduction
	2 Related Work
	3 Self-similarity via Frames
	4 Discussion
	5 Conclusions
	References

	Towards Ontology-Based Information Systems and Performance Management for Collaborative Enterprises
	1 Introduction
	2 Method
	3 Problem Definition
	3.1 Domain Outline
	3.2 High Level Requirements for the IS Architecture

	4 Related Works
	5 A High-Level Description of an Ontology-Based Information System for CEs
	5.1 Functionalities of the Information System
	5.2 The Role of Ontologies
	5.3 High-Level Architecture

	6 Use Case
	7 Conclusions
	References

	Innovative Tools and Prototypes
	Conciliating Model-Driven Engineering with Technical Debt Using a Quality Framework
	1 Introduction
	2 Motivations
	3 Our Proposal
	3.1 Proposal in a Nutshell
	3.2 Definition of an XSD for SonarQube
	3.3 Implementation of a Technical Debt Plugin for EMF
	3.4 Verification of Technical Debt from EMF Models

	4 Validation
	4.1 Test Design and Procedure
	4.2 Results

	5 State of the Art
	6 Conclusions
	References

	Towards Supporting the Analysis of Online Discussions in OSS Communities: A Speech-Act Based Approach
	1 Introduction
	2 Background: Speech Act Theory and the NLP Framework
	3 Approach to Analyse Online Discussions
	3.1 Taxonomy of Speech Acts
	3.2 Automated Tagging of Speech Acts

	4 Empirical Evaluation Phase 1: Human Annotation of Speech-Acts
	4.1 Overall Plan
	4.2 Context
	4.3 Metrics
	4.4 Experiment Material and Procedure
	4.5 Analysis

	5 Results
	5.1 Threats to Validity and Observations

	6 Related Work
	7 Conclusion
	References

	Visual and Ontological Modeling and Analysis Support for Extended Enterprise Models
	1 Introduction
	2 Modeling Enterprises with Explicit Intentions
	2.1 Requisite Elements for Modeling and Analyzing Explicit Rationale
	2.2 Using Explicit Rationale

	3 Modeling EA and IM with Integrated Visual Modeling Support
	3.1 Adding Motivation Elements to Intentional Models
	3.2 Enabling Integrated Visual Modeling Environment
	3.3 Extended Enterprise Ontology for Purposive Analysis
	3.4 Conducting Combined EA and IM Model Analysis
	3.5 Toward Industry Strength Modeling and Analysis for Enterprises

	4 Scalable Modeling and Analysis for Enterprise Decision Making
	4.1 Enabling EA and IM Modeling and Analysis in Adex
	4.2 Scalability Features for EA and IM Models

	5 Related Work
	6 Conclusion
	References

	Unified Process Modeling with UPROM Tool
	Abstract
	1 Introduction
	2 UPROM Methodology
	2.1 Developing Core BPM Diagrams
	2.2 Developing Analysis Diagrams Associated to BPM Diagrams
	2.3 Generating Artifacts

	3 UPROM Tool
	3.1 Structure of the Modeling Project
	3.2 Diagram Editors and Relation Constraints
	3.3 Unique Object Assignment
	3.4 Process and Object Attributes
	3.5 Generation of Artifacts

	4 Related Work
	5 Conclusion and Future Work
	References

	Case Study Report
	Requirements for IT Governance in Organizations Experiencing Decentralization
	Abstract
	1 Introduction
	2 From Centralized to Decentralized Organizations
	3 Research Method
	4 Deficiencies of EA Frameworks to Support Decentralization
	5 Case Study
	5.1 Approach
	5.2 Results
	5.3 Recommendations: Peer-to-Peer Principles

	6 IT Governance Principles in Federated and Decentralized Organizations
	7 Discussion, Conclusion and Future Work
	References

	Author Index



