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Abstract. Grammatical Inference deals with the learning of formal lan-
guages from data. Research in this field has mainly reduced the problem
of language learning to syntax learning. Taking into account that the
theoretical results obtained in Grammatical Inference show that learn-
ing formal languages only from syntax is generally hard, in this paper
we propose to also take into account contextual information during the
language learning process. First, we review works in the area of Artifi-
cial Intelligence that use the concept of context, and then, we present
the theoretical, algorithmic and practical aspects of our proposal.
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1 Introduction

Grammatical Inference (GI) is a specialized subfield of Machine Learning that
deals with the learning of formal languages from a set of data. Roughly speaking,
in a GI problem, we have a learner (or learning algorithm) that learns a language
from the information that a teacher provides to it. Hence, a GI problem has some
similarities with the problem of children’s language acquisition: a child, like the
learning algorithm, learns a language from the data that he/she receives from
the linguistic community that is around him/her. Moreover, depending on the
input that the child receives, he/she will learn one language or another, that is
why a child growing up in a linguistic community that speaks Spanish acquires
Spanish, but if the language spoken by the community is Chinese, the child will
learn Chinese.

The initial theoretical foundations of GI were given by E.M. Gold at the
end of 60’s [20]. His goal was to formalize the acquisition of natural language.
Since then, a big amount of research has been done to establish a theory of GI,
to find efficient methods for inferring grammars, and to apply those methods
to practical problems (e.g., syntactic pattern recognition, adaptive intelligent
agents, computational biology, natural language processing, etc.). An excellent
survey of the field can be found in [15].

Most of the research that has been developed within the field of GI has
focused on syntax learning (i.e., on learning the rules of a grammar), and tends
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to omit any other kind of information. The theoretical results obtained in GI
show that learning formal languages only from syntax is generally hard [15,20],
usually leading to negative results. What about taking into account another kind
of information during the language learning process?

Linguistic and cognitive studies suggest that contextual information seems
to play an important role in the early stages of children’s linguistic develop-
ment [14]. For instance, let us take a conversation extracted from the CHILDES
database [24] (i.e., Child Language Data Exchange System, which collects tran-
scripts of child-parent dialogs):

Abe: milk. milk.
Father: you want milk?
Abe: uh-huh.
Father: ok. Just a second and I’ll get you some.

The child in this conversation is two and a half years old, and she is con-
cretely in the linguistic stage called two-word stage, in which children go from
the production of one word to the combination of two elements. Specially in this
stage, the correspondence between sentences and the context in which they are
made seems to be a very important source of information for both: the child,
trying to learn the language, and the adult, trying to make sense of the imperfect
sentences produced by the child. For example, in the previous conversation, the
child produces only two words as milk milk to express a whole sentence like I
want milk. Thanks to the context in which the sentence is produced (which is
shared by both the adult and the child), the adult can understand the meaning
of the child’s sentence, although it is not syntactically correct.

Therefore, contextual information seems to play an important role in lan-
guage acquisition. The presence of this kind of information not only seems to
facilitate (i.e. to speed-up) the learning process to the child, but also allows the
communication between adult and child [14].

Taking into account that, in natural situations, contextual information is also
available to the child, and that GI studies show that learning from only syntax
is hard, the following questions arise: Why not to take contextual information
into account during the learning process to improve language learning? Can
contextual information simplify (speed-up) the learning problem?

The remainder of the paper is organized as follows. An overview of different
works developed in the field of Artificial Intelligence that take into account the
context is presented in Section 2. This section is divided into two subsections:
Section 2.1 is dedicated to exploring different existing theories about context,
and Section 2.2 reviews works on context modeling. Then, Section 3 presents the
theoretical, algorithmic and practical aspects of our proposal. Finally, concluding
remarks are presented in Section 4.
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2 Context in Artificial Intelligence

2.1 Theories of Context

The notion of formalized contexts was introduced by McCarthy [26] in his
Turing Award Lecture in the late 80’s as a way of focussing the problem of
generality in Artificial Intelligence. Thenceforth, it has been extensively dis-
cussed in Artificial Intelligence and other fields. Three main formalizations have
been developed: Propositional Logic of Context (PLC), Local Models Seman-
tics/MultiContext Systems (LMS/MCS) and Situation Theory. Next we briefly
review these approaches and related papers.

Propositional Logic of Context. McCarthy [27] worked to formalize context
and to develop a theory of introducing context as formal objects. He introduced a
new modality ist(c, p) (pronounced as “is true”), meaning that the proposition p
is true in the context c. Guha’s [23] PhD dissertation under McCarthy’s supervi-
sion was the first in doing a depth study of context. Guha extended McCarthy’s
notion of context and motivated the CYC1 ontology together with D. Lenat [22].
Knowledge statements in CYC were divided into microtheories, which become
a common sense knowledge base. Each microtheory contains a set of axioms or
rules and a vocabulary which provides the syntax and semantics with predicates
and functions.

From these works, Buvač and others developed a Propositional Logic of Con-
text (PLC) [10,11] and a Quantificational Logic of Context [9,25]. They described
the syntax and semantics of a general propositional language of context. For this,
they introduced ist(c, p), meaning that the sentence p holds in the context c, and
each context has its own vocabulary, i.e. a set of propositional atoms which are
defined or meaningful in that context.

Local Models Semantics/MultiContext Systems. Working under a differ-
ent approach, Giunchiglia [18] reformulated the problem of context in terms of
locality of reasoning. He devised a formalization of context based on the prob-
lem of locality. It consists in a problem of modeling reasoning using a subset of
information that reasoners know about world. Namely, to solve a problem set
in a concrete situation, people do not use all their knowledge; by contrast, it is
solved by a local theory considering who really know all the essential events of the
problem. This proposal differs from reasoning, since people can move between
contexts, changing from one to another when necessary. Definitively, this app-
roach gave more importance to formalize contextual reasoning than formalizing
contexts as first-class objects.

In MultiContext Systems (MCS), devised by Giunchiglia and Serafini [19],
they introduced the idea of bridging rules. These rules relate knowledge among
other contexts. MCS later became associated with the Local Model Semantics
proposed by Ghidini and Giunchiglia [17]. Ghidini and Giunchiglia argued that

1 CYC: http://www.cyc.com/

http://www.cyc.com/
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there are two main principles underlying the use of context: the principle of
locality (reasoning uses a part of the environment that is available, which is
called context) and the principle of compatibility (different kinds of reasoning
performed in an environment are compatible).

Situation Theory. Situation Theory is a theory of meaning and communica-
tion in some situations which are recognized as primary events (as opposed to
derivatives). Barwise and Perry [6] argued that for an expression to be mean-
ingful, it should transmit information. They assumed that people use language
in limited parts of the world to discuss other limited parts of the world (situ-
ations). So, they developed a theory of situations as a relation between these
situations. The theory provides a system of abstract objects that makes it pos-
sible to describe the meaning of both expressions and mental states in terms of
the information they carry about the external world [16].

The main ideas of Situation Theory are infons and situations. Infons are the
basic units of information and they are of the form: << P , a1, ..., an, i >>
where P is an n-place relation, the value i represents polarity and a1, ..., an are
appropriate objects for P .

Following Barwise [7], Akman and Surav treated context as “an amalgama-
tion of a grounding situation and the rules which govern the relations within the
context” [5,31].

2.2 Examples of Context Modeling

Several authors have tried to model the context. Here we present an overview of
some of these works.

Nickles and Rettinger [28] introduced a Relational Reinforcement Learn-
ing (RRL) approach. It uses symbolic interaction between artificial agents and
humans for learning denotational concept semantics. This framework does not
impose any specific kind of formal context. Results were mostly positive and
showed the applicability and significance of the learning framework for realistic
semantic learning tasks. They could show that the agent: (a) can learn different
meanings of a concept, (b) scales to different levels of complexity, including a
very ambitious 10 blocks world, (c) uses communication to ease the task, (d)
deals with non-stationarity and more complex scenarios.

Goldwasser and Roth [21] were interested in providing a way for a human
teacher to interact with an automated learner using natural instructions, thus
allowing the teacher to communicate the relevant domain expertise to the learner
without necessarily knowing anything about the internal representations used
in the learning process. They evaluated their approach by applying it to the
rules of the solitaire card game. They showed that their learning approach can
eventually use natural language instructions to learn the target concept and play
the game legally. Furthermore, they showed that the learned semantic interpreter
also generalizes to previously unseen instructions. This presents an analogy to
human learning, where a learner tests her understanding in an actionable setting.
Such a setting can be simulated as a world environment in which the linguistic
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representation can be directly executed by a computer system. For example,
in semantic parsing, the learning goal is to produce and successfully execute a
meaning representation. Executable system actions include access to databases
of simulated card games.

Chen [13] focused his research on how to build systems that use both text
and the perceptual context in which it is used in order to learn a language.
He first presented a system that can describe events in RoboCup 2D simulation
games by learning only from sample language commentaries paired with traces of
simulated activities without any language-specific prior knowledge. By applying
an EM-like algorithm (Expectation-Maximization algorithm), the system was
able to simultaneously learn a grounded language model as well as align the
ambiguous training data. The goal of this research was to learn to map words and
phrases into logical components that can be composed together to form complete
meanings. Chen studied the problem in simulated environments that retained
many of the important properties of a dynamic world with multiple agents and
actions while avoiding many of the complexities of robotics and computer vision.
His commentator system learned to semantically interpret and generate language
in the RoboCup soccer domain by observing an on-going commentary of the
game paired with the evolving simulator state.

The process that determines the emotional tone in a series of words is known
as Sentiment Analysis. It is used to try to understand the attitudes, opinions
and emotions expressed by a writer in an online publication. Context is an
instrument to one of the existing methods for carrying out this process, as it
can be seen in the paper written by Vanzo et al. [33]. They analysed the feelings
in the social network (concretely Twitter). They considered a tweet within its
context, i.e. the stream of related posts. In this case they studied three types
of contextual information for a target tweet: an explicit conversation, the user
attitude and the overall set of recent tweets about a topic. They considered
the sentiment prediction as a sequential classification task over a context that
associates tweets and for this, they proposed the SVMhmm algorithm. Finally,
they concluded that contextual information is relevant because it eliminates the
ambiguity of the sentiment polarity.

3 Our Proposal

As we have pointed out previously, research in the field of GI does not take into
account some relevant aspects of natural language learning like, for example, the
availability of contextual information to the child. In this paper we propose to
exploit syntactic and contextual information for language learning. In order to
do that, we are going to focus on three different aspects: theoretical, algorithmic
and practical aspects.

3.1 Theoretical Aspects

Three important formal models of language learning have been widely investi-
gated in the field of GI.
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– Identification in the limit, proposed by E.M. Gold [20]. In this model, exam-
ples of an unknown language are presented to the learner (or learning algo-
rithm), and the learner has to produce a hypothesis of this language. Its
hypothesis is updated after receiving each example; if the new examples
received are not consistent with the current hypothesis, it changes its hypoth-
esis. According to Gold’s model, the learner identifies the target language
in the limit if after a finite number of examples, the learner makes a correct
hypothesis and does not change it from there on. There are two traditional
settings within this model: a) learning from text, where only examples of the
target language are given to the learner (i.e., only positive data); b) learning
from informant, where examples that belong and do not belong to the target
language are provided to the learner (i.e., positive and negative information).

– Query learning model, proposed by D. Angluin [1]. In this model, also known
as active learning model, the learner is allowed to interact with the teacher,
by making questions about the strings of the language. There are different
kinds of queries, but the standard combination to be used are: a) membership
queries: the learner asks if a concrete string belongs to the target language
and the teacher answers “yes” or “no”; b) equivalence queries: the learner
asks if its hypothesis is correct and the teacher answers “yes” if it is correct or
otherwise gives a counterexample. According to Angluin’s model, the learner
has successfully learnt the target language if it returns the correct hypothesis
after asking a finite number of queries.

– PAC learning model, proposed by L.G. Valiant [32]. The Probably Approx-
imately Correct (PAC) model is a probabilistic model of learning from ran-
dom examples. According to this model, the learner receives examples sam-
pled under an unknown distribution. The learner is required to learn under
any distribution, but exact learning is not required (since one may be unlucky
during the sampling process). A successful learning algorithm is one that
with high probability finds a grammar whose error is small.

As we can see, each of these models is based on different learning settings
(what kind of data is used in the learning process and how these data are pro-
vided to the learner) and different criteria for a successful inference (under what
conditions we say that a learner has been successful in the language learning
task). Although they have aspects that make them useful to study the problem
of natural language acquisition to a certain extent, other aspects make them
unsuitable for this task. For example:

– in Gold’s model, the definition of identification in the limit postulates greatly
idealized conditions, as compared to the real-world conditions under which
children learn language. Moreover, it makes some assumptions that are con-
troversial from a linguistic point of view. For instance, there is not limit on
how long it can take the learner to guess the correct language (but children
are able to learn language in an efficient way), the learner hypothesizes com-
plete grammars instantaneously (this is not the case in children’s language
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acquisition), and the learner passively receives strings of the language (but
children also interact with their environment).

– in Angluin’s model, the queries are quite unnatural for real learning environ-
ments (a child will never ask if his/her grammar is the correct one). More-
over, the learner has to learn exactly the target language (but everybody has
imperfections in their linguistic competence) and the teacher is assumed to
be perfect (i.e., he knows everything and always gives the correct answers),
which is an ideal teacher that does not occur in a real situation.

– in Valiant’s model, the requirement that the examples have the same distri-
bution throughout the process is too strong for practical situations.

Moreover, a common feature of all these formal models is that they do not
take into account some relevant aspects of natural language learning, like for
example, the availability of contextual information to the child. These models
take into account only the syntax; so, their goal is to learn the rules of a gram-
mar by taking just into account if, for example, a string belongs or not to the
language, but not the context in which this string has been produced. There-
fore, we claim that the existing models in GI are not well adapted to introduce
contextual information.

Due to the absence of formal models in GI that consider this natural aspect
during the learning process, one of our goals is to develop a new theoretical
framework that takes syntactic and contextual information into account for lan-
guage learning.

To reach this goal, we will need to answer some crucial questions. First, how
should we represent contextual information? As we have seen in the previous
section, there exists different possibilities. We will opt for representing contextual
information in the form of a logical language. We will explore various fields of
logical languages ranging from some old formalisms such as (constraint) first
order logic to more recent ones such as description logic, widely used nowadays
in the area of semantic web, leading to the design and use of ontologies.

Second, how should we prove that taking contextual information into account
during the learning process can not only make learning easier, but also faster? We
postulate that the use of contextual information will reduce the number of data
necessary to theoretically learn the target language. In other words, we think that
we should be able to drive tighter generalization bounds to this additional and
meaningful information. Moreover, these theoretical results should also allow us
to well understand why we obtained better results with contextual information,
and answer the following questions: How contextual information speeds up the
learning process? What guarantees the convergence of the algorithm?, etc.

This theoretical study will thus give us a framework to develop learning
algorithms that use syntactic and contextual information during the learning
process.
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3.2 Algorithmic Aspects

Ideally, in order to correctly simulate some aspects of natural language acquisi-
tion, the information provided to the algorithm should be the same as the one
available to children. As we have seen, contextual information not only is one
component of language learning, but also seems to play an important role in
the first stages of children’s language acquisition. Therefore, it is also of great
interest to study this component and the way new learning algorithms could
take it into account during the learning process.

Unfortunately, most learning algorithms in GI have been focused on syntax
learning, omitting any consideration to semantics. Thus, the problem of language
learning has been mainly reduced to syntax learning. For example, many algo-
rithms in GI are based on state merging mechanisms applied on (probabilistic)
automata. More precisely, these methods allow us to generalize the knowledge by
merging step by step some states (which describe prefixes) while not challenging
some statistical properties (e.g. in ALERGIA [12]) or the correct classification
of the training data (e.g. in RPNI [29]). Therefore, this kind of algorithms are
definitely not adapted to our context which has also to consider contextual infor-
mation.

Our algorithmic objective is to develop new algorithms, theoretically founded,
that incorporate contextual information for language learning, that is something
novel in the field of GI. Our conjecture is that contextual information speeds-
up the learning process and reduces the amount of examples needed to learn a
language.

3.3 Practical Aspects

One of the limitations for researchers working on context is the lack of training
data with contextual annotation. A common resource of training data remains
conspicuously absent. Moreover, the lack of standardization of the type of data
available to researchers makes it very difficult to compare different models with
one another.

Our aim is to develop a new benchmark for the international community.
More concretely, we will develop datasets combining natural language descrip-
tions with semantically annotated visual events. This resource will be valuable
for researchers who study language learning, particular for those who study syn-
tax and semantics together. The datasets will be freely available for use, and the
researchers will not only be able to use these data, but also produce new data
and share them. Hence, these datasets aim to be collaborative tools, allowing
other researchers to add new data.

This database will also allow us to evaluate our algorithms and the ones
proposed by other researchers from the international community.

We can distinguish two types of useful datasets:

1) A first goal is to develop a benchmark based on the Miniature Language
Acquisition task [30]. This task consists of learning a subset of a natural



26 L. Becerra-Bonache et al.

language from sentence-picture pairs that involve geometric shapes with dif-
ferent properties (color, size and position). Although this task is not as com-
plex as those faced by children, it involves enough complexity to be compared
to many real-world tasks.

2) A second goal is to develop a benchmark based on real data. A first per-
spective is to use a software platform to develop a real syntactic-semantic
dataset (in collaboration with linguists). An idea would be to present several
pictures to a child, to say a sentence and ask to the child which one better
reflects the content of the picture. With that, we would validate our models
(we could verify, for example, if our system is able to understand what we
are talking about, like the child does).

It is worth noting that our proposal relies on some preliminary works that we
have done. In [2–4], it was proposed a simple computational model of language
learning. This model takes into account some aspects of natural language acqui-
sition, such as: the interaction between the adult and the child, the context in
which the sentences are produced and the meaning-preserving corrections made
by the adults to well understand the imperfect sentences of the child. Thus,
this model has a learner and a teacher that interact in a sequence of situa-
tions by producing sentences that intend to denote one object in each situation.
The learner uses cross-situational correspondences to learn to comprehend and
produce denoting sentences in a given situation (there is no explicit semantic
annotation of the sentences). The goal of the learner is to be able to produce
every sentence denoting one object in any given situation. It was empirically
showed that the access to semantic information facilitates language learning,
and the presence of corrections by the teacher has an effect on language learn-
ing by the learner. Following this line of research, a work based on pair-Hidden
Markov Models was proposed in [8]. It was showed that, by taking into account
semantics, it is possible to accelerate the language learning process. Therefore,
these preliminary works constitute the building-block of our proposal.

4 Conclusion

One of the goals of Artificial Intelligence is to enable computers to interact with
the real world. To achieve this goal, we need to construct machines that are
able to understand, among other things, natural language sentences addressed
to them and also to produce meaningful sentences in a given context. This paper
presents ongoing work in this line of research.

The field of GI provides a good theoretical framework for investigating the
process of natural language learning. Taking into account that studies in GI are
based exclusively on learning syntax, we have proposed in this paper to exploit
syntactic and contextual information for language learning. Hence, our proposal
establishes a methodological break up with conventional approaches in GI.

Our work can contribute to the definition and implementation of models that
may simplify and improve human-computer interfaces. The results we expect to
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obtain from our work are not only theoretical or restricted to the field of GI, they
are also related to cognitive science, and in general, to the topic of how humans
actually process natural language. So, our proposal is an interdisciplinary work
and the expected results may be useful in different research areas.
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10. Buvač, S., Mason, I.: Propositional logic of context. In: National Conference on
Artificial Intelligence (AAAI), pp. 412–419 (1993)
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